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. SYNOPSIS

. As the costsof digital signal proéessing and memory hardvare are

decreasing each year compared to those of transmission, it s

inereasingly economical to apply sophisticated source encoding

techniques to reduce. the transmission time for facsimile documents.

With this éﬁtent,_infbrmation lossy encoding schemes have been

investigated in which the encoder <s divided into two stages.

 Firstly, preprocessing, which removes vedundant information from

the origfnai documents, and secondly, actual encoding of the pre-

processed documents.

Inittally, a psychovisual coding scheme called Adaptive Pel
Location'deing (APLC) is described where preprocessing s incoy-
porated witkiﬁ the algorithm itself. Iwo further preprocessing
schemes_are later pro?osed. The first, a simple but effective
schéme, employs a set of masks to remove notehes, pinholes and
tsolated picture elements in the original image. At the receiver,
the application of another set of masks restores the image as
accurately as possible., The second, a more involved ﬁethodg uses
subsampling and interpolation fbr:pre4 andﬂpost~prgcessing
respectively. Here, a 4:1 sample raté reduction 18 achieved
resulting in very high buerall'compression efficieﬁcy. At the.

receiver, 'cosmetic'! restoration is applied to the interpolated

image to give a visually pleasing result.




The above schemes ave preludes to tuo different source encoding
techniques‘— CZasSified_Adaptive_BZock/Run—Length'Coding (C4BC), .
and Adaptivé Block/Loca#ion Coding.(ABLC); CABC is a Ziﬁé-by-line

sequential predicfive coding scheme which divides each sean-line

_ ddaptively into smallef'blocks using'tke'probability of‘pre&iction

errors as the criterion. ABLC, on the other hand, is an area coding

algorithm which takes'm x m elements at a time and uses a numerical
'eomplexity' measuﬁe‘dé a coding cﬁiterion.' f%eoreticai aspects of
ABLC are.diécussed and expressions éhowing-the'dependence of bit-
rate on image complexity arve established. For all schemes described,
substantial-vdlués of_compression ave achieved, the highest reduéing
the transmission time oj’a.typical A4 document to about 20 seconds

(transmitted at 4800 bits per second).

As a further deveiopment, coding of speech gsing‘one of the
deseribed techmiques is conéidéred. The aim is to fransmit both
speech and text using the same encoder. ;Delta Modulation (DM)

18 used as the preliminary stdge gince its binary output is very
stnilar to a facsimile signal and is therefore amenable to further

eoding. Results obtatined show that a vemarkable reduction in bit-

rate can be achieved,
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. LIST OF ABBREVIATIONS AND SYMBOLS

ABC

ABIC

ATM -

ADPCM

ARQ

APIC

BFICC

BER

BFB

CABC

CCITT

GaD
CLAP
CR

GFIM
CVSD

CSM

ISB

DF

ICT

Avto-adaptive block coding

Adaptive Block/location Coding

: Adaptive Delta Modulation

e

Adaptive Differential Pulse Code Modulation
Amplitude:Modulation
Automatic Repeat Request

Adaptive Pel Iocation Coding

British Facsimile Industry Compatible Committee

Bit error rate

Basic picture block

Classified Adéptive Block/Run-length Coding
International Telegraph and Telephone Consultative
Committee

charged coupleddevice

Classified Pel Pattern Method

compression ratio

Constant Factor Delta Modulaticn

Continuous Variable Slope Delta Modulation
Combined Symbol Matching

Delta Modulation .

double sideband

Depth First

Discrete Cosine Transform




EDC

EDIC

EOL

EIA
ESF.

EFB -

FEC

cEs

IES

1M

MHC

MRG
MSLT
MUC
OCR
18]
PSTN
FCM
RHC
READ

RAC

P

-

-

-

Easily Decodable Run-length code
Edge_Differehce Coding '

End of line

Blectronic Industries Association
Error Sensitivity Factor
Elementafy:picture block

Frequency Modulation

Forward acting error correction code
Greater Error State

Institution of Electrical Engineers
Institution of Electronic and Eleétrical Engineers.
Intermediate Ternary Code

Initial picture block |

lesser Error State

Linear Delta Modulation

Modified Huffman Code

Modified REAﬁ Code

Minimum scan line time

Make-up codewords

Optical Character Recognition
Predictive Differvential Quantizing
Public Switched Telephone Network -
Pulsé Code Modulation

Reduced Huffman Code |

Relative Element Address Designate

Relative Address.Coding



RTC

1+ Return to control
‘SEB 1+ Subpicture block
.SQNR : Signal to quantization noisé ratio
THC : Truncated Huffman Code |
TC '_ 2 .Terminating_codewords'
VIST f_ . .very large scale infegraﬁion
VSB : “Vestigial sideband
VADS : Visual Acquisition and Display System
' vz?' ter, . CCITT Recommendation - 4800/ 2400 bitg per second
modenm standardised for use in the PSTN
V29 : COITT Recomgndation - 9600 bits per second moden
standardised for use on leased ckcﬁﬁs
WBS : White Block Skipping
Bn : .B-spline Pasis function
Ck ' + coefficients used in B-spline interpolation
GP :  Complexity
Gp- : Gomplexity due to black primitives
CPD s+ Complexity due to white primitives
%(e ) : Intérpolated continuous function in one-dimension

Interpolated continuous function in two-dimensions

=
P
(ew)
—
—

fS + sampling frequency

H : entropy

Hw + entropy of white runs
Hb 1 entropy of'black rms
'Hpel : entropy per pel




number of quartic divisions

=
+

output of delta modulator at rth sampling instant

Lr H

mg : number of wh;'uté primitives

Ng | ' : number 6f black primitives

-N:l’w : connected ﬁumbei's (LF—connectivi'bj)

.N;8> : weighted_. donnected numbers (8-connectivity)

Pw(r) : probability of white runs of length r

B (r) : probability of black runs of length r

'Pm’j | :' rrefix bits (used in APIC) |

QUax : maximum theoretical compression factor

;b : average black run

;w : average white run

5,.(0) : ‘basis function used for interpolation

Xy t sequence of pels or speech samples
=9k- 3] k-1 uniform spaced data poiirts (kndts)

Y2 : convolution

g ¢ modulo-2 addition

step size for delta modulation

B -1 leakage factors for CVSD

time constant

§ Q 2 o<

decibel
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CHAPTER [

'THESIS  INTRODUCTION

1.1. INTRODUGTION.

_Irocessing-and communicatioﬁ'of graphics wﬁich are predbminéntly
blaék and white has atiracted considerable interest in the 1as£
decade_or so, It is.nof diffiéult to find such images in_practice.
Graphics processing and communication is both useful.in the business
world as ﬁell as in the honme environment, and examples include
business letfers, documents, weather maps, geographic-maﬁs, finger-
print cards and newspapers. Teleconferencing ( audio-graphics. ),
document transmission ( conventional facsimile Vs slectronic

mail ( word processors ), giaphics for computer-aided design and
picfure'data bases_aré further examples of its use in the busineés
world, In the home, the efficient use of the public switched tele-
phone network and the television set has given birth to systems .
such as videotex (eg. British FRESTEL, French ANTIOHE, Canadian

TELIDON and Japanese CAPTAIN ) and other home information systems.

Although the input signal, i.e., the light intensity reflected
from a graphical document, is an analogue quantity, there are
advantages in digitising it to allow the best use of integrated
circuit technology. Integrated circults for proéessing and memory
are.becoming less expensive each year, whilst very large-scale

integration { VISI ) promises to provide denser digital circuits




which are easier to test and maintain compared with equivalent

analogue circuits. Aiso; source encoding of the signals becomes
easiér in the digital domain. Furthermofe, digital transmission
has advantages in that signals of several types xepreéenting
different_squices éan be multipleked easilyland periodic re-

generation is possible when the-sighals become weakened and ,

 distorted. Digital signals also lend themselves to the techrology:

of encryptibn.and, of course, in*service'pérformanoe monitoring,
protection switching and off-line fault isolation are easily

implemented,

Most graphics are black and'white ( two-level )}, although with
time, thers will be an increasing tendency to use graphics with
gray-scale ( multilevel ) and colour, In this thesis » greater
enrhasis is_put.on two-level documents than on multilevel iﬁages.
A typical A4 size document'( 210mm x 297mm ) sampled at a density
6f 8 elements per millimetre generateé about 4 million bits. The
easiest and probably the most reliable way of conveying thié
information would be to transmit these 4 million bits unchanged. -
through the transmission channel to the receivef, since in this
cése no special coding is required and disturbances on the tele-
phone lines will perhaps only affect a few'samples. However, the

transmission. of such documents through the telephone network at-

- a data rate of H800 bits per second would take nearly a quarter |

of an hours too long under normal circumstances. Clearly, such

a high volume of data per document is often uneconomical to store .

or transmit directly so techniques of data compression are of




great interest ‘This' thesis is concerned mainly with efficient

representatlon of graphlcs and documents by employlng source

encodlng technlques, elther 1nformat10n lossless cor 1nformat10n T

lossy, so that the transmlsslon time and memory requlrement for 

storage is as low as possible.

1.2,  BACKGROUND TO.THE RESEARCH

- Although digital image processing, especially in arveas of digital

television and Transform Coding for viewphone and viewdata
applications, is a well established field of research, it has
only been pursue& for about six years in the Department of

Electronic and Electrical Engineering; University of Technology,:

~ Ioughborough. Research in facsimile coding has been recently

introduced with £he aim of expanding into another area of iﬁage

pfoceséing. Tts application is somewhat different from the above

two areas of research, and 1s focussed mainly on the efficient
transmission of documents over telephone lines with the receiver

producing a replica of the original document in hard copy.

The research work_initially used the facilities provided by the

University's Cdmputer Centre, on an International Computers
Limited, ICL 1904A mainframe computer, and the departmental

Hewlett Packard HP2100A mini-computer. Research began in autumn

1978 and work was nade possible, thanks to the British Post

Office ( now British Telecom ), for providing the standard
CCITT documents (Seée Chapter IYI). During early 1979, a new

PRIME40Q mainframe computer was added to the existing facilities




i

of the Computer Centre, offering greater computer power for research.

'However,'that computer was maihly_used for development of programs

due to the limited storage space on discs allocated to each user,

compéred with that required to store the CCITT documents. Anyway,

" being interactive, its fast response time was an advantage for

development‘work;_At the_same time, ‘thHe Visual Acqﬁisition aﬁd‘
Display Systeﬁ_( VADS )f.had been completed and interfaced with.
the HPElOOA,'henee'ﬁroviding.é'video’diSplay capabilityﬁto'thé
ekiéting researéh f@cilitiés..Basically; VADS bffers visual |
display of proéessed data stdred on magnetic taﬁes transferred

from the ICL1SO4A computer or the PRIME4OC computer and it also

_ has the capability of digitising analogue inputs generated by -

a camera. Although the latter function is inadequate for use

with £wo—1eve1 graphics, due to the poor resolution of the camera,
the use of VADS as a display unit fdr_visuél assessment of processed
data was found to be satisfadtory for the present ﬁeéearch.'ldeally,
a facsimile printér or recorder inferfaced with either the HPZlOOA_oi
the recently acquired PDP 11/34 mini—compuﬁef is required which

would provide é true representation and enable a better visual
assessment of the processed data on A4 size paper. The basic

research facilities with which much of the work was carried out are

shown diagrammatically in Fig, 1.1,

Built by W.C. Wong, now at Bell Iaboratories, Crawford Hill.

Holmdél, New Jersey, U.S.A,.
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1.3, ORGANISATION OF THE THESIS

The research programme is purely_softwaie orieﬁted'with-coﬁsideration
'giVén to hardware-aspectélwhen désigning‘a particuiar sYstem. The

research can be éatégpriséd.loosely‘into two main divisions, that

is, investigating information preserving and ﬁon—information

'.preServing schemes for fécsimile coding' with both_schemes.coupled . %
in the lafer chapters to form a basic systgm.-Aé-a slight digression,

the épplication.of_facsimile'te¢hniqﬁes to speech, in which a'éimple,
inexpénsive coder ( such as a delta modulator ) ié uéed as a ?re-

liminary stage, is briefly explored, with the intention of narrying

the transmission of speech and documents using a single édder. The

overall lay-out of the thesis is illustrated in Fig. 1.2.

Chapter II is of an introductory nature reviewing the 'state of
the art' in facsimiie coding..It.begins with the historical back-
ground of facsimile, aﬁd gradually introduces soﬁe of the known
techniques of digital facsimile coding, These-aie divided into
two categories::information preserving and non-information pre-
serving schemes. The effects of transmission eriors and methods

for combating them are also mentioned in this chapter,

' The one- and two-dimensional coding standards, which have been
ratified by the CCITT, are described in Ghapfer III, and sbme'_

of the factors leading to their choice are discussed,

In Chapter IV, a relatively simple method of facsimile coding

called Adaptive Pel Location Coding ( APIC ) is described, It
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is an information lossy-scheme aﬁd operates in éither ohe or
' 4wo dimensions. In a manmer similar to-Block'coding, each block
is inspected to see whether it contains all black or all white"
' féls, when appropriate ;&efix bits.are,assigﬁed to'it..If the*
block contains one whiﬁe or one‘biack pel, £he schéﬁe'ignores
them and assumes that ﬁhe block is completely black or white
respeéti#ely. Computer simulations show that'improvemeﬁts.in

 compression ratios can be obtained in this way.

Chapter V describes twoe pre- and post-processing schemes; the
first uses a set'pf masks, whilst the second employs, respect-
ively, subsampling and interpolation. These schemes are later
- employed in two data compression schemes explained in Chapter VI
and Chapter VII. In the first schéme, a set of masks with pre-
determined'patterns is applied sequenﬁially'against the source
C_f,_:i.rr_zage to remove redundant infbrmatién, like notches and pinholes,
that is present. Aﬁother set of masks at the receiver restores
£he image as cloéel& to the oiiginal as possible, The second
scheme is more involved, and various subsampling schemes are
consiaered. The simpiest technique, producing by far the most
accepfable'quality, is subsampling by taking alternate piﬁturé
elements both. horizontally and vertically. The oVerali 4;1-
sample rate reductiqn results in hiéh compression ratios being
obtained, Three interpolation schemes wifh appropriate réstoration,

for the enlargement of the subsampled image, are investigated}

A subjective experiment to assess the order of Preference of

the restored images is also conducted.,




Whilst Chapter IV ;andlchapter v concentiate on non~-information
.preserving scheﬁes, Chaﬁter VI and Chapter VII deal with data
compression schemes which éie,,in'esseQCe; informatién'preserviﬁg.
Data compressioh scheme I, as describéd in Chaﬁter VI, uses a set-
of masks as its preprocessing stage. Called Classified Adaptive
Bldck/Run—Length Coding ( CARC );.it'is a two-dimensional 1ine4
by-1line sequeﬁtial édding scheme_where each scan line is efféctive~-
_1& P50ce35ed by making use of the vertical correlation betweén'the
current line and the preceding line. Assuming that the source image
is an output of a Markov sonce, reduﬁdancy is reduced by employ—~
ing a 7th orﬁer Markov model predictor in which the'present pel

iz predicted on the basis of seven previoﬁs pels. The prediction
errors are aséumed'to result from a memoryless source, and each
scan~line contdining those predictibn errors is adaptively divi&ed
into smaller biocks using the probability of coxrect'predictidn

as a criterion, The choice of biock size iz shown to Dbe neariy
optimum. The effect of transmission errors on the.sjstém_is,also

considered,

Chapter VII discusses another data compression scheme, in which
thé input image is subsampled prior to coding. Called Adaptive
Block/Location Coding ( ABIC ), it is éssentialiy an arealcoding
ralgorithm which_tgkes, at a time, a square block of m X m pels,
A detailed mathematical analysis of block coding and location
coding based on complexity of an image is presented, Four different
configurations of ABIC are examined and the effect of transmission

errors on one of the systemsis investigated. The results of using




the CCITT coding standards on the subsampled documents are also

reported,

in Chapter.VIII, as a further development, co&ing of speech using
the technique'described‘in.Chapter-VI.is Qonsidered;.The_aim is
to transmit both speech énd text using tﬁe'same encoder. Delta

' mddulatiﬁn-is-used-as_a prelimninary preprocessing step since its
binary output isVVé:y'similar t0 a:facsimiie signai and the 4wo -
éignals are therefore amenable to further similar coding.-Different
delta modulation systems are used and their perfqimance evaluated
using the previously described coding schenme, By expléiting the
quasi-periodic nétu:e of speech, a two-dimensional picture of
the @élta_modulation bitstream { voiced region only ) is formed
in the hope of reducing the average transmission rate further.
Similation results show that a remarkable reduction in bit-rate.
can be achieved whilst still maintaining the  quality "of |

speech . of the oﬁgina{ delta modulation systems,

" Finally, in Chapter IX the main results are discussed and
suggestidns.for further reésearch are made. The thesis is then
 concluded with a brief review of what has been achieved in the

research, together with closing comments."
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CHAPTER II

DIGITAL FACSIMILE  CODING TECHNIQUES
- —A REVIEW

2.1.  INTRODUCTICN

Two significant évents.in the field of telécbmmunication took
place early in 1926. One was the first pﬁblic demonstratioﬁ,'in
January, by John.Baiid; of teievision, in a-littie laboratory in . ‘I
London's Scho district. The other was thé inauguration, three
months 1ater of commércial'transatlantic radio facsimile serfice'
| (for the transm1551on of news photos) by the Radio Corporation of
' Amerlca( ) Whlle televzslon remained confined to the laboratory :. ‘
bench, its static (in. the sense that it was concerned w;th still,
as opposed to moving,fimages) couﬁterpart,_already had several ‘
| decades of practical application behind it, in the course of

which it had steadily progressed towards a high state of refinement,

Although television.was tb enjoy a somewhat more rapid technologic#l
growth than facsimile in_the ensuing years, it was not until two -
decades later that it finally caught upIas.a fully fledged commer-
cial reality; and it was not until the advent of communication
sateliites in the 1966'8 that it was able to expand on a limited
commercial basis. At the same time, facsimile has established,

and even graduslly :einforced, itsrposition as an indispensable

|
telecommunications medium.1)

Facsimile, broadly defined, is the process of £raﬁsmitting and -
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reproducing printed matier, still pictures, etc,, from one place
. to another by electrical means,_in which a reasonably faithful
‘copy is permanently recdrded:at the receiving end in aﬁy cne of-
several forms - either hard copy (printers) or. soft copy_(dispiays).
Alfﬁough facsimile includes techniqués'for transmitting colour -
pictures, nonochrome images and the like, twoftoﬁe images, i.e.
black and ﬁhite documents, assumed tb bé digital, static and
having two-levels rather than_multilevel.piéture elements, have _
dominated and étimulated digital facsimile in the last fifieen
years or so, In the early years, facsimile was éonfined to spec-

© ialised users like newsPaper_agencies and huge multinafional‘
companies, but now the list of facsimile users is more broadbased;.

ranging from domestic users to big financial institutions,

Early machines were mainly of the anaiogue tyre. lThe cutput of

a Tacsimile scanner, resultiﬁg frém a sﬁccession of apparently

random light reflectance variations; varies in both amplitude .

and frequéncy and consists primarily of an irregular chain of

transitions as shown in Fig. 2.1, Furthermore, the frequencies

vary from several thousand hertz right down to zero, It is this

characteristic that necessitates modification of the facsimile -

signal in ordér for it to be suitable for transmission over voice

grade telephone lines, The problem is easily overcbme by modulating
onto a carrier

the baseband facsimile signal,either by amplitude (AM) or frequency

(F) modulation. techniques prior_to transmission. The chief

adfantage of FM over AM is its relative immunity to the effects

of electrical noise, unfortunately at the expense of additional -

bandwidth,
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Fig. 2.1 - Analogue facsimile baseband signal (b) resulting
from random light variations within a scanned -

segment (a) of a subject copy. (From Ref, (1))




As a by-product offmodulation,sidebands are rroduced; double-

sidebands (DSB) in the case of AM'land an infinite number of
éide—frequencies in the case of FM,.fhough there aré commexr-

- cialiy available FM'maéhineé whose bandwidth reqﬁirements are
simiiar-to that of DSB-AM: ._The'supm@ssmh of-fﬁe upper sideband
and  the :carrmr-"of‘a DSB—AM " signal .. results in a.more-
efficient use of the transmiséion'channel‘without (thepieticaily)
affeétihg the infbrmatién being traﬁsmitted. Howe#er, in ﬁractice-'.
such suppression is difficulf'to_realise without sacrificing.a
portion of the lower sideband. A good compiomise,-aﬁd one that
ha§ been resorﬁed to in a number of commercial facsimile systems,
is vestigiél sideband transmission (VSB), In VSB-AM, the entire
lower sideband, the carrier and only a small portion of the upper
sideband are transmitted, therefore étill allowing a saving in

bandwidth,

DSﬁ—AM and FM systems are the basis of CGITT Group 1 machines

which require a transmission time of six minufes for an A4 size
page at a resolution of 3.85 pe1s/mm in the horizontal aﬁd vertical
directions, whilst VSB-AM is used in Group 2 machines whose trans-

mission time is half that the machines of Group 1. .

Analogue tranamission, however, suffers from a number of problens,
particularly impairments caused by the transmission medium., External
interference like lightniﬁg, power line induction and crosstalk afe
amongst the principal causes which can degréde a facsinile recofding.
Lightning and power line indﬁction which occur spasmodically can

obliterate essentiai details of the transmitted copy, but generally
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diagonal stiipe(l) patterns are observed over the entire facsimile
recording. Crosstalk, despite elaborate measures. taken to minimise
it, also occurs. causing damage to the received imége. Internai B
noise within'the'trahémiséion path iteelf, for exampie conta;t

noise in'the switching system and transistor noise withih;terminal
amplifiers aﬁ&'fepeater stétions, also have the poténtial.to

degrade the resulting_reéérding. Levei'fluctuations, which are
aséociated with the'intrinsig characteristics of long'telephdne
éhanneis are beyond humaﬁ control (specifically the fading encoﬁntered
in long range radic reception), and tend to cause different grey
levels to appear in the resuifing copy. Echoes and delay distorfion '
are £ransmiésion impairments which can visibly affect the quality

of the received copy in the forﬁ of 'ghost' and 'smear' respectively.
ther impairments inciude phaSe jitter, i.e., the accidental shiftingx

of transmitted ffequencies at some fixed rate, and harmonic distortion.

One way of overcoming the problems of analogue systems mentioned
above ié fo convert the analogue signal to a digital code strean
which can he regenerated periodically ag it becomes weakened and -
distorted, This will permit +the faithful reconstruction of the
transmitted pictu‘xe._Furthermore, the techniques of encryption-
and forward error correction can be applied to digital systems

without much difficulty.

The chief disadvantage of analogue systems is their relativew

- glow transmission time, It takes about six minutes using DSB-AM

and FM and about three minutes for VSB-AM to transmit an A4 size

page at normal resolution, Faster transmission cannot be readily
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obtained using these analpgue techniques because of the réstricted\
bandwidth of the voice grade telephone network. In digital facsimile
systems, - however, data compression séheme§ can be readily applied

to reduce the redundancy present in the digifised input image,
Source encodlng techniques in Whlch efflclent algorlthms performlng

a completely reversible one~to-one transformatlon can be devised,

and typically reduce the transmission tlme to about one minute

i.e., well below the three minute level offered by their analogue
the performance of :

_counterparts. An example of, such a lossless transformatlon is

i1lustrated in Fizg. 2.2(2). Fig. Z.Z(a) shéws'a two-level image
of a business document and'Fig. 2.2(b) illustrates the binary
pseudoimage representing the transformed.data. The left justified
black pels indicate the nﬁmber of bits needéd to describe each
horizontal scan-line while.the white pels represént the savings

due to compression, i.e, the redundancy present, Note the corre-

~lation between Figs. 2.2(a) and 2.2(b), especially evident in the

large number of bits réquired to encode scan-lines containing

| text aﬁd the small number of bits needed to represent empty scan-

lines, The digital image of Fig. 2.2(&) can be reconstructed
identically, giver only the quantity of coded bits indicated by

Fig. 2,2(b) for each scan-line..

Section 2.2 below discusses the evolution of digital facsinile
doding schemes, while Section 2.3 describes the current state-
of-the-art, in which techniques are classified as either ndn-

information or information preserving. One—-and twp-dimensiohal

information preserving schemes will be outlined in this section,
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(b} Compressed image
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and othér related coding technigues summarised in Section 2.4.

The sensitivity of the compressed data to chanmel errors after

the application of source encdding techniques is ofﬁen an important
cohsi&ération; Section 2.5 discusses the problem of the effects of
érrors'on thg decoded imége and suggests ways of minimising these

effects. Section 2.6 concludes this review chapter.

2.2, EBVOILUTION OF DIGITAL FACSIMIIE CODING SCHEMES

Activity in the field of_faésimile'image compression dates back
at least to the formalising of information theory by Shannon(B)
in 1948. Soon after, Laemmel( ) (1951) published an extensive
report on blnary image compression 1nclud1ng many of the hasic
concepts used today. Because Laemmel_s Wwork was not published in
a.major Journal, many of his algoritth-were reinvestigated bj

others, Another significant contribution was the paper by Elias(j),

* who laid the foundation for predictive coding.

The first publication about measurements on binary imagé data and
on compressibn hardware occurred in the late 1950s and early 1960s,
Deutsch(é) made the first attempt to measure the statistical
properties of a small sample of typewrltten or prlnted material,
whlch was later extended by Mlchel(7) to a full size page of text

and line drawings,., Michel concluded that theoretically a saving

of approximately ten is possible with run-length coding systems

which employ an optimum code. In 1857, Michel et. al.(s) described
a completéj{ system design with binéry image compression, followed

some time later by Wyle et. al.(g). Both systems were based on



19

run-length coding. In 1959,_Capon(lo)described a probabilistiec
medel for run-length coding of pictures based on the first- |
order Markov process, Further_developments'in compression
algorithms were made in the 1960s, including the woﬁk of Wholey(ll)
who designed a general method of coding two-level pictorial défa'
using twoﬂdimensionallpredictive coding., Paﬁers réﬁorting‘statis-
tical measuremeﬁtS'on facsinile images became éommonplace”and'

' actual impiementation_became a reality..Facsimile was aiways

seen as a major application for binary image compression,

The emergencé of low-cost integratgd'éircuits_stimulated further
research, Thé 19?O§ saw the appearance of new improved'compressidn'
algorithms(lz—IB) which steédily reducéd the time needed to
transmit an imagé. The introduction of large number of digital
facsimile machines into ﬁatibnal networks géneraﬁed.internationél
efforts to standardise tﬁem; This in turn further stimulated and
‘accelerated more efficient élgorithm developmenﬁ. At present, the
subject of binary image compression has reached such a high state
of development and refinement that even higher performance algor-

ithms are heginning to appear offering even greater compression.,

2.3. CLASSIFICATION OF DIGITAL FACSIMIIE CODING TECHNIQUES

.A digital facsimile fransmission sjstem is a particularltype of
communicaticn system - particular in the sense that a knowledge
of physical characteristics of the-image source and image destination
are vital in its systen design. Image source charaéteristiés include -

the way in which the input source is sampled, Quantised and thresholded
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to generate a binary picture. Models(z) describing the source

need to be formulated in order to represent the input image as
efficiently as possible in its coded form.-frppef modelling of

the desiination or receiver of images also is vital to the effective |
design of a complete system, Cognizance of the human observei is
important in the sense that image distortion should be controlied
such that 'it cannot be seen' even though it is aciually present(lq).
In praétice; the coding system desigﬁ'is optimised to present
minimal visible distortion by exploiting the i1imit§tions of

human vision, for example, in facsimile the application of certain
k@nds of ma;ggfgill'cosmefically' improve the final copy is
possible, In general., efficient digital facsimile transmission -
systems cannot be réalised by a 'black bbx' design approach based

on communication theory alone,

The fun&amental Structure of a digital facSimile transmission
syétem is shown in Fig. 2.3. The input document:is first scanned
using, for example, a charged COupleddevicé (CCD), after which
| each picture element is thresholded to generate one of two values,
black or white, A preprocessing step may be incorporated to remove
redundant information that is present.aftér'the thresholding process,
Redund@nt information-includes random isolated pels 6r notdhes and
pinholes caused due tq indecision in the thresholding'process.
Next; the source encoder transforms the source imzge into a form.
with minimal transmission requirements, which is then converted to
a format suitable for transmission, This step involves.modulation
of the transmissioﬁ-carrier and, often, error\corréé%ion coding

for channel errors, At the receiver, the signal transmitted is
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demodulated and channel decoded, after which the source decoder

inverts the coding process to reproduce the reconstructed document.

If a preprocessing stage was included prior to transmission, then
' o may be '

'naturally.some form. of post—proceSsing'/g'requiréd, Finally, £he

reconstructed document is printed by a facsimile recorder oxr

stored for later use. .

Wifh reference to fhé fundamenﬁal sﬁructure'of Fig. 2.3, facsimile
data compression schemes can_be dlassified intolfwo méin divisions:
nbn—infbfmation-preserving, and information preservingg'coding, as’
shown in Fig, 2.4, Non—information preserving coding uses aﬁ
irreversible preprocessing operation which has no corresponding
jbét—processing operatién which would completely restore the original
image, On i:the other hand, in‘informgtion preserving Qoding, there
exists a re#ersible one-to-one transformation in which the original

input image is recovered without any loss of information,

Information preserving coding can be divided into two categories:
one-dimensibnal and two—&imensional coding, In the former caﬁegory,
coding is carried out only within each sban-line, whilst in the
latfer category, coding is pérformed over fwo or more- scan-lines,
Since tWO-diménsionalncoding schenes nake use of vertical and
horizéntal correlation, they are able.to achieve higher compression
factors than_one—dimensional coding schemes bﬁt become more
vulnerable to transmission errors. Two-dimensional coding schemes
can Ee further divided into simultaneous coding of N lines, line-

by-1line sequential coding and area coding algorithms; In simultaneous

coding of N lines, N consecutive scan-lines are taken and processed’
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independently,.whilst in line~by-line sequential coding, the
vertical correlation that exists in facsimile images is ekploifed,
and each scan~-line is successively proceSsed 5y reference to one
of-two preceding 1ines.'Area coding algorithms, on the other

| hénd, do not make use of previous 1inés as a reference fqr éoding
but rather take successive areas of the source image to be coded
independently, In other words, the vertical correlation that exists

between successive scan-lines is not fully utilised.

2.3.1 Non-Information Preserving Schemes -~ Pre- and Post-processing

- Non-information pmeservihg schemes, in most_cases, are irreversible
prepfocessing techniques which ére emnployed Trior to actual cpding.
Since they are information lossy, degradations are inevitably
introduced into the reprdduced image in the sense that the originai
image cannot be recoversd fully. In most cases, there exists a
corresponding post-ﬁroceSSing technique which will try to restore

the image as best-as_possible. However, the word degradation is
sometimes misleading because in.digital facsimile systems, the

original analogue input goés through theiprocesé of sampling and
thresholding which in itself is accompanied by sohe kind of distortion.
The'disgortion appears in the f£orm of jagged edges along the characters,
or réndom isolated dots resulting fr&m iﬁpulse noise introduced
during the scanhing'process; There are preprocessing techniqﬁes(l5_l7)
available which.have been developed to handle this kind of situation.
It cannot, therefore, be said that the use of.irreversible pre-
processing always causes mors degradatidn than revérsible processing

from the viewpoint of overall image quality, Besides, higher data
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compression efficiency can always be obtained if preprooessing

is incorporated.

It is observed from Fig. 2.4 that non-lnformatlon preserv1ng
schemes can be categorised in two ways. The first category is
where only the transmitier employs a'preprocessing stage -
corresponding to:no post—prooessing at the reoeiving end. The
seoond category incorporates both preprooeesing_ani post-proc-
essing stages at fhe fransmitter and receiver nespeotively.' In
“terms of compreseion-efficienoy;.the latter oategory is more
efficient_beoause more dranio'signal modification can be.employed.
However, because machines of this category need a corresponding
post-processor at the receiver, they oannot communicate with
other machines without the_eeme faecility, mThe'inolusion of .
"techniquee in the former.category,.on the contrary, overcome

this disadvantage but offer smaller 1mprovements in compression

efflclency than those of the latter category.

Amongst the more eimple_preprooessing techniques are those described
bj Netravali(ls) andlMargner.and Zamperoni(lg); In both cases,‘
single element Tuns are discarded without causing serious degra-~
dation to the'resulfing copy. A reduotion'in entropy by aboutl .

10 percent is reported, Other simple tecnniques 'such as isolated

black p01nt removal, and brldglng(zo 21)

y Were proposed in the mid=-
70s. Kunt and Johnsen( 2) proposed what is known as’ psychovisual
coding in their block coding strategies with the aim of increasing

the compression ratio by distorting the image in an unnoticeable

or at least tolerable way, This is done by considering-all'blocks.



having not more than B ones (black pels), as completely white

blocks. The parameter B is called the distortion factor, and

for the information lossless case, B is equal to_ﬁero. An
increase in compression ratio by about 8 percent and_l?'percent,
for B equal to cne énd two respectively, has been reported(zz).'

The notchless bilevel quantiser described by Fukinuki(zs) is

one of the more complex techniques for preprocessing, Most practical

facsimile scanners contain a:two-lével qﬁantisef whose threshold
level is'normally constant, Since the éonditions‘for scanning
a document are variable, the aﬁamguef;signal level may go up -
and down around the threshold ievel. The output of the

' analogue

quantiser is, therefore, dependént on how close the,signal is to the

threshold, This inevitably causes notches along the horizontal

‘and vertical lines of the digitised document, These notches not

only degrade picﬁure_quality but'also reduce éoding efficiency
beéause long runs are broken down into shorter runs and line-to-
liné correlétion is reduced, The solution to the drawback of
constant threshold level is the application of the notchless
bilevel quantiser, introduced by Fukinuki, in which the threshold
level is véried according to the logical state of the preceding
pels, An improvement in picture quality is observed,'and an
increase of more than 20 percent in coding effiéiency is achieved
using this methed, Soﬁetimes, digital facsimile maéhines are
called upon to handle noisy originals such as those from an
electrostatic copier, Electrostatically reproduced images are
characterised by the presence of impulse noise, which decreases

the efficiency of the coder and also affects - . the final copy.



=7

In other cases, a badly-adjusted type head and worn-type ribbon
may cause tiny perforations in.the inpﬁt copy. The application
of the notchless ﬁilevel guantiser with logical feedback for
these types of input documents will-nof be effecﬁive enough to
remove the noise, Ting and Irasada(15_16) providéd'the solution,
with the aim of cleaning‘up noise already inhereht in the input
document. Known as Ma jority Logié-Smoothing, it.uses a3 x 3
8 mask 1n whlch the central element is changed depending on the
| ' value of the magorlty of the pels in the nelghbourhood around it,.
| Thls method has the sllght.drawback in that ‘connectivity is
sometiﬁes lost and smaller characters tend to be filled in oi
fragmen£ed. ¥a jority Logic_Smbothing with Contour Checks, in
which the central pel is determined by majority logié except
for those circumstances when a contour is detected, avoids
this difficulﬁy; Simulations in which clean originals are sub-
Jected to noise show an increase in compmeésion fatio of the
order of 30 percent for one-dimensional run-length coding aﬁd
about 74 percent for two-dimensioﬁal codingc16). Other related
schemes include that described by Billings(zq); The use of
prepmocessing partly to solve buffér problems in order to achieve
a more constant rate output has been deserlbed by Margner and

(25)

Zamperonl

Some of the more important non-information preserving techniques
in the second categdry, in which a corresponding post-processing
' (26)

!

step is required, include those described by Takagi et, al,

Usubuchi et. 21,37 and 7uda(®®) . Taxagi's method takes
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advantage of the inherent redundancy present in sufficiently.high
resolution documents and intentionally modifies the facsimile signal
to aid bandwidth compression. Used together with two-dimensional
predictive coding, some of the.loéal ﬁafterns-in the digit@l

image are modified so as to réduce the prediétion‘error probability,
hence inproving coding_efficiency. It has been showh(zé).that_this
techniqﬁé reduces the bit rate by an amount ranging ffom 18 to‘5?
fer¢ent. Being information loséy, the degradation caused by the
Preprocessing téchnique is mifigated by the inclusion of a post-
processing technique at the reéeiver in order to.restore the
naturalness of the resulting image, On the other hand, the use

of parallel thinning-algbrithms-for digital pictures(®9) is ‘the

basis of Usubuchijet. ai's(27) method, Here, preprocessing is

_achieved by first smoothing and then thinning the width of lines

or characters to a single picturé glement. In other wérds, the
'skeléton' of the characters is extracted fpr further coding. At
the receiving eﬁd, pgst-processing is_carried out by thickening
the thimmed lines to improve picture quality. A similar scheme
was later proposed by Judd(zs). Entropy méasurement(z?) for this

technique shows that theré is a reductlon in average entropy of

. about 60 percent compared with that of the original picture.

Other non-information preserving schemes which do_hot specifically
fall into the category emp40y1ng pre- and post-processing 1nclude

the Combined Symbol Matching (CSM)(BO -32) facsimile system proposed

'by-Chen, Pratt and others and vector coding(BB) described by

Ramachandran. CSM is a new concept of hybrid symbol matching/
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run-length coding in which a document is dynamically segmeﬁted
into symbol and graphic regions. Alphanumeric characters are

efficiently coded by symbol recognition techniques using a pro-

(31-32)

totype library code whilst graphics are represented by

two-dimensional run~1ength codes, Vector coding, on the other

' hand,, ektracts vector information from raster scénned data and

is mainly aimed at computer-aided design and draughting applications.
Two further information lossy schemes will be described in full

in Chapter V. -

2.3.2 Information Preserving Schemes

(A) One-Dimensional Coding Schemes:

There are many variations of one-dimensional coding of black and

'white facsinile signals, most of which, however, aré based on the

concepf of run-length coding. Nevertheless, there are other'onem
dimensional codes available in the literature which can be regarded
a8 ‘élternatives to runnléngth coding, Amongst the more important
schemes are one-dimensional whité block skipping (WBS)(68) and
autoadaﬁfive hlock coding(34“35). This subsection will be devoted
to various one~dimensional run-length coding schemes,

The sequence of pels produced by a scanner on a.line-to;line

basis can be viewed as a succession'oflpggiTgigments of the same
colour, with alternatiﬁg colour from one segment to the next,

In this model, the information source produces segments of different

lengths that are usually called runs. Codes based on these run-lengths
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are called run-length codes, In run-length coding, it is assumed
that the lengths. of black and white element runs are statistically

independent.,

The probabilistic model for run-length coding of black and white

images was first proposed by Gapon(lo). Based on the first-order
Markov model, each pei Xi is dependent on the previous pei Xi-l‘
and the entropy is given by:- | B

' Hpel = Xé 2}( P(Xi_lr Xi) logz P(Xi/Xi_l) ' (2.1)
i-1 i :

This led to the development of a run-length source model in which
the probability of a white run of length .: can be expressed as.
r-1 transitions from white pel to white pel followed by the trans-
ition from white pel to black pel, Under the éssumption of infinite

length, the white.run-length distribution is therefore:-

B (r) = B(u/w)" B(v/w) - (2.2)

vwhere P(w/w) is the probability of a white pel given that a white
pel has occurred and P(b/w) is similarly defined., Similarly, the

black run-length distritution is:-
r-1 ‘
P (r) = P(v/p)" " B(w/b) - (2.3)

where éaiRw(r) =1 and 'fgan(r) =1,

The average white and black run-lengths are given respectively by:-



T, = é%? r . P (x)
o - (2.4)
—fb = i-r.. Pb(r)
. The entropies of the white and black runs are given by -
R - ér P (r) log, P (r)
S _ (2-_5)
- 2 Pb(r) log, P.b(r)
r
Therefore, the entropy per pel, Hpel’ and the maximum theoretical
compresslion Tactor, Qméx' for a given set of run-length values
- are given by the expression:-
(2.6)

Hpel.in,Eqn. (2.6).13 usually higher than Hpel_ for Capon model
given in Eqn. (2,1) ‘and indicates that the  lafter
model includes some of the higher order dependencies between

successive pels of the same colour,
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Manj different cpdes have been designed for use in run-length

‘ coding, However, the problem of assigning codewords to the run-
lengths in an optimal way can be solved by using Huffman's

‘ | procedure(sé), which minimises the average codeworﬁ length for .

a glven probability distribution of the run_lengths. Since the



probability distribution is different for.white and black runs,
indi&idual codeﬁord sets must be provided for coding the white

and the black runs, The'distinguishing feature of the Huffman

code is that the codeword. lengths are related to the frequencies

of the source.runs, the more frequent runs being assigned the
shorter codewords, The size of the source alphabét.(all possible
run-lengths ) rules out the use of pure Huffman code for run-lehgth_

coding. Fortunately, it turns out that there exist other variable

length codes which perform nearly as well and which are easily

implemented in hardﬁare,'for example, the A-codes and the B-codes(37).
The A-codes are a class of codes for which each fun—léngth is |
aésigned a binary codeword consisting.of one or more fixed length
blocks. For Ag, the blocks have N Dbits and th¢ possibie_cbdeword
lengths are multiples of this number. The A-codes are nearly

optimal for eprnentially distribﬁted run~lengths, and can be
made'adaptive on a line-to-line basis, where each scan line is
prescanned to-determine the mean lengths of the white and black

runs separately, and.then coded using the corresponding optimal

block length, The B-codes, on the other hand, are a class of codes
for which the codeword length increases roughly as the logarithnm

of the run-length, Tﬁey have _been claimed(37) to be very'nearly
optimallfor the run-length distribution occuring in practice._Askin
the case of A-codes, the codewords fof the B-codes consist of one

or more fixed length blocks, The -block length for BN is N+ 1 bits.
The first bit of each bldck, which indicates the colour of the run,

is a ‘continuation bit' and thé following N bits are the'information

bits', The code is uniquely decodable, though not instantaneous,
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It has been reported that the redundancy (defined as the ratio

of redundant to total information) for optimal block length
A-codes is about 50 percent while the B-code with tHe block length
of 2, i.e. the Bl code, has a redundancy of 30 percent, Both codes
are easily implemenﬁable since.the Tules for'cénstructing the code-

words are simple,

Another\:;&a\based on run-length coding_is.fhe intermediate termary
“code (ITC)(38-39) . The main idea behind this code is the use of a.
ternary representation of hoth Black and white runs as aﬁ intermédiate
step, In the ITC scheme, the binary numbers representing the values
of the run-lengths are converted to a.fernary state which distin-
guishes betweeﬁ black and white runs. Ternary pentades are then
converted into binary octades which form the coded data, In its
basic form, ﬁhis code does not require a code.table and therefore
- its implementation is simple. Also, since the codewords are all
eight bits long, there can be no loss of oodeword synchrdnisatibn.
The performance of ITC has been evaluated and on average, it is

better than either the B-codes or the A-codes,

The remaining run~length codes are mdinly based on the use of some
form of dictionary look-up table.'Amongst the more prominent ones
are the Easily Decodable Run-length code (8DC)(*0), the Truncated
Huffman code (THC)(ql), the Reduced Huffman code (RHC)(uZ) and

the Modified Huffman code (mC)(23) . Tne design of these codes
makes use of the statistical probability distribution in an aptimum
manner and yet keepsthe compiexity of implementation to a minimum,

In other words, the memory requirement for the codeword table is
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much of the compression gain of the latter. Comparisons have heen’

(41-42)

without losing

considerably less than that of Huffman coding(

made between these codes with the result that the.Modified
Huffman code peiformé better, on average, than the others except
for EDC. EDC seems to be marginaily supérior_but Because the
Modified Huffman code has been extensively studied, performs we11'
generally and has béen'implemented in some commercial machines,

it has been adopted as the one-dimensional facsimile coding

standard., A detailed description of MHC will be given in Chapter IIT.

(B) Two-Dimensional Coding Schemes

The main advantage of two—dimensional coding schemes over their
oné—dimensibnal counterparts is that they offer higher data comp-
ression factors, especially when the documents are scanmed at high
resoluﬁion, without signifioantly increasing system cost, Alfhough,
the system becomes more vulnerable to transmission errors the

decrease in quality is not large enough to discourage their use,

It has been mentioned earlier in the chapter that two?dimensional
coding schemes can be classified into three sub-divisions, The
first is simultaneous.coAing of N lines, in which two or more
scan-lines are taken and coded tdgether. Coding schemes belonging
to this group include Mode Run-length Céding(44-45),”2igrzag
Scanning(ué) and Cascade Division Goding(47). Iﬁ Mode Run-length
Coding, two scan-lines are similtanecously examined, When bhlack
and white documents are considered, there are four possiblé

patterns or 'modes' present, The run-lengths of each node are
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encoded using efficient run-length codes matched to the distribution
of the 'modes'. This method of coding has been adopted as a standard
for the Japanese administrative digital facsimile communication

systen (ADMIX)(48)

and is reported fo have'as gdod‘a compréssion
as line~by-line coding.schemes where-the'Kffactor equals two, The
Kalie—Infotec Code(ug), which assigns codewords'haviﬁg lengths
 between two and eight bits aécordiﬂg_to'the local statistics of

. the fdcsimile_pictﬁre-and adaptive vector coding(5o)? in which
ﬁore than two scanﬂlineé are .taken to form vectors, are some of
the variations of Mode Run—length Coding;_Coding by zig-zag
scanning either in a sawtooth-like or wave-like manner(5l) is
aﬁother way:of processing two-scan-lines simultaneously; Here,

an ordinary binary iﬁag¢ with L lines and M pels/iiné can be
regarded as a binary image ﬁith L/2 lines and. 2 pels/line, 1In
othgr words, zig-rag scanning effectively transforms the original
image into a version which is elongated sideways. One.dimensional
.run-length coding schemes can then be applied to these elohgated
scan-lines, In Cascade Division Coding(47), two successive scan-
lines are stored in a buffer and then adaptivély coded Vvlock by
block.'Blocks.which dé not contain black péls are assigned the
pfefix code '0', whilst blocké cﬁntaining black pels are fuxrther
sub-divided énd aésigned a prefix '1°, The'pfocess.continues until -
blocks of four pels are_reached;where, if the block contains black
pels, the binary pattern of the block togethef with a'prefix is
transmitted, Although, the scheme has_Been independently proposed
by Usubuchi et.al.*7), the method is similar to the block ‘cc.)d;_ing-

(34f35)t .

techniques of Kunt, Johnsen and deCoulon

% defined on page 36
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Line-by-line sequential coding échemes.belong to the second category
of twovdimensionai coding techniques, which generally.produce higher
compression ratios than simultaneous éoding of N_lines. However,
since each coded iiﬁe is reconstructed at the receiver utilising
the already regenerated preceding lines, error propagatioﬁ in the
vertical diﬁectibn is inevitable in the event of channel errors.
This can be.dvercqme ﬁy inserting a oné-dimensionally coded line 
every K_lines,.theieby.limiting vertical error propagation,  Line-
by-line sequenti;l coding iS'currentiy reéagnised to bé'thé ﬁost

favourable approach to two-dimensional coding,

The earliest line-by-line ccding algerithm was a 1ihe-difference
code proposed by Laemmel(a). Here, two preceding lines of image
data are used to predict the location of both ends of a run on

the basis of preceding runs of the samé:colour. Deviations from

. these prediction are expressed in terms of the number of pels

needed to locate the run ends correctly. Huang proposed another

line—differénce algorithm called predictive'differential quantizing
(PDQ)(52-53) in which the differences between corresponding run-
lengths of successive scan—lines.are transmitted.  Basica11y,

in PDY, thé changes in white to black transition locations (Z&')

and the changes in black ruﬁ—lengths ( A'*) together with messages
(New start and Merge) indicating the start and the end of a black
area are coded znd transmitted. Later, Yamazaki et. al. proposed

a modified version of FDQ called Relative Address Coding (RAC)(?q), '
In RAC, transition elements, i,e. those féls at a transition from

black to white or vice-versa in the horizontal. direction, are first
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defined. RAC is Dbest described with the ald of a diagram as shown
in Fig, 2.5 in vwhich two-scan-lines and the six transition elements

P,'P', Q, @', R and R' are depicted,

rreceding : :
1ins 2 3 S
iy Y W44
— i T T 72,
coding line F R Q- R
. B v Ny

' Fig. 2.5 - Principle of Relative Address Coding

Referring_to Fig. 2.5, suppose transition element Q is to be coded,
The encoder selects two reference fransiﬁion elements which have
alreédy been encoded. They aré transition elements P and Q' which
aréﬁ%receding transition element on the same 1line angftransition
element on the reference line ﬁhat has the same_éolour as that of
tfanéition element Q respedtively. The coding procedure of trans-
mitting the shorter of‘two distances, either that between‘Q and P -
or that between Q@ and Q'. If both distances are equal to one, then
the distances QQ' is transmitted. However, if both distances are
.equal to M_whefe M>1, then the distaﬁce PQ is transmitted, If QQ'
is selecte& for transmission, then a sign is included to indicate
that Q is to the left or righf of @', In order to encode this

distance, variable length coding is. used,

Az a further development of RAC and PDQ, anotﬁer line~by-1iﬁe coding




scheme called Edge-Difference Coding (EDIC)(55) has heen proposed,

Offering greater coding éfficiency than RAC and FDQ, BEDIC makes
use of pairs of transition elements which are classified into
three different states. In state Sl
df the pair occurs on the preceding line and the other on .the
current line., In state S5, both of the transition.elements of the
peir occur on the precedihg line and state 83, both the transitioh
elements o?-the pair occur on the current line. The states of

transition element pair are coded to some coding rule, Further

details of EDIC can be obtained in (56).

A 'marriage' between RAC and EDIC has given birth to the Relative
Element Address Designate (HEAD)(57) coding algorithm, A feature
of RAC, in which the reference pels for encoding the transition

elements are adaptively selected, and a feature of EDIC, in which

- coding is performed by classifying a pair of transition elements

into three states, are both employed in READ, The READ coding
algorithm was the Japaneses contributioﬁ to the CCITT SG XIV as

a two-dimensional coding standards., However, the CCITT modified

' the original READ algorithm (called the Modified READ code)(QB)

in order to simplify its implementation without significantly
changing its compression efficiency. A detalled description of

the Modified READ code is given in the next Chapter,

Other variations of line-difference coding are those deécribed
by Woods(58) and Mitchell and Goertzel(Eg).: Woods 's technique
called Two-dimensional Delta-Mod Facsimile coding(58),'is

information lossy. If the run-length-difference betWeenltwo

, one of the transition elements
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successive scan-lines is less than or equal to a thresheold, the
difference is quantised to a #alue of -1, 0, or +1 and coded
as -'00', '01' and '10' respectlvely, If not, run-léngth coding
is used with a prefix '11'. Mitchell and Goertzel's technique is
very similar to the RAC scheme and is the btasis for IBMfs proposal

to the CCITT as a two-dimensional standard .

During fhe period when Laemmel(u) was reporting 1ine—difference.
coding,.Elias(B) was working on a generalised predictive éoding
s¢hemé for information sources, Elias described the use of previous
data samples to predict the coming data samples.and then encoding
only the prediction errors, Thefeafter, Wholey(ll> explored the
application of predictive coding to binary imags data in which

. the value of the current pel is predicted based oﬁ previous.pels

on the same line andlon the previous lines, hence generating a
prediction error domain, Preuss(éo) later described what can be
regarded as one of the mdst significant investigations on predictive
coding of facsimile signals. His scheme is motivated by the idea
of extending Caﬁoﬁ's first order Markov model to a two-dimensional
"Nth order Markov model, In this model, the present pel is assumed

to be étatistically dependent on N previously transmitted pels,

Data compression'dées not directly result from the prediction itself
but rather when the resuitant error signal is eh¢oded using a suitable
code, Run-length coding matched to the statistics of the prediction
errors w is normally employed(26) .
However, Preuss(6o) also suggested that if the ;medibtion érrors

are separated according to each of  their source states and then'




: are the Ordering schemes

run~length coding matched to each source state is used, higher

compression can be readlly obtained, He alsb proposed a simplified
model in which only two source states are generated in order to
simplify implementation. As a.reSﬁlt.of this, éther scheméé baSed-'
on.Preuss;s work were propbsed. Anongst the more importént ones
(61-6%) ' .1a the Classified Pel Pabtern
method(65_66). In the bésic ordering scheme, pré&ictiqn of'the |
ﬁresent element is made using the surroﬁnding previously:transmitted
picture elemenfs'and then the states used for imediétion are cléss—l
ified into two categories, 'good' or 'bad', 'Good' states are

those for which the probability of the prédiction béing in error,'
conditional on fhat state, is less than or equal to a given thres-

hold. All other states are 'bad'. The values of the prediction

errors corresponding to the 'good® state are placed towards the

1eft hand side of a memory equal to the size of a scan-line while

'had' states are placed towards the right'hand'side of the memory.
The reordered prediction errors are then coded using run-length.

coding, Results reported by Netravali et, al.(éu) show that, on

average, ordering techniques reduce the number of bits réquired

for transmission by about 41 percent when compared with the one-

dimensional Modified Huffman code.

The basic idea of the Classified Pel Pattern method (CLAP) is
similar to Preuss's technigue. The prediction érrors are classified
into two modes: the Strong and the Weak mode, where the probability
of correct prediction is larger in the Strong; and smaller in the
Weak, mode, The prediction errors iﬁ these two modes are then

regarded as produced by a memoryless binary information source,
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~after which an efficient coding scheme is employed. The CLAP
technique has been reported to be even more efficient than RAC
and EDIC(51 66) and equlpment based on this scheme has been

on the market since 19?7.-

The third:category of two—dimenSional-cbdiﬁg échemes.is érea '
coding éiggrithms, In con{iast to simulténeous.chihé of ﬁ liﬁéé
and line-by;line sequential coding, area‘coding-algoritﬁms are
:truly two-d1mens1onal and assume the ex1stence of all (or, at.

least a meanlngful part) of the image in a random-access nemory
which can be coded 1ndependent1y'of other areas. One of the more
well-known techniques is biock'coding(Bq) in which picture elements
are grouped. into blécks.of size n X m, where n and m are the number
of pels in the hofizéﬁtal and Vertical_dirécfions, respectively. .
These blocks are then coded aCcdrding to their probabilities of
occurrence, using short codewords for the most likely, and'longer
codewords for the less likely, block configuration, so that on
“average compression iS‘oEtained. Huang and Huséain(68) later |
explored. the optimal ﬁlogk size for one-dimensional block poding.'
A tutorial review Qf block coding has recenfly been_pubiished

by Kunt and johnsen(zz).. Contour coding is anéther téchnique

which can be regaxrded as a truiy two-dimensional apﬁroach to
binary image_compreésibn.'Schreiber et. al.(7o) pcintéd_out that .
for binary images, all of the information is contained iﬁ the outlines
of objects. Given these outlines or ‘contours’, filling in the spaces
that they enclose regenerates the originai image, The implementation
of this idea is somewhat involved, especially as a one-to-one

transformation is desired between any possible image and iis



contours, Morrin(?l) developed such an algorithim, based on cbding

the outer edges of all objects and holes in an image, Pattern:
recognition, in particulsr optical charactér recognition (OCR),
can sometimes be viewed as a powerful form of data compression,:

However, such a system is non-information-preserving, in which

‘a completely one-to-one trénsformation does not exist, Aithough

this section deals with only information préserving_séhemes,

pattern récognitionibelongs to a class of aiea coding algorithms
and.its impact:oﬁ facsinile ching has recently been acknowledged -
by-Pratt'et. al.(322 Ascher znd Nagy(72) were amongst.the first

1o recognise the potential of OCR for printéd text..They proﬁosed.

a hybrid'comrmessibn aﬁd cogﬁition scheme in which characters

are saved (i.e, become prototypes) if they are not highly correlated
with:any_of the previous_éaved characters, Characters which are .
highly correlated are transmitted using only the identification

code for the savéd_pmototype, Pratt et, a1.66‘)nwde measurements

on the application of such system to typewritten dafa. They used

a segmentaiion algorithm for thelr OCR scheme that enclosed all
objects within a minimum size rectangular block, When objects

are assumed to be'unrecognisable, they are.coded accordingly,

whilsﬁ recognised characters:are assigned address bits to iocate
their position, Based on this scheme, a Combined Symbol Matching
(CSM)(BO-jz)_techniqﬁe was latér proposed which is a refined version
of Aéchef's and Nagy's scheme, The C3M technique possesses the
advantage'of'both. gsymnbol recognition and'run-length coding,

In operation, # symbol blocking operétor isolates valid alrphanumeric.

characters and document symbols, The first symbol encountered is



pPlaced in a library, and as each new symbol is detected, it is

compared with each entry of the library. If'the'comparison"is

satisfied to within a given tolerancs; thé library'identificatibn

code 1s transmltted along with the symbol locatlon coordinates,

OtherW1se, the new symbol is placed in the library and 1ts binary
pattern is transmitted, Non-isolated symbols are left behind as a
reéidué,'an& axre coded‘by run~length coding. OCR sjstems are -
generally difficult to realise practlcally but the aﬂvaniage in
performance is 51gn1flcant It is in thls area that 51gn1flcant
compression performance improvements will probably be made in

Tuture.

2.4,  OTHER FEIATED CODING TECHNIQUES

In this section, some of the coding technigues ciosely related to,
but not directly connected with, ordinaxy facsimile coding are
discussed, Sone of the rroblems involve the coding of dithered

binary pictures and also the coding of newspaper pages, which are

' nofmally scanned at very high resolution,

Dithering is an image processing technique which creates a two-
level picture that gives the illusion of a multilevel picture by .
appmopriafely érranging.the spatial density of.the two levels

(USﬁally black and white) on the picture(73—?4)

. The dithering
technique consists of cémparing a multilevel ihage with a position
dependent threshold and'setting pels to white when the input signal
exceeds the threshold, Other pels ave set to black. The matrix of

threshold values (called the dither matrix) is repeated over the




entire picture to provide the threshold pattern for the_whoie image,

Various techniques have been developed for the purpose of displaying

continuous-tone images on a bilevel-diSPIay(?5) Netravall et, al. (76)

studled the use of- the orderlng technlques to dlthered pictures, By
predlcting the present plcture element based on four previous
elements and rearranging-the-relative'order of the picture elemeﬁts
in such a way as to increase the average whlte and black run-lengths,

dithered (? ) (?7)
bit rates were decreased to about 0,20 bits per, pel

Johnsen
later proposed a new predlctor-for codlng dithered pictures which
gives a performance, on average, 20 percent better than that of
Netravali et al (7 ) The use of the CGITT one-— and two-dimensional
ceding standards on dithered images in conjunction with ordering

techniques has been studied by Johnsen and Netravali(78). Results

obtained(78) show that a cempression of about_3.5 is possible,

The transmission of a newspaper Page using analogue facsimile

can take as long as about five minutes via a 48‘Khz channel and

the need for digital data compression techniques'in that application
is apparent, Furthermore, sinee the newspaper industry is becomingl
more automated (binary patternlprocessing.by computer), it is even

more desirable to transmit newspaper pages via digital channels.

The use of ordinary facsimile coding'techniques has been shown(?g)
to give poor performance on newspaper pages due to their very
different statistical properties'when eompared with printed text,
Newspaperx pietures are normally composed of a periodic dot structure
which is not found in ordinary facsimile documents. Using this

. property, Usubuchi et, al.(?g) proposed a new technique for the
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compression of newspaper pages by developing a predictor using the
Dth previous pel and its neighbouring.elements as well as thbse pels
close to.the picture element fo be predicted; where the disténce D
represents the period of the -dot struéture. Using this technique,
it has:béen shown that the'transmissibn time can be reduced‘from

five to about 1.8'minutés(79).'-

2.5. THE EFFECTS OF ERRORS AND METHODS FOR THEIR MINIMISATION

Efficient s?urce coding of any dgta-étream'ihevitably iﬁcreases the
sensitivity'of the.compréssed data to channel errors. In facsimile,
channel error effe&ts_become worse as:higher data compression is
achieved, The effect of errors is different for different coding
séhemes,-being_more drastic for area coding algorithms like. CSM

and more manageable for one-dimensional run-length coding. The
increased sensitivity to channel errors 1s partially compensated

for by the fact that affer compreésion, fewer bits represent an

;mage and hence there are fewer chances of the signal being co:rupted
.by noise, Aithough this is so, the occurrence of a single error will

still have quite a devastating effect on the resulting copy.

The effect of channel noise on one-dimensional run-length coding -
scheme is normally characterised by a spatial shift of the sub-
sequent picture information dﬁe to loss éf synchronisation,
Howéver, the damage causéd by an error'can_bé confined to the
scan-1line in.which the error occurs by transmitting a special
synchronising sequence called the end-of-line (EOL) codeword at

the end of each coded line. This codeword is unique since it
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consists.of a sequence of digits whiéh cannot_occurrnaturally
anywhere in a scan-line of coded data.'It.can thereforé be easily
recognised and although & coded line may be_démaged by transmission
distuibances, all the subsequent.lines cah be corﬁeétly réceived
and decoded., There is an additional advantage in" that the feceiver
_Can sum the decoded'runélengths between two EOQLs and if the value
is different from fhe'nominal scan—line'iength, an error can
safely bé assumed. to have occuiréd. The.receiver can than employ
an érror cbnqealmenf technique to reduce”the subjécfive effecf

of'the'damage to the document.

Although the inclusion of EQL codewords prevents propagation from
one line to another in a one~dimensional run-length coding scheme,
by forcing resynchronisation at the end of each coded line, there

are problems associated with channel errors occurring in ECLs.,

Three events are often considered, They are iost EQL, premature
EOL and false EOL, Lost EQL occurs when an érror corrupts the EOL -
codeword in such a way that it cannot be recognised. The effect
is loss_of a-scan-line; and this can be reduced by applying error
concealment techniques. Premature EOL occurs when an error happens
to occur in the FILL bits (See Chapter.III and fef. (#3)). 1t .
creates a spurious or false EOL.and.can be éésily recognised since
coded lines with fewer bits than specified by the minimumrscan4
line time (MSLT)(QB) are produced, In the case of false EQL, the
decoder recognises two lines instead of one, hoth showing the
wrong number of pels per.line. As a result, an extra line is added

to the document,
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The introduction of an EQL codeword is the first measure for limiting
the effects of an error to only one scan-line, However, viéually to
improve the quality of the resultant document, error concealment

techniqués may be applied to the erroneous lines. For example:-
(a) replacing the damaged line by an all white line
(b) répeating the pre#ious line
(¢) -printing the damaged.line'

~(d) using a line-to-line processing or correlation technique
to construct as much of the line as possible,

The effect of errors sometimes appears in the form of, long streak

of black runs which is very noticeable and disturbing. In cases

like this, it is preferable to adopt methods (a) and (b) to improve

visual quality. Sometimes_onlyfsmall - displacement in the characters :
bécurs and for those casé, method (c)zis used; i.e, the errors are
1eft’alone; Usually only a few of the codewords of a scan-line are
disturbed, and, instead of feplacing the complete erroneous line

either by a white line or the previoué line, much of the scan-line

can be retained if the erroneous zones can be located., Since there

is high line-to-line correlation between SCan—lines, this property

.can he used to localise the erroneous area, Rdthgordt(so) employed

this technique by measuring the correlation between.groups of pels
on the damagéd line and corresponding groups on the adjacent lines
above and below. Poncin and-Botrel(al) also uséd‘a similar scheme,
Once the_érroneous areas have been localised, methods (a) and (bj

can then be employed on those areas only. Eto et, a15(82) developed




‘a different strategy in localising the erroneous zones by using the

instantaneous change in the received carrier, in their case, 4-phase
differential PSK. Subjective reSults(Sz) show that there is a further
improvement in quality compared with the case when methods (a) and (b)

are employed outright,

In fhe casé of twdédimehéional'1ine~by-1ine sequential coding schemes,
the resulting effect of transmission error is exrror pfopagation-both

' iﬁ the.horizbntal'énd.vertical directions.‘Vertiéal érrqr prbpagation
can be limited to only a few scan-lines by transmiﬁting, eveﬁy.K lines,
a one-dimensional run-length coded line, For normal and high resolut-
ion, respectivel&, the CCITT has standardised the walues of K as_tﬁo
and four, to prevent further obliteration of the received document.
.For example, if K is fou%, the occurrence of an error in the coded
data just aftér a bhe—dihensionally coded line would_cause verticai _
error propagation ﬁhroughoﬁt the néxf K-1 (in this:case, three lines).
The usual way of handling this kind of érror.ﬁroﬁagation is to-
replace the efroneous.lines with the last correctly decoded line,

but this wili create annoyiﬁg'elongatedﬂcharacters.in the vertical
direction, One Way.of_overcoming this is to replace the first two
erroneous lines with the previous correctly decoded line and the
third line is then replaced with the next one-dimensionally coded
line, In other words, up to five lines need to be stored. Another

way is to localise the erroneous areas and only replace the affected
areas using'the corresponding areas of the préviously decoded line.
This will improve the resulting copy dramatically, The overall

results of error concealment techniques will be less drastic if



channel errors happen to occur on the second or third scan-lines

after a one-dimensionally coded line.

'The effect of channel errors on area cdding algorithms'such'as

block coding, contour coding ‘etc, is more catastrophic for the |

resultant document than in the case of one-dimensional and line-
by-1ine sequeﬁtial cbding; for the occurrence of an error will

completely destroy the total document content. (See Chapter VII,

for some'pictorial illustrations for the ABLC‘schemé). Chen(SB):

studied the effect of transmiséion errors on the Combined Symbol
Matching facsimile coding scheme and found that a single error
degrades the quality beyond recognition, Simple error concealment

techniques will not be effective and a different error protection

strategy is'réquired for such a system, He proposed a tailored

' error protection scheme in which the most sensitive code elements

of the source codes are isolated in order to minimise a cataStrophic

loss of codeword synchronisation, This is done at the expense of

 additional overhead bits which effectively increase transmission

time,

In addition to error concealment techhiques and error corrsction

schemes operating at the receiver, detection of errors and re-

transmission of blocks of data in error using an automatic repeat

request (ARQ) system and/ or correction using a forward-acting

error correction code (FEC) can be incorporated, Such schemes are

sultable Tor systems operating in error-prone environments and are

~also applicable to systems which, by their nature, are extremely

sensitive to channel noise, CSM for example.



ARQ error protectioh schemes basically operate by detecting errors

in the data and then requesting retransmissioﬁ. The fransmitted
data is groupéd into *blocks', and for each 510ck, a 'chéckword' :
is calculated, The checkword algorithm is designed §uéh that the |
checkword 's exact-Vaiue is a very sensitive'fﬁnctiOQ of the bit
.pa.tterr_l of the block to be transmitted, When the block is received,
an identical algorithm re—calculates.the checkﬂordfusing the
possibly'gorrupted dat%lblock, aﬁd compares it with the transmittéd-
checkwofd. if the.checkwoidé are identical, it is assumed that no
errors have occurred,.ofherwise'retransmission is requested, ARQ.
systems have the adVanfage 6f7being very reliable and insensitive.
to changes iﬁ'the channel error rate but, however, their inclusion

leads to a reduction in the effective transmission rate,

v

" FBEC podes, on the other hand,.have highér effébtive transmission rates
but must be specifically‘desighed depénding on the type of erfors
likely to be encountered in the channel, There are several efficient
‘schemes available for forward error correction purposes(aq), Oﬁe of
the more familiar schemes.ﬁsed to correc£ random.errors is the use.
of a convolﬁtional coder together ﬁith aViterbi decoder, Tﬁe error
correction capability of this system is dependent upon the complexity
of the decoder and the quantity of overhead bits one is willing to
allow, One of the most common schemes used to correct bﬁrst'errors

is the Reed-Solomon code:/decoder. Recently, én implementation of the
Reed-Solomon code using a microprocessor has been demonstrated(85)
which has the capability of correcting a single bu;st error spread

over up to 17 bits in_a block of 255 bhytes.



Although ARG and FEC methods are effecti?e in protecting the data

from channel errors, they do add extra cost to the equlpment and

increase the overall transm1551on tlme.

2.6, CONCIUSION

In this chapter, the subject of facsimile has been introduced
from the hisfo_ric_al point of view, léading up to sophisticated
present day digital facsimiletéystems. At.tﬁe beginning of the
chapter, the advantages of'digitai'facSimile-systems over tﬁeir'_'
analogue couﬁtérparts . emphasiséd, and problems.related to
transmission impairment, and %hé- ability +to transmit faster
using digital techniques, are discussed. The chapter also Surveys
the current 'state of the art' 1n facsinile cod1ng methods for
'both non—lnformatlon, and 1nformat10n, ‘preserving schemes, The

" survey is by no means exhaustive but gives an adequate indication

of the techniques évailable. Areas which have not been dealt with
in a detailéd Wway are fhose pertaining to optical character

recognition and the coding of newspaper and dithered images,

A digital facsimile system'is-not fuily characterised unless its
response'to chamnel errors is documented, and. some of the common
error protection.schemes currently uéed'inAconjunction with digital
facsimile are discussed here, Finally, the.change over to digital
data networks from the present use of voice grade telephone
networks , makes digital facsimile more convenient, and can be

expected to stimulate fuither development in.equipment, systems:

and applications.
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CHAPTER 111

DIGITAL FACSIMILE - (ODING  STANDARDS

3.1,  INTRODUGTION

Although the concept éf facsimile has been in existence for moxe:
than a century, it is only in the last decade that much success
'haélﬁeen achieﬁed in standardising its”operation. For many years,
facsimile communications was utilised‘by huge multinational comp-
anies like Western Eléctric; United Préss Ihterﬁatioﬁal (UPI)} and
Nippon Telegraph and Telepﬁone Public Corporation (NTT). Most of
their special purpose facsimile equipment, used on leased lines
was of the analogue type,'corresﬁonding to Grbup‘l (G1) machines
(Recoﬁmendation sz) of the CCITT standard, which require six

minutes to send an A4 size page over the voice-grade channel,

In the early seventies, there was a sudden revival of facsimile
communication, particularly in Japaﬁ, where there was a growing
need for efficient tranSmission of Kanji QharactérS. A new era

of facsimile communications had emerged, and in 1972 NIT opened
its Public Switched Telephone Neiwork (ESTN) for data and ﬁacsimile
oommunicafibns. The growth of facsimile comunication was rapid and
over these years, a new type of analogue equipment, standardised
by the CCITT under the category of so-called Group 2 (G2) machines
(Recommendation T.3), appeared, which.ﬁas capable of sending an

Alb size page in three minutes over the voice-grade channel, These

added a new dimension to facsimile applications and resulted in



widespread use of facsimile equipment in such aﬁéas as government
agencies, financial Buéinesses and manufacturing induétry..There‘
was nbw much interest in facsimile communicaticns, especiaily by
busiﬁess-éoncerns,_and this led fo the_néed for further reduction
in transmission_timé'and coét, and the ability to communicété
between éompaﬁies with.équipment having an improved iésolutidn.

| . However, faster transmission could not_readily-ﬁe realised ﬁsing

- analogué techniques because of the restricted bandwidth'of voice

‘ band teleﬁhéne cireitits, These reéuirements prompted. the develop-
ment of a new type.of facsinmile maéhine,'capable of sending an
A size page within a minute using digital processing éﬁd redundancy

reduction techniques,

By 197%, CCITT Study Group XIV was laying the foundation for the
establishment of a new international Recomméndation for digital
faosimile; In general, equipment of the type considersd here is

classified as Group 3 apparatus and is defined within the CCITT as:-

o . "Group 3 : Apparatus which incorporates means for
reducing the redundant information in the document
signal prior to the modulatién process and which
can achieve a transmission time of aﬁout 1 minute
for a typical document of ISO A4 si;e via a telephone
type eircuit. The apparatus may incorporate bandwidth

(104)

compression of the line signal."

At the same time, several digital facsimile coding techniques



were proposed but the specifications applied by manufacturers

making commerclally marketed facsimile terminal units still remain
" mutually incompatible, In fact, the question of 'interbrand® comp~
bibility had taken a decided step backwands. () :Heﬁce;'iherg was
an urgent.need to estaﬁiish an. international sfandardisation for

digital facsimile equipment.

Iﬁ:19?6, T.3, the Group-z.Regommendétion-and T.30(105); the Protocol
Recommendation, were agreed by the Sixth Plenary Assembly of the
CCITT. With T.3 and T.30 settled, greater emphasis was now directed
téward digital facsimile so that by the end of 1977, T.X (a temporary
title for the Group 3 Recommendation) was provisionally agreed.
Towards.the.end of 1979, a new Recommendation (T.4) was drafted

for Gréup 3 type apparatus with the gim of achieving compatibility
between digital facsimile machines comnected to the ESTN. It was

only through widespread collaboration and.égreement between many
companies and nationél telecommﬁnication administrations, undexr

the auspices of the CCITT, that made it possible to draft a
satisfactory Recommendation (T.@). The CCITT also rrovided eight -
veference documents, as shown in Fig., 3.1, for assessing the computer
simulation resulfs required to arrive at a satisfactory récommendation.
By now, the draft Recommendation T.4 should have been ratified by the

CCITT.

In order to achieve the sub-minute transmission time, source
encoding methods are employed to reduce the amount of redundant
information required to represent an image, Included in the drafi

Recommendation T.4 is a one-dimensional run-length source enceding
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Dear Feee,

Vermic me 1o introduce you to the facility of facsimile
Liansmiasion.

In lacsimile & photocell is caused to prriorm a raster acan over
thy sohyect vopy, The viriations of print dengity on the dorument
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remrle eACinaALLon Gvel 3 fadio er cable commonicalions link.
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signal, which 1 uied tu modulate the density ol print produced by a
Prantirg device,  Thas device L8 $canming in 8 raster scan synghronised
with that at the wransmicting terminal. As a2 result, & facsimile
€y ul Lt aubgect document is produced.

Feobably you have uses [or this facility in your oTRanisation.

¥ours sincerely,

m .
F.J. CROSS
Gruup Leader - Fackimile Reseacch

22-9-7|
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scheme using the Modified Huffman code. This code was agreed by

CCTITT Study Group XIV as a viable compromise between high values
of compression (with great susceptibility to transmissibn_errors),
énd low implémenfation costs., Lafer in 1979, an optional two-
dimensional coding écheme was appendéd to the Reoommendéfion

as an extension to the one;dimensiOnal céding schemé. The two-
dimensional code allows grééter compreséion effiéiency to be
achieved for many documents, particﬁlarly'when-thej are scanned
at £wicethe.normal resolution; | |

Section 3.2 describes the standard parameters required for Group
3.apparatus while Sectioﬁ 3.3 summarisaé the Group 3 one~dimen-
.sidnal coding standard; Section 3.4 outlines the criteria used
for the.éhbice of the two-dimensional coding scheme and also

discusses the scheme in detail,

3.2. STANDARD PARAMETERS FOR GROUP 3 APPARATUS

To achieve international compatibility and to providé intefworking
bétween-any Group 3 méchines over the ISIN;Evarioﬁs specifications
are.required and are given in CCITT Recommendation T.4 and T.30.
Récomendétion T.4 contains the standard parameters requiied-for.

Group_3 apparatus, for examplé, document, size, resolutién, scénning
xate, nodulation an source encoding methods. Basically, Recommendation
T.30 is not a digital facsimile coding standard., It
_specifies the 'handshaking®' or protoccl requirements for

fGroup l, 2 and 3 apparatus, and defines the possible inter-

actions Dbetween these groups, The portion of T.30 which is of




most interest to digital facsimile manufacturers and users is

the one describing the orderly ekchange of data between a calling
and called station, Some of the elements coveréd are,.for e#ample,
call setup, premessage procedures for identifying and selecting
thé reQuired facilities, nessage trénsmission, postumesﬁage
procedure and call release. Further information regaiding T.30

can be obtained from Ref, (103),

3.2.1 Specifications defined in T4 .

(A) Dinension of Apparatus

(1} Input document size:- The equipment should be able
to accept ISO AY (210 x 297 mm) size documents. As . |
an option, documents up to A3 in size may also be

transmitted with the same resolution.

(i1) Optical characteristics:- Two level (black and white)

images are to be fecognised and‘reproduced.

Multiple shades of grey are not required by the standard, therefore,

only one bit per picture element (pel) is needed,

(ii1) Resolution:- The standard vertical resolution is
3.85 lines/mn with an optional higher resolution

“of 7.7 lines/mm,

The primary reason for the choice of 3.85 lines/mm was to allow the
Group 3 equipment to be compatible with Group 1 or Group 2 apparatus,
as 7.2 and T,3 specify the same value. A higher resolution is

included to allow higher guality copies to be obtained,



(iv) Sampling density:- Each scan-line on an A% document

is divided into 1?28 black and white pels correspond-
ing to a length of 215 mm. The number of pels may be
optionally increased to about 2600 to allow documents

up to A3 size to be transmitted at the same resolution,

It is observed that the horizontal -resolution is nearly twice that
of the standard vertical resolution. This is to ensure that no
staircase appearancés‘are seen on vertical black and white edges

due to the Samrling and quantising processes,

(B) Minimum Scan Line Times and Message Format

(i) Time per soan-line:-. The feoommended standard minimum

o scan—liﬁe times (MSLT) is 20 milliseconds (.equivalent
to a minimum of 96 coded bits at a transmission rate
of 4800 bits/sec)}. Optional MSLTs of 10 ms, 5 ms and

0 ms are also recognised,

The MSLT specifications allow for mechanical limitations of both

the transmitter and receiver sections of some machines, Nost

rrinters require a minimum grace period to print the necessary

information on a scan-line.

(ii) Error controli~ Transmission error control is provided
for the Group 3. standard with the addition of a unique
Endfof-Line (EOL) code at the end of each line of
information. The EQL is made up of eleven '0s' followed
by a '1°*. _ |

The basic premise for having the EOL code is to prevent errors



propagating from one scan-line to another if a one-dimensional

coding scheme is used, It also allows the decoder to resynchronise

and start afresh on a new line.

(11i) Fill bits:- - In the event of a scan-line being coded
using fewer bits than the specified number,.FILL bits
are added to extend the time. FILL bits are defined as

"0s' which are inserted between DATA and EOL.

.Fig; 3.2 shoﬁs the inclusion of FILL bits in order to achieve the
required MSLT, The end of document fransmission is indicated by

six consecutive EOLs which form the return-to-control (RTG) signal.

EOL DATA | EOL DATA | FILL| EOL

AN MSIT —
start of message
end of nessage
DATA EOL | EOL EOL EOL BOL EOL

la— Retu:n to Control

Fig. 3.2 - Message Format

(G) Modulation and Demodulation

It is recommended that Group 3 equipment should use data rates
of 4800 bits/sec and 2400 bits/sec when operating on the PSTN,
The medulation and demodulation characteristics of "a Group 3

device are identical to the characteristics, including scrambling,



equalising and tining, of CCITT Recommendation V27 ter, V27 ter,

is the standard used to define data transmission on the PSTN at
| 4800 bits/sec, The use of Group 3 equipment at higher speeds is
also recognised. It may operatée optionally at 9600 bits/sec if
- 'good' lines are.available using.the-modulation method defiﬁed

by CCITT Recommendation V29.

(D)  Coding

A statisticaliy.derived one-dimensional enéoding approach using
“the Modified Huffman code has been agreed as the Group 3 basic
”standard.ﬁAs.a further develepment, a two—dimenéional standard,
using the Modified KEAD code, was later included in order to

- achieve.gieater compression when docunents are scanned at higher
resolution, Details of the Modified Huffman code and the Modified

EEAD code will presented in ths following_sections.

3.3 ONE-DIMENSIONAL CODING STANDARD

It is well-known that Huffman coding(qz)}-which is based on the

statistical probabllity distribution of run-lengths gives optimum

results for a one-dimensional coding scheme, However, if the source

message has a large range in its probability distribution with some

of the nessages highly improbable, then the required codebook size
becomes unmanageable, A modified Huffman procedure with reduced

memory requirement is therefore required,

The Modified Huffman code was first suggested by the Flessey




Company but was later revised by the BFICC (British Facsimile

Indﬁstry Compatible Gommittee) and the EIA GElectrbnic Industries
Association) for pmopoéal to the QCITT._The revised version was
later accepted by CCITT SG; XIV and is now a basic Group 3 stanﬁard.
To conform with thé CCITT standards whereby A3 size paper can_be
opfiqnally'used, British Télecom extended the code table furtﬁeri_

to meet this requirement,

'Some.of the'importanﬁ factors whiqh-led to the acceptaﬁcé of the
code by the.CCITT'were compiession éfiiciency, error susceptibility
and complexity of implementation. Since the codé design was hased
on run-length statistics averaged over many typica1 documents, it
is reasonably insensifive fo significant changes in the source
stétiétics; and most documents can be transmitted with high
efficiency, Furthermore, being a comma free code, in the event

of an error disturbing the data bit stream, the code has the
capability of self resynchronisatioh. Thus, the effect of a chammel
error would be spatially to shif't the coded.line. By having a
unique end-of-line (EOL) code, the disturbence is confined to

only one scan-line, Thus, line-to-line error propagation is

not possible., Since the code is a modified version of the Huffman
code, it requires less memory than the_original.Huffman-code and

thus simplifies the problem of impiementation.

3,3.1 The One-Dimensional Coding Scheme

In this scheme, each scan-line is regarded as a sequence of

alternating black and white lines, All lines are assumed to




begin with a white run to ensure that the receiver maintains

colour synchronisation, If the first actual run on a line is
black, then a white run of zero length is transmitted at the

beginning of the line

To represent the black and'white runs, separate code tables are
used and these are given in Table 3.1, Each_code table can rep-
.resent ﬁ value of run-lehgth up to a maximum of_oné écan-line
(1728 pels}, and contains fwo'fypes of codéwords:_termiﬁaﬁing'

codewords {TC) and make-up codewords (MUC). Runs between O and

63 pels in length are transmitted using a single'terminéting
codeword, Bun with lengths between 64 and 1?28'e1ement$ are
trahsmitied by a MUC followed by a TC, The MUC represents a.:unn

- length valﬁe of 64 x N (where N is an integer between 1 and 27) |
which is equal to, or shorter than, tﬁe value of the mun to be
transmifted. The following TC specifies the differenqe-between

the MUC and the actual value of the_run to be transmitied,

The coding of each scan-line continues until all runs.on the
line (i.e. a total of 1728 pels) have been transmitted. Each
coded line is followed by the EOL codeword, which is a imique
sequence of bits consisting of eleven '0s' foilowed by a ‘l',
Thus, even if a tﬁansmission-error cor:ﬁpts‘some of thevcoded
écan-line data, the error camnot prevent the EOL from being

detected and the error is therefore éonfined within a scan-line.

If the number of coded bits in a scan-line is fewer than a certain
agreed minimum, then PILL bits consisting of varyiﬁg length

sequences of '0Os' are inserted between the line of coded data
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Tabte 3.1.
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From tef.. (43)
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and the EQL codeword,

To cater for.the transmission of an optional larger document up

to A3 (about 2600 pels/line) in size using Group 3 machines, an
extended code table, és-shown in Tabie 3.2, wés donstrﬁcted by
adding 13 extra MUC tq the basic code table of Table 3.1, Coding

a 5can~1iné of 2600 peis is carriéd out in the similar manner to
that exﬁlained above, The use of thé extended code table is signal-

led az per the Recommendation T,30 control'procedures,_

3.3,2 Construction of the Modified Huffman Code Tables

The prépértieé of the EOL codeword can be further understood by
considering'the construction of the Modified Huffman code tables..
Each code table was initiélly designed according to Huffman's
proéedure and to contain the codeword *0000000* (seven '0s')
Whicﬁ was designated to signal the end of a scan-line, Redundant -
bits were then added to the codeword of seven '0s' to forﬁ a

| codeword of ten '0Os* foubwed. by a '1', Fron Table 3.1, it can be
seen thaf no codeword ends in a sequence of more than three 'Os',
or begins with a éequence of '0Os! larger than six, therefore the
EQOL ‘of ten-FOs' followed by a 'li, forms a unique sequence which
cannot ‘be produced-by concatenation of codewords, The final '1°
of the EOL is included to indicate the sfart of the hext coded

line, since FILL bits may extend the sequence beyond ten 'Os'.

The extended black and white code tables were formed using seven
'0s' as the prefix for the 13 extra MUC, The seven"Os' codeword,

originally designated to signal the end-of-line, now needs to be



increased to eight '0s', Redundant bits are then added to this .

codeword to form the EOL consisting of eleven '0s' followed by
a '1', This EOL codeword is unlque for both the basic and extended
code tables. This process can be carried out without alterlng any
of the otheke codewords of Table 3, 1. The same 13 extra codewords
can be added to each code table wlthout loss in efficiency since

long runs occur very infrequently.

The perfofmance 6f the Modified Hﬁffman_code; pertéining £o its
compression éfficiency and eirbr_sensitiVity{ is well-documented
in Ref. (43) and Ref. (106) and has also been briefly mentioned

| in the review chépfer (section 2.3.2 (A)), in which . the bode
compares favourably with the best one—dlmen51onal codlng schene,
Further descrlptlon of 1ts performance will not be made in thls

chapter,

3.4,  THO-DIMENSTONAL CODING STANDARD

Oﬁé of the main advantages of the two-dimensional coding schemes -
is that they.provide greater redundancy reduction compared to their
onefdiménsional counterparts by exploiting thé 1ine~to;line‘corr—
elation that exists in most facsimile images Howéver the two-
d1menszona1 schemes are more vulnerable to transm1331on errors
which now tend to propagate down the page as well as horlzontally.

Error propagatlon can, however, be limited tO'only a few lines

- and it is felt that the'degradation is not large enough, in general,

to prevent their use,
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In Decembef 1978, Japén(B?) contributed a two-dimensional coding
scheme called the Relative Element Address Designate (READ) code

to the CCITT SG. XIV. This scheme combiries the features of two
earlier coding techniQues, one'calied.Relative AMdress Coding (RAG)(54)
- and the other.Edge Difference Céaing (EDIC)(56) fo imprové overall
coding performance, Japan proposed. thit the_READ code shoul& be
COnsidered:fqr inclusion as an additional optionfin the T.4 Recom-
.mendétion for Group_B equipmenf,'and fhat.the code should be incor-

‘porated as an extension to the Groﬁp 3 one-dimensional coding

" schenme.

After the Japanese pﬁoposal, CCITT SG. XIV sﬁbsequently received
furthéf contritutions régarding two~dimensional codiﬁg schemes:.

_ frbm IBM'Europe(lq7)’ £he m Gompany(los), AT&T(IOQ), the British
Post Office, now British'Telecom(llo) (all of whose codes are.
direct extensions of the basic one-dimensional code), the Fedéral

Republic of Germany(lll)

and thé XeroxJGorporation(llz)'(schemes
using predictive cbding), A1l these codes were extensively tested
by CCITT SG. XIV delegates in terms of their coding efficiency
and error suscepfibility. Their relative performances were then
assessed in Kyoto, Japan, in December 1979, Gomparatively,4thefe
was little difference between these propesals, but the READ code
was strongly recommended purely because it has been realised in

a large number of commercial machines, However, modificétions to
£he EEAD coding procedure ﬁere suggesﬁed to simpiify its implem-

entation without seriously changing its compression efficiency,

The modificaticns to the original READ code, proposed by Japan,



were as follows:-

(1)

(11)

(iii)

(iv)

Vertical Mode coding (explained later).should be_;
restricted so that the examination.of the refereﬁce_'
1ine_(i.e..the prgceding 1iﬁe)'does‘not'ex£end beyond
* 3 pels, The statistics for the coding elements

obtained for the FEAD code show that the Horizonfal |

A Mode'coding (also explained later) was nearly always .

-more_efficient than Vertical Mbde coding when the '

examination of reference Tine is extended beyond

3 pels. This restriction simplifies implementation

since it is not necessary to code every changing
element (See next section) by both Horizontal and

Vertical Mode coding,

of . :
The necessity,inserting bits (bit stuffing) into the

. coded data should be avoided, It was generally agreed

that the use of insertion bité-in the READ code +to

_ensure a unique line synchronisation sequence would

add extra cost and implementation complexity.

The EOL codeword should be made the same ‘as that used

-in the one-dimensional coding procedure. This ensures

that the code retains its synchronisation properties

and avoids the need for bit stuffing,

The code should cater for future extensions, iﬁ parti-

cular provision for an uncompressed mode, Later it may



also be desirable to include more sophisticated coding

procedures, such as feature extraction or pattern reco-
gnition techniques, or the coding of gray or coloured

areas,

A suitable compromise was finaliyhreachéd. Called the Modified
READ code and proposed by the Japanese delegation, it was readily

supported by CCITT SG. XIV,

3.4,1 The Two-Dimensional Coding Scheme

_ The Modified FEAD code is a line-by-line sequential codiﬁg scheme
in which the position of Each changing element on the scan-line
iS(aodedwiih respéct either to the-ﬁositign of a corresponding
éhanging element on the refersnce line, which lies immediately
above the line being coded,'or the preceding changing element on
the line. One-dimensional coding using the Modif}ed Huffman code
is appiied to the first line of every successive K lines, where
Icequalstwo at nérmal resolution and Kequalsfour at high resé—
lution, in order to localise the.disturbed_area in the event of
transmission errors. Priqr‘to describing the coding. procedure, some
preiiminary definitioné regarding the changing pels énd the  modes

of coding are necessary.

'(A) Definition of Changing Picture Elements

Definition: A changing picture element is an element whose colour
(black or white) is different from that of the previous element on

the same line. The‘coding'algorithm makes use of 5 changing elements



situated on the coding and reference lines, These are defined beloﬁ

for the example given in Fig. 3.3,

ag

The reference or starting.éhanging'element on the'coding-

line. At the start of the coding line, a, is set to an

imaginary white changing element situated just before

the first actual element on‘the coding line,

The next changing element to the right of 2, oﬁ the coding
line, This has the opposite.coldur to aozand is the next -
changing element to be coded

The next changing element to the right of a, on the coding

1
line,

The next changing element on the reference line to the
right of ao_and'having the same colour as a.,

The next changing element on the reference line to the

right of bl'

If any of the coding elements aI; as, by, b, are not detected at

any time during the coding of the line, then they are set on an -

imaginary element positioned just after the last actual element

on the respective scan-line,

(B) Definition of Coding Modes

Three coding modes are defined and are selectively used according

to the.coding procedure described subsequently,

(i) Pass Mode : As shown in Fig. 3.3(a), the state where

the changing pels bi and b, on the reference line are

2
detected between the starting pel 2y and the changing
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(31)

)

(iii)

-pel ay is defined to be the Pass Mode, The state where

by

regarded as a Pass Mode, The purpose of the Pass Mode

occurs at the same point horizontally as a, is not

is to identify white or black runs on the reference

I1ine which are not adjacent to corresponding white or -

| black‘runs'on the coding line, The Pass Mode is repré-

sented'by a single codeword as shown in Table 3,3.

Vertical Mode : As shown in Fig, 3.3(b), the coding

of the dlstance albl, where the position of ay is coded

relative to the position of bl’ is defined as the Vertical .

Mode The relative distance albl can take on one of seven

‘va.lues V(O), _VR(I)" 3(2)' VR(B)' VL(l): VL(Z)’ L(B)l

each of which is represented by a separate codewoxd,
The subscripts R and L indicate that al is to the right

or left of bl respeotively, ahd.the number in brackets

indlcates the value of the dlstance albl

Horizontal Mode : The coding of dlstance an?y and the

dlstance a,a, on the coding line is defined as the

Horlzontal Mode, The distances are coded using the

codeword H + M(aoal) + M(alaz). H is a flag codeword
'0001* (See Table 3.3) and M(aoal) and M(a a,) are
Modified Huffman codes representing the colours and

values of the runflengths a8y and 2,85,

The Coding Procedure

The coding procedure can be best explained with the aid of the

flow-chart of Fig, 3.4. Having determined the next changing elements
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MOIE

. BIEMENTS

70 IE ‘COIED NOTATION| CODEWORD
PASS by,b, P |oool
HORIZONTAL apays 392, B H 001+ (aja (2 a,)
a, JUST o o
UNIER By 3= MCON
a, TO THE[ a1 |VR(1) o1l
RIGHT b, = V(2 000011
OF b a;b;= R( ) 001
VERTTOAL a3 | Vp(3) |{0000011
al TG THE a.lbl= VL(l) 010
IEFT _ B _
o b, a;b = v (2) 000010
a b= v.(3) 0000010
2-D EXTENSIONS 0000001XXX
1-D EXTENSICNS 000000001XXX
END-OF-LINE COLEWORD (EOL) 000000000001
1-D CODING OF NEXT LING EOL + *1'
2= EOL + '0*

D CODING OF NEXT LINE

M(aoal) and M(alaz) are codewords taken from the Modified Huffman

code tables given in Table 3,1 and Table 3,2. The ©bit assignment

for the XXX Dbits is 111 for the uncompressed mode.

Table 3.3 - The two-dimensional code table
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Fig, 3.4 - Flow-Chart for two-dimensional code



'bl, b2. the coding procedure identifies the next coding

mode, selects the appropriate codeword and resets the reference

. element a4 The procedure is as follows

(1) If b, is detected before a;, then a Pass lMode has been

1°
detected and the codeword '0001' is sent The reference
element a, is set according to the-element below b, in
preparation for the next.codieg.

- (i1) If the faes'Mode is not detected; the number of elemeﬁts
which separate ay and bi.is'determinedf If 1 ab 13,
then the relative distance albl is coded by Vertical

Mode coding, Element ag is set according to the position

of al_to be the new reference element. f -3,

l 1

then the positions of a, and a, are coded using Horizontal

1
Mode coding, The codeword H + M(a;oa.l) +M(aqa,) is
therefore transmitted, and a, is then regarded as the

new Dosition of the reference element g

(D) Coding the First and last Elements on a Line

The firsf staiﬁing pel ag on each ceding line is imagined to be set
at a position just before the first picture element, and is regarded
. as a  white pictere element, In this case,.if the Horizontal Mode
coding is used to code the first element on the codihg line, then
the value aoal is replaced by anfy - 1, to ensure that‘ﬁhe correct
run-length value is transmitted, Therefore, if the first element

on a line is black, then the first codeword M(aoal) will be that

which represents a white run of zexo length..



Coding of each scan-line is ended after coding the changing pél

a. or a, imagined to be positioned next to the last pel. If

1 2

b1 or bz is not detected on the reference line, an imaginary pesl

Just after the last pel is assumed to be rresent,

(E) EOL Codeword, Tag Bits, FILL Bits, and Return to Control

The EOL codeword is  uniquely constructed consisting of eleven
-os';and a;'l;; Each EOL codeword is.followed by.a siﬁgle.tag bit,
a 'l* ora '0', ﬁhich indicates that the next line is oﬁe— or two-:
dimensionally coded,fespebtively. FILL bits consisting of variable
.1ength_strings of ;OS' are inserted, whén required, at the end of
a coded line and before the ECL and the tag bit, The return to
control (RTC) signal consists of six conSecuﬁive EQL codewords,

each of which is followed by a '1' tag bit,

(F) Uncompresseéd Mode

To prevent‘any cases of data expansioﬁ, in which the number of

bits assigned to a coding line exceeds.the number of pels, IBM(113)
proposed the uncom;&essed mode as an option to the two-dimensional
coding schenme, Entrj to the uncompressed modé on a one- and two-
dimensionally codedlline_is achieved by using the one and two-
dimensional extension codewords, respectively, given in Table 3.3,
with the bits XXX_set t0-111, The other combinations of XXX are
reserved for other as yet unspecified extensions, In the uncom-

Tressed mode, a group of five successive '0Os' must be followed by

an insertion of bit '1' to allow controlled exit from the uncompressed mode. The

uncompressed mode is still under review by 35G. XIV and has not



yet been fully tested (late 1981).

As stated earlier, in terms of compression efficiency, there was .
little differenoe'in.performance'betwéen the Modified HEAD code
and the other proposed coding schemes, Gomparéd with the one-
 dimensional Modified Huffﬁaﬁ code, at high resblution. K-equals
infinity and MSLT equal O ms, the. Modlfied FEAD COde is about

45 percent more efficient than that of the former This represents
a substantial improvement in transm1581on times and 1t is due to
this fact that the CCITT has de01ded to accept a two-dlmen51ona1
coding scheme for con31deratlon as an international standard

The performance of the Modifiéd READ code is described extensively
" in Refs, (43), (106) and (51) and will not be discussed further in -

thls chapter

3.5, CONCLUSICN

In this chapter,'a brief description of the international facsimile
coding standards has been given, The one-dimensional Modified
Huffman code and the twé—dimensional READ code are the basis

of the CCITT standarxd (Recommendatioan.Q) ﬁhich will alloﬁ the
interworking of digital facsimile equipment both on the national
aﬁd-international PSTN, The performance of these_codés ié well-
documented and no attempt has been made to describefiﬁnin full,

though mentioned briefly, but rather to describe'the coding pro-

cedure itself,

The establishment of the Group 3 standards has inbreaéed the degree



‘of compatibility between facsimile machines (including Groups 1

and 2) and, it is to be hoped, will stimulate the growth of fac-

simile communications as well,.




CHAPTER IV

_ADAPTIVE PEL LOCATION CODING

This chapter descrlbes a relatlvely simple method of fa351m11e .
codlng called Adaptive Pel Location Coding (APLC). Operatlng

in one and two.dlmen51ons the scheme is a deviation from---
conventional run—length codlng methods and uses a block cod;ng g
technlque similar to that of deCoulon and Kunt(35) Belng an y
1nformat10n lossy codlng scheme 1t preserves image 1ntellig1billt&
' and achieves high compre551on ratios at the expense of sllght
image degradation. Comparison with other codlng achemes is;-alse_

‘made here,

4.1.  INTRODUCTION.

Facsimile_document COding,-es-the_haee implies, involfes the
coding of documents which will enable the receiver to reproduce
exact.replicas. Generally however;-seme degradation is aeceptable,
the amounﬁ depending dn the system'e_requirements tq achieve
higher compression. Practically, the presence of a.smell amoﬁnt
of distortion is insvitable in a real system, and the requirement
that the receiver produc.e exact 'repliea.s is artificial, Thus, in
selecting the encoding algorithm, there isua'trade;off between

accuracy of.feproduction and the number of bits transmitted.

Described here is a scheme called Adaptive Pel Location Coding

(APIC), that achieves significant compression of the number of




pels required for transmission, and provides good but not perfect

-replication.of the original document. APIC is an adaptive‘soheme

in that the number of bits transmitted varies as a_funcfion of |
the localzdistribution of'blaok.and ﬁhite pels in.the docoment
being coded Tt also takes advantage of the fact that most documents
are . 1nherent1y predomlnantly white and exploits the two—dlmen51ona1

' correlatlon that exists in most facs1m11e images,

_This simple method operates on a blockoof data containing N pels,
where N is even, and determlnes 1f 1t is oompletely white or
completely black If the condltion is satisfied, a two blt prefix
code is 3351gned to the block to ensure proper’ decodlng at the
recéivér. To aohiéve highef compression with only a slight loss

of fidelity, some preprocessing is incorporated_within the algorithm
Iitsolf. ﬁIf One'odd pel.were present.in a block, be it white or
black, then the odd pel io'considered as random noise and thﬁs coded 1
as 1f it were a block containing wholly black pels or white pels
respectively, If the above:condifion are not satisfiéd, the block

is further subdivided and this information is transmitted as a

.one bit prefix code, The scheme operates'in both one and two
dimensions, It is made adaptive by initially determining the
prefix bits as before for the block of N pels, then dividing the
block equaliy and as$igning'the prefix bits to each sub-block,

These aub-hlocks are repeatedly divided uﬁtil a basic picture

block containing )\ eléments; typically 4, whnen pei location

coding is introduced, For the basic picture block of 4 pels, if
..the number of white pels_ié equal to the number of black pels,

then the location of the black pels is transmitted to the



receiver together with a one bit prefix code. There are one of

(&) possibilities for coding the location of the black pels

within the block of A pels, where o is the number of black

A

pels, For each possibility, there are 1og2( M

) bits per address
location, An isolated pel IWithin a block is considered as noise _
and the block is therefore coded as if it were completely homo-

~ geneous,

| Section _4._2 describes dne-dimensional APIC whil_e two-dinensional
APIC is explained in Section 4.3. The results, including sub-
jective results, are summarised in Section 4,4 and finally,

conclusions are drawn in Section 4.5,

4,2, ONE-DIMENSIONAL APIC

In one-dimensional APIC, blocks of pels are processed sequentially- '

along vthe scanwlines. Consider an initial block of N pels {xk] =
xl,icé, T PRPs che where each pel is either whité or black, represented
by a logical O dr 1, respectively, and N is an even number. To
reduce the numbex of ‘bits from N, we form a new codewofd whose

prefix is:~

N .
P = 10, if 2 x.=0o0r1 (%.1)
N o )
P =11, if <, x, =N or N-1 _ (#.2)
1,1 15 i

 Thus, if P, 4 =10, {xk} consists of all white pels, or has one
black pel. Pl 1° 11  means all black pels, or one white pel

among the black pels, The N pels are therefore transmitted with




enly two bits, and one pel in N may be in error on decoding.

If Eqns. (4.1) and (4.2) are not satisfied, then.Ii

= (0 after

which the blocks of N pels is divided into two blocks of N/2

‘pels and the process is repeated where the prefix bits are:-

Hd
it

2,1 =10,

P21

11,

otherwise P

2,1
P, » = 10,
By =11,

otherw;se P2,2

/2.
if. = X, =0 orl
| i=1
w/2 _
it - = xX; = N/2 or N/2-1
i=1 . '
0, and
N
if z x; =0 orl
i=N/24
if | S %= N/g or N/2-1
1=N/2+1 |
0.

The generalised eqﬁations are as follows:-

P . =10,
m,

or

P . =11,
m, j

or

P ,=0
m, j

if

if

/2"

s, %,

i=(j—1)(N/zm"1)+i .

O orl

/2t

il

X

i=(3-1) (ﬁ/zm‘l)ﬂ ”

' (4.3.).

(4;4)-

(%.5)

(.6)

(+.7)

@/2"1) or (92" 1)1

(#.9)



m=2, P

The subscript m=l refers to one block of size N; n=2 refers to

two blocks of size N/2, and m=M refers to 2M"1_ blocks. of
size N/ZM-l. Subscript'j=l.identifies the block of size N,
while subscripts 2< j< -1 aPply to sub-blocks of size <N/2,

When m=1,3=1, Eqns. (%.7) and (4.8) are identical to Egns, (4.1)

- and (4.2). Observe that when m=2, there ave two values of 3

(i.e, =1 and j=2), For this situation, Bgns, (4.3),(4.4), (4.5)
and (4,6) are identical to Eqns. (#.7)and (4.8). Supﬁose for
5,1 a0 By aze both zero, then the blocks of N/2 are
sub-divided, where m now equals 3 and §=1,2,3,4 (5=1,2,....2%°1)
COrresponding to four sequential blocks each containing N/4 pels.:

If Pé 12 P3 2,-P3 3 and P3 y axe all zero, the'process of sub-
? 1 > . L .

dividing the blocks by two continues until m=M, when the basic

block size of A pels is reached,

In thé results to be presented, A =% and there are (2 )possibilities

which define the location of the biack pels. The locations of the
two black pels in the basic picture ﬁlock.are given by . threé

bit éodes as shown in Fig. 4,1(2). The decoder reverses the coding
procedure, but decodes‘lo and 11 as blocks of all whites and all

blacks, respectively,

An example of one dimensional APLC is shown in Fig, 4.2 where N

is taken to be 16, Comparison is also made with the auto-adaptive

block coding (ABC) scheme of deCoulon and Johnsen(352 For APIC,

the blocks with prefix beginning with a '1' require no further

sub-division.
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4,3, TWO-DIMENSIONAL APIC -

In the two-dimensional case, two dimensional correlation plays
an important role in achisving higher compression ratios, The

algorithm adapts to the local activity of the image and operates

on the same basis of sub-dividing the blocks as the one-dimensional

' version..If_a two.dimensional block of‘N columns and N rows with

N2 pels is considered, then the prefix bit is:-

P, =10, if % Z X, =0orl (4.10)
' ’ | i=1 "3=1 .!J o _ .
| | ¥ N |
B, =11 i £ Z x o= ¥ or N°-1 (%.11)
" i=1 3=1 trJ :
where x. . =0 for white pels
_ i,3

=1 for black pels,

- Otherwise Pl ] < 0, and further sub-division is required;
] : .

- Rather than by reproducing the detailed equations, the operation

of two-dimensional APIC can be illustrated by the example shown
in Fig, 4.3(a). For a large block A having N x N pels, the prefix
bit ( See Fig. 4.3(b) )} is 0 as there are more than two black pels
and two white pels. The block is sub-divided iﬁto four blocks,

B, C, D, and E, each containing N2/4 pels., B éontains all white
pels and is coded as 10, Since C does n6t satisfy the condition
of the algorithm, it is represented by a prefix bit O and its

sub-blocks Cyr Coy 03, and cy are coded as 11, 10, 0 001, 10,
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where ¢,, having two black pels is found using the location

sk
code shown in Fig, 4.1(b}, Notice that sub-blocks ¢y and ‘¢

contain one white and one black pel and are therefore coded
with the prefix bit 11 and 10 respéctively. The prefix bit. for.
D is_O and its suﬁ-blocks afe:dl, d2’ d3, dq, coded as 10,11,10,11.
Lastly,_the prefix bit for E is O end'el, €59 e3, and e, are
coded as 10, 10, 0 000 ( see location code of Fig. Q.I(b));:and
10, As N=8,.the originel 64 pels havelbeen cempreesed to 3% bits
and becaﬁse the receiver decodes 10 and 11 as meaning all white
and all bleck pels respectively, 5 pels are deeoded'in error, In
general, the error rate is P/4, where P(x= 0.3) is the probability
of one pel being different from the othef three in the basic
picture block. It mist be emphasised that Fig, 4.3(a) is an
example to 2id exposition and does not represent a typical
facsimile image, for the piobability of a typewritten letter .

being one element thick is very remote,

L4,  RESULTS

CCITT documents No., 1, 2, 4, and 5, digitised with 1728 pels per
line, and 2376 lines, corresponding to a resoletion of 8 pels/mn
both horizontallly and vertically:were used, although for con- -
venience only 1024 pels of each line were processed (as shown in
Fig, 4.4 for doeument No. 1), Compreeeion ratios for ABIC were.
compared with those fer the auto-adaptive block coding scheme(35)
(ABd), run-length coding using the By code(37)and the.Modified

Huffman code(uzg The B, code is a class of code whose word length

1
 increases logarithmically with the fﬁn—length. The compression
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ratio (CR) is defined as the total numbexr of pelé in the original
image divided by the number of bits transmitted. The CR v@lues,
which do not take into consideration-'house—keepingf bits like
EOL and channel coding bits, are shown in_Table 4,1 and Table 4.2

for the one-dimensional and two-dimensional coding schemes respectively.

Looking'a£ £he results of Table 4.1 and Table L.2, it can be seen
thét APIC is as efficieﬁt as the Modified Huffman code for the
_ﬁne—&iﬁensionai'case and is superior b& quite a sigﬂificént ambunf'
for the two-dimensional case. Ité supériorlperformance is mainly
due to the'ihherent tWOedimensiohal cbrrelation that exists in
most facsimile documents. Although the Modified:Huffman code is
only slightly better in performance than 6né-dimensi§nal APIG,

in terms of implementation the latter method would prove to be \
eaéier; In'the fwo—dimensional case, results obtained are for
:initial block size of 128 x 128. It is envisaged that the

CR values will differ by a ﬁargiﬁal amount if different block

éizes are“considered. ATPIC does cause soﬁe:degradation to the
document aﬁd for an initial_»block of size 1024 for the one-
dimensional case, using document No. 1, it is observed that the

CR of 9.29 for the ABC scheme increases to 10.52 if ABC is

érranged tolrejeét'the isclated odd pel using the'strategy

adopted by APIC, This is inferior to 11.98 achieved by APIC.
However, it is with the two-dimensional APIC system that large
values of CR are-achieved when compared to the other encoding

methods that were examined,

Fig 4.5 demonstrates the quality of the APIC system both in one



DOCUMENT 1 | DOCUMENT 2 | DOCUMENT 4 | DOCUMENT 5
BIOCK SIZE | APLC .| ABC | APIC | ABC | APIC | ABC | APLC | ABC
1 x 1024 11,98(9.287 | 13.,82[9.264 | 3,992|2,984 | 7.65615.856
1 x 512 11.94|8.712 | 13.9718.832 | 4.149{2.813 | 7.725|5. 504
1 x 256 11.8318.653 | 14.04 8.856 | 4.,15412.816 | 7.780|5.574
1 x 128 11.53(8.501 | 13.9518.825 | #.157|2.817 | 7.807]5.588
1x 6k 10,91 {8,149 | 13.3418.610 | 4.151{2.814 | 7.711(5.539
M.H, Code 11.60 1.3 4,316 7.872
B, Code 10.21 13.37 3.686 6.804
Table 4,1 - ¢.R. values for one-dimensional coding.
DOCUMENT 1 | DOCUMENT 2 | DOCUMENT 4 | DOCUMENT 5
BLOCK SIZE | aPic | asc | apic | aec | amc | aBc | apic | aBc
128 x 128 15.86111.36 | 26.80|12.49 | 4.861|3.533 | 9.732]7.413.

Table 4,2 - C,R. values for two-dimensional coding
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and two dimensions, The picture size is 256 x 256 pels. Fig. 4.5(a)

shows . the original image._Notice that there are jagged edges
preeent on the 1etters, probably caused by imperfections in the
decision process of the scanner, These:jagged edges.not only'
degrade'picture quality But also reduce coding efficiency,'Fig.
4.5(b) shows the recovered image when one-dinensional APIC is
appiied.'The initial block size used is 1 x 256 pels. The jagged.
edges are now more pronounced but the essential details are étill-
preserved Wwithout any leoss of infelligibility. Altheugh'the algo- .
rithn sometines deetroys the connectivity ef the picture ( esp-
cially in the one-dimensional case ), the everall effect is not
t00 objectioneble to the eye. However,ethe:slight degradation in
picture quality can be trade&-off against the-increase in coding
efficiency, When two-dimensional APLC is applied, the resulting
image is as.shown in Fig. 4.5(c); The initial block size used is
64 x 64, It not only improees the coding efficiency ( since two-
dimeneiqnel correlation is taken into account ) but also, to a
_certain eXtent; the pictﬁre quality, A1l the jagged edges have been
removed, resulting in an image which is well-defined buf slightly
'blqcklike' in structurE._This, however, can be improﬁed by

employing some form of post-processing at the receiver,

4.5,  CONCLUSION

In this chapter, the APIC algorithm has been described and 1t
can be seen that its performance is superior to that of its
counterparts especially in the two-dimensional case, It is an

information lossy scheme which involves discarding isoclated
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black or white pels to lncrease coding efficiency. Although some:
degradation can be observed, intelligibility is maintainéd..This

is beCausé thé algerithm takes into consideration the fact that - _
the probability of a typewritten letter one element thick vertically
and horizonfally is remote and expioits this ﬁroperty..ln the two;
dimensional case, two~dimensiohal correlation plays an.imﬁoftant _
.role.ih-achieving'even higher comﬁréssiou ratios, Finally, the
adaptation of the algorithm to the local activity_goﬁtent of fhe
image is a major factor conffibuting to its incresse inlcoding

efficiency,

4.6, NOTE ON PUBLICATION

The APLC séheme.deséribed in this chapter has appeared as a

paper in IER Electronics lLetters, 9th May 1980, Vol. 16, No, 10,
The paper is entitled "Adaptive Pel Iocation Coding for Bilevel
Pacsimile Signals" and was jointly authored by M. G. B. Ismail

and R, Steele,
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CHAPTER V.

PRE - AND POST-PROCESSING |

5,1,  INTRODUCTION -

Coding of two-tone facsimile images has gained considerable."
interest in reqent yearS'dﬁe to an incréasing need for quick
tfanémission of black and ﬁhite documents. Howevér, most of

the results that have beeh'reportEd'have alread& shown # fairly
high level of compressiénland any fufther_substantial improve-
ment in cdmpréssioﬁ is fhus likely to prove diffiéult. Pre-
processing prior to actual encodiﬁg provides the solution by
which the COmpression ratios of existing'éoding.methods caﬁ

be dramétically enhanced, The potential of this information:
lossy approach was quickly realised and in recent years nume-
rous prepmdcéssing techniques have emerged. Amongst the more
important techniques are signal modification(26), a thinhing'
process(z?—ZB); and the notchless bilevel guantiser with logical
feedback(EB). The téchniques of Netravali et, al.(l8), Margner
and Zamperoni(lg); and Billings(zq) are also. worth mentioning.,
The coding scheme that waé described in Chapter IV is another
information lossy approach where psychoviﬁual coding is used,
In this approach, preprocessing is incorpqrated in thé coding
algorithm itself, where an isolated black or white pel within

a basic picture block is discarded in order to increase coding

efficiency. Another preprocessing technigue, mainly aimed at



cleaning up noisy originals, to ensure that the compression ratios

(15-16)

remain high, has been extensively studied by Ting and Prasada

The underiying notion which leads to_theluse of preprocessing
priocr to coding is not.diffiouit to appreciate. Facsimile imagés
sampled at sufficiently high density have an inherent redundancy
and, even if the signal is_locally chahged from white to bléck _
or vice-versa, the amount.of degradation which.might'caﬁse an
objectionable image is minimal. It therefore poses few:problems

for practiéal use, The inherent redundancy is mainly generated -

- during the thresholding of a digital scamming process. Most

. modern facsimile machines employ solid state scanners, charged-

coupleddevices ( CCDs.) for example, which gquantise the image
into two discrete levels, A bilevel quantisation of the signal
ensures the representafion-of a document at a rété of 1 bit/pel
prior to digital coding, The usual method for.obtaining a bilevel

. 67 ) .
representation is to use a certain threshold( ?)_and_to classify

‘the signal as black ( level 1 ) when it is greater than or equal

to the threshold and white ( level 0 ) when it is less than the

threshold, It performs fairly well for some documents but pfoblems

arise when there are variations in paper illumination or reflectance
acress the page. This results in a wrong decision by the scanner,
which often introduces notches along the horizontal and vertical
borders of the image.detail. These notchés,not only degrade the
image quality but also decrease coding efficiency since horizontal
notches divide continuoﬁs horizontal runs into several smaller runs,
and vertical notches reduce line-to-line borreiation. Sometimes_

facsimile machines are called upon to handle noisy originals such



as those produced by an electrostatic copier or those produced

by a poor quality typewriter, which are characterised, respectively,
by the presence of impulse noise or by tiny perforations visually.
observed on the characters. For these forms of input the.effiéiency
of the coder generally decreases and the quality of thg output

copy is also affected. It is only:through preproceséing ﬁhat the

effects can be minimised and coding efficiency considerably improved.

In this chapter, two_prepfocessihg schemes,'resulting in more
efficient coding, are described., In Section.5.2, alsimple pre-.
processing stiategy uéing a set of 3 x 3 masks is presented. The
value éf the central pictu:e'element is altered from black to
white or vice-versa, if the surrdunding elements correspond to
a predetérmined-pattern. A comparison is made with the Majority
Logic Smoothing with,Contour.PreservatiOn.technique of Ting.and

Prasada(lﬁ); A simple post-processing technique is also described,

In Section 5.3, a more involved method of preprocessing using
subsampling is studied. Notches and pinholes in the originél
image are first removed'usiﬁg a sét of masks, as described in
Seetion 5.2, after which'singie element runs are doubled to
preserve connectivity. The definition of connectivity will be
explained later in Section 5.2.2. The image is then subsampled
with different techniques being examined, including subsampling
by the use of the Hadamard and Cosine Transforms. Enlargemeﬁt.of
the. subsampled image iz carried out at the receiver where
replication, bilinear and Cubic B-spline interpolation techniques

are investigated, The edges of the interpolated images are then



'smoothed out' by a set of restoration masks, producing a visually

acceptable image., A formal subjective eXperiment is also conducted
to determine the order of subjective preference of the resulting

restored images,

For bvoth preprocessing schemes to be described, subjective results
are presented. These schemes are rrerequisites for two different

coding strategies, which will be described in Chapters VI and VII.

5,2, PRE- AND POST-PROCESSING USING MASKS

5.2.1 '.Preprocessing

'Ahy preprocessing of a facsimile image prior to coding must

satisfy the following requirements:-

(i) It must preserve the order of connectivity of the image.
(i1) It must not severely degrade the quality of the.image.

(11i) Tt must improve the coding efficiency,

Based primarily on the thinning'algérithm of Arcelli et, al.(87),
the new preprogessing'technique uses a set of masks whereby the

centrél picture element_is changed from black fo white, or vice-
veréa; profidéd the surrounding elements correspond to a certain

predetermined pattern, The set of masks used, shown in Pig, 5.1,

satisfies the three requirements above. Each mask is tested

against the source image within a 3 x 3 window and if the pre-
determined pattern is satisfied, the value of the central element
is changed. For those elements shown in Fig. 5.1(a), the central

element is changed from black to white, for those in Fig. 5.1(b),
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Fig, 5.1 - Masks employed in proposed preprocessing



from white to hlack, D is considered as a ‘don't care® element

.where'either one of the two values is acceptable. Figs, 5.1(a)
and 5.1(b) are complementary and since thexe aré only two levels
to consider, implementation using logic gates is straightforward.
The first four masks of Figs. 5.1(a) and 5.1(b) remove any |
roundéd edges of the document text and at the séme time.presgrve
the contour diieétion,_ The next four masks rémove unwanted |
‘notches in both horizontal and vertical directions., The.last
mask removes random noise eithér generated'bj fhe sc#nner or

that already inherent in the original image,

5,2.2 Theoretical Analysis

The analysis begins with some definitions of connectivity(ss).
et (1,3) be a point of a given picture, Then (i,3) has four
horizontal and vertical nelighbours, namely the points,

(i_]"j)" (i’j‘l)' (i’j+1)! (i+1!j)'

These points are called the 4-neighbours of (i,j) and are said
to be 4-adjacent to (i,3). In addition, (i,j) has four diagonal
neighbours namely, |

(1-1,3-1), (i-1,541), (i41,3-1), (3+1,34).

Both these and the Q-neighbouré are called 8-neighbours of (i,j).
A path from (i,3) to (h,k) is a sequence of disfinét pointé.
joining (i,3) to (h,k). For example, if we denote the points

of the path by l's;,'then-lli is a 4-path while 111 is
an 8-path., If p=(i,j) and q=(h,k) are points of a picture subset
S, D is said to be connected to q ( in S ) if there is a path

from p to q consisting entirely of points in 5. The concept of .




j-connectivity and 8-connectivity are illustrated in Figs., 5.2(a)

and 5.2(b), respectively.

PapiPapaPappd
NNHNNX?

XXX RKX
(2)

L-connectivity

8-connectivity

HHNNMNE

PePPePiPard

KX XXX

(b)

Fig. 5.2 - Figures showing the concept of connectivity

Génsider a 3 x 3 mask as shown in Fig. 5.3 where Xgr Xqo X5y ees

ceenre Xg have digital values of either 1 or O.

X4 X3 Xz
51 %9 | X1
1 %1%

Fig. 5.3 = a2 3 X 3 mask

Now comsider the first mask of Fig. 5.1(a) to be represented as

a logical .OR. of two sub-masks as shown in Fig. 5.4. Sub-mask (a)
is cﬁaracterised by having the property of 4-connectivity while
sub-mask (b), has the property of 8-connectivity. Pels labelled

W are considered as permanently white in both sub-masks to preserve

their connectivity properties.
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Fig. 5.4 - Iogical .OR. representation of masks

Referring to Fig. 5.3 and Fig. 5.4, when Xy = 1, the connected

number (N _) of x, for sub-mask (a) is defined as

T E 6 % e ) (5.)

kEESl

and the connected number of x, for sub-mask (b), as

No e é (R = g Ty Fgeap) (5.2)

kesl‘
where Sl - {1, 3, 5, 7}

The subscript of x is a modulo-8 sum. If the subscript of x is
equal to or greater than ¢, then 8 is subtracted from the value to
give values less than 9. X means (1-x) and the right shoulder
superscripts <4> and <8> mean 4-connectivity and 8-connectivity
as characterised by sub-mask (a) and sub-mask (b) respectively, It
must be emphasised that Eqns. (5.1) and (5.2) strietly apply only
for sub-mask (a) and sub-mask (b) respectively.in which the pels

marked W are regarded as permanently white.



102

8

. <4> <8> . ]
Computing the values of NC and Nc determines the topological

properties of the central element Xqe Table 5,1 summarises these

properties.
The wvalues of B
N<4> N<8> 0 1 2 3 4
c oT N
Property of internal
or end. connect branch | cross
X isolate

Table 5.1 - Topelogical properties of X

I

<ipo=
For sub-mask (a) of Fig. 5.4, N~ =2, while for sub-mask (b),

N;<8=; 3, representing the topologiéal properties of 'connect'
and 'branch' respectively, With W's considered as pels whose
colours remains white at all times, only the state of elements

X1r Xy» Xg and X0 for sub-mask (a) and elements X5, X, Xg and Xg
for sub-mask (b) can be changed. Table 5.2 gives all the possible
topological properties of X for foth sub-masks where the states

of the elements mentioned above are altefed.

8> for sub-masks (a)

However, the connected numbers Nézu:ﬂand N;C
and (b) do not uniquely define the set of masks of Fig, 5.1 used
in the preprccessing scheme. This difficulty can be overcome by
weighting the state of elements x,, X3y Xg and X, (for sub-mask (a))
and x,, X, Xg and Xg (for sub-mask (b)). The weighting process
considers elements x,, x3,\x5 and %o for sub-mask (b) and Xy, Xy,

xg and xg for sub-mask (d) to be adjacent to one another. In other

words, if sub-mask (a) i1s considered, x, is adjacent to Xqy Xy is

ad jacent to x5, cisassassansy and x7 is adjacent to Xy o
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1]o]o .2 3 1 ]1]0o o | 2 3
o101 1l ojoj1lo |1 1
o{l|o} 2 2 1 jol1]o | 2 2
111]0 | 2 3 o (1|10 | 2 3
1110 3 6 1 ]J1|11]0 3 6
oloj1 |1 1 ofolo(1 {1 1
oloj1 | 2 3 b1 lolof1l 2 3
1lof{1| 2 2 oj1fo0(1] 2 2
1101 3 6 1 {101 3 6
of1lz11l 2 3 olol1i1l 2 3
o111 3 6 4. 1jol1|1] 3 6
1111/ 3 6 ol1f1l21] 3 6
1|1{1] & |20 Lpryif1f 4 |10

Table 5.2 - All possible topological properties

of x, for sub-mask(a) and sub-mask(b)




( Adjacency in this context is similar to the 'wrapround' concept

in the Karnaugh map ). Looking at Table 5.2, if a '1' is preceded

by a '0', then the first 'l' is weighted with a value 1, If a '1'

is preceded by a '1', then the former is weighted with a value 2

and if a '1' is preceded by.two adjacent '1'S$', then- it is weighted

with a value 3 and.so on. This is best illustrated with an'example:-

<l <>
%5 x3 x5 N x7 . Nc _ NW
1 0 1 1 3
3 1 2. 6
~ .

~ weighfs—

N<1l->and N<8>
W W

Notice that x,, is taken to be adjacent to x

N

l.
8>

4

» _
are the weighted values of NC ;’and N;: respectively and
the weighted topolegical propertiés of ¢central element Xq are

'shown in Table 5.2.

s

> <8
and NW

The weighted connected numbers N;: > for sub-mask (a)
and sub-mask (b) now uniquely define the set of masks of Fig. 5.1..
Therefore, for the set of masks of Fig. 5.1(a), if the following

unique conditions are satisfied, the central element is changed

from black to white:-

(a) N:h> = 0 and Nw< 8> 0 — isolated pel
b) N -3ana 8826  — 1t 4 masks
W W _
< .
(e) W *>_ 1 e Nw<8> =1  — 2nd % masks with D = white
<b> - ' '
(d4) N, g 1 and N;:8:>= 3 — 2nd 4 masks with D = black

D is considered as the 'don't care' situation. Similar arguments

hold for the set of masks shown in Fig. 5.1(b).




5.2.3 Results

Simulations were carried out on a 256 x 256 element area of CCITT

document No, 1, where the resolution is 8 pelé/mm both horizonfally

and vertically, The masks are sequentially employed in a sliding

manner, whereby the central element of the present mask is depend-

ent on the previously changed elements. This has the advantage of

- not requiring aﬁy extra memoxry capacity,.

The resﬁlt of using the propbsed.prepmbceSSing technique is shown
in Fig, 5.5, and comparison is made with the me‘bﬁbd of Ting'.et. al as) .
The original image with Jagged édges and notches is shown in Fig.
5.5(a). By émploying the masks of Fig. 5.1, the quality of the |

image is considerably improved, as shown in Fig. 5.5(b). All the

Jagged edges have been removedand the rounded corners sharpened.

At the same time both the connectivity and the essential detail

of the image are alsoc preserved. The application of the Majority

Logic Smoothing with Contour Presexvation techhidue§l5) using a
sliding window dependent on the previously changed elements results:

in the inage shown in Fig. 5.5(c). The effect is one of 'filling
up' the holes present in.the text. However, if the central element
does not depend on the previously changed elements, i.,e, only on
the original arrangement of elements, the image of Fig, 5.5(d)

is obtained. This has the effect of thickening the image detail
and not compensating for the unwanted notches. For implementation,

extra memory capacity is required to store the preprocessed image.

As a nmeasure of performance, the two-dimensional 7th crder Markov
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model predlctor shown in Fig. 5.6 is used to determine the
improvement in coding efficiency which results when the input

signal has been preprocessed using the described technique.

X xé' X %, X

1 X1 X

Fig. 5.6 - 7th order Markov model predictor

The predictor predicts the present element X, using the previous

0

seven elements, Xl X2, cassenanse X?, and the prediction errors
generated are assumed to form a memoryless binary infermation

source where the entropy is:-

H=-qlog,q- (1) log, (1-q ) - (5.3)

bits/pel and q is the probability of correct prediction.,

From Table 5,3, it can be seen'that the proposed method of pre-

processing yields the-lowest.enfropy, there being an improvement

of about 24 percent compared with that of the original, unprocessed

image. -
. 'Majority Iogic
IMAGE Original Smoothing - pizgﬁgigising
(Fig. 5.54)
ENTROPY 0,255 0.226 0.194

Table 5.3 - Entropy comparison
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5.2.4 Post—prbcessing

The pre-processing technique employed at the transmitter has
the effect of squaring off the corners of the letters which
makes the text lock . slightly unnatural. This can be remedied

at the receiver Ey employing restoration masks as shown in Fig. 5.7.

Again these mésks are applied sequentially to the préﬁrocessed
image with the central element changed from white to black or
vice—versa if the predefermined pattern is satisfied, For Fig.'
5.?(a),£he central element is changed from white to black and |
for Fig. 5.7(b), from black to white. The result of ‘applying

the masks of Fig. 5.7(a) and Fig. 5.7(b) is shown in Fig. 5.8(a).
A1l the sharp corners.have heen rounded.off, but; at the sane
fime, one or two upwanted notches have bheen récreated, which

_ is undesirable. By employing the masks of Fig. 5.7(b) only, the
image of Fig,.5.8(b) fesults. Informal subjective tests favour
this image rather than the previous one, Clearly, this image is
more pleasing to the eye and its naturalness is greatiy enhanced,
Since the prefrocessing technique employed is irreversible, the
original image cannot he restored.completely and, in ény case, .

it is undesirable to reintroduce the original notches.

5,3, . PRE- AND POST-PROCESSING BY SUBSAMPLING AND INTERPOLATION

5.3.1 Preprocessing

The basic Stages of preprocessing by subsampling are shown in

Fig. 5.9. In order to improve coding efficiency, notches and
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'Fig. 5,7 - Masks used for post-prdcessing
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pinholes in the original scammed image, as seen in Figs. 5,10(a)

and 5.10(b)} ( which are parts of CCITT documents No. 1 and No, 2
respectively ), are first removed by the ‘notch/pinhole remover.

Single element runs are then doubled in both the horizontal and

vertical directions to presexrve connectivity, after which sub-

sampling is carried out.

Notch/Pinhole Singl'e Element
Remover Run Doub@r_

= Subsampler [0

Scanner

Fig, 5.9 - Preprocessing stages

(A) Notch/Pinhole Remover

Basically, this is the set of masks previously described in
Section 5.2.1, which removes notches and pinholes resulting
from imperfections in £he scanning process, it is observed
from Section 5.2,3 that the Iremoval of these notches nof only
improves coding efficiency but, to a éertain extént; image
quality as well, Figs, 5.10(;) a.ndS.lO(d)‘ show the resulting

images,

(B) Single Element Run Doubler

Since the subsampling process involves either taking alternate
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pels both horizontally and vertically ( or in a zig-zag fashion ),

or the use of Hadamard or Cosine Transforms, it is necessary to

double every single element black line'or_character1 Although

the probability pf single element runs is low, the doubling

process ensures that connéétivity is preserved.in the subsampied
iﬁage.‘The preserﬁation of connectivity'is important becausé when

the subsampled image is enlarged af the receiver, any ‘disconnectivity’®
becomes more proﬁounced, thus 1owéring\the image quality. Two

doubiiﬁg Procedures were tried; placing a black pel before, and

placing a black pel after, a one pel thick black line, in both

the horizontal and vertical directions. The justification of
doubling only black lines one pel thick instead of both black

and white lines is due to the fact that most documents typically

handled in an office environmment have a white background with

black brinted of written characters. In any case,'the vblume of
documents handléd with_i black background is normally small,
Pigs. 5.10(e) and 5.10(F) show the images which result when a
black pel is placed before a one pel thick black line while Figs,
5.10(g) and 5.10(h) show the'imagés.for the case where a black
pel is placed g@igg‘a one pel thick black line. From informal
obéervation, the former doubling process is preférred and. is.

thus used in subsequent experiments,

(C) Subsampler

Different methods of subsampling have been investigated and their
subjective results evaluated. Amongst these is subsampling by

taking pels according to the configuration as shown in Fig. 5.11,
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Fig. 5.11 ~ One of the subsanmpling configurations

This configuration was principaliy chosen with the iﬁtention'of
taking inte account the skewness of the characters in ordef to
presérve contour.direction..The resulting image, as seen iﬁ Fig,
5.12(a), turned:out to be_ve;y displeésing to the eye with some
characters disconnected. It is observed that notches and pinholes
are creatsd, which will definitely reduce the.ooding efficiency.

The impairment caused by this subsampling configuration is so

severe that it can hardly be considered acceptable.

The application of Hadamard and Coéine Transforms as a meéns of
subsampling multilevel monochrome-pictﬁfeé ﬁas_ been_demonstrated
by Negan and Clarke( 90). Furthermore, the theory and application
of Hadamard and Cosine Transforms are well—documented in, for

example, Pra.tt( 9.1) . Wintz( 92) a.nd'Ka.k( 93) . Basically, in transform

coding, a unitary mathematical transform is performed on the image

data to produce a set of, at most, weakly correlated transform

coefficients. These coefficients have an energy distribution
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more suitable for coding than the original spatial domain rep-

resentation, The energy in the transform domain tends to be
concentrated into a relatively small number of transform
coefficients and,‘by discarding those of low ﬁagnitude,'sub+
stantial bandwidth_reductions_can be achieved.wifhout'introducing

serious image degradation,

Since these transforms have been successfully applied to subsample

multilevel moncchrome imageé, thelr application to binary images

was considered to be an interesting proposition. The basic premise.

of subsampling stems from the fact that most of the energies in
the transform domain appears in a certain prespecified- zone, -
generally, m.tﬁé upper left hand corner of the block adjacent
to the D.C, coefficient, By discarding the less inportant
coeffiéients in a predetermined fashion and inverse trénsform~
ing the remaining coefficients using a smaller block size, the
desired subsampling can be achleved. Thé subsampling which results
frem this operation is depéndent upon the high energy compaction

property of the transforms used,

Diagramatically, the subsampling operation using itransform
techniques is:shown in Fig. 5.13, The binary image, after the
doubling process, is divided into sub-blocks of size 32 x 32,.
after which the Hadamard or Cosine Transform is applied to
each sub-block, resulting in blocks of 32 x 32 transform coeff?
icients, Since most of the dominant coefficients are packed into
the upper left hand corner, the first 16 x 16 transférm coeff-

icients ( including the D.C. coefficients ) are retained, as



Forward transform ~ Inverse transform Threshold
32 16
16 : 16 -
subsampled subsampled
image binary
image Transform ' 1mage

coefficients

Fig. 5.13 - Subsampling using Transform techniques '

o1t



‘Hadamard or Cosine Invefse Transform is then appiiedmga the
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shown in Fig. 5.13, while the rest ( shown as the shaded area ) |
are discarded, in +the hope +that their ommission will

cause insignificant visual distortion. A 16x 16

.16 x 16 retained coefficients, and results in the subsampled

image. This is then suitably thresholded to give a two level
black and white output, The threshold was taken to be 140, i.e.,
values greater thanﬂor equal to 140 are taken to be black and

thbse Jess than lﬂO'are taken to be white.

The Hadamard and Cosine Transform subsampled images before and
after thresholding are shovn in Figs. 5.12(b) and (c) and Figs.
5.12(d) and (e) respectively. The subsampled images before thres-

holding looked promising at first although some ringing is .

apparent on the Cosine Transform subsampled image, After thres-

holding, notches and pinholes become more pronounced, making

the resuits léss desirable, Some.of the chaiacters are joined
together while in others, 'disconnectivity' are observed, Another
undesirable effect of subsampling by the use of transformation of

black and whife images is that the thicknessof the characters
beéomes uneven, 1eading to the image showing significant_distortion.
Hence, it is concluded that,_although a high degreé of success is
achieved using transform techniques for'subéamplihg monochrome
images, their application. to binaxy images for the same purpose

is not appropriate. Furthermore, the use of transfbrms woﬁld be

complex to implement making the scheme less attractive still.

The simplest technique, giving by far the most acceptable quality,




is subsampling by taking alternate pels horizontally and vertically

as shown in Fig. 5.14.

e ® + ® + ® O -
. @ . @ t..® . @ .
. @ . @o@ . @ .

Fig. 5.1% - Subsampling by taking alternate pels

The 4:1 sample rate reduction results in the achievement of high
compreséion and, with all-the'single element runs doubled, the
loss of infoﬁmation is kept o a minimum, Figs. 5.15(a) and 5.15(Db)
show the effect of subsampling with doubling for parts of documents
Nos. 1 and 2 respectively; Comparing them with Figs. 5.15(c) and
5.15(d) which show the results without doubling, it is noticed that
the doubling process preserves connectivity whereas without
doubling.some discontinuities are apparent. Such discontinuities
are mére noticeable in document No. 1 than document No, 2, It

is also obsexved that notches and pinholes are not recreated,

Due to ifs simplicity and its effectiveness, subsampling by

taking alternate pels horizontally and vertically has been adopted

as the subsampling technique used in further simulations.
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5.3.2 DPost-processing

It is evident from the p&evious sub-section (5,3.1) that sub-
sa,mpiin’g reduces _the data rate by a factor .of 4:1 and inevitably
causes some. loss of information in the original image,. Si'n.ce
preprocessing by subsampling is irreversible, it is impossible
to.restore fuily the subsampled image to its original fprm. In
any case,_it ié not desirable to reintroduce notches and pinholes,
which were previously removed, iﬁﬁo the image, A.visually ﬁieésing
effect WhiQh represents the original as clbsely és pbssible can

- be obtained by émploying ﬁost—processing at the receiver..ln'

this sub-section, the investigations carried out to achieve that
effect are described. The various stages of‘post-pfocessing are

shown in Fig. 5.16.

received

subsampled
‘mage Restoration ' .
o——— Interpolator Masks Display

Fig, 5.16 - Post-processing stages_'

The aubsampled imaege is first enlarged to its original size using
three mathematical interpolation functions.namely replication,
- bilinear, and Cubic B-spline interpoclation. The interpolation
functions are mainly used to create an artificial.(not acfual)

improvement in resoclution and compariscns between these three
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schemes have been made. Waturally, since two level images are
consideréd, some form of thresholding is required, The application

of restoration masks to ‘cosmetically improve the resuiting image

is also described, In all case, pictorial illustrations are presented
for viewer interpretation, To confirm informal preferences between

the restored images, a subjective experiment was also conducted.

(a) Interpolator

For interpoiation, the use of spline functions of degree lower
than four is of particular interest, Spline functions ave a

class of piecewise polynomial functions satisfying continuity
properties onfifggg; stringent than those of polynomials, Poly-
nomials have long been the functions most widely uséd to approximate
other functions, mainly because they have simple mathematical
properties. However, polynomials of moderately high degree fifted _
to a fairly large number of given data points teﬁd to exhibit

more nuﬁerous and more severe undulations than a curve drawn
usingfspline function(gq). Since the work of Schoenberg(95) in

the mid 1940's, the use of spline functions especially for inter-
poiation, has galned widespread attentlon in various branches of -

(96-200) 1 tne field of image processing,

(102-103)

electrical engineering
: . {(101)
Andrews and Peterson and Hou and Andrews have adopted

spline interpolation in their contributions fb-image procéssihg.

The choice of spline functions rather than of the sine function
or other classical polynomial approaches'is motivated by the

advantages that the former possess, Firstly, unlike the latter,




the spline funétion spans a finite set of data points, i.e. its

support is local, The behaviour of polynomials, on the other

hand, is totally determined by the behaviour of samples over

ofhér intervals, Thus, polynomial iﬁterpolation is. in no sense

- a local procédure..That is, if the function to be interpolated..'
varies rapidiy in some part of the region of interest, tﬁe effect

of this on interpolafion ié apparent everywhere, The sinc funétion;
 for example, spans an infinite number of data points and if trun-
cated, oscillations(‘Gibb's thenomenon ) will :show up in the
resultant image. Secdndly,-the spliné function is'relaﬁively

eaéy to implement and in both hardware and software form has been
employed'by Hou and Andrews(IOB). Lastly, the spline function is
non-négative and is thus obvicusly attractive for image processing
'applications. The non-negative property is a practical consideration,
as interpolating picture elements, and therefore energy ( intensity )
values, must result iﬁknonjnegative images, This pﬁedludes, in a
practical way, the use of the sinec function which has negativehlobes,

as an interpolant,

Mathematically, the interpolated continudus function in one

dimension is :-

X ‘ ' :
£r@) = 2 Ck Sk(G) . (5-4)
k=1 : : ‘ .
where Ck are the.doefficients to bé deterﬁined from the input

data, Sk(g) are the chosen Pasis functions and K is the number of

data points. Assuming separability, the one dimensional caée can,



be extended to two dimensions as follows;-

%(9 !Tl) =

k=1 {=1

K I .
2 2 Ckf. Sk(e) Sl(Tl) (5-5)

Iet 90, 91, 92. vears 9n+1 be a partition of interval [80,.9n+1]
on a real axis, The basis function for a one-dimensional B-spline

of degree n can be written asi-

o (8-8"U(8-0,)

,( 80 61, ._.-,en+1)=(n+1) ‘é IR (5.6)
n+l
where w( 9, ) = gmk——ej)_
3k
| fG-Gk)Q for >0,
]

i,e, a unit step function

anrd n =0, 1, 2, creee

Fig 5.17 shows  the first four lower order spline functions for

k-1 °

Notice that B, is shift invariant, strictly positive and spans

uniformly spaced data points (knots) where . A.==9k -0

a finite interval on the real axis, i.e. B, has the property of -
local support. It can be seen that, for a uniformly spaced data
point B

17 BO* BO’ B‘2 = BO* Box BO and ]33 = BO* BOX— Bo* BO

where % denotes convolution,

The simplest interpolation waveform is the sample and hold function,
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Quadratic function Cubic B-spline function

Fig. 5,17 - B-spline functions



By (zero-order interpolator) which will perform replication.

Convolution of the sample and hold function with itself yfelds
thg triangular function, Bl' which will perform first ordér
linear interpolation._The convolution of the triangular functioh
with theISample and hold function broduces thé_quadratic function,
B,, and iastly, convolving B, and By results in the Cubic B-spline

function, B3' The interpolated result, using the basis function,

'B3’ is composed of'a'sequence of_thi:d degree polynomials which'joins.

cbntinuously at the knots in amplitude and slope. Here, replication,
linear (bilinear in two dimensions) and Cubic B-spline interpolation
funcﬁions are of interest for the reconstruction of subsampled

binary images,

From Eqn. (5.6), the Cubic B-spline basis function foi_uniformly

- spaced knots is given by:-

5(6- ;) B30z 817 O Bicas Opa)

Il

[(8-8r ) U(8-08yp) - M(8-8,_1)° U(8-8,_1)

+

6(6-08;)° U(B-0;) = 4(6-04y)° U(B-By4)

4

(949k+2)3 U(Q'9k+é)] '6‘154 - (5.7)

Substitﬁtion of the basis function of Egn.(5.7) into Eqn, (5.4)
and Egn. (.5) will determine the interpolated values between

knots, Consider %((3) (one-dimensional case) at:-



g = ek + xA O xs 1 (5.8)

From the definition of the Cubic B-spline basis function of Eqn,

©(5.7), #(g) in Ban. (5.4) becomess-
ORY (tn 18-85 _; +(6- b+ 600- 810 - - 6]

G [(é‘ek-z)B.f'éte“'ek-i)B ;._6(.9-91‘)_3]

+ %ﬂ.“e'ebqp'J“é‘eQBI_ .
v oL, [(0-0°1) | (5.5)'

Substitutiné.Eqn. (5.8) into.the above, we have:-

%(Qk +xl) =i—{ Gy [0 #1307 - (2 + %)% + 61 + ) - 4 ]

co fer?-sa P el ]

4

Cpp [ (1 + x)3 - Uy ]

* Gy x3} S - (5a0)

Eqn. (5.8) and Eqn. (5.9) determine the interpolation at any point
between knots, In particular for '9=9k, i.e. x =0, Egn. (5.10)

gives

B0 = T e+ O) (s



In vector form, for %(9) at the node points, we have, from Eqn.

(5.10) and Eqn. (5.11),

B-xmg | (5.12)
where : —~ ' : _
' 41
| 1 41 0
o 1 41
64 141 T (5.13)
1 1
0 41
1 4
and 2= [£(8,), £(0,)s «eun. B(9)] "

_ t
_C__ [Cl’ Gz, .Oll-.itgck'] |
i and ¢ denote the vector representation of F and C and [ ]t

denotes the transpose of a matrix,

Similar derivations can be appiied to the two-dimensional case.

Consider f. , at the point:-
1

9=9k-+xﬂ and _7]=ﬂ[+yﬂ

MEré Osxsgl and Osys 1

Using the same argument as,the one-dimensicnal case, the interpblated



value at the node point (GI{nll), ie, x =0and vy =0 is:-

M) = 37 L1 " % * G, )

+ (G g + op 1 * Craa, )

+ G104t Wy ga1 t ck+1,}l+1)] | (5.14)

for all k =1, 2, eeees.k and 1=1,2, .iieesu L

Written in matrix form, Eqn. (5.1%4) becémes:-
F=ECE - (5.15)

where F is a matrix composed of input samples at the knots,

C is a matrix with elements C and E is given by Eqn, (5.13)

k,L

Two-dimensional Cubic B-spline interpolation is carried out by
determining the C coefficient matrix first from an inverse

interpolation operation on the input data F, viz:-

C=E " FE ' : (5.16)
Having found the coefficients C from the input data F, the
one-dimensional interpolation formula in Eqn, (5.%) is applied
first to every row, and then to every colum, of C (assuming

separability).

Experimental results for facsimile image reconstruction and.



enlargement are now presented and comparisons between the different
interpolation schemes made. Replication is carried out by repeating
each pel inside an m X m square where m is a linear magnification -
factor, In other words, the interpolation basis function is the
sample and hold fﬁnction, BO' For bilinear interpoiation, the
process is carrie@ out on every row bf data and then on every

column of data using the following interpolation formula:-
SE(er) = ¢ F(RA) + (1-r) T(k) (5.17)

where 0Osr<sl, The interpolation basis function is therefore
the triangular function, Bl' In the case of the Cubic B—spline;
a_subroutine was developed to pérform thé.basis function, B3.
Fig 5,18 shows the resﬁlts of enlarging the subsampled image to
ifs full size using the three iﬁterpolation schemes described,
Figs. 5.18(a) and 5.18(b) are the images obtained from replication,
Figs. 5.18(c) and 5.18(d), from bilinear interpolation and Figs.
5.18(e) and 5.18(f) are the images resulting from Cubic B-spline
interpolation, These images have not been thresholded, and it

is clear that the nearest neighbour replication produces an image
with a very 'blocklike' structure which is rather displeasing but
however, not too objectionabie. Notice.that the connectedness of
the image, and its intelligibility, are still preserved, The
higher order interpolatiﬁn schemes provide psychovisually more
acceptable resulis which are 'soft' in nature. These methods
produce about the same visual reaction with 1ittle to choose

between them, Since bilinear and Cubic B-spline interpolatioﬁ
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schemes create intermediate levels between black and white,
thresholding is necessary if these methods are to be applied

in a two-level facsimile transmission system, Fig, 5.19 shows

the images for bilinear and Cubic B-sﬁline interpolatioﬁ after
being suitably thresholded to give a satisfaétory output. Compared
to replication, bilinsar interpolation, as seen in Figs. S.d9(a)
and -5.19(b), has effectively produced an image which has smoother
corners.but is very 'triangular' in form. In some parts of thé
piétures, ad jacent éharacters aie éonneqted and there is a ﬁotice~
aﬁle thickening of the_letters; Since 1n this case, there are no
Jagged édges, further post-processing ﬁill be ineffective, The
Cubic B-spline interpolation, aSIShOWn in Figs. 5.19{(c) and 5.19(&),.
on thé other hand, is more 'rounded' but has disfinct notches
~along the edgeé of 'some of the characters, These notches are
particularly pronounced in Fig. 5.19(d). In order to improve
image quality further, restofation is necessary and is cairied out

on the Cubic B-spline and replication interpolated images only.

(B) Restoration Masks

Figs. 5.20 and 5,21, respectively, show the restoration masks
for the replication and the Cubic B-spline interpolated images,
Fig. 5.20 differs from Fig. 5.21 in that the former requireé

L % 4 masks whereas the latter only uses 3 x 3 masks, The differ-
ence is due to the nature of the image to be restored. Basically,
the restoration ﬁasks for the replicatibn interpolated image have
the functions.of smoothing the sharp corners and réduéing_the

"blocklike! structure of the characters, whilst the restoration
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masks of the Cubic B-spline interpolated image remove notches and

pinhcoles.

In Fig. 5.20(a) and Fig. 5.21(a), all the elements marked X ave
- changed from ﬁhite to black andiianig. 5.20(b) and Eig._5.21(b).
from black to.whife. D is*consideﬁed'asf'denfﬁ care'.situatien .
in whicﬁ either vélue.is-accepﬁable .Each mask-is tesfed'eeqﬁent-
1a11y agalnst the 1nterpolated 1mage w1th1n a speczfled window :
and, 1f the predetermlned pattern is satlsfled element X is:

changed.

On the one hand, Figs 5.22(a) and 5, 22(b) show that the'epplication".
of the restoratlon masks of Fig, 5 20 to the repllcatlon 1nterpolated
1mage has reduced the "blocklike' structure drastlcally. The
characters are clearly 1eg1b1e; nore rounded and visually very
plea51ng. On the- other hand, when the reetoration masks of Fig,

.5 21 are applied to the threeholded Cubic B-epllne 1nterpolated g
image, the effect is to eliminate, as shown in Figs, 5.22(c) and

5. 22(d), the notches and plnholes which resulted from the thres-‘.
holdlng. Agaln it produces an. image which is cosmetlcally

pleasing but whose characters are s¢1ghtly thlckened In order

'to assess the subgectlve quality and the order of preference of

the three interpolation schemee after restoratlon, a formal

subJectlve test was conducted, as descyibed in the next section.

5.3.3  Subjective Testing

This section examines the subjective quality of .the three interpblation
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schemes after restoration. The purposes of the test were to determine

how subsampling and interpolation affects the quality of the documents

and to assess which of the three schemes is preferable, It is also
intended to find out what trade-off, if any, exists between the

resulting gains.in-compressibn ratios and the subjective quality.

(A) Test Procedure

Paﬁts-of,documénts No. 1 and Yo, 2 (Figs. 5.10(a) and 5.10(b).
respectively) were used as the original test data, The images
used in'the experiment after restoration following feplication
and Cubic B-spline interpolation are those shown in Figs. 5.22(a)

and 5.22(Db) and Figs, 5.22(c) and 5,22(d) respectively, whereas |

Figs, 5.19(a) and 5.19(b) represent the bilirear interpolated

images.

The original and the processed images for document No. 1 and
document No., 2 were shown independently to 15 subjects of whom

4 were female. The images were arranged in a random fashion to
minimise the effects of learniﬁg and influences due to the order
of the imagés. The subjects wére then instructed to assign a value
between O and 100 to each test image to denote.its subjective
quality. The quality ratings'for each subject were normalised
such that the original had a score of 100 to provide a point

of reference. The normalised results for the 15 subjects were

then averaged, thereby giving only oné quality rating for each

test condition,



(B) Test Results

Tﬁe subjective quaiity for the p:ocessed documents No, 1 and Né. 2
ig 'plqtted‘on the gfaphs shown in Figs, 5.23(a) and 5;23(b) :
respectively, The ordinate represents the gquality scale while

the abscissa represents the images generated using the the £hree
interpolation schemes, As it turns out, the subjective quality

and the‘order of préference.for textlpredominanﬁ documents are
different from £hose containing moétly graphics.uAll the subjects
agreed, without doubt, that the processed documents were all highly
intelligible. This may be due to the doubling ﬁrocess ﬁhich ensures
that connectivity is preserved and that 1éss_of ihformation is
kept to a minimum, For parts of documents No, 1 (see Fig, 5.23(a)),
the bilinear interpolated image has the highest score next to the
original, then comes Cubic B-spline interpclation followed closely
by replication, ~Most subjects favoured the bilinear intefpoiated
image m@inly due to the thiokness of the characters being more

even than in the case of itS'counterparts. For the‘Cubic B-spline
interpclated imagé, although the thickness of the characters is
more or less uniform, it somewhat lacks the appeal of fhe bilinear
interpolated imagé, perhaps due to the applica£ion of the restor-

ation masks, which causes the charapteré to be more 'blocklike',

The subjects found that it was more difficult to assess the
subjective quality of the processed images for document No, 2.
The choice was between replication and bilinear interpolated
images (see Fig, 5.23(b)). Most subjects preferred replication

to bilinear interpolation by only a small margin, purely because

7
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the former is more pleasing to the eye than the latter, As for

the Cubic B-spline interpolated image, most subjects concluded

that it is not appealing enough to be regarded as favourable.

For both_documents,lthe subjéctive test revéaled'that thére is

a decrease in_qﬁality of'abouﬁ 20 percenf between the most pre-
ferred image and the original, Due to subsampling, however, there':
iz a 4;1 sample rate reduction and fhe drop in quality.will be
compensated by the improvement in compréésion ratios.achieved.

(see Chapter VII).

5.4, CONCLUSTON

| Tn this chapter, two pre- and post-processing techniques, which '
are prerequisites to two coding schemes to be.explained in Chapter
VI and Chapter VII, have been described. The first technique, pre-
and post-processing using a set of masks, not only greatly reduces
ihe amount of redundant information in the original picture but,to
a certain extent, improves the Image quality by removing jagged
edges, The coding efficiency of the preprocéssed pictﬁre has also
been improved by about 24 percent cdmpared with the original.
However, as a result of applying the preprocessing technique,.
there. is a slight 'blocking’ effect on the characters, but this
can be easily remedied at the receiver by the application of

- restoration masks, which will then preserve the naturalness of -
the image. Pre-~ and post-processing by, respectively, sub-
sampling and interpolation is the second technique, Here, straight-

forward subsampling by taking altermate pels horizontally and



vértically has been shown to be most suitable for facsimile images,

A 4:1 sample rate reduction results in the achievement of high
compression ratios. Reconstruction of the subsampled image at the
recéiver-using three different interpolation schemes was investigated,
and they were.all.found to give visually pleasing reéults.- However,
the application of restoraticn masks to the interpolated imagés
improved the subjective quality even further, Formal subjecfive

tests revealed that the order of preference for text-predominant'
documents is differén£ ffom that for those coﬁtaining mainly graphics{
For text predominant decuments, enlargement of the sﬁbsampled image
using bilinear interpoiétion is most favoured, while for.graphics-

type documents, re;ﬂication with proper restoration produces the

most 'cosmetically' pleasing effect.

5.5, NOTE ON PUBLICATIONS

‘A paper entitled "New Preprocessing Technique for Digital Facsimile

Transmission”, by M.G.B. Ismail, in co-authorship with R,J, Clarke

hag been pﬁblished.in IEE Electronics letters, 9th May 1980, Vol, 16,
No, 10, pp. 355-356, This paper is an abridged version of Section
5.2. |

A brief version of Section 5.3_has.been rresented as part of a paper
entitled “adaptive Block/Logation Coding of Facsimile Signél using
Subsanpling and Interpolation for Pre- and. Post-processing"” at the
Conference of Digital Processing of Signals in Communications held

at Loughborough University, lelicestershire, 7-10 April 1981,




A full paper describing Section 5.3 has appeared as part of a paper

with the same title in the IEEE Transaction on Communications
(Special Issue on Picture Communications System), Vol. COM-29,
No. 12, December l981, DP. 1925—1934; The papers were Jointly

authored by M.G.B. Ismail and R.J., Clarke.



CHAPTER VI

DATA COMPRESSION 1

6.1. . INTRODUCTION

The transmission and.storage of two-tone (bléck and white)'pictureég
such as wé;ther maps, éircuit_diagrams, printed texts, ete, has
received much atteﬁtion in reéent yeafs, and ifs practical importance
is eyident from the number of facsimile communication systems that
are now readiiy available.(l’llq) As the cost of.electronic hardware
decreasés more rapidly than that of transmission, it is becoming
advantageous to use sophisticafed terminals to reduce transmission -
~costs and time. Indeed, many of the recently developed facsimile '
communicaticon systems have resorted‘to various sourée encodiné
techniques which utilise the statistical spatial redundancy between

picture elements to reduce the bit rates required for transmission.

A scan~line of facsimile image consists of runs of white elements
separated by funs of black elements, and pictufe elements close
together are significantly correlated. Source encoding techniques
which utilise statistical redundancy along a single sgan—line are
known as one—dimenéional coding schemes while those using many scan-
lines are consideréd as two-dimensional coding schemes. HResearch
into two-dimensional coding schemeé, which exploits the line-to-line
correlation, together with performance comparisons of many different

34, 54, 55,63)

schemes have been the subject of nmumerous papers.(
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In this chapter, a two-dimensional line-by-line se@uential coding
schenme, whefe each scan-line can be effectively processed using

the vertical correlation between the current and the preceding

line, is described. From the.resuits of Chapter v, preprocessing_
prior to actual coding has the effect of improving ihe efficieﬁcy

of facsimile coders. It is therefore natural td use a preprocessor
as.a'pmerequisite hefore the actual coding is caﬁried oﬁt.. The
scheme to be déscribed'is called Classified Adaptive Block/Run-.
Iength Coding, and the preprocessor used is the one already outlinéd
in Section 5.2, in which a set of masks is employed. Classified
Adaptive Block/Run-length Coding is based on the observation that

a facsimile signal can be regarded as the output of an Nth order
Mérkov source, and that the statistics of the run-lengthé Qonditioned
on each of the states of the Markov source are quite different., By

assigning different sets of codes which are matched_to the run-

‘length distributions corresponding to each state {or group of states),

higher compression efficiency can be achieved.

The block diégram of the systen to be described is shown in Fig, 6.1,
At the transmitter, the original scanned imége is first preprocessed ‘
to remove unwaﬁted notches, basically caused by uncertainty in the
decision process of present day electronic scanners, Based on its
statistiéél properties,_the_pmeprocessed image is then coded and -
transmitted, At the receiver, the received signal is first decoded
and a post-processing technique applied 0 restore the quality of

the recelved image prior to printing,

The pre- and post-processing techniques have been described(115)
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' details are to be found in Abramson /, Thomas

145

in Section 5.2 and it has been shown that the technique improves
both image quality and coding efficiency, The subject of this
chapter is the coding strategy, whidh forms a logical extension

of the preprocessing technique.

The preprocessed image still contains a significant amount of

redundancy and, assuming that'the'image_is the output of a Markov

. source, it may be reduced by employing the 7th-order Markov model

prédictor_(6o) This uses seven previous pels;_bbth in the same

and previous lines, to predict the value.of the present pél, which
is assumed to be statistically dependent on.the values of those
seven pels, The coding strategy, called Classified Adaptive Block/
Run-Iength Coding (CABC), assumes the.prediction errors generated
by the modei fo be memoryiess, i.e, that they are statistically
independent. Basically this scheme classifies each écan-line con-
taining predictionlerrors into two states called the Greater Error
State and the zesser_Errar State, These states are then divided
adaptively into smaller blocks of size M, where M is found using,
as a criterion, the probability §f correct prediction.'The location
of the prediction errors within the blocks are coded and later
tfansmitted. CABC can be regarded as én improvement of the Classified

Pel Pattern Method.(65'66,115)' |

In Section 6.2, the_théory of Markov information sources will be

described briefly with the intention of providing some background

knowledge on information theory applicable to this chapter, Further
(116) (117)' Gallager(lls)

and Hamming(llg). The data compression technique employed and the




entropy measurements used are explained in Section 6.3. The coding

strategy and the determination of an optimal block size are both
outlined in Section 6.4, Tﬁe CABC scheme has.been evaluéted'by.means
of computer slmulatlons using five CCITT SG LIV test documents.
Entropies wers calculated for both orlglnal and. preprocessed images
to estimate the minimum theoretical bit-trates, The actual bit—:ates
using the Qoding scheme were meaéured and compared with thoée for
run~length coding using the Modified Huffman Code (42) a,nd' the Classified
.Pel Pattern Methbd(65). These results are shown in Seétion 6.5.

Section 6,6, the effects of introducing channel errors into the

system is studied, The inclusion of pictorial illustrations provides

an indication of the system susceptibility to channel efrors.

Conclusions are appended in Section 6.7,

6.2. THEORY OF MARKOV INFORMATION SOURCES

The principal problem in many communication systems is the transmission

of information in the form of messages or data from some originating

information source S to some destination D via a communication
channel C, Iet us assume that the source is emitting a sequence of

symbols from the socurce alphabet denoted by the set _{X} with symbols

Xqs %o ;.... xq where g is the size of the alphabet.'The notation
p(x ), 171, 2, see.-q, Will be used for the probability of occurrence
of the ith symbol x . In general, the set of numbers {p(x )} nay

be arbltrarlly assigned as long as

p(x )20 , 1=1,2, wien g (6.1)
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and

£ a0g) -1 | N CEY

=1

The simplest kind of source is the one where symbols sﬁccessively

emitted are statistically independent, Such an information soutce

is termed a zero memory source completely defined by the source

alphabet {X} and the probabilities p(xi) with which the symbols

occur, If the successive symbols obey the same fixed probability

law so that the one distribution p(xi) determines the appearance

of each symbol, then the source is called stationary.

If the ith symbol x, occurs, the amount of information for this

particular symbol is equal to:-

I(xi) = logzl—ET%;j—- _5 - log, p(xi) bit§ (6.3)

where I(x,) is defined as the self-information of X

The average amount of ihformation obtained per symbol from the

source is given by:-

q
H(X) = EE p(xi) I(xi) bits
i=l
q
= - 2 p(xi) log, p(xi) bits (6.4)

i=1
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The quantity denoted by H(X) is called the entropy of the zero

memory source, If a zero memory binary Source is considered, where

the source alphabet is just {0,1} *, then the entropy is given by:-
H(X) = - plog, p - (1-p) log, (1-p) (6.5)

where p is the probability of a '0°.

The zero memory source considered so far is too restrictive for

maﬁy applications. A constructive way to generalise this model

~ is to assume that the occurrence of a given symbol depends on a

Tinite number n of immediately preceding symbols, Such an information

source 1is called an mth order Markov'source.

For such a 30urce, the m symbols preceding a given symbol X will

be denoted as

Ko X X.  Ki seses. X (6.6)

At a given time, the source will be inla given state, If there are
g possible symbols X0 then there are qm possible states, For each
state there exists a set of conditional probabilities p(xi/xi b Xy seee X5 )

1 2 i
that Xy will occur given that the letters X 2 X4, .....'xi have
1

2 m
occurred, For most purposes, only Markov sources which are ergodic
are of interest. An ergodic @ source is a scurce which, if obsexrved
for a very long period of time, will emit a sequence of symbols

which is 'typical'. In other words, if we select an initial state

of a Markov source (according to some set of initial probabilities




over the state) and wait a large number of state transitions, the

states will settle to some definite probability, independent of

the initial state.

The =zelf-information of Xy given that X3 Xi s venaane Xy
1
have occurred is given as:—

| R [P(Xi/xil’ %o %y )] (6D)

The conditional entropy over the alphabet X of symbols Xy is

naturally given by the expression:-

H(K/x.l Ky o e %y ) 2p(x Xy ) vees X5 )

2 : |

[p(xi/x-l-l, £ e x; )] (68)

m .

This is the conditional probability of the soutce alphabet X

given that we have the sequence of symbols X: , X, , sue X,
i’ 4, i

We next consider the larger system and allow for the individual
probabilities of the states of the Markov process, ILet

cere Xy ) be the probability of being in state
m _
Xe 0 Xy 9 eeee X5 0o Then it is natural to define the entropy
2 m. .
of the Markov system as the probabilities of being in a given state

p(x: 4 X; ,
)

times the conditional entropies of the state by the expression:-

H(X) = % P(Xil; Xj_z"" Xim) H(X/xill Xizv ...}%im) (6-9)
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From Eqn. (6.8), we get:-

’H(X) ="2 2 P(Xi 'xi poeees Xi ) P(xi/xi sxi 3 eense X, )
m 1 2 m 1 "2

lm
X | ,

- Sogy 26y vy 4 een ;)] (620)

But since

1

D(X: +Xs ) wee Xy ) D(X:/Xs 1%z yeeee Xi ) = DX, X, 5 wee X, ) (6.11)
YL L, _lm LY 2? I i’ i,

then the entropy of a Markov source is:-

H(X) =... %}_ p(xi,xil,xiz, vee xim) log, p(x:.[_/}cil,Xi2

,eee x; ) (6.12)
X - m

6.3. DATA COMPRESSION AND ENTROPY MEASUREMENTS

The.prepmocessing technique described in Section 5.2 basically removes
redundant information such as'notches, pinholes, and randém isolated
black or white pels present in the original image, To supplement

the preprocessing technigue, a 7th-order Mérkov model predictor(60)

is used as & means of further redundancy reduction by exploiting

the fact that most fécsimiié'images exhibit high line-to-line
correlation., The use of the 7th-order Markov model predictor is
clearly based on the assumption that facsimile signdls can be regarded
as the outpﬁt of a 7th~order Markov SOﬁrce. The afrangement of the

reference pels is shown in Fig. 6.2,
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Fig., 6.2 - Reference pels for the 7th-order Markov model

rredictor,

The transmitter stores these reference fels and from them pﬁedicts
the value of the present pel X, (XO being assuned statistically
dependent on fheipreviously scanned pelé). Denoting the predicted
value as io, the present pel is then replaced by the prediction
exror EO = XO D 3(0 » Where the symbol @ neans modulo-2 addition,
This conversion is carried out on a pel-to-pel and-liné-byhline
basis, Thus, the original sequence {XO} is converted into an
error sequence‘{Ed} . In other words, the resulting picture of
the prediction ervors is a one-to-one transformation of the ori-
ginal, The prediction errors generated are then coded and later

transmitted,

o deriving from
Since the facsimile signal is regarded as,a 7th-order Markov

source, it can be expressed by the conditional probability given

by:-

P(Ky / Xps Xps veveens Xo) (6.13)
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and the smkEEtEEEl cntropy of the Markov source is then given by:-

Hygp = ~EP(Egky Ky voee Xy) log, P(Xy / X)Xy eeee X5) (6.14)
Based on the conditional probabilities P(Ky=0/5 ;) and P(X=1/S,),
.where Sj rgpresents all the'z? p§ssib1e states of the reference
‘pels, a maximum likelihood prediction funcition can be derived,

The optimum prediction function ié one whiéh_minimisés £he‘prob- |
ability of ﬁaking an error, given that a parficular state has
occuried; The explicit expression for the optimum prediction
function:can be easily derived with the aid of a Karnaugh nap,

if the conditional probabilities expressed by Eqn. (6.13) are
known, The conditional probabilities P(XO=O/Sj) _and-f(xo=1/sj)
and the prediéted vaiues RO » which were.obtained based on the
maximum likelihood condition for each source state, for_the original
and preprocessed CCITT document No..l are shown in Table 6.1(a)

and Table 6,1(b) respectively. Since there are seven reference
pels, a seven-variable Karnaugh map is constructed as shown in

Fig. 6.3(a)'and Fig, 6.3(b) for the original aﬁd preprocessed
documents, For each source state, the Karnaugh map is filled with
the corresponding predicted values, ié . The dash is considered

as a ‘don't care'.state, and, by combining the ‘ls', a Boolean
logical expression indicating the optimum prediction function

is obtained, The prediction function obtained from the map will
satisfy all the different possible states present, Since we are
only concerned with binary imagés, the derivation of the prediction

function using the Karnaugh map method not only economises on the
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0 0 0 1 1|1 0,9416 0.0584 0 0.5000 0. 5000 -
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) 0 il 01 0|1 {71.0000 0,0000 0 0,2857 0, 7143 1
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Table 6.1(a)
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Table 6,1(b)
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Fig. 6.3(b) - Karnaugh map for preprocessed image
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amount of memory needed to store all the 128 possible states but

also reduces the complexity of implementation,

Due to the different statistical properties of the original and
prefrocessed CCITT documents (digitised with 1728 pels by 2376
‘lines, corresponding to a resolution of 8 pels/mm herizontally
and vertiéally),. the prediction fumetion is optimised for each
document as shown in Taﬁle 6.2.. These ;medictibn functions are
- easily impleméntable ﬁsing simple logic gates., (The use §f a
common prediction function for all the docuﬁeﬁts is estimated

to increase the entropy per pel by a factor of about four perQ
cent(66).) |

‘Fig, 6.4(a) and Fig., 6.,4(b) show, respectively, parts.of documents
Nos. 1 and 2 with their corresponding prediction errcrs in Figs;
76.4(c) and 6,4(d), Notice there is a one-to-one transformation

and that the prediction errors appear to be less correlated. From
this lack of correlation, it is Justifiable to assume that the_
prediétiﬁn errors generated by the 7th-order Markov model predictor
could approximate a memoryless ﬁinary information source (zero-
memory Binary éource) anﬁ this property will be used later in the

cbding strategy. The entropy of such a source;.given by~
H =-plog, - (1-p) log, (1-p) - (6.15)

is used as a measure of performance, where p is the probability

of correct prediction,

Since the statistics of each source state of the Markov source are



ORIGINAL

~ PREPROCESSED
DOCUMENT Ko = Xy (K K4 14X, KXok | .ico =% (X 5+22+3c'6)+x 5¥6 (‘x2x4+2223)+
NO, 1 X KK X (XK, )X P (x7x3+x2x4x3) X g(?(qu+x6x3)+xlx4i"3
DOCUIENT Xy = x1x5+x1x2(i?+x3+x4.)+xlx7(x3+x6)+ X, = X% 5+x1§€6 (x2+'i?)+x2x4'i?(x6+x 53{'3 i
No. 2 Jsz g (x6x7+x 6x4_)+x4x7(5€2x 5)<3+x2x6)+ X Xg (x?+x2x4x3)+xl'f2x7is+
X X XXX X, XXX X,
DOCUMENT Xy = xl_(x2+x 5+x4+x?+x3)+x4x7x3 (XX 5K 5)+ . o _
A _ : Xy = Xy (X, D+ (X K )
NO. 4 X5x7(x6x4+x6x4x3) > 5
DOGU@NT XQ = X; (X, 5+x4+x7)+xlx6x3+x P (X, ¥y, )+ Ry = XX 5+xlx2(5c”6+x4+x?+x3)+xlf6 (x3+i?+x3)+
NO. 5 X K (KX XX ) XX X (gt h (X KK )
DOCUMENT XO = X1X5 (X2+XL|.+X3)+X]_X1+@2+X6 )+X126 (ESK?-‘— .XO = K."ij(:’{6-!-)(?7'"}{3)"'X]_X6}‘:;14,—’_}{:LX5)(64')(]_}{14,(‘}T'ZX'-IBI'P
NO. 7 X 5x7)+x7x3 (xlx4+x2x 5)+X1X2X6 (x3+x7)+ x2x7)+x6X7(x 5x3+xlx2)+x §6x7(x1x2+

Xy X X 5x X 3 (x2f7+x 2x4x7)

X 5)“( X Kot XX 52624367)(3

Table 6.2 - Prediction functions for original and

preprocessed CCITT documents
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different, higher compression efficiency can be achieved by coding
the run—lengtﬁs corresponding to each state or groups pf states
independently usingra different code set. Iieuss(éo) developed
this technique by exploiting the two-dimensional redundancy in

the signal to the fullest extent._ Netravéli_et. al.(63) who

also used the mth-or&er Markov model predictor, classified the
prediction errors into twé states called the."gobd“'and "bad"

_ state according to some "goodnessf threshold in order to increase-'
the average-run—lengths of black and white pels, An ofdering
technique is then implemented by reordering elements in a line
based on previously transmitted surrounding eleménts.- The run-
lengths of such reordered lines were theﬁ coded using one or more

code sets, as desired,

Tdeally, éaéh state should be coded differently as in Preuss's
scheme but the=ch;ioe adopted here is a simpler version similar to
“that proposed by Ueno et, al.(65),.where:the prediction domain is
categorised into two states, The predicted values generated by .
the predictor are classified into two general states called the
Lesser Error State (IES) and the Greater Exror State (GES), The
IES and GES so obtained produce good results if the logical

expression given by:-

IES = Xy XXs + KK, o 6.6)
ES

GES

are satisfied,
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An example to illustrate how the prediction domain is classified
into IES and GES is shown in Fig, 6.5. Consider two adjacen£ lines,
L and I~-1, of a typical facsimile image as shown in Fig. 6.5(a).
| Using the prediction function for the preproceséed docunent No, 1
| listed in Table 6,2, the predicted values of the.pmesént el X,
for line L is shown in Fig. 6,5(b). Thé-predicte@ values io_, '
are then - compared with'fhe real'valﬁes X, , and if they do nofr
qorresppnd; an error; denoted_by a '1', is insertgd for XO as’
“seen in Fig, 6.5(c). To categorise the prediction domain into
the Iesser Error State and the Greater Error-étate, Eqns, (6.16)
“are applied, If elements X1X4X5 are all black OR all white,
the corresionding value of the_prediction domain goes into the
IEs, if NOT; they go into. the GES. This is clearly shown in Fig,
6,5(d) and Fig. 6.5(e). Notice that in the example used, IES

has fewer prediction errors then GES, This is generally true

for all scan-lines.,

As a measure of performance, entropy is again used and this time

is given by:-

H = - B(ES) {rpg 108, Prpg + (1-Brpg) log, (1-prpg)]

- P(GES) [Rygs 108, Fops + (-Bgps) logy (I-3ggg)]  (6.17)

where P(IES) is the probability of the prediction domain being
in the Iesser Error State and';iES is the probability of pred-
iction erxors in the Ilesser Exror State, P(GES) and Pogg ATC

similarly defined, (See Appendix A for the derivation of Bqn. (6.17))
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6.4, CODING STRATEGY

The Classified Adaptive Block/Run-Iength Coding (CABC) scheme for
coding fhe position Qf ;medictibn errors in the two general'stateé
is now describéd. Taking each scan-line indeﬁendently, the sequence
of errors generated by the 7th-order Markov modei predictor is
assumed to constitute a_memoryiess binary information'sourﬁe.
Acqording to_Shannon's Noiseless Coding Theorem(j), such a source
can be encoded using on aferage Hi(x) bits per source digit, ﬁheie
Hl(x) is the entropy per scan-line given by:-

H,(x} = p, log, p, - (1-p;) log, (I-p;) (6.18)

and p, is the probability of correct . prediction on a scan-line.

Gonéider'first the case before claSSifiéation into the two states
where each scan~line is made up of N pels., The measured probability
distribution of the number of prediction exrors per scan-line is
shown in Fig. 6.6. It can be approximated by a decaying exponential
characteristic, for which the occurrence of a scan-line with few

or no prediction errors is most probable,

Optimal cﬁdmg of - scan-lines containing prediction errors,
knowing their probabilities, into a sequence of bits, can be
obtained using the Huffman proceduxe.(36). In Huffman coding,
the longest sequence of bits is assigned to the least probable
message while shorter sequences are used for more prebable messages,

thus minimising the average number of bits per source symbol, If
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the probabilities of the source messages are known, the Huffman
algorithm gives the code best 'matched!’ tb the source in the sense
of minimising code redundancy., But if the actual statistics differ
from those used to design the Huffman code, then there will be a
degradation in performance due to 'mismatch' between the code and .

the source, Another problem with Huffman coding is that although

it is optimum for a particular distribution, it requires a relatively -

iérge amount of computation and memory to store all the possible
codewords, For a typical facsimile document having 1728 pels per

line, the number of possible messages is 21728

— certainly an
excessive requirement. It is therefore desirable to pwoduce a
code which is '"matched', in a éertain'way, to the probability
distribution of Fig. 6.6 but which does not use a large codebook
neMery. - 'Maiching' to this prﬁb&bility distribution is achieved

by adaptive division of the scan-line of N pels into smaller blocks

of size M pels based on a ceritain probability criterion, Having

 done so, the blocks are then coded such that the bit-rate is as

close to the entropy as possible. .

The criterion is taken to be the probability of correct prediction

Py and the adaptivity of block size M corresponds to the approximate
version of the distribution of prediction errors per scan-line shown
in Fig., 6.6, The justification for determiﬁing M by ‘matching' it

to the probability distribution of errors per scan-line is that .
shorter codewords for the more probable, and larger codewords for

the less probable, events are required,

For most scan-lines, the probability of correct prediction Pl in a
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scan-line is always very much greater than the probability of
prediction error (l—pl). In other words, r is very neariy unity,
and so any decrease in p; will cause an increase in entropy. (See
Equ, (6.18)). The higher the entropy, i.e. the greater the number
of prediction errors, the more blocks of size M pels are required
to code the source, It is assumed that if Iw-l, i,e, when there

are no predictidn errors on a scan-line, then MaN where N is the

number of pels per scan-line,

Cne eQuation which ‘matches' the approximation of Fig, 6.6 and.

satisfies the above assumption is:-

16g2 p, + 2
we-o|—21 " (6.19)
Iog2 Pl

vhere Z 1S an arbitrary adaptation constant.

Eqn. (6.19) shows how each scan-line of N pels may be sub-divided
into smaller hlocks of M pels based on the probability criterion

menticned above, - It can be simplified to:-

. Z . _
M=- | 1+ s—%—  (6.20)
{ Tog, 1, _J |
From Eqn. (6.20), if the magnitude of 1_0'2.-:2'—5 > 1, then
| | 2 Py
Mo - P (6.21)

log2 Pl
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As Py decreases, M becomes smaller, The scan-line of length N
is therefore divided into j blocks each of size M pels, The
greater the number df'prediction errors in a scan-line, (i.e, the

smaller the value of Ei)' the more blocks are'required to code the

source efficiently,

By taking the natural logatrithm Eqn. (6.21) may alternatively be

written as;:-

Zln2 |

M= = : (6.22)
| np

Since Py = %- whére ¢ 1is the number of correct predictions per

‘scan-line, we obtain:--

o ZIn2
C
In (7)

- Llnz | (6.23)

In (3)

Ietting N =w + ¢ where w is the number of prediction errors

per scan-line, then
N W '
In (-c") =1n (1 + -5) : : (6.24)
let X = g , and using the Maclaurin Series Expansion we can

further simplify Eqn. (6.24), The Maclaurin Series Expansion

is given by:-
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X2 £0(0) XD £0)

2! 3| “ea

£(X) = £(0) + X£'(0) +

where £'(0), £'*'(0) and £'''(0) are first, second and third
derivatives respectively,

Iet £(X) =1n (1 +X), then

- 2 .3
gy =g - K X |
f(X)“X-2+3 E+.oon
therefore,
‘ 4
. & & e
11’]. (1 + = = E"‘ 2 + 3 - -_Il‘—-— + ssrevns
and if ¢ >» w; then
W W
In (1 +-E) S | (6.25)

Substituting Eqn., (6.25) into Eqn. (6.23), we obtain:-
M= 2 Z 1n2 | (6.26) -

| Eqn, (6.19) has now been simplified to Eqn. (6.26) which demonstrates
that the block size M Iis dependent on the number of correct pred-
ictions in a scan-line, If pl—a-l (w-e 0, i.,e, when there are no
prediction errors}, then from Eqn (6.26), M—e oo, Since it is

not possible to have blocks of infinite size, if this condition
occurs, M 1s taken to equal N , satisfying the assumptions

made earlier,




then the value of M 1is taken to be 20
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The adaptation of block size M with respect o the number of
prediction errors per scan-line, obtained from Eqn. (6,26) for

N = 1728 pels, is shown in Fig. 6,7 where it can be seen that

the distribution of M -apprqximqtes to the probability distri-
bution of the number of prediction exrors per scan-line of Fig; 6.6.
7 , for simplicity, is taken to be 1, As can be seen from Fig., 6.7,
the most rrobable event ié assigned the biggest block size, thereby
requiring fewer bits, while the less probable events use smaller

block sizes, needing a greater number of bits for coding,

Since the values of M  obtained from Eqn, (6.26) are not normally

multiples of powers o¢f 2, the following relationships are introduced:-
+
1 Ju-2®]>fn- 2™

+1 ' _
> (6.27)

2m+1

x |u-2"|<|u- J

then the value of M is taken to be 2" , where m =1,2,... 11.

Having divided the scan-lines, accoxding to Eqn, (6.26) and Eqn. (6.27),
into blocks of maximum size M pels, bit assignment now takes place

as follows:-

" (a) The coder examines the first block of M pels
in a scan-line, If it contains no prediction errors,

a one bit prefix code '0* is assigned.

{(b) If a prediction error is encountered, its location
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No. of prediction errors per scan-line

Fig. 6.7 - Adaptation of block size M with respect

to number of prediction errors.
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is registered by coding its distance from the
beginning of the block. This information is

then transmitted with a prefix '1°,

(¢) The block terminates at that point, The next
block starts from the last coded predicticn

" exror, The procedure is then repeated,

This bit assigﬁment pfbcedﬁre gives rise to:the‘name Adaptive

" Block/Run-Length Coding, and since the predicted values are classified
into the Lesser Error State and the Greater Error State, +the name
Classified Adaptive Block/Run—Length'Coding is appropriate, abbre-
viated to CABG, CABC is illustrated 1n Fig. 6,8, whexre Flg. 6 8(a)
shows the location of the prediction errors and the correspondlng
codewords, and Fig, 6,8(b) exemplifies the coding technique where

M =8,

6,4.,1 Optimality of Block Size M

In this sub-section, the optimality of Eqn. (6.26) is demonstrated
and the validity of the earlier analysis tested under the assunptions

made .

Consider once agaih the case before classificatidn into the two
general states; where each scan-line containing the prediétion

errors is made vp of - N. pels, If we divide each scan-line into
smaller blocks, where the maximum block size is M pels, accord-
ing to the coding strategy and the bit assignment proceduré described

earlier, and let PM be the probability that the maximum block sigze
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CODEWORD),

// 1 000...._. 00
% . 1 000.._...01
7 m= (0g, M 1 Q00 ... 10

| : 1 Goo._.._.. 1"
BEEE '. ;
RN Z !
I "&A o m 11
} M *! prefix 1‘—" “‘"_"[

4]
HEEENNENEEENZENNEENZEEEN [[ 1]
0 1 0N 1110 0

(o)

Fig, 6.8 - Adaptive . Block/Run-Iength Coding
(a) Bit Assignment _'
(b) Example of coding technigue whexre M = 8
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M contains all white pels, then the generalised equation for the
average number of bits per pel can e writien as:-
X

[1.B, + -2 )(1 + iog-2 w] + 2 - (6.28)

b
I
1]

1+ lég2 M :epresents the ;mefix bit, énd the number of bits req-~

| uired to code the positions of prediction errdrs,_respecfively,,

¥ is the é,verage block size, defined as the total rumber of 15e1's
divided.by the_numbér of bloéks in a scan—iine, and  KEI fepmeaents
flag bits 'indiéaiing the maximm block size M to the receiver,

Eqn. (6.28) can be further simplified to:-

_ X _
1 , : c
By = = [1+ (1-By) log, M] + == | (6.29)

b

To demonstrate the optimality of Egn. (6.26), the "ideal" case is
first considered in which the prediction errors are situated in
fhe last locations of the blocks as shown in Fig, 6.9(a). Assuning
that the relationship between M and w. is not known, the average

number of bits per pel, can be given by inspection as:-

&
]
=] o]

(F+wlog, M+K, ) - (6.30)

where N is the number of pels per scan-line and w is the nﬁmber
of ﬁrediction errors, The term w log2 M denotes the numbef of
bits required to code the position of predictlon errors ( in Fig.
6.9(a), for example, w = 2 and M = 8; the number of bits required

is therefore 6 ), and % represents the total number of prefix

bits required. Simplifying Eqn. (6.30) sives:-
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: K
_ 1, X
B, 5oty log2 M o+ T (6.31)

I Eqn. (6.,29) is applied to the "ideal" case condition where the

average block size ( M ) is equal to M , then

1-P ) log, M K -
1 ( M 2 o] .
By = m * 0 oy (6.32)

- Comparing Eqn. (6.31) with Eqn. (6.,32) (the-generalised equation),

‘we obtain:-

(1_PM)
M

=] B

(6.33)

This relationship of Eqn. (6.33) will be required when considering
 the “arbitrary" case, '

In oxder to find the maximum block size M which minimises. B
_ _ 3

oM

I ]
T t s
to zero, given

we need to equate the partial derivative
that w is fixed for a given scan-line,

From Eqn, (6.31) ,

X
- 1 wiln M- _c
Br = % T ¥z VTR
B
- _ 1 W =
Hence =5~ = M2+ TN in 2 0
and so M = X in 2 - ' | (6.34)

( Note the similarity between Eqn, (6,34) and Eqn. (6.26) )
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Fig. 6.9 - The optimality of block size M
(a) "Ideal" case '

(b) "Arbitrary" case




Consider now an "arbitrary" case 1n which the prediction errors
are situated anywhere on a scan-line as shown in Fig., 6.9(b).
The average number of bits per pel can be represented by

Eqn. (6.29) viz:-

(1-B,) K.

log, M + ﬁg : ©(6.35)

- X
=.—-+‘
T it

From Eqn. (6.33), and by inspection, it was found that:-~

(1-Pm)

M

5 | (6.36)

The relationship of Eqn. (6.36) is true for all cases,

Eqn. (6.35) therefore becomes:-

X _
- L n <
Bl - + § logy, Mo+ 5 (6.37)

In order to find the opfimum block size M which minimises B, ,
3B

N
oM
of M on M. Instead of solving Eqn. (6.37) numerically for the

we have to solve = 0, but we need %o know the dependence

optimum M ,.we choose to evaluate, using computer simulation, the

bit-rate BN

contains different numbers of prediction errors, By doing S0, a

using typlcal facsimile data where each scan-line

better idea of how BN depends on w and M can be obtéined.

Fig. 6.10 shows By plotted as a function of block size M for

N =25 and w =3,6,9,16,21,25, and 30, The values of M are




177

From Fig. 6.10, a8 W increases, B also increases, However,

N

one major conclusion that can be drawn from the graph is that

near the minima (circled on graph), B, is relatively insensitive

N
to slight variation in M . If the next higher value of M from

the minimum is taken, By

six percent, If Eqn. (6.34) and Eqn. (6.27) are used to determine

‘only changes by a maximum of about

the optimum M for an “arbitrary“ case using different values of
w (as shown on Fig, 6,10), it is found that the minimum By
obtained are the same as those circled, .FrOm £his evidence, 1t
can be concluded that the value of M (the average block size)

'for'typical Tacsimile data is nearly unity and that the optimum

M can be safely calculated for all cases using Eqn, (6.34).

Using the above fheoretical analysis, the optimality of Eqn, (6,26)
has been demonstrated. The difference between Eqn. (6.34) and
Eqﬁ. (6.26) is only marginal if the adaptation constant 7 (see
Eqn, (6;26) ) is taken to be 1 and Z can, of course be changed

to account for this difference, It is shown that adaptive division
of the scan-line according to Eqn. (6.34) agrees very well.with the
earlier analysis where M was obtained from the probability
distributipn of prediction errors per scan-line, It can be seen,
therefore, that the value of M obtained from Eqn. (6.26) is

nearly optimum,

Fig. 6,11 shows the variation of bit-rates with % for CCITT document

Nos, 1 and 7, It can be clearly seen that the minimum bit-rate is

obtained when the value of Z is approximately 1., For the sake of

chosen to be powers of two, consistent with the earlier analysis,
|
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Fig., 6.11 - Variation of bit-rate with Z
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simplicity, the results of Section 6.5 are computed with Z =1,

64,2 Coding Strategy Using A Huffman Code

the :
The use of \Huffman algorithm(Bé)_to represent the location of

prediction errorS is now examined, The usual Huffman procedure
for source encoding requires a codebook memory for translation
of.thé source messages into variable length_codewdrds. When -

some of fhe messages aﬁe highly improbable, the size of the code-"
book becomes ﬁery large, To avoid this, the combination of the
bit assignment procedure of Fig. 6.8 and the.Hﬁffman procedure is
enployed to define the location of the prediction errors, For |
block sizes of M = 8,16,32, and:64,'the Huffman code is used.

to define the location of prediction errors within thé-biock,
where the dodewords are as shown in Fig, 6,12, ‘These codewords
were.constructed using probabilities averaged éver five CCITT
documents, P(r) is defined as the probability - of a prediction
error located at distance r from the beginning of the block,

For other block sizes, the bit assignment of Fig, 6.8 is used,

6.5, SIMULATION RESULTS

In order to evaluate the performance of the CABC algorithm, it

was compared, in terms of entropy, with the Classified Pel Pattern
Method (CLAP)(66). Five CCIIT 5G.XIV test documents digitised at

8 pels/mm horizontaliy and vertically were used, and the predictioﬁ

function for the unprocessed and preprocessed images were optimised
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Block Size M = 8 (23)

Iocation P(r) Codeword

1 0,219 )]
0.,1781 111

3 0.1256 100

b 0.1266 . 101

5 0.0790 _ 1100

6 0.1024 o

7 0.0812 1101

8 0.0872 000

Block Size M = 16'(24)

Location - P(r) ' Codeword
1 : 0,119 011
2 0.0975 001
3 0.0837 | 000
I 0.0807 1110
5 0.0753 | 1100
6 - 0,0832 1111
7 0.0660 1000
8 0.0696 . - 1001
9 0.0739 1011
10 0.0518 0100
11 0.0359 10101
12 0.0383 11011
13 0.0317 | 01011
14 0.0383 11010
15 0.0274 - 01010
16 0,0348 10100

Fig., 6,12 - CABC using a Huffman Code
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- Block Size M = 32 (27)

Location P(r) . Codeword
1 - 0.0101 1111100
2 0.0724 1011
3 0.0629 : 0111
4 0.0751 o 1110
5 - 0,0730 . 1100
6 0.0681 1010
7 10,0675 - 1001
8 0.0582 - o0lo1
9. 0.0491 - 0010
10 0.0376 o 11011
11 0.0336 . 10001
12 0.0294 01100
13 0.0276 ‘ 01001
14 0.0255 - 00111
15 0.0216 : 00000
16 0.0235 00011
17 0.0235 ' 00010
18 0.0239 : 00110
19 0.0189 111100
20 0.0186 110101
21 0.0206 B © 111111
22 0,0193 _ 111101
23 0.0179 © 110100

24 0,0164 : 100001
25 10,0153 011011
26 0.0152 011010
27 0.0121 i 000011
28 ©0.0155 100000
29 0.0136 . _ . 010001
30 0.0124 0100C0
31 0.0105 1111101
32 0.0111 000010

Fig. 6,12 - (cont'd)
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Block Size M = &b (22)
Iocation Plr) Codeword
1 _ _ 0.0117 001100
0.0503 0100
3 0.0489 _ 0010
4 0.0481 | 0000
5 0.0462 S 11111
6 . 0.0489 0001
7 0.0454 11110
8 0,022 11100
9 0.0371 " 11001
10 | 0.,0308 10001
11 0.0269 01100
12 |  0.0251 00111
13 0.0257 01010
14 | 0,0183 110000
15 0.0192 110102
16 - 0.0177 . 101101
17 0.0191 110100
18 0,0145 011110
19 -+ _ 0.0149 100000
20 0.0166 101001
21 0.0160 101000
22 0.0158 100111
23. 0.0178 | 101110
24 0.0157 . 100101
25 0,0143 011100
26 0.0185 110001
27 0.0155 100100
28 0.0128 010110
29 0.0106 1110101
30 | 0.0152 100001
31 0.0108 1110110
32 0.0075 0111111
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Location

33
3
35
36
37
38
39
4o
b
L2
43
Lyl
ks
n6
b7
48
ho
50
51
52
53
S
55
56
57
58
59
60
61
62
63
S

B(x)

0.0114
0.0086
1 0.0098
0.,0092
0.0103
0,0089
0,0095
0.0071
0,0080
0.0085
0.0085
0.0086
0.0066
 0.0074
0.0068
0.0074
0.0078
0.0060
0,0071
00,0054
0.0065
0,006%
0.0065
- 0,0029
0,0043
0,0048
0,006
0.,0052
0,0052
0,0040
0,0043
0.0038

Codeword

1110111
1011000
1101101
1011111
1101111
1011110

1101100

0111010
1001101
1010110
1010101 -
1010111

0101111

0111110
0110101
0111011
1001100
0011010
0110111 -
11101001

0101110

0111010

0011011

01101000
10110010
11011100
10110011
11101000
11011101
10101600
10101001
01101001

Fig, 6,12 - (cont'd)
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for each documenﬁ.

In CABG, since the prediction errors in the two states are coded on
an error by error basis, reducing the number of prediction ernors

is of prime impﬁrﬁance, and this has been achieved by ?repmocessing
fhe original imzge prior to qoding;‘The numbers of predictioﬁ 8TTOTS
in the original and preproéessed images for the five CCITT documents

used are shown in Table 6.3,

CCITT TEST DOCUMENT NO,

1 2 ,4 5 7

ORIGINAL 32475 19175 131419 | 56801 | 115575

PREPROCESSED 20026 113085 | 78933 | 33587 _81656_

Table 6,3 - Reduction in the number of prediction

errors by preprocessing,

The table shows thét with the introduction of prefrocessing using
masks, there is a substantial reduction in the number of prediction
errors, ranging from about 29 to 4i percent, With this degree of
reduction, a conéiderable improvement in coding efficiency can be

expected,

To calculate the entropies before and after classification, Eqn. (6.15)
and Eqn. (6.17) respectively were used, The entropies obtained, - as
shown in Table 6.4, represént the minimum theoretical bit-rates for
the different coding schemes, It can be seen that the preprocessed

documents, after classification for the proposed CABC scheme, have




COITT TEST DOCUMENT NUMBER

CODING SCHEME _ . ; ; p
7

?ﬁﬁﬁgre claésification) 0.070 ©0.04k | Q;le 0.109 0.199
%i?ier classifiéation) £ 0.035 0.021 . 0.128 0.060 0.120
?ﬁ?gcre éi;ggigigiﬁion) 07067 0,042 . 10,204 0.105 0,186
%:?ger c£2§i§§2§igion) 0.03% 0.020 © 0.126 0.059 0.116
%gggbré giﬁiﬁi?ﬁiiﬁiﬁi) 0.04% 0,03t 0.137 0.068 0,141
%igger C§E§:§§§22i§§2§ 0.029 0.017 0.101 0.948 0.102

Table 6.4 -~ Theoretical entropy measurements for different coding

schemes

98T
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entropies ranging from 0,017 to 0,102 bits per pel. This rep-

' resents possible compression factors of 58.82:1 and 9,8:1 res-
pectively, When compared with CLAP, CABC reduces the entropy

by 13 to 21 percent. This indicates that'fhe'maximum achievable
compression of CABC is on average 1.2 times greater than fhat of
CLAP, When the preprocessed documents are compared.with-the
originai, unprocessed documents after classifiqation, for the
CARC scheme, an‘improvemént between.lz and 19 percent is observed,
The reduétion in entropy indicates that pré;mocessing prior to
coding has the effect of improving the coding efficiency subs-
tantially. Categorising the prediction errors into Iesser and
Greater Exrror States also impmovés the coding efficiency by an
amount ranging fiom 34 to 49 percent for the processed documents.
The reduction in entropy here may be due to the féct that the
numbers of prediction errors inlthe two states are different,
nost of the prediction err&rs being packed in the GES leaving

few prediction errors in the IES,

Although entropy evaluaticn iepresents the fheoretical lower
bound, the performance of CABC\ﬁsing.the bit assignmént technique
of Fig. 6.8 and the Huffman code were also investigated, The
results,'showﬁ in Table 6,5, for CABC and CLAP schemes represent
the bit rates, after claésification onlyy for both the original
and preprocessed documents. The flzg bit is taken to be 4 for each
general state (IES and GES) to inform what the maximum block

size M is to the receiver, Hence, if M = 16, the flag bit

!
is 0100, i.e.decimal & (2' =16), However, the results of Table



CCITT TEST DOCUMENT NUMBER

CODING SCHEME :
- ' 1 _ 2 ' &y 5 V4
e ———— — e e

QLAP 0,0370 0,0234 . 0,1313 0,0614 0.1225
CABC  (original) 0,0357 0.0232 0,1293 0,0604 0,1183
CABC  (preprocessed) 0.0299 0.0202 |  0.1067 ' 0.0485 0,104
CABC  (original) _
(Buffman Code Used) 0.0320 0.0229 0.1290 0.0603 0.1175
CABC  (preprocessed) . .
(Huffman Code Used) _0'0295 0,0200 0,1061 0,0481 0,1033

Table 6.5 - Comparison of bit-rates after classification

581
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6.5 do not include end-of-line codes, etc, and the parameter X

(See Chapter III) is taken to be infinity,

The performance of the CABC scheme was compared with conventional -

(%2,43) and.also

with the GIAP(éé)

method, It is. apparent that CARG performs
better than its counterparts.for both the original and pfeprocessed‘
documeﬁts. There is an imprﬁvement of about 41 to.61 percent, For
the preprocessed ddcuments, when the CABC scheme is compared with
run-length coding using the Modified Huffman code, The reduction
in bit-ralte is particularly high when simple, uncomplicated
documents are.used, for example, doéument No, 2. When thé pre-
proceésed documents are compared with the originals, for the CABC
schene, there is a reduction in average bit-rate of about 13 to

20 percent, There is a further, though marginal, reduction in
bit-rate when the combination of the Huffman code and the bit

assignment rmocedure of Fig. 6.8 is employed, . Comparison of

theoretical entropies of Table 6.4 with the pra¢tical bit-rates

of Table 6,5 denonstrates that the coding strategy for CABC,

‘especially with regard to the determination of block size M

is nearly optimum,

6.6. EFFECTS OF, AND SENSTTIVITY TO, TRANSMISSION ERRORS

One penalty for efficient source coding is the increased sensitivity
to channel errors. One single bit error can ruin the rest of a scan-
line due to loss of synchronisation between codewords, As with most

two-dimensional coding algorithms, the effect of transmissicn errors




-on the CABC scheme is to cause erfor propagation in the decoded
image, Unlike in the cne-dimensional case, where error propa-
gation is limited to a single scan-line due to the unique EOL
codeword, in the CABC scheme, errors tend to propagate vertically
from one scan-line to the next, The effect is quite intolerable
in most caszes, but such prépagation can be limited by transmitting‘
one line every Kth iine using a'one-dimensionél coding scheme,
Values of the K-factor are ty@ically 2 for documents scanned at

normal resolution, and 4 for those scanned at high resolution,

The effects of increasing numbers of channel errors on the CABC
scheme were studied and in each case, the Error Sensitivity Factor -

(ESF)(loé)

calculated., ESF is defined as the number of incorrect
pels in the féceived image divided by the number of transﬁitted
bite in error, Transmission errors were introduced randomly and
simulation was carried out using bit by bit inversion of thé
transmitted bitstrsam., To simulate short burst errors, double
errérs are introduced, where twé consecutive 5it5'are inverted,
These simulations aré by no means typical of a "real-life" telephone
channel but they do give an indication of the effect of channel |
errors ou the coded image. The introduction of fhese errors
causes a spatial shift in the received picture, Furthermore, if
the decoded run-length between two consecutive EOLs is not equal

to the nominal scan-line length, transmission errors can be. safely

assumed to have occurred.

6,6,1 Experimental Procedures

The basic configuration illustrating the overall simulation process
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for the study of channel error effects on the CABC scheme is

shown in Fig, 6,13,

The input test image, stored on magnetid fape, is part of pre-=
proceséed CCITT document No, 1, whose resolution is 8 pels/mm
horizontally and vertically, The CABC encoder compresses 'and
transforms the input image into a digital bitstream, éftér which
random:errors are introduced. The corrupted bit stream is then.-
decoded producing images as shdwn iﬁ.Fig. 6,14, The difference
between the output and input images, on a ﬁel—by?pel Basis, is

also computed in order to calculate the ESF,

The source of tranémission errors is a Random Error Generator
subroutine which introduces srrors intolthe‘channel in a random
fashion, Tﬁo kinds of exior configuration were simulatéd — random
siﬁgle errors snd random double errors, which simulate, respectively,
the occurrence of isolated spikes and short spurious bursts, In

both cases, the corrupted bits in question are inverted,

The -introduction of channel errors using the CABC algorithm both
before and after classification was studied, The effect of in-
creasing fhe bit error rate (BER) on the received picture was
observed and the sensitivity of the system to channel errors
measured, These measurenents wexe taken lgnoring such factors
such a8 FILL bits, where a certain minimum scan-line time. (MSLT)
is required. To limit vertical propagation, the K-factor is taken
to be four. It was decided not to transmit every Kth line by the
one-dimensional Modified Huffman code in order to ensure that the:

effect of channel errors are not felt on these scan-lines, In
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other words, these scan-lines are left uncoeded.  This is dene to
1imit vertical propagatlon to within K-1 lines. Furthermore,
only the effects of channel ervors on the two-dimensional CABG
scheme are of interest, For all cases, the EOL codewords are

included in the simulation process,

- 6.6.2 Test Resulis

Bight test Tuns were'performed'using the CABC algorithm, with

and without classification, for both.single and doublé 8YTOYs,

The bit error-rate (BER) is increased for each run wheve BER

is defined as the rabio of the number of Dbits transmitted in error
to the total number of coded bits. Since every Kth line is tran-
smitted uncoded, the total number of bits is taken as that gene-
rated by the CABC encoder and the EOL codewords only, FILL bits

are not included,

Table 6,6(a) and Table 6.6(b) show the resulis obtained for single
exTors ﬁefore and after élassification, whilst Table 6.6(c) and
Table 6,6(3) show the results obtained for double errors, again
before and after classification, respectively. Notice that the
number of coded bits for CABC after classificatioﬁ is less than
that for the casé before classification. Fgr each BER; the corr-
esponding ESF is measured, and 1t can be observed that there is

no drastic fluctuatién in this quantity., The average ESF of the
CABC system before and after classification for single and double

errors is listed in Table 6,7, It is observed that for the introduction:

of double errors, the CABC system after classification has a superior
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No, of bits No. of BER No. of
in error coded bits 10-3. _ incorrect ESF_
transmitted pels
10 13124 0.76 734 7340
13 13124 0.99 963 .07
20 13124 1.52 1480 74,00
37 13124 2.82 3005 83.65
L7 13124 3.58 3203 68,15
55 - 13124 b.19 L681 85,11
124 13124 0.45 7039 56,77
159 13124 12.11 G490 . 59.68
Table 6.6(a) - Before Classification
' (Single Errors)
No, of bits No. of BER No. of
in error coded bits 10-3 . incorrect ZSP
transmitted |- pels
10 12651 0.79 880 88.00
13 12651 - 1.03 766 61.23
20 12651 1.58 1745 87.25
37 12651 2.92 2774 .97
7 12651 3.71 Ls70 97.23
55 12651 4.35 3803 69.14
124 12651 9.80 6669 53.78
159 12651 12.56 8354 52,54

Table 6.6(b) - After Classification

(Single Errors)
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No. of bits No. of

No. of EER

in error coded bits 10“3 incorrect sy

transmitted ' pels
20 - 13124 1.52 621 31,05
26 13124 1.98 910 35,00
40 13124 3.05 | 1150 . 28,75
7 13124 5.64 2131 28,79
ol 13124 7.16 3126 33.26
110 - 13124 | 8.38 3485 | 31.68
248 : 13124 18,89 6947 28,01
318 13124 24,23 8461 26,61

Table 6,6(c) - Before Classification
(Double Errors)

No. of bits Wo.of | mEm No. of
in error coded bits 10—3_ incorrect : ESF
transmitted pels
20 12651 1.58 678 33.90
26 12651 2,06 351 13,50
%) 12651 3.16 1360 34,00
7 12651 5.85 2497 33. 74
- oh 12651 7.43 3242 34 .49
110 12651 8.69 3038 27,62
248 12651 19,60 6707 27,04
318 12651 25.14 11004 34,60

Table 6,6(d) - After Classification
{Double Errors)




CODING SCHENE ESF,, FOR EIGHT RUNS
BEFORE CLASSIFICATION - SINGIE ERRORS - 71.85
' AFTER  CIASSIFICATION - SINGIE ERRORS | 73.02.
BEFOFE GLASSIFICATION - DOUBLE ERRORS - 30.39
AFTER CLAéSIFIcATION - DOUBIE ERRORS | 29.86

Table 6,7 - Average ESF

961
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ESF, indicating that it is less vulnerable to transmission errors
when compared with its counterparts. With regard to single errors,
the CABC system after classification is the most susceptible to
érrﬁrs. From these results, it is obvious that the CABC system

is more resilient to double errors and that double errors (bufst
_errors) are easier to deal with than single errors. Iﬁ a real

life situation,. for a given BER, burst errors would pose fewer
problems than single errors hecause erxrors coming in bursts wi;l
obliterate a single or up to X~1 lines only, whereas single errors.
occurring at random would cause greater dégradation. Fig. 6;14
contains picfures of part of CCITT document No, i which have been
subjected to single and double errors before and after classification
using the GABC scheme. The degradation becomes increasingly worse as
BER is increased, At higher EER, thé destruction of characters
results in totally'unaéceptable piétures. At lower rates, however,
the errors cén be'tolerated, and characters are still legible, The
extent of picture degradation depends wery much on where the errors
occur, If on a white background, the reductién in overall quality

will be less than if they occurred on the characters themselves.,

6.,7. CONCLUSION

This chapter haé been devoted to the description of the CABC al-
gorithm for efficient coding of black and white facsimile pictures,
The scheme employs a preprocessing technique which reduces the
amount of redundant information in the original image, The coding

strategy, which uses a 7th-order Markov model predictor and divides
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the Iesser and Greater Error Sfates adaptively into smaller blocks,
is near%y optimum, Deveioped by obtaining an equation matched to
the probability disfribution of the numbe: of_predictioﬁ errors
per scan-line, its opmimality_is later confirméd. The scheme
reduces bit;rates by 13 to 20 percent when compared with the CLAP
method and by 41 to 61 percent when.compared with run-length coding
using the Modified Hﬁffman code, Furthef reduction.in bit-rates is
achieved when a Huffman code is uéed to represeht the 1ocation of

prediction errors in the block,

.In-additioﬁ, the sensitivity of the system fo'channel errors is
also studied, The performance of the system in‘fhe rresence of
double errors is as good, if.noﬁ better, than when single errors

" are introduced. Finally, compression ratios ranging from 9.4 to

4o b wefé obtained for preprocessed pictures corresponding to Dbit

rates ranging.from 0.104 to 0,0202 bits per pel,

6.8, NOTE ON PUBLICATTION

A paﬁer entitled 'Facsimile Compression Using a Ciassified Adaptive
Block/RunwLength Coding Scheme' was presénted at the 1680 Nafional
_Telecommunication Conference held in Houston, Texas, U,S.A. in
December :1980. This paper, in co-authorship with R;J. Clarke,

was an abridged description of the CABC scheme described in this

chapter.
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CHAPTER VII

DATA COMPRESSION 11

7.1.  INTRODUCTION

The growing need to transmit black and white documents quickly
has prompted researchers to resort to an information lossy app-

roach to facsimile coding. PreproceSSlng( 7s 120)

_prior to
coding, is one such approach which enables the compression ratios
(CRs) of existing coding methods to be szgnlfloantly enhanced
Signal modlflcatlon( ), a thlnnlng process( ?) and the notchless
(23)

bilevel quantizer with logical feedback are some of the more
iqurtant techniques; Preprocessing to clean up noisy originals,
to ensure that the CRs remain high, has been extensively studied
by Ting and Prasada(16). The Combined Symbol Matching (CSM)
techﬁique(jz) is another approach where extremely high CRs are
obtained fer alphénumeric documents which are efficiently coded by
‘symbol recognition techniques, Howevéf, CSM has the disadvantage

of not maintaining its superior performance for graphics-type

documents and it is relatively compiex to impiement.

This chapter describes ancther information lossy approach to féc-
simile coding using the subsampling'technique, outlined in Section
5.3, as the preprocessor. The coding scheme; known as Adaptive
Block/Location Coding (ABLC) is an aiea coding algorithm which
takes a square block of picture elements at a time and uses some

‘complexity' measure as a coding criterion. It is relatively easy .
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to implement and when used with subsampling as a pre-processing stép,
overcomes the disadvantage of CSM by performing extremely well for
graphic-type documents whilst still maintaining significantly high
CRs for alphaﬂumeriC'type documents , Subsampling is carried ocut

by taking alternmate pels horizontally and wvertically, prior to which
notches and pinholes.are remnoved using tho-set of masks described.in
Section 5.2, Single element runs are then doobled both horizontally
‘and vertically to preserve connectivity, Since A4 size documents
digitised at’a resolution of 8x8 pels per mm aie dealt ﬁith here,
the doubling process ensures that the resultant loss of information
is minimél and that subsamﬁling rposes little difficulty, It was
found in Chapter V that the interpolation technique with proper
restoration is feasible for binary images and this would therefore
be a natural choice for a post-processor for.the_complete ABLC

system, The.basic stages of the system are shown in Fig. 7.1.

Adaptive Blook/Looatlon Godlng (ABLC) w1th a numerlcal measure of
complex1ty( 9) as a coding orlterlon is employed to code the sub-
sampled image. ABLC is oompared gquantitatively with the D.F.
coding algorithﬁ of Kawaguchi and Endo(69), (which can be regarded
as the generalised version of two-dimensional adaotive block
coding(22’35)), and the former is shown to be ﬁoreoefficient.
Computer simulations carried out on different variations of the.
ABLC system with the pre- and'post-processors inclﬁded give maximum

CRs ranging from 13.35:1 for document No, 4 to 64,06:1 for document

* D.F. stands for 'Depth-First' as described in (69)
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No., 2,

The description of ABLC begins with preliminary definitions,
summarised in Sectien 7.2, required for tﬁe.devélopment_of the
coding algorithm, ABLC ié described in Section 7.3 ﬁhere a quan—'.
titative analysis of block and locatidﬁ coding is made, The de-
pendence of bit-rate oﬁ'image complexity is also examinéd. Section
Y outlines the simulation results obtained for four different
configufations of ABLC. The effects of transmission errors on.
~one of the ABLC systems.is studied (including pictorial illustra-
tions) in 8ection 7.5, ‘The rossible application of the CCITT
codiﬁg étandards to the subsampled documenté is summarised in
‘Section 7.6. The chapter is conclﬁded in Section 7,7 with com-
parisons befween'ABLC and the one- and_two—dimensiohal coding

atandards,

7.2, PRELIMINARY IEFINITIONS.

The coding technique to be describe@ makes use of sQuare blocks

of sige MxM  where M = ZR. Every picture block thus consists of
ZR x 2R =.43 pels, and R is the number of address bits required in
the vertical and horizontal directions for each pel, Fig, 7.2 shows

a typical picture block where M = 8,

7.2.1 Block Hierarchy

An initial picture block (IFB) is defined as the initial square

area within which all pels in question exist (see Fig, 7.2). A
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subpicture block (SPB) is a subset of IFB which is generated only

by quartic divisions of the IFB and the subsequent 5FBs until an

* elementary picture block (EFB) is reached. An EIB is a subpicture

block containing one pel, Prior to reaching this state, a basic

picture block (BFB) is encountered, which is a SPB containing 4

pels, The quartic division of a BFB results in 4 EPBs,

7.2.2 Pilcture Primitives

A picture primitive, as defined by Kawaguchi and Endocég), is a -

wholly black or wholly whife subpicture bleck which haé no lower
homogeneous subpictures within i#. Fig. 7.2, therefore, contains

37 primitives.

?.2.3' Picture Complexity

Picture Complexity, C_ , is défined as the ratio of the total
number of primitives in a picture block tc the total ﬁumber of

pels in the same picture block., If we define m_, as the number

o
of white primitives and ny as the number of black primitives,
then,
g + Ng . : _
C = ~—g— 1
0 R | (7.1)

and O<CP..~:1 .

The complexity of Fig. 7.2 is 37/64.




209

7.2.4 Relationship between Quartic Division and Complexity

It has been shown(ég) that if £+ is the numbsr of quartic divisions
in any picture block, then the total number of. primitives (black and
white) is equal to 3%, + 1. |

From Eqn. (7.1),

30, 4+ 1.
C :..—i—.--—.
P q,R
BRe -1 |
therefore ' ﬂ+ = ___7%L_;_ - (7.2)

7.3,  ADAPTIVE BLOCK/TOCATION CODING (4ABLG)

In ABILC, profided an IIB of sizé MZ_ contains lower homogeneous
éubpictureé, it is subdivided into four SPBs (by quartic division)
of size M2/4. Each BFB is tested for lower ofder'homogeneous
subpictures and if these are present, further quaitic divisions
are carried out until the BPBs are reached, i,e, successive sub-
divisions are made dn SPBs which are not completely white or com-
pletely black. When the BFBs are reachéd, no further quartic
divisions are required and leocation coding'becomes oﬁerational.
The BPBs of size 2 x 2 pels are coded according to thé 14'possib1e
locations of black pels within them (seé Fig., 7.3). Bits are then
assigned to each quartic division, white primitive greater than 22,
black primitive greater than 22.and_the 14 possible locations.
ABLC differs froéT%.F. coding algorithm in that the former codes
the BFBs according to the location of the black pelé whereas the

latter assigns bits to the black and white primitives in the BPBs.




1%

Fig. 7.3 - Possible locations of black pels in BPBs
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- Quantitative analysis of both schemes, as seen in the next two

subsections, reveals that the former is the more efficient scheme,

7.3,1 Quantitative Analysis of Bleck Coding

let:= +  represent quartic divisions
o represent white primitives

m - represent black primitives
The number of hits required to code an initial picture block is:-
B = X0, +y.m, + 2.0y : _ ' (7.3)
where x, y, and z are the codewords assigned to quartic division,

white primitives and black primitives respectively,

Since three symbols are considered, namely quartic divisions,
' : amount of
white primitives and black primitives, the average,information

mwm assigned to each x, y, and z respectively is 1og2 3 bits.

Hence:-

H=_(£++mu +n.)log23 bits | (7.4)
But 4R C, = My + ng (from Eqn. (7.1))

_ 4o -1 | -
and L= P (from Eqn. (7.2))
Therefore,
e -1 o
H = ++4c log, 3

4 1 : | '
- {5 . LI'R c - _3_ } logz 3 bits | (7.5)
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Eqn. (7.5) is the minimum number of bits required to éode any
particular IFB (assuming equal probabilities) using the D.,F,
coding algorithm(ég). Tt is found that if the complexity of
an IPB is less than approximately 0.47, data compression can be

achieved using the above scheme,

Bits are now assigned to the 3 symbols. where:-

(@) += 10" o= 00" W= 11
(b) +=r0" ‘o=r'10" w= 11
(e) +=r10" o= '0" =]

Notice that the above codes are comna-free codes,

| Code (a) is the simplest with constant length having no problem
of synchronisation but obvidusly inherently redundant, The number
of bits required to code an IFPB will be:-

B, = { 1+ +mo o+ n..) . 2 bits (7.6)

Substituting Eqn. (7.1) and Eqn. (7.2), we get:-

- Y O4Re
B, =2 .[ 5 . W e

W

.] bits . . _ (7_7)

Code (b) is used when the probability of guartic division is greater
than the probability of white primitives, (For the test documents
used, the probability of black primitives is normally small, )

Hence, the number of bits required to code an IFB is:-

By =4, +2(m +n ) bits (7.8)
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Substituting Eqn. (7.1) and Eqn. (7.2), we get:-

- [Z 4Re -1 ; - - |
By, [ 3 . b ¢, =3 bits (7.9)
Code (c) is used when the probability of white primitives exceeds
that of quartic divisions. The number of bits required'to code

an IPB using this assignment procedure is:-

=)
Il

2 4, +my +2 Ny bits ' ' - (7.10)

2 L+ +'m|:i + ng +tng bits

_ Substituting Eqn. (7.1) and Eqn, (7.2):-
. | .
o -1 -
R .
B, = 2 [ “"%““}'F ¥le +ng (7.11)

but from Eqn. (7.1),

] [ )
o = —_ 4+ —
‘¢ = ¢+ ¢ | ) '

where C . and G are complexities due to the white and black

primitives respectively.

From Eqn, (7.12), ng = yR CP' : ' (7.13)

Therefore, substituting Eqn._(?.lB).into Eqn, (7.11), we get:-
| |
2. [————EL———; + BRo + 4fg
3 P ol |

2 4Ra Ra o
[3.4(11) + b Com

BC

il

] | bits (7.14)

Hence,Bc

wlm
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7.3.,2 Quantitative Analysis of Location Coding

In location coding, after successive quartic divisions, basic
picture blocks (BFBs) of size 2 x 2 pels are reached and are coded
according to the distribution of black pels within them, There are

14 possible locations as shown in Fig. 7.3.

amounfof.
Since ABLC uses three symbols, the,information wimm is log, 3

bits/symbol, Hence, the number of bits required to code SPBs

greater than 2% iss-

-

Hoz = (ly,p2 +M,,2 +10,.52 ) log, 3 bits - (7.15)
where the subscript »> 2° denotes SPBs greater than 2% and l+
is defined as the number of quartic divisions.
The minimum number of bhits required to code the BFBs using location
coding (assuming each location is equally probable)'is:-

Hoo2 = ,?._[_:22- . log, 3 + £+=22 . log, % pits (7.16)
where the subscript =221 denotes SPBs equal to . 22 and, L+=22 . log2 3
is the number of prefix bits.

Hence, the total minimum number of bits required to code an IFB of

size 48 iss-
Bp= Ho2 + H_ 2 | o (7a7)

= Aoz (logy 3+ Togy 1) + (B, o2 +my oo + 1y o2).

log, 3 bits
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vwhere ﬂ*_=22 is the number of gquartic divisions for subpicture

blocks equal to 22 (i.e. the number of BFBs),

‘+'.:" l+=22 + l+>22

oo
|

o = L0, 3+ (ng, o2 +ng,,2) logs 3+ b 2. l0s, 14 (7.28)

Substituting Eqn, (7.1) and Eqn. (7.2) into Eqn, (7.18), we géf:—

i
T

whexe cp=-22 is the complexity due to primitives in subpicture

blecks greater.thén 22.

The number of primitives in subpicture blocks equal to 22 is:-
Mgz * Pmep? T LI ~(7.20)

The complexity due to primitives in subpicture blocks egual to
) _

27 iss-
. ) 1*_=22 U
p=22 LR
R
4 e o2 _
R T E‘"z“"  (7.21)

Substituting Eqn. (7.21) into Eqn. (7.19), we get:-

uR Gp -1 R R 52
Hy = (——5—— +4°C_p2) log, 3 + —pE—— . log, 1k

22 T Cpp2

P GP"

c. -1 | |
R
i = ( _.._._%___ + Iy Cp?zz) lOgZ 3+ R’+=2,2' . logz 1 (7.19)
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. . p>22 = Op = Cpp2 . (7.22)

¥lo, -1 g ' R logy M
fip = (5= # W7 Cp) dogy 3+ 47 Cpp2 (——f— - Togy 3)

I _ 1 R :

Since . (.% . uR e

p-3)e s =k e nan (1)

it follows that :-
HT = H-0.633 & CP=22 bits (7.23)

where GI)=22 is the complexity due to primitives in the BFBs and
H = ('3 . yR CP - % ) log, 3 bits is the minimum number of bits

required to code an IFB using the D,F. coding algorithm, It is
thus shown, from Eqn, (7.23), that the bit-rate for ABIC is less

than for D.F, coding by an amount equal to 0.633 4R ¢ —p2, 1.e. the

P
former is the more efficient scheme,

Fig, 7.4 shows the variation of the number of bits with complexity
for the two coding algorithms, An IPB of size 8 x 8 is used and

C 2 is the third variable shown in the shaded area, Although

p=2
the complexities of some blocks are the same, the number of bits
required to code an IFB need not necessarily'he the same, due to

variations in C Clearly, ABLC has a superior performance.

p=2%*
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Fig. 7.4 - Variations of number of bits with complexity
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Let us now consider that the symbols ( +, O, m )} and the location
of black pels in the basic picture block have unequal probabilities,
Huffman coding can then be used to code the locaticn of black pels

in the BIBs,.

Iet A be a discrete source'comprising the @ independent possible
locations of the black pels, and let Pk denote the probability
of the kth location of the black pel, 2.+ The average woxd iength

required to code the location of black pels in the BFBs will be:-

¢ = Z, T B ' : (?.24)
k=1 '
where Ty is the length of binary word that encodes ay .

The entropy of the Q possible locations of the black pels is:-

Q

Hy = - kéi B log, B (7.25)

If probabilities are assigned to the 3 symbols where

Xl = probability of quartic division
X2 = probability of white primitives
X3 = probability of black primitives

then the entropy of the symbol is:-

3

Bsm = - I{2=1 Xy Logy %y - (7.26)
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Therefore, the entropy of an IFR from Egn., (7.19) is:-

e -1 5
HH=(———P——-+4 a

3 p> 22 ) Hsym + 1+=22' HLG (7.27)

let us now assign bits to the three symbols and use the Huffman

code to code the locations of the black pels in the BFBs:-~

(a)-'+ = 10! g>22 = 00 l>22 = *11* . location= Huffman

code

From Eqn, (7.24) and Eqn. (7.27), the nunber of bits required to

code an IPB using this coding procedure is;:-

| g -1 | '
- D R ]
By, = ( + & GP>22).2 + X o2

r, P (7.28)
> _ PR |

k

Mo

Substituting Eqn. (7.21) and Eqn, (7.22) into Egn. (7.28), it can

be shown that:-

Q
- = 1 P A
B, = B, - 4c _2 - ' Kk (7.29)
a a p=2 T
S g Sl -
where B_ = ( 3 4 C, =3 ).2 | (see Ean. (7.7))
(b) + =0’ o,,2 = '10' w3 ="11" location= Huffman

code

From Eqn. (7.24) and Eqn. (7.27), the number of bits required to

code an IPB is:-

Wo o 9

o 22 b, 2. = 5 B, (7.30)

BH,D=(——-§-——)+2J+RC
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Substitution of Eqn. (7.21) and Eqn, (7.22) into Eqn. (7.30) leads

tos-
7 R, 1 R e
Biy (B.uc 3)+4QP22_ k=1 _ 5
% | | |
R T Py
= By - ¥ 2 |2- kA o (7.31)
' R 1 - o
where B, = (% LW GP -3 ) _ (see Eqn, (7.9))
(¢) +=r10" B 2 ="'0" 2 = ‘11 location= Huffman

code

‘The number of bits required to code an IPB using this procedure is:-

o
|

. | Q
He “2-l++mn>22+2n.>22+1+___22- 1{2—.1 Tk Pk (7.32)

Q
2. ﬂ’++ (H_IU'>22 +n.>22) t g2t R-t-=22' é Ty P

substituting Ean. (7.2), Bqn. (7.12) and Eqn. (7.21), we get:-

te 1 N 5 Wro o O -
BHC =2 (__3 ) + b -CP>22 + 4 CP"ZZ +——&L— é}_ Ty Pk (7.33)

where GP=’22 is the complexity diue to primitives greater than 2@

nl>22

P'>22 = 4R is the complexity due to black primitives

and C

greater than 22.
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But Cog = Comnz2 * Cpu 32 (7.34)
o Cp->-22_% Cpl - Cpl=22
R g o |
. _ _P____ R = R . _ .
‘B T2 (g ) W (G, - Gy )+ (G - Opy2)
Weo o 4 :
R 21 r, B (7.35)
k= '

Simplifying Eqn.(7.35) further leads to:-

Q
, o = r P
- R — "k "k R
By, = B, - L szzg 1 - k=1 - Gpl=2_2 (7.36)
'ﬁhere B, = ( % . 4R CP +-4R o - % ) (see Eqn, (7.14))

py

and - CPI =02 is the complexity due to black primitives in the BIPBs,

Using ﬁhe bit assignment procedures (a), (b) and (cj to code

quartic divisions, white and black primitives greater than 22

aﬁd employing the Huffman code to code the location of black pels .

in the BFBs, the variation ofrthe numﬁer of bits assigned to an

IFB of size 8 x § (from Egn. (7.29), Eqn, (7.31) and Eqn. (7.36))

can be plotted as shown in Fig. 775(a), 7.5(») and 7.5(c) respectively,
The average codeword length ( ¢ = 3.474 bits) is obtained for an
ensemble of 7 CCITT documents and their predigtion error domains

(see next Section, Table'Zl), It is obvious from these graphs that

ABLC is more efficient then D.F, coding for all cases,
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7.4, _ EESULTS OF COMPUTER SIMULATIONS

In this section, the results obtained from computer simulations
are éumﬁarised. Four variationé of ABIC aré examined, and in
eéch casé the documents\aré'subsample@ to half their resolution |
iﬁ bqth diiections_prior to coding., The original CCITT documents
were scanned'it a resolution of 8 pels/mm both horizontallyfand _

vertically corresponding to 1728 pels/line and 2376 1lines. We

define -
. 1 . N0, of bits transmitted
Bit-rate = g Total no. of pels in original document (?'37)

3ince ABL( uses three symbols, namely white primitives greater than
22 black primitives greater than 22 and quartic divisions, two b1t

assignment procedures were employed They are:-

10 location=Huffman code

]

® o,2="0" m =+

® =,

|10l

l>22‘= ‘11 + = Q" location=Huffman code

The codes used for both bit assignment procedures are comma free codes.
Bit assignment. (:) lresults from.the'fact that the frequency of white
primitives greater than 22 is highest, whereas in bit assignment ,
the proﬁahility.of quartic division is gréatest; To code the location
of the black pels in £he BPFBs, Huffman coding is used, where the
probabilities of such locations are obtained from measurements on

an ensemble: of 7 subsamplad CCITT documents, The Huffman codes

constructed are shown in Table 7.1, For all the systems simulated,
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[BPB S:c?:L?;‘ep::?: errZZEdiiC;igra‘in
1001 T |
0101 | 010
1000 001
0100 1000
o | 1001
001 1000
01 1011
000 1 1010
110010 01111
moon | oo
1 1101 01101
o 011000
111 1 omoo
11000 011001

Table 7.1 ~ Huffman code for ABLC
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three IBs were used, 8 x 8, 16 x 16 and 32 x 32, 'Block_sizes
of higher degree were not used and it is envisaged that no further

substantial bit-rate reduction can be achieved in this way.

74,1 System A

The basic configuration of System A is shown in Fig. 7.6.

\ AB :
o—= Subsampler - 'Entoégr _ Buffer =0

Fig, 7.6 - System A

The subsampled image is directly coded using the ABLC aigorithm
with the location of black pels in the BPBé éoded using the Huffman
code of Table 7.l. ‘I‘hecompression ratios_ for bit a.ssigriment
procedures @ “and _ are shown in Table 7.2(a) and 7.2'(b)_
respectively. It can be seen fi'om the Tables that as the block
size increases, the compression ratios also increase , Bit éséign-
ment @ performs better than bit assignment for block
size 8 x 8 but the converse is true fér block sizes 16 x 16 and

32 x 32. For bigger block slizes, the pro‘bability of quartic-
divisions is higher than that of white primitives greater than 22,

resulting in higher CRs for block sizes 16 x 16 and 32 x 32,
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Doc. No. 8x8 16 x 16 32 x 32
1 40,27 a6 | s
2. 50,12 55,83 57,06

3 23.30 - 23.86 23.87
b 11.61 11,59 - 11,57 |
5 23.31 23.91 23.97
6 34,68 36.66 36,93
7 1447 14 .45 2

(2) Bit assigment (&)

Doc, No, . 8x8 16 x 16 32 x 32
1 - 36.97 44 .38 46,03
2 4459 .12 59.39
3 23,09 24,90 25.20
b o 12.12 12,34 12,37
5 23,07 95 | 2531
6 32.69 37.50 . ‘38.53
7 14.70 15.05 15.11

(b) Bit assignment

- Table 7.2 - Compression ratios for System A




229

7.4.2 System B

The block diagram of System B is shown in Fig, 747

' e ABLC -
O { -
Subsampler Predictor Encoder : Buffer =0

Fig, 7.7 -~ System B

In System B, thé ?th-ofder Markov model predictor(éo) (sinilar

to the one used in Chapter VI) is employed on the subsampled image,
henée generating a prédiction error domain, The predictor is
optiﬁised over anensemble of 7 CCITT documents and ﬁhe Huffman

code constructed to code the location of the black pels in the

BPBs bésed on these documents are shoﬁn_in Table 7.1, The predictor:
is included with the aim of reducing the complexity of the documents,
thereby incfeasing the compression ratios (see Fig, 7.4). As can

be seen in Tables 7.3(a) and 7.3(b), the performance of ABLC is
improved by the inclusion of the PYth-order Markov model predictof.

Again, bigger block sizes provide higher compression ratics,

7.4.3  System C

The development of System C is based on System A and System B where
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Doc. No, 8x8 - 16x16 | 32x3
1 TR 4629 | 7.5
2 | 53.70 ”60.36 61,88

3 ;33 | 3o | 3282
b ' 12,71 - | 12.70' 12,68
5 28.38 2987 | 29.61
6 5321 e 60, 5
o 14.36 14.33 14.30

(a) Bit assignment @

Doc, No., 8x8 '.16 x 16 32 x 32
1 37.91 45,70 47,87
2 R 5835 61.89

3 29.37 32.86 33,52

Ly 12.95 13.24 13.29

5 26.88 20 1 3035

6 - hs.85 57.79 60,86

7 14,52 14,86 . 14,91

("b) Bit assign_men{;

Table 7.3 - Compressicn ratios for System B
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it is.observed that higher compression ratioé can be obtained by

the inclusion of the 7th-order Markov model predictor. Also, as
can be seen in Fig. 7.4, the bitarate_is'dependent on thé complexity
of the picture block., The applidation ofrthe 7th-order Maxkov model
predictor, in which the.present pel is predicted. based on seven o
previcus pels, reduces the cdmplexity.of nost ﬁicture blocks but
doés‘increase the complexity of certain picﬁure'blocks. Thus, the
complexity of the prediction e;ior donain is computed and then..
compared with the comﬁlexity of the subsampled image without pre-
diction.. The picture block.with the lower éomplexity is coded
using ABIC and then transmitted together with the necessary info-

mation bits, Fig., 7.8 shous the basic arrangenent of System Q.

Fig. 7.9(a) and Fig, 7.9(b) reSbectively show the comple#ity maps

of the subsampled image and of the prediction error domain for 64
blocks of the same picturef An IPB of 8 x 8 ié used, Notice that
the complexity of picture bloéks in the prediction error domain is
generélly 1§wer, énd such blocks therefore.require fewer bits for
coding, However, théir complexity is sometimes higher than that

of the subsampled image, and in such a case the lafter.is transmitted
instead. Fig. 7.9(c) shows the resulting complexity map in which the
. IPB {either the subsampled image or its prediction error domain) with
the lower complexity is chosen and coded using ABLC, Figs. 7.10(a)
and 7,10(b), respectively, illustrate the bit allocation maps for

bit assignment procedures and . of the resulting complexity
map of Fig., 7.9(c),. Notice that the number of bits assigned to an

IFB depends very much on its complexity, confirming the mathematical

relaﬁionships of Eqn, (7.31) and Eqn. (7.36),




O Predictor

Complexity
Measurement

Comparator

Complexity
Measurement

N

ABLC
Encoder

Fig. 7.8 - System C (ABLG encoder with compl_exity as a 'criterion) :
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complexity map of Fig, 7.9(c)
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Tables 7,4(a) and 7.4(b) contain the compression ratios of System ¢
for 'Eit assignment procedures @ and . . 1t is observed.tha:t
for an IPR of size 8 x 8, the performance of System ¢ is generaliy
poorer thén that of Systém A and of System B, This is due to the
extra overhead information required to inform the receiver whether
the subsampled.data or its-correspdndiné rrediction error domain
ié'beihg traﬁsmitted.__For an IFB of size.16 x 16, compréssion
ratios for System G are better than for System A but worse than
fdr.System‘B (except for document Né; 7), _Again, the transmission
of extra side information is responéible for.this slightly lower
pexformance. Foi an IPB of size 32 X 32, System C outperforms

both Syétem A and System B, since the number of bits éssigned

to the IFBs using numerical conplexity as the criterion is low
ehoﬁgh to compensate for the extra overhead information‘and still
allow superior performance fér the same bdlock size.‘ As can be seen
from Tables 7.4(a) and 7.4(1:),. bit assignment procedure gene-
rally performs better than bit.aésignment procedure (:) , purely
because the number of @ﬁartic.divisions is higheét compared with .

the number of white and black primitives greater than 22.

744 Systen D

For System D; shown in Fig. 7.11, ABILC is applied to an IPB of
both the subsampled image and of its predictién error domain.
The block which is assigned the lowér numbér of bits is then
“transmitted, together with the necessary information side info- .

mation,
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Doc, Yo,

) 16 % 16

8x 8. 32 % 32
1 38.04 b5k 47.19'
2 47,13 | 60,02 62.77
3 30.05 32,95 33.48
4 12.69 12.78. 12,68
5 26.'86' : 29.42 29,65
6 46,32 58,31 60.49
7 14,73 14,93 .72

(a) Bit assignment (2)

Doc. No. . 8x8 16 x 16 32 x 32
1 3412 .92 48,08
2 41,03 58,43 63.77
3 28.03 33.10 34,28
i 12,77 13.85 13.31
5 25.27 29.64 3046
6 40,36 56.59 60,75

7 14,64 15,34 15,30

(b) Bit assignment

Table 7.4 - Compressiori ratios for System C
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from
subsampler ' :
o Predictor - . _ABLL
_ Encoder-
Compabafor v
. [
. ABLC
Encoder -

‘Fig. 7.11 - System D

As can be seen from Tables 7.5(a) and ?.5(b),.the.performance of
Sys.tem'D is only marginally better than that of System G, This
is to be‘expected because in System O, although the bit-rate is
dependent on complexity, sometimes lower complexity does not
necessarily méan‘that'the number of bits assigned to an IFB is
also lower, In some cases, fewer bits:are assigned to IPBs with
higher complexitiés,_and this is due to variation in parameters
such é,s .Cp'=22 and Com =22 of Eqn, (7.31) and Eqn._ (7.36)

(i.e. complexity due to primitives in the BPBS). These are shown

graphically as shaded areas in Fig, ?.5(b) and-Fig.,7.5(c) réspectively.

7.4,5 Discussion of Results

Comparing all the different configurations of ABLC, it is generally

observed that it performs extremely well for graphics-type documents
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(a) Bit assignment @

Doc, No. 8 x 8 16 x 16 32 x 32
1| ossaz | wsew | wras |
2 4] 603 63.53 |
3 30,12 33.06 33,56
4 12,74 12,80 | 127
5 | 2696 | 2sm8 | 2007
6 4641 58.42 60,60
7 .79 14.95 1k, 7h
| \
\
\
\

Doc, No. 8x 8 16 x 16 32 x 32
1 3,28 45,00 | 48,19
2 41,25 58.73 | _ 64,06
3 28.16 33.29 34.Lo
4 12,86 | 13.35 13.35
5 25.43 29.75 30.53
8 RS 6.7 60.86
7 14,75 15.41 15.34 | |

(b) Bit assignment | |

Table 7.5 - Compression ratios for Systém D
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(e.g. document Nos. 2 and 6) and still maintains significantly
high CRs for alphanumeric type documents. 'The'high CRs are to

be ekpected, and this can be attributed to preprocessing by
subsampling, where a 4:1 sample rate reduction is initially
achieved, Notice tha.{,, for an IFB of size 32 x 32, syst_em D

gives the Test ﬁerformance, though only.marginally‘compared'With.
System C. System D is superior because it 6niy-tran§mits_IPBs
(either of the subsampled image or of its prediction error domain)
which are assigned fewer bits.. When an:IPB of size 8 x 8 is used,.
System A and System B give higher CRS as comparéd.with System C
and System D, This is due to the one bit overhead information
required inithe latter case to inform the receiver whether the
subsampled.data or its prediétion error domain is being transmitted.
The introduotion of the 7th-order Markov model predictér reduceé.
the complexity of most blocks, and it 1s apparent from System B
 that its inclusion increases thé CRs dramatically. Systen C.tékes
complexity into account by transmitting IFBs with 1ower complexify,
thereby improving the performancé when compared with System A and
System B -for a bleck size of 32 x 32, It is expected that the usé
of Dblock sizes larger than 32 x 32 will oﬁly improve the CR values

marginally,

7.5. THE EFFECTS OF TRANSMISSION ERRORS ON ABIC (SYSTEM C)

In this section, efforts are concentrated on the study of the

effects of single transmission errors on the ABIC system, in

particular on System ¢, in which the encoder selects either
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the subsampled data or its prediction error domain dependenf upon
the complexity measure, System C is chosen instead of the 6ther
syétems because it was developed from the combination‘of System A
and System B in which complexify is used as a criterion, and it is
thefefore envisaged that the effecis of transmission errors on the
latter sysﬁém would be the same. System D is not investigated,
becauée, in essence, it is similar to System C gnd the effects of
errors are expected to be identical to fhose oédurring ﬁith the

latter systen,

It has been mentioned in Section 6.6 that the penalty for high
cbmpreésion is greater susceptibility of the system to transmission_
errors. In ABIC, since IIES of size m X m are used, the errors
tend to cause propagation in the vertical and hqrizontal directions
within the block. The severity of the:effect is dependent on.
where thé errcr actually oécurs, If an error happens to occur

in ﬁhe bits tha£ are assigned to quartic divisions and primitives
greater than 22, then i£ can be assumed that the.éffect_will be
catagtrophic but, on the other hand, if érrors are confined within
the BPBs, then only z small part of the block will be affected,

* Furthermore, being a variable rate system, loss of synchronisation
is inevitable,.énd'in the event of an error occurring, if the
systen has not achieved resynchronisation, the effecf will propagate
from one I?B to another, This can be prevented by sending a unique
'end of IFB' codeword, after each coded IPB, thus limiting the

effects to a single IFB only.

Unlike the situation for the CABC system described in Chapter VI,
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the Error Sensitivity Factor (ESF) is not measured for ABLC., It
is only intended to observe the effects of single transmission

errors occurring at random on the decoded image, and to see the
extent of the damage caused due to loss of synchrénisation. It
is also intended to prevent fufther obliterétion and ﬁo observe
the resulting effect on the decoded image by the inclusion of a
unique ‘end of IFR® cédeword after every coded IFB,. No attempt
will be made to.apply_any error correction or error concealment

techniques to the received image.

7.5.1 Experimental Procedures

The basic configuration illustrating the experimental procedures
for the observation of the effects of channel errors on ABLG

System C is depicted in Fig. 7.12.

The input test images, stored on magnetic tapes, are parts of
CCITT document Nos, 1 and 2, as shown in Figs. 7.13(a) and 7,13(b)
respectively. The images used were not subsampled, (unlike the
case with System C préviously described), to give a clearer view
of the effects of transmission errors on the decoded picture,
Throughout the simulation, an IFB of 16 x 16 is used. IFBs
containiﬁg the input test data generate their.corresponding
prediction error domain using the.7th—order Markov model predictor,
after which their complexities are computed. Whichever is the
lower is then coded using ABILC. Figs. 7.13(c) and 7.13(d) illus-

trate which section of the image corresponds to the Iower value

of complexity for parts of document No, 1 and No. 2 respectively.
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Notice that, in the first case, the prediction error domain contains
most of IPBs of lower complexity. The output bitstrean of the ABLC
encoder is then subjected to single transmission eriors-simulated
using a Random Error Generator. The it in question is inverted,
after which the corrupted bitstﬁeam is decoded, _The applicafion

of the receiver ﬁredictor restores the decoded image fully, .

7.5.2 Tesi Results

The iesult of the simulation are shoﬁn in Fig., 7.14, for document
No,'1l and FPig. 7.15, for document No. 2. The number of single
transmission errors_ihtroduced at randon intp'the.channel are,
successively, 1, 2, 5, 10 and 20. Thus in Figs.'?.l4 and. 7.15,
pictures (a).and (b) contain 1 transmission errér, picture (e¢)

and (d) contains 2 ei’rors, pictures (e) and (f), 5 errors, pictures
(g) and (h), 10 errors and pictures (i) and (Jj) contain 20 single.
transnission errors; Images in Pigs, 7.1% and 7.15 which are on
the left hand side of the fage are those without a unique 'end of .
IPB* codeword, while those on the right hand side have such a code-

word. .

From these test results, it is obsérved that eveﬁ a few single
transmission errors have a devastating effect on the resulting '
decoded image, .As the errér rate increases; the effect becomes
more catastrophic, Being an area coding algorithm, the catas-
trpphic error effect 6ﬁ the ABLC scheme is as eXpected, in which

errors tend to propvagate from one IFB to another, One way of

limiting the error propagation is to transmit an 'end of IPB'
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codeword after each coded IPB, and as can be seen from Figs, 7.14
and ?.i5,lthe resulting image is more acCeptable. The'incluéion
of this uniqﬁe codeword,‘however, will ingrease the transmission
time slightly. With data networks becoming nore coinon place
however, tﬁe problem of tran§mission errors will (hopefully) be
reducéd'Since special error control mesagges'will be an integral
“part of the network, and so an 'end of IPB'_cddeword will not be

needed,

9,6, SUBSAMPLING AND THE CCITT CODING STANDARD

This section discusses the use of the CCITT one- and two-dimen-

~ sional coding standards for digital facsinile transmiséipn of

the subsampled documents. The Modified Huffman code which is

used to fepreseht black and white run-lengths is the one—dimehsional
standard whilst the Modified Relative Element Address Designate
(READ) code. (a line-by-line scheme in which the position of each
changing element cn the.coding line is.coded with respect to éifher
the position of the corresponding éhanging elemeﬁt on the reference
line, or with respect {o the preceding changing element on the
coding line), is the two-dimensional standard. Details of the

above schemes are given in Chapter IIT and in (43).

It has already been shown iﬁ Chapter V that preprocessing by‘sub-.
sampling and post-processing by interpolation with proper resto-
ration, is feasible for binary images and that the loss in quality
is compensated by the high gains in compression ratios obtained;

Since the Modified Huffman code and the Modified FEAD code have
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“been widely accepted as the international standards, the inclusion
of a preprocessor and a post—processof uéing subsampling énd inter-
pdlation, by utilising the yet unspecified oﬁe- and two-dimensional
extension éodewords (sée Table 3.3), would sﬁill éllow inter; '
machine éompatibility and would therefore pose little difficﬁlty;
It is thefefore important to note what gain in compresSion ratios
caﬁ be achieved if subsampling.and interpolation are incoﬁporated

into-£he_CCITT'one~.and two-dimensicnal coding standards.

7.6,1  Modified Huffman Code and the Subsampled Documents

The performance of_the'Modified Huffman code on the subsampled

CCITT documents was assessed by computer simulation. Bach document,
aftef subsampling, is represented by a total of 864 pels per line

and 1187 lines, The average run-lengths, entropies and the maximum
‘theoretical compression factor (Qmax) for the subsampled documents,

as determined by Eqns. (2.4), (2.5) and (2.6) respectively, are listed
in Table 7.6. Qo in Table 7.6 is caleulated based on the statisties
of the subsampled Qocuments, bul since a %4:1 sample rate reduction is
initially.achieved, the value of Q . must be multiplied by 4 in order
'_to give a true indication as to.how much_compression can be theoretic-
ally obtained, Included in Tabdle 7.6 are ﬁhe actual compression
ratios obtained (calculated from Eqn, (7,37)) when Modified Huffman
coding, including an EQL codeword, is applied to the subsampled
documents, For the éake cof comparison, the compression ratios of

the original, unprocessed, documents, using the Modified Huffman

code, are also shown in Table 7.6, From Table 7.6; it is observed




Table 7.6 - Entropy, Qax
for the Modified Huffman code

SUBSAMFIED CGCITT DOCUMENTS CR of
Document . .

oy . : Original
Number T b H, Hy, Unax CR Documents

1. - 82.39 2.25" 4,61 2.18 12,46 34,52 15.59

2 131.61 6,08 7.29 '3.28 | 13.02 | 29,13 17.08

3 45,33 3.03 bo79 ) 2033 6.79 19,54 9,02

4 21,17 | 2.00 | 3.82 | 2.00 3,99 11,75 5,35

5 42,67 2,12 4.0 1.83 6.65 . 19.37 8.89

6 70,17 2.56 5.43 2,11 19,65 204,69 11.15

7 24.82 | 1.59 4,99 1.46 4,09 11,49 5.29

Avefage. 22,93 10,34

values and compression ratios

6472
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that the éverage compression ratic of the sevén.subsampled CCLITT
documents is 22,93, corresponding to aﬁ éverage transmission time,
at a data rate of 4800 bits'per seéond, of 45.2 seconds, for a
minimum scan-line time (MSLT) of 0 ms. This represents an average
improvement of abgut a Tactor of two when the.Modified Huffman code

is applied to the unprocessed dooumeﬁts.(lZI)

7.6.2  Modified READ Code and the Subsampled Documents

" The READ code, a linefby—line sequential coding scheme, was ﬁro-
posed t§ the CCITT G, XIV Study Group by Japan, as an optional
exteﬁsion to the one-dimensional coding scheme for Group 3-appa-
ratus, The two-dimensional scheme provides greater compression
effiéiency when compared wiﬁh its one-dimensional counterpart,
particnlarly when documents are scanned at high resolution, by
exploiting the high line-to-line correlation that exists in most

facsimile documents,

Again, the performance of the Modified.READ code using the sub-
sampled GCITT docﬁments was evaluatéd by meané.of computer sim~
ulation, Table 7.7 lists the frequency of occcurrence of the |

various coding modes definéd by the.Modified-READ code where

P représents.the Pass Mode, H, fhe Horizontal Mode and V, the
Vertical Mode. The sﬁbscripts L and R indicate whether the position
of.element aq. is 1o the left or the right of element bl respectively,
and the number in brackets represents the value of the distance albl.
(see Chapter III). It is observed that the proBability of V(C) is

greatest and this has therefo:e'been assigned the shortest codeword.




Boc. SUBSAMPLED CCLTT DOCUMENTS Orf:izjl
No, 13 HOQv(o) | v(} vi(2)] v (3 V(L V(2D ve(3) CR Boouments
1 1797 | 2468 | 12316 {2148 | 724} 555} 1735 389§ 242 | h8.3b 24,32 |

2 578 911'_ 8026 | 1254 2uy | 123 {1582 | 563 % 156 | 76,93 35.39
3 fesa1 3304 {20205 |20 | 730 | 1297 | 2146 | sss | o256 | 52066 15.92
‘4 |s90 fo3ss |use81 |o820 | 2648 | 1607 | 6506 { 1346 | hoz | 1404 7,10
5 3521 | 4197 270&8 3520 1066 003 | 2927 | - 526 | 283 29.42 '14.84

6 1207 | 1508 119190 | 987 336 | 37h | 2237 | 726 | 182 | 53,75 24, 58

7 7810 | 9520 | 33669 | 5723 | 3792 { 2799 | 8883 | 1919 2 | h.ob 7.58

. Average - 3847 18,53

Table 7.7 - Compression ratios and frequency of occurrence of

the Pass, Horizontal and Vertical Mocdes for the
Modified EEAD code '

Ig’;:‘u
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The compression ratios of the Modified READ code for the subsémpled
and the original CCITT documents are also shown in Table 7,7. The
values obtained are with EQL included, the K factor takenlto be in-
finity and MSLT“sét to 0 ms. Notice the vefy high compression ratios
obtained for the subsampled documents, especially for document No. 2
and No. 6, (subsampling plays an important role in achieving these
high values), On averége, the compression.ratio of the subsémpled
documents is more than'twice.that of the origiﬁal documents, The
évérage transmission time for the seven subsampled CCIfTIdocuments
used, at a data rate of 4800 bits per second, is 23.8 seconds,
which is 59 percent below the transmission'time_for the aﬁplication
éf the one—diﬁensional Modified Huffman code to the subsampled

documents,

7.7.  CONCUSION

In this chapter, the Adapfive Block/Locafion.Coding (ABLC) scheme
haé Teen described, andfmathematical analysis included, which
demonstrates that ABLC is more efficient than D.F. coding by a
substantial margin., Four different coﬁfigurations of ABIC have |
been employed, in conjunction with subsampling as a means df pre-
processing, The most efficient scheme is System D (see Sectién-
7)), iﬁ which an average compression ratic of 38,10 is achieved .
for the.7 subsampled CCTILT dbcuménts. Tﬁe high compression ratios
obtained are attributed in part to subsampling prior teo coding,
where a 4:1 sémple rate reduction is initiélly achieved, It is
observed that ABLC performs extremely well for grapﬁics—type

deocuments whilst still maintaining high compression for alpha-
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numeric documents, The effects of a single transmission error

are also studied and pictorial illustrations indicate, as with
variable-rate sysfems, in genefal, that errors tend to propagate,
and the inclusion of a uniéue 'end of IFB" codeword is succéssful

in limiting error extension effects to within one_IIB only, The
international CCITT:Ohéf and 4wo-dimensional coding standards

‘have also been.applied to the subsampléd documents, to indicate

how efficient these schemes are, should preprocessing by éubsampling‘

be incorporated, Coding the.subsampled documents using the Modified

Huffman code and the Modified READ code, gives average compression

ratios of 22,93 and 38.47 respectiveiy for the 7 CCITT documents,
Comparing these values with those of ABLC, it is clear that ABLC

is.about 40 percent more efficient then the Modified Huffman code

and is comparable in performance to the Modified READ'code.

7.8, NOTE ON PUBLICATICNS

A preliminafy paper entitled 'adaptive Block/location Coding of
Facsinile Signals Using SubSampling and Interpolation for Pre-
and Post-processing' has been presented at the International

" Conference of Digifal‘ETocessing of Signals in Communications

held at Loughborough University on 7-10 April 1981.

A full paper of the same title has appeared on the Special Issue
of the IEER Transactions on Communications, Vol., COM-29, Wo, 12,
December 1981, pp. 1925-34, devoted to Picture Communication

Systems. Both papers described System C (see Section 7.4.3)

and were jointly authored with R.J. Clarke,
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Another paper entitled 'Subsampling and the CCITT Coding Standards’
i1s due for presentation at the International Conference on Electronic
Image Proceséing, University of Ybrk,.England, on 26-28 July 1982,

This paper, authored by M.G.B. Ismail and R,J. Clarke, describes

Section 7.6 of this chapter,
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CHAPTER VIII

SPEECH CODING USING A
FACSIMILE TECHNIQUE

8.1. INTRODUCTION

In this chaptéf, the possibility of transmission rate reduction
of speech signals fhrough the use. of entropy or noiseless coding :
is considered; The noiseiess COding.strategy'of Chapfer VI is.
employed, wifh the aim of transmitting Eoth speech and text using
the same.encoder. As a preliminary preprocessing step, delfa

' nodulation (M) systems (very cheap to produce and now aVailabler
in integrated circuit form)_aré uséd since their binary owtput

ié very similar to a facsimile signal and is therefore émenabie

o coding in a similar way,

Delta modulation (DM) systems offer an attractive method of digi-
tizing speech and video signals. Their use as source encoders

has been investigated in recent times and the seérch for tech-
niques which will lower the bit rate and hence increase efficiency .
without significant loss of quality has yielded several adapltive
delta modulators (ADM)(IZZ). ADM can prpduce, at a transmission
rate of 32 kbits/S, excellent quality speech that is nearly as

good as pulse code modulation (PCM):Coded speech at a rate of

56 kbits/s. The transmission rate of ADM can be as low as 8 kbits/s,
whilst still producing reasonably good quality speech., ADM 1s very

simple, in terms of hardware realisation, and has many advantages
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(for example, less stringent filtering.requirements and slow
quality degradation with a noisy channe1)<123) when compared
with P(M or adaptive differential PCM (ADPCM), For this reéson;
ADM is becoming popular, and is replacing PCM in some parts bf

telephone communications where PCM has been exclusively used, .

The output of a delta modulator, which is essentially a digital'
bitstream of 1's and O's (similar to facsimile signals); presents
the:possibility of transmission rate reduction through entropy
coding, If all the DM bits are totally independent and equally

likely, then each DM bit would contain one bit of information,

Generally, there 1s some dependence between the DM bits and the
biﬁstreaﬁ therefore contains, on average, iess.than one bit of
information. If the average entropy is less than unity, then the :
infoﬁmatipn contained within the DM bitstream can be transmitted

at a lower rate using suitable noiseless coding schemes (such as

the coding algorithm o£ Chapter VI) whilst still maintaining the

original DM quality of speech,

The work deséribed in this chapter is exploratbrj and investigative
in nature. It is carried out with the intention of marrying the
transmission of speech and documents using the same encoder, thus
séving system costs, The principal aim of this chapter is t§ ‘

i investigate the maximum possible transmissioh rate reduction by
measuring the averége entropy of the bitstream geﬁerated wheﬁ speech
signal is applied to three DM systems, némely Linear Delta Modulation
(1DM), Constant Factor Delta Modulation (CFDM).and Continuous: Variable

Slope Delta Modulation (CVSD), The detailed description of these
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three DM coders is contained in Bection 8.2, Further search for

a possible reduction in average entrﬁpy of the DM hitstream is
carried out by the application of one bit and two bit prediction
(similar to the Mérkov model predictor of Chapter VI), After the
maximun possible reduction in average entropy is.achieved using
these predictors, the effect of appiying a pmaétical noiseless
coding scheme (i.e, the coding strategy of Chapter Vi) is.studied,

in order to reduce the transmission rate, and comparisoh is made
with the theoretical entropy lower bound., The noiseiess coding
algorithm of Chapter'VI, with sbme modifications, is explained

in Secticn 8.3, Sinée speech is, by.its very nature,'quasiﬁeriodic,
the effects of exploiting this propérty by forming a two-dimensional
image of the DM bitstrean (1ike an or&inafy facsimile image) over
the voiced region bﬁly is studied, By the application of appropriate
two~dimensional prediction and the practical nciseless coding scheme,
it is hoped that further reduction in'avérage transmission rate may
be achieved. The one and two-dimensional cases are explained in
detail in Section 8.4 and 8.5 respectively, .Results of computer

simulations are also given in these sections,

Since the study is preliminary in nature, various ésPects of the
system necessary for ifs-successfui implémentation ha#e not been
carefully considered. One such aspect_is buffer cbntrol and
management, which is essentlal for the variable rate noiseless
coding scheme used. Thé other aspect which has not been inves~ -
tigated is the effect of channel errors on the quality of speech’

at the receiver, Since the coding scheme is variable rate, ervor
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propagation due to loss of codeword synchronisation caused by
channel errors is inevitable.and this should be appreciated.

The transmission of one PCM coded sample eVery few speech samples
may be a solution to errof propagaﬁioﬁ. ‘These problems are,

however, beyond the scope of this chapter,

8.,2. IESCRIPTION OF COIERS USED

The delta modulator.has been chosen as a preprocéssing stage,

" transforming tﬁe-analogue input speech signal into a stream of
binary puises, prior to actual noiéeless coding, because of its
relative simplicity in basic operation and its extremely inexben?
sive implementation, Furthermore, the resulting bitstream generated
by the delte modulator (either 'L' or '0'), being very similar to
a.facsimile signal, makes it suitable for further coding. Thrée
delta.moﬁulétors have heen employed, namely the.non-wdaptive

Linear Delﬁa Médulator_(LDM),.and two adaptive delta modulators,
i.e., Constant Factor Delta Medulator (CFDM) and Confinuous Variable
Slope Delta Modulator (CVSD). LDM, which works with a fixed step
size for the 'staircase' approximation to an input signal, has
various basic limitations, Small values of the step‘size introduce
slope overload distortion during bursts of large signallslope; large
values of step size accentuate the granular noise during perieds of
small signal slope; and, even when the.step size is optimised, the
performance of these modulators will be satisfactory only at sam-
pling frequencies that may be undesirably high. For these reasons,

the sampling rate fox IDM in this chapter is chosen to be 64 kbits/s.
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Iower rates for LDM are expected t§ give pborer quality output .
speech, To overcome the major limitations of LDM, and to employ
DMs at relatively low éferating sampling freqﬁencies, séveral
types of ADM have been proposéd(lzz’lzu_lzs); In these schemes,
the step size is changed in accordance with the time varying slope
charécteristics of the input signal,‘following a_predetermined
adaptation strategy, ADM systems can generally be classified :

as instantaneously (short-term) or syllabically (long-term) adaptive

or ‘companded ' systems, In instantaneously companded ADM, the step

size changes discretely at every sampling instant, based on the
present and previous sign bits, and normally varies cﬁnsiderably
from one sampling instan£ to the next, OSystems described in refs,
(124?126) belong to this scheme. In syllabically companded ADM,
oh the othef hand, the step size varies in accordance with the
input signal at a syllabic rate, i.e, the variation of step size
is relatively slow compared with.the sampling frequency. Such
systems, like CVSD, are mainly used with speech or speech-like
gignals, Because of their ability to adapt ﬁore successfully to
the input speech signal, the sampling frequencies,for‘these coders,
can be much lower than for LDM without causing_severe degradation
t0 the input signal and in the present simulations, sampling

frequencies of 16 and 32 kbits/s are chosen,

A comprehensive survey of instantaneously and syllabically companded

(122)

ADMs has heen presented by Steele and the following subsections

only attempt to give a brief summary of the three DM systems used,
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8.2.1 ILinear Delta Modulator

The schematic diagram of a basic LDM is shown in Fig. 8.1, In
such an encoder, the analogue input signal x(t), bandlimited to
3.4 kHz, is approximated by the tracking feedback signal y(t).
This signal is constructed by locally décoding the sampled output
of the quantizer uéing an integrator in'the.feedback loop and then.
subtracting the decoded signél_from.the inpuf signal to form an
error signal.which is quantised to one of two possible levels
depending on its polarity. The output of the quantizef is sampled
periodically to produce the binary output pulses.. To simplify

the description, the sampled output is aésumed to be constituted

of impulses of unit amplitude and sign given by:- .

i

ﬂ(nTS) segn [e(nTs)]

(8.1)

)

and . ‘e(nTs) x(nT,) - y(nT,)

where n is an integer and T_ = 1/fs is the sampling period.

If the integrator is ideal, with gain ¥ , the feedback signal

y(t) will be constructed by adding or subtracting a constant step

size of amplitude ¥ ai.each.consecutive sampling instant, Fig. 8.1(b)
11lustrates the WavefOfms that occur in an LDM system with idéal.inte—

gration.

Decoding the binary pulses is carried out at the receiver through
the local decoder, an integrator, to produce a waveform which differs
from the original signal by the error signal in the encoder. The

final decoded signal is obtained by low=-pass filtering the waveform
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Fig 8.1 (a) - Linear delta modulation principle
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at the output of the local decoder to remove any noise due to

quantization effects.

8.2.2 Constant Factor Delta Modulator

The CFDM used in this chapter is similar fo Jayant's Adaptive
Delta Modulator with one bit memory(1?5), which uses.instanfanEOus,
‘ exfoneﬁfial adaptation in the sense’ that the step size is changed
at'everj sampling instant by one Qf’two specific factors, Further-
o more; the adaptation logic incorporates a ore bit memory in which

the immediately preceding CFDM bit Lr- is stored., It is then

1
) ' - compared with the incoming bit, ;r' for a decision on the new

step size Kr' where the subscri?t r denotes the rth sampling

instant. Specifically, if the previoﬁs step size is denoted by

¥

=1’ then the hew step size is:? :

r

Xr - P'Xr—_l it _Lr =l
. (8.2)
¥, = —Q'xr-l oLy 4 L

where P and Q are time invariant adaptation constants. It can be
seen that the step size X; is dependent on the valﬁes of the

previous and present bits and on P and @ which in turn results

in the waveform y(t) containing steps of varying heights, In
particular, if y,. 1is the value of y(+) at the rth sampling instant,

then the output of the integrator is:-~

yr - yf-l + X;
: (8.3)
and Lr = 5N (Xr - Yr)
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The decoder has the usual arrangement of a local decoder in the
feedback loop followed by a low-pass filter to remoﬁe unwanted

noise. The block diagram of Jayant's CFDM is shown in Fig. 8.2,

The adaptation constants P and Q are important pérameters in
this system, In order to adapt to the signal during slope overload,
it is necessary to have P>1, Also, iﬁ 6rder to converge to a .
constant input signal, it is required to have Q<1, In a,ddition,
to ensure stébility.of the decoded signal, it is.nebessary that
P.Q<1, Notice that when P = Q =1, linear delta modulation is
obtained, In the simulation carried out, ideal integration was
used and the values of P and Q were optimised (in the sense of

maximising signal to noise ratio) to 1.1 and 0.9 respectively,

8.2.3 Continuocus Variabie Slope Delta Modulator

In this scheme, the coder step size ¥ 'vafies at a nmuch slower

rate than the instantaneous variations in.the speech signal,

The typical adaptation constant is of the order of 10 ms, and
consequently ¥ approximately follows the variation of the speech
envelope, The main advantage of suéh long terﬁ average adaptation
technique is its robustness to channel errors. The coder maintains

3

good performance at a channel error rate of 10~ and the performance
is fair even at 10*2, whereas CFDM produces notice@bly degraded
speech quality around 10-4, which become unacceptable at values

of 1072 and above,

Fig., 8.3 shows the block diagram of the CV8D., The CV5D algorithm
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. used is as follows:

[
H

e = sen (%, - ¥,.)

v T c'ty::'—l + _Yr‘Lr _ _ ' : | (8-4).

and ¥ =P¥__ +DITa.ID, + DNULL

where X the input sample at the rth sampling instant.

e
I

‘the estimate of the incoming input sample .
(i.e. the integrator output).

= the previous estimate of the input sample.

o
i

the new step size.

=
o=~
TR

the previous step'Size,

Hr' the new step size, is controlled by the step size generator
which adds a constant DITA to the previous step size when four

consecutive "CVSD outputs are identical, viz:-

=1 L, =L ) =k, =L

(8.5)

0 otherwise.

INULL, usually small compared with DLTA, is a constant added to
Krﬂl’ when IDr =0, %o ensurs that the minimum step size is

non-zero, DITA and DNULL are given by:-

it

DLTA = (1- B)(1-ot)V

(1-p)(1-aL)vy

(8.6)

Il

DNULL

where Vl and V are constants taken to be 5 and 1000 respectively.
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Fig. 8.3 - Block diagram of CVSD
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ol and P are leakage factors a.ssocié.ted with the estimating integrator

and the step size integrator given by:-

ol

ex [(- Y/2,) /]
(8.7)
B

exp [~ V/£,) /)

wﬁere fs_ ié the sampling frequency. Th.e time constant for the
s'b'ep. size generator 'tl and the time constant for the estimating .
integrator '['2 are choéen with reference to the actual waveform
of the wvoice signal. A typica.i voice' signal has most energy in

the frequency range between 700 Hz and 1000 Hz and the envelope
varies at a rate between 6O and 10C Hz. Therefére, 'tl is adjusted
t0 5.69 ms, corresponding to approximately 100 Hz, and "{,’2 is.
adjusted to 1 ms corresponding to 1000 Hz, It is of interest to
‘note that the éoefficients ol and ﬁ can be adjusted differently

for different CVSD processor,

Table 8.1 gives the values of ol and P at different £, in

particular, at 16 kHz and 32 kHz.

£, Kiz ol B DLTA
16 | 0.k 0.99 0.6
32 0.96 0.99 0.4

Table 8.1 - Values of oL and P at different £_,
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8.2.4 oOptimisation of Coders

Before any possible bit rate reduction is examined, the fhree
coders need to be optimised to achieve an operating region of
maximun signal—to-duantizatioh noise ratio (SQNR). This is
carried out by using an input speech signal bandlimited to 3.4
kHz with é sampling rate of 8 kHz, The input speech signal,
spokén by a male, is ".Sister; Father, S.K. Harvey,veeeeee )

corresponding to a duration of about 4 seconds,

Sinée the delta modulation systems used operate at higher freq-
.gencies than the sampling rate of sﬁeech {i1.e. 1DM at O4 kHz,
CFDM and CVSD at 16 and 32 kHz), the input speech signal (at

8 kHz) is interpolated to obtain the sampling frequencies required
by the respective coders, .Interpolation is carried out using the
Cubic B-spline algorithm described in Chaptér V. For instanée,
if the DM system is required to operate at a sampling frequency
of 32 kHz, the input speeéh signal is first interpolated to 16
kHz and then 32 kliz, This is achieved by constructing the sample
between two comsecutive samples at 8 kHz, and then constructing
the sample between two consecutive samples at 16 kHz, Similar

operations apply for the DM system running at 64 kHz,

Once the coders are set to the desired operating sdmpling freq-
uencies, they are optimised by obsexrving the peak signal-to-

quantization noise ratio (SQNR) which is determined by:-
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NS - 5
2 < -
SQNR =.N§D_ | (8.8)

= (Xr?yr)2

r=1
where NS 1is the total number of input samples,

The SQNR performance curves as a function of input signal'power‘
for LDM, CFDM, and GVSD whose sampling frequencies are 64 kliz, |

42 kHz and 16 kHz are depicted in Fig. 8.4.

As cah be seen from Fig. 8.4, LDM, with a sampling frequency of
64 kHz, operates in an optimum condition (i,e. maximum SQNR),
when the input signal power is increased by é fact&r of 7.94
relative to the input signal power of the original speech
éequence. In othei words, the input speech signal is amplified
by 9 dB to achieve optimum condition. It is also observed that
although IDM has a sampling frequency of &4 kHz, its performance
is only as good, if not worse,'than that of CFDM and CVSD oper-
ating at 32 kHz., It is therefore obvious that LDM has various
limitations, such as small dynamic range, inability to 'track'
the input signal well (slope overload) and problems of granuiar
 noise for signals with low input power., In order fo obtain even
moderately satisfactory performance, the sampling rate for IDM

must be undesirably high.

On the other hand, CFDM (operating at 16 and 32 kHz) has a large
dynamic range and operates in an optimum condition when the input

signal power is a factor of 19,95 lower than the original input.
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Optimisation is carried under the condition that P.Q is always
equal to 0.99, and the value of P (the step size multiplier)
obtained is 1.1, CVSD (also operating at 16 and 32 klHz), with

a smzller dynamic range, achieves its maximum SQNR when the input

signal power is reduced by a factor of 316,2 (25dB attenuation). Para-

meters &, B, V and V, have been specified earlier in Section

8020-3n

Having optimised the coders, entrqpy measurements can be made and
the application of a practical noiseless coder, in order to reduce

the number of bits required for transmission, can be examined,

8.3. NOISEIESS CODING ALGORTTHM

Delta Modulators are basically waveform coders with a two-level
quantizer and as such they only produce a binary sequence of 1l's
and 0's. Generally, some form of entropy'coding can be applied

to this sequence of 1's and 0's further to reduce the transmission

rate, BEntropy coding is a techniqﬁe whereby a string of digits is

rearranged into a set of, on average, shorter sequences which carries
the' exact information of the original sequence. Specifically, the
average entropy of the DM binary sequence is given by:-

2]3
kél P, 108, By (8.9)

W=

where B is the block size taken and Py is the. probability of

occurrence of a particular state (ZB possible states), To encode .
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optimally_the IM binary sequence,.the Huffman code(jé) can be used,
whers the most probabie B bit sequence is assighed the shortest
codeword, whilst larger codewords are used for the less prdbable
sequences, The prbblem with the Huffman code is that it requires
a large codebook and is difficult to realise practically. Furthexr-
more, such a code is only optimum for one paxficular Trobability
diétributiqn and a nismatch in the distribution would rendex the.
code inéfficient. However, to conéider a set.of Huffman cpde for
a set of different probability distributions would be rather ime

practical,

Coding schemes such as Huffman codes or run-length codes depend
parametrically on the statistigs.of the scurce, It is well-
khown that discrete data sources arising in practical systéms
are generally characterised by only partizlly known and varying

(127). (128,129)

gtatistics Ideally, a class of universal codes
which are totally independent of the source statistics is required
to code the source efficiently. In this section, the use of the
coding strategy of Section 6.4 (Adaptive Bloék/ﬁun-Length coding)
for efficient coding of discrete data sources with partially

known probability'ordefing_but unknown values is described.

The application of this goding strategy can be generalised to-

other data sources by transforming thém using suitable preprocessing

(as in the case of facsimile inages employing the 7th order Markov

model predictor to generate a prediction error domain),

We begin by asserting that the binary cutput of the DM coders_is

+
made up of a series of concatenated fundamental sequences . An

+The definition is similay to that used by R.F. RiCe(127’130)
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example of a fundamental sequence is given below;-
00000100000001001.00001000000001010010010001

where W is the number of 1's in the fundamental sequence (in
this case w = 9). Note that a fundamental sequence always has.
exactly w 1's and will always eﬁd.with a i. For a fixed w,

the length. N of a fundamenfal sequence is a random variable,

As in the case of facsimile using Adaptive Block/Run—Length-Goding,_
in order to code the fundamental sequence, it is divided adapti?ely

into smaller blocks where the maximum block size is M and M is

Nln 2

given by Eqn. (6.34) as M = w

. . The determination of an -~
optimum M has been described in Section 6.,4.1. Coding of the
fuhdamental-seQuence is carried out in exactly the same manner

as was done for facsimile images explained in Chapter VI and as

illustrated in Fig, 6.8.

However, as a further development, in order to ensure that no

data expansioh occurs, another relationship is introduced:-

(a) if w=<0,34K

then the data is coded using the coding
procedure explained earlier (i.e, Adaptive
Block/Run-Length Coding) together with an

identification code '0°,

(b) if 0.34N<w<0,70N ; then the data is transmitted uncoded

with an identification code '10°*.

(e¢) if 0.70N<w<1.0N ; then the bit sequence N is complemented

(bit by bit complement) and an imaginary
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one is inserted at the end of the sequence,
The complemented data is coded using Adaptive
Block/Run-Length Coding and transmitted tog-

ether with an identification code '11°.

¥ is defined as the length of the fundamental sequence and w is the
number of 1's present. These relationships are such that, when tested

using real data, good results are obtained,

An example of condition (¢) in which O0.70N<wl.0N - is illustrated

in Fig. 8.5.

[} N l

f
_ 113111101111101111.
%a) fundamental sequence

M

00600010000010000 1~ +IA&INnary one

‘ 1
codewords —' 0 11000 L 10 O o

(b) bit by bit complement of (a)

Fig, 8.5 - Example of condition (e} (0.70N< w1 ,0K)

If the fundamental sequence of Fig., 8.5{a) is considered, it would
be uneconomical to code it directly using Adaptive Block/Run-Length
Coding, Instead, the bit sequence is complemented bit by bit and
an imaginary one inserted at the end of the sequence as shown in

Fig. 8.5(b). Coding is then carried out, and by so doing, fewer

bits are required to represent the fundamental sequence,
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To verify that the coding Strafegy requires only partial knowledge
of the probability Qrdering and ﬁot.the unknown values, let us
define P = {pi} as the probability distribution of the locations
of 1's in the block. Fo: example, 'PO is the probability Qf a
block of size M containing éll Zeros, Py is the probability of
a one 1ocated at position 1, Py is the prbbability bf a one

loeated at position 2 and so on, viz-

Py representing 0000, 4sseea.a00

] representing o1

Py representing - 01

Py representing 0000, sasrass Ol
M -

Adaptive Block/Run-Length Coding assunes that Do Dy, poapé ,
ceseee PPy - In other words, Py is always greater than any
of the other probabilities. Thg probability oxdering of Pys Pos
coeee By is immaterial. The coding algorithm, therefore, requires
a partial knbwledge of the probability ordering but not the actual

values. Note that because of the assuned probability ordering, the

shortest codeword is assigned to the most probable event while equal

length codewords are assigned to other events (See Fig. 6.8).

-~
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8.4, ONE DIMENSIONAL CASE

The_one—dimensional M system.using entropy coding is shown in
Fig..8.6. The input speech signal enters the delta modulation'
system whose sampling freguency is fé kHz.,. The ontput DM;
bitstrean is then stored for further hdiseless 66ding to reduce '
the transmission rate., Since the.codés genérafed.ﬁy the noiseléss
coder (Adaptife Block/Run—Lenéth Coding) are variable iﬁ ieﬁgth,

a buffer is required for a constant rate transmission,

The input speech signal spoken by a male (" Sister, Father,.S.K.
Harvey, ......; *Y is bandlimited to 3.4 kHz and for the simulation,
four secbnds-of it is used, .Thé entropiés-of-the stored IM bitstream
for LOM, CFDM and GVSD are measured using Egqn. (8.9) for values of

B = 1,2,4,5,8,10. The application of both a ome bit and a two bit
predictor, in which the present DM Thit is predicied based on the
previcus one and two bité, respectiVely,.generates a prediction
error domain forlthe DM bitstféam‘ and reduces the entropy values
still further, The further application of the one bit and two 5it
predictors to the prediction error domain of the DM bitstreanm
already generated,'produces another prediction error domain which -

in turn allows further reduction in entropy.

The entrop& measurements for the three DM. systems used are shown
in Fig. 8.7 for LDM operating at a s?mpling frequency of &4 kiz,
Figs. 8.8(a) and 8.8(b) for CFDM operating at 16 kHz and 32 kHz,
respectively, and Figs, 8.9(a) and 8,9(b), respectively, for CVSD

at 16 kHz and 32 kHz. The entropy measurements, shown as continuous




input
speech

M

store IM

bitstream

Noiseless

Ceoder

Buffer

Fig. 8.6 - Block Diagram of One-Dimensional DM Systen

L2
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curves on the graphs, are for the cases where no prediction is
applied and also where the one bit and two bit predictors are
applied twice, It can.be séen from all the gragphs thét the app-
lication of a two bit predictor twice yields the 10Wé$t entropy
for various values of block size (B) used, There is a reduction
from 1 bit per DM sample toiC.Z?? bits per DM sample for 1M (a£
6l kHz); t0.0.825 and 0,720 bits per DM saxﬁpie Fox CFDM (at 16
and 32 kHz respectively), a,nd. to 0.414 and 0.399 bits iner DM Sé.mﬁle_
for CVSD (at 16 and 32 kHz respectively). In other words, there is
a maximum possible reduction in transmission bit rate from 8 bits
per Nyquist sample té 2.22 bits per Nyquist sample for LIM, from

4 bits per Nyquist éample for CFDM and CVSD (at 32 kHz) to 2.88

and 1.59'bits per Nyquist saﬁplelrespectively,_and from 2 bits.

per Nyquist sample to 1.65 and 0,828 5its per Nyquist sample for
CFDM and CVSD (at 16 kHz) respectively. (ALl figures quoted above
are taken at value of B = 10), This represents a substantial

possible transmission rate reduction for all cases,

Using Adaptiﬁe Block/Ruﬁ~Length Coding to code the prediction

error domains of the DM bhitstreanm, the'average number of bits per
DM sample for each case were computed and are.shoﬁn as broken lines
on the graphs of Figs, 8.7, 8.8, and 8,9, The points are plotted as
functions of w (the number of 1's in a fundamental sequence) where

the length N 1is a random variable,

It is observed that by suitable reversible preprocessing (pre-
diction in this case), the average bit rate obtained is close

to the theoretical entropy bound, particularly for the case where
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Fig. 8.7 - Performance of IDM {64kHz)
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two it prediction is used., It can be seen thereforé that the
code iz highly efficient if proper preprocessing is applied, .

i,e, the code will perform well if the probabilitylbrdering__
ralationship describéd garlier is satisfied, Thé measured aver-
age bit rate when two bit prediction is applied twice félls to as
low a value as 0.275 bits per DM sample for LIM (64 kHz), 0,827
and 0.782 bits per DM sample for CFDM {at 16.and 32 kHz .respec-
tively), and 0.405 and 0,385 bits per DM sample for CVSD (at 16
and 32 RHZ respectively), (Wotice that some of these figures

are slightly lower than the entropy measurements when B = 10,
This is due to the adaptivity of block size M of the coding
strategy, where in certain cases M excéeds 10). . In other words,
the transmission rate for LDM can be reduced from 64.kbits/s to
approximatély 17.6 kbits/s, from 32 kbits/s to 25,03 kbits/s and
12.42 kbits/s for CFDM and CVSD, respectively, and from 16 kbits/s
to 13,23 kbits/s and 6,48 kbits/s,_respectively, ,for CFDM and CVSD,
These represent substantial traﬁsmissioﬁ rate reductions, and the
advantage of employing such a scheme (entropy coding) is that the
quality of the received speech signal (provided the channel is
ideal).will be the same as if 'the DM systems were operating at

their original sampling frequencies,

8.5. TWO-DIMENSIONAL CASE

~The notion of a two-dimensional IM . system stems from the fact
- that speech by its very nature is quasiperiodic, and possesses

the property of having good correlation between samples of one




pitch period and corresponding samples in the following pitch
period. Fig,. 8,10 shows a segment of voiced speech demonstrating
its quasipericdicity. Exploitation of this properfy provides an
opportunity for further transmission rate reduction, Since the
output of a DM system consists of binary bitstream of 1's and 0'5,
the generated bit'seduence-over each pitch pefiod can be formed
into a two-dimensional binary array (similar to a facsimile image},
where there is a teﬁdency for these bit sequences to have good corr-
elation as weli'between pitch periods., It is.hoped therefore, that,
.after the formation of the 'bit sequeﬁce_image', the application of
. a two-dimensional predictor will further reduce the average number

of bits required per DM sample,

The block diagram of the two-dimensional DM system using entropy
coding is shown in Fig, 8,11, The system is more complicated.than
its one-dimensional counterpart. The input speech signal, bandlimited
to 3.4 kHz, has a duration of 4 secoﬁds. It is segmented into 250 ms
sections and then fed to a'pitch detector(l3l)_where the number of
pitch periods is computed, If the number of pitch periods is less
than two (i.e. a Thit sequence image' cannot be fqrmed), the whole
speech segment is delta modulated (switch SW position A), As is
the case of one-dimensional DM, .the application of a two bit
predictor twice to the stored DM bitstrean generates a prediction
error domain where Adaptive Block/Run-Length Coding is éubsequently
employed. On the other hand, if the number of pitch periods is |
greater than or equal to two, a 'blt sequence image' can be formed

(switch SW position B). At the same time, the location of the first
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This operation is performed on the voiced region to form
a speech signal with a constant pitch period.
size used in the IDCT is equal fo the max. pifch period.

The block
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Fig, 8.11 - Block Diagram of Two-Dimensional DM System
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and the maximum pitch period are computed. A check is alsoc made

to ensure that the pitch period has duration between 4 ms and 16 ms,
Four milliseconds is used to limit the_detection of pitch frequencies
to those below 250 Hz(12%) and s pitch period within a continuously
voiced interval cannot be separafed by mbre than 16 ms. Pitch periods

‘having a duration of greater than 16 ms indicate a voieing discontinuity.

In érder to form the tWé—dimensional-;bit sequence imagé','eéch pitch
period has to be of equal éize and this is carried out ﬁiﬁh the aid
of the Discrete Cosine Transform (DCT)(91_93). Having obtained the
maximuﬁ;pitch period for a particular speech segmént, the DOT is
applied tb the speech samples containéd within each pitéh period,

The block size used for the forward transformation is equal to the
individual pifch period itself, As a result, a sef of DGT coefficients
is generated which is then padded with zeros to form a block size
equal to that of the maximum pitch peried, (The number of zeros

added is transmitﬁed as side information), The inverse DCT operation
is then performed, in which the block size is equal to the maximum
pitch period, resulting in speech segments of equal pitch period,
These are then fed to the DM systems, whose saﬁpling frequency is

fs kHz, with the output DM bitstream stored for further reversible

Trocessing.

Knowing the location of the first pitch period, the number of
pitch periods, the maximum pitch period and having made all piﬁch
periods of equal size in a particular speech segment, the two-
dimensional 'bit séquence image' (similar to a facsimile image)

can now be formed as shown in Fig, 8.12.
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—-— max. pitch period ———=
1 000000111100011101001111100¢
0000111100001111110001111000)
0011110001101011100011100000
000111000111110000111100011C
l 0000111C00110011000111000111

00111001100111060101111001100

no. of pitch
periods

'Fig. 8,12 - 'Bit sequence image®

With the formation of the 'bit sequence image', a two-dimensional
predictor can be applied where the reference elements are as shown

in Fig. 8.13.

Fig. 8.'13 - Reference elements for_ 2-D prediction

The present bit X. is predicted based on the previous four bits

0
of the same pitch period (Xl) and the previous pitch pericd (XZ,_

XB’ X4). The prediction function for each DM coder used is optim‘ised
and the application of the 2-D predictor generates é.- "prediction
error image' of the DM bitstream after which a 1-D block, con-
taining the 'prediq‘ted 'bits' from all the pitch periods, is formed.
The remaining DM bifstrea.m is one-dimensionally 'proceséed using a

two bit predictor twice, The ‘predicted bits' for the one and two-

dimensional situations are then located in their a.pp:opria.te places,
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Conceptually, 2-D processing is applied to the voiced region of
the speech segment whilst 1-D processing 1s applied to silence

and unvoiced regions as shown in Fig 8.14.

The 1oca£ion of the first pitch period, the duration of the maximum
pitch period, the number of pitch periods and the number of zeros
padded during the DCT operation for each pitch period are transmitted
as side information in order for the receiver faithfully tc recon~ .
struct the speech signal. All this side infoxmation, together with
the prediction errors generated.during the one and two-dimensional
processing, are coded.using the:noiseless coding algorithn described
earlier, A buffer is required to ensure that constant rate trans-

mission is maintained,

Theresultsbf applyiﬁg Adaptive Bloék/Ruﬁ-Length Coding to the
two-dimensional DM system are shown in Fig, 8.7 for DM (4 kHz),
Figs, 8.8(a) and 8.8(5) for CFDM (16 and 32 kHz), and Figs. 8.9(a)
‘and 8,9(b) for CVSD (16_and 32 kHé); From the graphs; it is ob-
served that only the fwo—dimensional BM systeﬁ employing CFDM
performs better than its one-dimensional counterparts,., There is

an improvement of about 4 and 5 percent respectiveiy, for CFDM
operating at 16 and 32 kHz compared with the one-dimensional case,
When LDM and CVSD were used in the two-dimensional DM system, there
is g decrease in performance compared with the one—dimensional case,
The decrease is about 21 percent for LDM and for CVSD, about 0.7
and 12 percent at sampling frequencies of 16 and 32 kHz respectivelj.
This may be due to the fact that both these coders were optimised

in the voiced regions and as such slope overload in these regions
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is not pronounced, The occurrence of siope overload means that
the IM bitstream.generated con;ists primarily of.long sequences

of 1's and 0's which are correlated betﬁeen'one pitch period and
another, and this condition is especially advantageous when 2-D
prediction is applied. Such is not the case for LDM énd CVsD.

As for CFDM, optimisation of the coder might have occurfed in the
unveoiced région and this will create slope overloéd in the voiced

' region, rroducing long sequence of 1's and O's. The high amount
of side informatioh transmitted may be another contributory factor
to the'poor all round performance of the two-dimensional DM system,

particularly in the case of LDM and CVSD

8.6, CONCLUSION

The fbssibility of.reduéing.thé average tranémissioﬁ bit rate for
Delta Modulators through the use of.entfopy coding has been inves-~
tigated in this chapter. Theoretical éntropy measurements cbtained
reveal that substantial transﬁission rate reductions can be achieved,
Adaptive Block/Run-Length Coding, a noiseless coding algorithm, for
efficiently coding discrete data sources with partially known prob-
ability ordeiing,'but unknown valués; has also been described.
Using this algorithm andlapplying a two bit predictor twice for

the one-dimensional DM sysfem results iﬁ a draﬁatic reduction

in average transﬁission bit rate from 64 kbits/s to 17,6 kbits/s
for LDM, from 32 kbits/s to 25.03 kbits/s and 12.42 kbits/s for

CFDM and QVSD and from 16 kbits/s to 13.23 kbits/s and 6.48 kbits/s

for CFDM and CVSD respectively, . whilst still maintaining the
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quality of speech of the DMs operating at the original sampling
frequencies, The more complicated two-dimensional DM system using

this technique is also described, and gives further transmission

rate reduction in the case of CFDM but not with LDM and CVSD,
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" CHAPTER IX

RECAPITULATION AND CLOSING COMMENTS

9.1.  INTRODUCTION

The objective of the research repofted here-is to digitally encode
 black and white facsimile signals with the aim of achieving as low

a transmissidn time as poséible for an A4 siﬁe documenf cbnveyed‘
over the public switched telejhone network, In pursuing the desi-
red aim, in order to reduce the high volume of data required to
réepresent an A4 éize document, two possible avenues, which can be
broadlj categorised as preprocessing and data compression techniques,
have been considered, Qn the one hand, preprocessing ié basically

a non-information preserving approach to facsimile coding in which

a proper post-processing technique is subsequently required to res-
tore the received document as closely to the original as possible,
whilst on the other hand, the remaining techniques described in
this_thesis are in essence information preserving, in which documénts

are transformed into a coded form suitable for transmission, -

Initially, a simple strategy was employed to reduce the number of
bits necessary for the ﬁransmission of black and white documents.,

An area coding algorithm (non-information presefving), it incorporates
both preproceésing and data compression within one algorithm. Its
success was possible due to the inherent redundancy and high two-
dimensional correlation that exist in high resolution documents.

This simple work was Trincipally undertaken in order to become
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faniliar with the statistics and properties of black and white
images, and to understand the principles of some of the coding
algorithms already'available. Hevertheless, the performance of

the scheme can be considered as highly satisfactory.

With this knowlédge gained, greater emphasis was then placed on
developing schemes which are highiy efficient in reducing redun-
dant informafién rresent iﬁ a document, Two pre~ and pbst—pro-

" cessing teéhniqueé.were'investigated; the first scheme using a
set of masks and the second employing, respectively, subsampling
and interpolation. The latier scheme is more complicated, and
introduces greﬁter degradation but results in higher compressicn
ratios being obtained. Formal visual assessment of the restofed
documents confirmed that the schemes are_suitable for use prior
to the actual coding process, The potential of preprocessing was
soon realised and pre- and post-processing with masks was used in
conjunction with Classified Adaptive Block/Run*Length Coding, whilst
subsampling and interpolation, respectively, were coupled with
sdaptive Block/Iocation Coding to form a basic system, The Group
3 facsimile coding standards require that the transmission of A%
documents over the telephone network (at a rate of 4800 bhits per
second) take less than one minute, and thé two coding schemes
described in this thesis were successful in achieving the dssired-

target,

The binary output bitstream resulting from the encoding of speech
using delta modulation resembles that of a facsimile signal and

thus offers an opportunity for transmission rate reduction using
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facsimile techniques. Preliminary research that has been carried
out, (though more work is required), using Adaptive Block/Run-
Length Coding, indicates that a possible transmission rate
reduction can be achieved provided that suitable preprocessing

iz employed.

In the following sectioné, a recapitulation of the main results

obtained during the course of the research is made,

$.2, RECAPITULATION

9,2,1 Adaptive Pel Location Coding

Adaptive Pel_Location C§ding (AfLC) is a simple technique for
encoding black and white images where the number of bits transmitted
varies as a function of the local distribution of the black and
white pels in the document, Operating in one- and two-dimensions,
isolated black or white pels are discarded to increase coding
efficiency. This is made possible by the fact that most documents
are inherehtly predominantly white. At the same time, the high

two-dimensional correlation that exists is exploited,

The scheme is information lossy and as expected, degradations are
observed in the decoded image fhough intelligibility is maiﬁtained.
The degree of degradation is greater in the one-dimensional case
than in its two-dimensional counterpart, but suitable post-proce-
ssing schemes can be applied to improve image quality. It has been
shown that one-dimensional APLC is as efficient as fhe Modified

Huffman Code, However, it is with the use of two-dimensional APLC
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that significant improvements iﬁ compression ratios were achieved
compared with the other encoding methods that were examined, ﬁar—
ticularly when documents with low complexity were used. No com-
parison with the current'two-dimensional CCITT coding standard |
(Modified READ codé) was made mainly because, at the time the

work was carried out, the scheme was still under review,

. 9.2,2 Pre- and Poét—Processing

In Chapter V, two preprécessing schemes, resulfing_in mofe efficient
coding, weﬁe described., Greater efficiency is achieved by removing
redundant information like notches and pinholes_or'random isolated
pels, caused by improper decision during the scanning process, The
first strategy emplojed, a simple one, uses a set of 3x73 masks which -
is sequentially applied to the source image. The value of the central
picture element 1is altered from black to white or vice versalprovided _
the surrounding elements correspond to a certain predeterﬁined pattern.
The process.carried out preserves connectivity and contour direction,
and at the same time, introduces minimal degradation to the original
document and does not impair intelligibility. At the receiver, ano-
ther set of 3x3 restoration masks is employed in order to restore

the 'naturalness' of the received documents, A theoretical énalysis
of the preprocessing scheme, beginning with the concept of connec-
tivity and connected numbers, was followed by entropy measurements
indicating the efficiency of such a scheme, The results obtained
showed an improvement of about 2l percent compared with the original .
and about 14 percent compared with Majority Logic Smoothing with

(15)

Contour Preservation . By observing displayed, processed, images,



298

it is evident that the proposed scheme is highly successful in
removing redundant information without disturbing the connectivity

and the essential details of +the image.

Subsampling and interpolation as a means of pre- and‘post—ﬁrocessing
respectively, is the second scheme sfudied. In this méthod of pre-
processing, severe degradations were intreduced with efforts di-
rected towafds'maintaining.features which‘preserve the inteliigibilify
of the resulting image,‘and yet ﬁrdduce high compression ratios,

Thése objectives were achieved by firsf removing notches and pinhéles
in the original imége using the set of masks'deséribed in Section 5.2,
Single element runs were thén doubled to preserﬁe‘connectivity, after
which subsampling was carried out, Different methods of subsampling
were investigated including subsampling by the use of the Hadamard
and Cosine Transforms but the simplest, and the most effective

method was subsampling by taking alternate picture elements, Obser-
vation of the subsampled images revealed that connectivity is pre-

served and that the loss of information is minimal.

Since subsampling is an information lossy aﬁproach,to preprocessing
in which the area of the original document is reduced by a factor

of four, enlargement and restoration of £he subsampled documents are
required.at the receiver., Three schemes, namely replication, bilinear
and Cudbic B-spline interpolation with suitable thresholding, were
examined in order to overcome the loss of resoclution which occurred
during sﬁbsampling. The edges of the interpolated images were then
'smoothéd out® by a set of restoration mésks producing visually

acceptable results. In order to assess the degree of degradation
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introduced by subsampling in the restored documents using the
three interpolation schemes, a formal subjective test was carried
out. The test revealed, however, that the order of preference for
text‘pmedominant documents was different from that for documents
containing mainly graphics. For test predominant documents, en-
largement of the-subsampled-image.using bilinear interpolation

was the cne mdst favoured, while for graphics-type documents,
replication with proper restoration produced the most 'c:osmetica.ll:;fI
pleasing effect. The subjective test also revealed a decrease in
quality of about 20 percent when the most preferred image was com-
pared with the original. This relatively smail reduction in qua-
1ity is the price to be paid for_the high compression ratios ach-
jeved, The main drawback of subsampling and interpolation as
pre- and postwﬁrocessihg steps, respectiveiy, is the relatively
large'amount of memory required to store the documents while pro-
cessing is taking place.  However, with the-cqsts of memory at
present decreasing faster than that of transmission, the problem

is not expected to be a major one,

3.2.3 Data Compression

Two approaches to data compression are employed in this work, both
of whiéh are adaptive in their owﬁ way. The first, a line-by-line
sequential coding écheme called Glassified Adaptive Block/Run-
Length Coding (CABC), uses preprocessing by masks as a prerequisite
to coding, whilst the second, called Adaptive Block/Location

Coding (ABLC), an area coding algorithm, is employed in conjunction

with subsampling.
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CABC is based on the observation that az facsimile signal can be
regarded as the output of an Nth order Markov source and that

the statistics of the run-lengths conditioned on each of the
states of the Markov source are quite different, _Exploitihg the
vertical correlation between the current and the pfeéeding line,
the approach.faken_to reduce redundancy effectively is torapply
a.Tth order Markov model predictor{ in which the prediction errors
generéted are assumed to emanate.from a memoryless binary source,
Entropy measurements were made and, further to- improve the pei—
formance of CABC, the scan-lines containing prediction errors are
classified into two states called the Greater Brror State-and the
Lesser Error State. These states are adaptively divided into
smaller blocks of ﬁhich the maximum block size.is M, where M.

is obtained using the probability of correct prediction as a
criterion, Initially, the coding strategy and the valﬁe of M
détermined; was decided by déveloping an equation matched t& the
pfobability distribution of fhe number of prediction errors per
scan-iine. Its.optimality was later confirmed using computer
simulation, The comrression ratios obtained when CABC is applied
to the documents following preprocessing by the set.of masks range
from 9.4 to 49,4, This represents an improvement of about 13 to
20 pérceni when compared with the original and ébbut 41 to 61
vercent when compared with run-length coding using the Modified
Kuffman Code. A further improvement in compression ratios, though

matrginal, was observed when a combination of Huffman code and CABC

was enmployed,
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No investigation of facsimile compression would be complete without
a study of the effect of transmission errors on the deeoded image,
As with most two-dimensional coding schemes, the effect of trans-
mission errors on CARC is to cause error propagation. In order to
simulate random and.short burst errors, single and_doublelerrors
were intreduced, respectively; and the Error Semsitivity Factor |
(ESE) measured, ¥From the numerical results and visual illustrations
obtained?'it‘is.obvious that CABC is more resilient to double errors
than single errors, and that the former are easier to deal with than

the latter.

The second approach to data compression, ABLG, made use of a numerical
measure of complexity as a cfiterion for the coding of subsampled
documents., Complexity is chosen es a criterion because it has

been mathematically shown (See-Ghapter VII) to be related to the
mumber of bits necessary for transmission;. the lower the complexity,
the smaller is the number of bits required. A theoretical analysis
of block and location coding based on complex1ty has been given in

thls thesis, In order to reduce complexlty, the 7th order Markov

model predictor was found to be effective for this purpose, Four

variations of ABLC were examined aﬁd.the application of the one
giving the best performance (System D, see Section 7.H .4} to seven.
subsampled COITT documents using bit a.smgnment yielded

compression ratios ranging from 13,35 to 64 06.

The effect of transmission errors .on ABLGC, in particular on Systenm
¢ (see Section 7.4,3) was also investigated, No attempt was made

to measure the Error Sensitivity Factor, rather the effects of '
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single transmission errors occurring at random on the decoded

image, and the extent of damage caused due to less of synchro-
nisation were observed. From visual observations, the effect

of errors is quite devastating, and as the error rate is increased,
the degradation hecomes catastrophic, To 1limit this catastrorphic
effect, a unique 'end of IFB' codeword is included, and this'improves'

the decoded image considerably.

The use of subsampling, as a preprocessing step,lbn CCITT one-

and two-dimensional codiﬁg standards has also been investigated

in this thesis, to see what-gain'in compression ratio or reduction
in transmission time could be achieved if ever subsampling were
incorporated into the standards. Rgsults obtained show a remark-
able_improvement_in compression-ratid, ranging from 11.49 to 39,13
for Modified Huffman Code (JHC) and from 14.04 to 76,93 for Modified
READ Code (MRG). .The.average transmission times.for the seven sub-
sampled CCITT documents are 45,2 seconds for MHC and 23.8 seconds
for MRC. This, on average, corresponds to an increase in efficiency

of more than 50 percent comparsd with the original documents,

9,2,4 Speech Coding Using a Facsimile Technique

Thig work is a slight departure from the main theme of the thesis.
Tts intention is to assess the efficiency of Adaptive Block/Run-
Iength Coding when applied to other data sources. As it turns out,
the output of a delta modulator is particularly amenable to further
coding and, with suiltable preprocessing, the application of Adaptive

Block/Run-Length Coding can reduce the transmission rate further,
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IDM, CFDM and CVSD were the three coding methods studied, and
substantial transmission rate reduction were achieved, The two-
dimensional DM system; making use of the quasipericdic nature of
speech, was also examined; with somewhat disappointing results,
Nevertheless, the idea was novel. The research is still in its
preliminary stages, requiring further.investigations on buffer

problems'and'the'effects of transmission errors.

9,3, CLOSING COMMENTS

The baszic objective of the research reported in this thesis, visz,
digital encoding of black and white facsimile signals, has been
fulfilled. Successful practical implementation of the schemes
described might make the research more complete, but this has

purposely been omitted due to lack of both finance and time.

The work described in this thesis can.aISO be applied to other
areas, for example, coding dithered images and colour facsinile,
Although the demand for colour facsimilé.is not_great at the
present moment, it will, in the author's‘oﬁinion, increase rapidly
in the not too distant future ahd become a commercial réality.
With the coming of public data network, empioying packet switching,
'anothér area of research worth considering is the effect of packet

losses on the decoded images using the current CCITT coding standards.

Finally, it is of interest to compare the data compression schemes
studied with the CCIIT coding standards. Using the subsampled

QCITT documents instead of the originals, the compression ratios




304

of the varicus schemes (for MHC, MRC, and CABC, a 12 bit EOL code-
word is used, K factor taken to be infinity and MSLT set to Q ms ),

are shown in Table 9.l. The values speak for themselves,

It is hoped that the contribution made by this thesis to the current
state-of-the-art may have laid a foundation for fruitful research

in the future.

DOC. ‘ ﬂHC _ _— ' 0450 ABLC.— SYSTEM D (32 X 32)
‘ NO. | Assiﬁirﬁenf@ Assigzil;ent
1 3%.52 | 48,34 48, 5% 47.36 48.19
| 2 3.3 | 7%6.93 | 6498 | 63.53 | 6406
3 19.54 | 32.66 35.20 33.56 - § 3446
I 11,75 14,14 17,11 12,72 ' 13,35
5 19.37 | 202 | 32.8 29.73 30.53
6 24,60 | 53.75 | 52.66 60.60 . 60.86
v 11.40 | 14.04 | 16.68 14, 15,34

Table 9.1 -~ Comparison between the.performanCe of data
compression methods studied and the CCITT

coding standards,




APPENDIX A

BEqn. (6.17) is obtained as follows:-

The derivation of Eqn. (6.17) uses Figs, 6.5(d) and 6.5(e) as an
examnple, in which the prediétion error domain is categorised into

the Tesser Error State (IES) and the Greater Error State (GES).

Iet p) and pp bé the probabilities of prediction errors which have
been classified into the Iesser Error State and the Greafer Error
State, and p3 and by, are the probabilities of correct prediction
in the IES and GES respectively. In the example of Figs. 6,5(d)

1 4 1 14
and 6.5(8), Plz_j-é—‘ [ P2= 'B—Z.D P32 5%’ a.nd PL{‘= '3_2_-

This situation can be represented in a form of a tree as shown

in Fig, Al below,

Fig, Al

The entropy 1s therefore;-

H(P1$PziP3rP4) = - 2 pi 10g‘2 pi (A]_)




306

‘ The tree can be represented in another form as shown in Fig, A2:-

The entropy now becomes:-
H{p, 1251 P5,8y) = P(IES) H(D[pg 1 1-Prpg) + P(GES) H(Bupg:l-Dopg)  (A2)

where H(PIES’]'-PIES) and H(PGES’]‘-PGE_S) are the en'tf,ro.p.les of the
lesser Exrror State and the CGreater Error State respectively. The
weighting factors, P(IES) and P(GES) = 1-P(IES), are introduced
because the IES and GES only occur for, respectively, P(IES) and

P(GES) of the time.

Expanding Eqn, (A2):-

H(Pl’ PZ’PB’PLF) = -P(IES) [PIES 10g2 pIES + (I-PIES ) IOgZ (l-pIES )]

| -P(@8) [Rygg 108, Dogg *+ (1-Bygg) log, (1Bggs)] (43)

where P(IES) is defined as the probability of the prediction domain

being in the Lesser Error State and Prpg is the probability of
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prediction errors in the Iesser Error State. P(GES) and Ppe are

similarly defined,

- From the example of Figs. 6.5(d) and 6.5(e), Dipg = i%r s Pepg = 7{%.’

P(IE3) = %% and P(GES) = %’% . Fig. Al is equivalent to Fig, A2

arid hence the entropy of Eqn. (A1) is also equivalent to the entropy
of Eqn. (A3}, where it is the weighted sum of the individual entropies

of the Iesser Ervor State and the Greater Error State.
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