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ABSTRACT 7 

The capillary pressure-saturation (Pc-S) relationships are essential in characterizing two-phase flow behaviour in 8 

porous media. However, these relationships are not unique and depend on the flow dynamics, i.e., steady state 9 

or dynamic, among other factors. It has been shown that empirical models describing two-phase flow processes 10 

in porous media may be inadequate to account fully for the physics of flow in dynamic conditions. New 11 

capillary pressure relationships have been proposed which include an additional term to account for the 12 

dependence of capillary pressure on saturation and time derivative of saturation ( tS ∂∂ / ). This parameter is a 13 

capillary damping coefficient, also known as dynamic coefficient (τ ), which establishes the speed at which 14 

flow equilibrium is reached. The dependence of Pc-S relationships on tS ∂∂ /  is called dynamic effects. 15 

 16 

In most laboratory experiments for measuring two-phase flow properties, it is implicitly assumed that the sample 17 

is homogeneous. However, this is not the case and micro-heterogeneities with their distinct multiphase flow 18 

properties may exist within the domain. They affect the dynamics of the multiple fluid phases and saturation 19 

distributions in the domain. These issues have been studied individually but the combination of dynamic effects 20 

and micro-scale heterogeneities on the Pc-S relationships has not been quantified accurately, particularly in 3D 21 

domains. Consequently, there are significant uncertainties on the reported values of τ in the literature. 22 

 23 

In this work, we have carried out a numerical study to investigate how the presence of micro-scale 24 

heterogeneities affects the dynamics of dense non-aqueous phase liquid (DNAPL) and water flow in porous 25 

domain. The relative significance of the variations in nature, intensity and distribution of micro-scale 26 

heterogeneities on dynamic flow conditions are manifested on Pc-S curves which are quantified in terms of the 27 

dynamic coefficient, τ. There is a complex interplay of various factors (e.g., dynamic flow conditions, 28 

distribution and intensity of micro-heterogeneity, pore size distribution, domain size and geometry and media 29 

anisotropy) which affects Pc-S curves. However, our results show that as the intensity of heterogeneity increases 30 

the dynamic coefficient at a given saturation increases, provided all other factors remain the same. The effects 31 

of domain shapes (cylindrical v/s rectangle), aspect ratios, dimensionality (2D v/s 3D), permeability anisotropy 32 

on τ are also analyzed in order to generalize their effects as far as possible. We envisage that our simulations 33 

will minimize some of the inconsistencies on the reported data on τ in the literature. 34 

 35 

KEYWORDS: Two-phase flow; Dynamic effects; Dynamic coefficient; Micro-heterogeneity; Porous media; 36 

Capillary pressure; Saturation; Relative permeability; Anisotropy; Aspect Ratio 37 

* Author for Correspondence (Email: Diganta.Das@eng.ox.ac.uk; Tel: 0044 1865 283454)38 

mailto:Diganta.Das@eng.ox.ac.uk


 2 

1. Introduction 39 

A correct description of two-phase flow behaviour in porous media requires the determination of various fluids 40 

and media parameters and, the constitutive relationships among capillary pressure (Pc), fluid saturation (S) and 41 

relative permeability (Kr). Traditionally, the Pc-S-Kr relationships have been determined under equilibrium 42 

conditions. However, these relationships are not unique and their determination for real soil samples is 43 

particularly difficult because of two effects: (i) presence of micro-heterogeneities in the flow domain and (ii) 44 

dynamic effects in the Pc-S-Kr relationships. Dependence of the Pc-S-Kr relationships on the time derivative of 45 

saturation ( tS ∂∂ / ) is known as the dynamic effect (Hassanizadeh et. al., 2002). While the significances of micro-46 

scale heterogeneity and dynamic effect on Pc-S-Kr relationships have been studied individually at different 47 

scales of observation, the combination of the two effects are not well characterised, particularly in three-48 

dimensional (3D) porous domains (realistic domains). 49 

 50 

1.1 Steady State Capillary Pressure Relationship 51 

Capillary pressure is an essential characteristic of two-phase flow in porous media. In the empirical 52 

macroscopic description, Pc is defined as the difference in average non-wetting and wetting phase pressures 53 

and is expressed as a function of wetting phase saturation (S) (Collins, 1961; Scheidegger, 1974, Bear and 54 

Verruijt, 1987; Helmig, 1997), 55 

                                    )()(, SfSPPP equc
wnw ==−                                                                                        (1) 56 

where nwP  and wP  are the average pressures of the non-wetting and wetting phases, respectively. This 57 

relationship is determined under equilibrium conditions, i.e., when tS ∂∂ /  is zero in theory or negligible in 58 

practice. Equation (1) is implicitly assumed to account for all effects that influence the equilibrium distribution 59 

of fluid(s) in porous media, e.g., fluid properties (e.g., surface tension, viscosity ratio), medium properties 60 

(e.g., particle and pore size distributions), wettability of solid surfaces to fluid phases, contact angles, media 61 

heterogeneities along with any other parameters. In other words, all effects are lumped into the Pc-S 62 

relationship (equation 1), which is then said to characterise the two-phase flow behaviour along with the Kr-S 63 

relationship. The momentum conservation of the two-phase flow system is generally expressed by an extension 64 

of the Darcy’s law as shown in equation (5) (Muskat and Meres, 1936; Leverett 1939; Bear, 1972; Helmig, 65 

1997). In this extension, it is assumed that each fluid phase maintains its own pathways and hence, the effects 66 

of any momentum transfer across the fluid/fluid interfaces (e.g., due to molecular interactions) may be ignored 67 

in practice (Whitakar, 1986). 68 

 69 

1.2 Dynamic Capillary Pressure Relationship 70 

However, fluids do not necessarily flow under steady conditions, particularly at smaller time periods when the 71 

term tS ∂∂ /  may be high. This is supported by a number of experimental and theoretical studies that show that 72 

the capillary pressure relationships depend on the flow conditions, i.e. whether it is at steady or unsteady state 73 

(Topp et. al., 1967; Vachaud, 1972; Kalaydijan, 1992; Wildenschild, 2001; Barenblatt et. al., 2003; Singh and 74 

Mohanty, 2003; Tsakiroglou et. al., 2003; Oung et. al., 2005; Wildenschild et. al., 2005; Das et. al.,2006; 75 

Berentsen et. al.., 2006; Bottero et. al.., 2006; Mirzaei et. al.., 2006; Porter et. al., 2006). There are therefore an 76 
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increasing number of authors who suggest that the conventional steady state capillary pressure relationship 77 

(equation 1), which assumes that Pc is a unique function of fluid saturation, may not be sufficient to 78 

characterize the two-phase flow behaviour under dynamic conditions (Kalaydijan, 1992; Hassanizadeh and 79 

Gray, 1993; Beliaev and Hassanizadeh, 2001; Beliaev and Schotting, 2002; Hassanizadeh et. al., 2002; Dahle 80 

et. al., 2005; Hanyga and Seredynska, 2005; O’Carrol et. al., 2005; Oung et. al., 2005; Nordbotten et. al., 81 

2006).  82 

 83 

To take into account the dynamic capillary pressure effects on two-phase flow behaviour in porous media, 84 

Hassanizadeh and Gray (1993) have proposed a theory, which indicates that the conventional Pc-S 85 

relationships (equation 1) can be generalized to include a capillary damping or dynamic coefficient τ as below:  86 

                                 ( ) ( )
ss

equcdync tSPP ∂∂−=− /,, τ                                                                                              (2) 87 

where dyncP , is the dynamic capillary pressure ( )dyn
w

dyn
nw PP − , equcP , is the capillary pressure at equilibrium 88 

conditions ( )equ
w

equ
nw PP − , and tS ∂∂ /  is the time derivative of saturation, all measured at the same fluid saturation 89 

value (S). As evident, equation (2) has the general form of a straight line and, in this form, should pass through 90 

the origin. The slope of this linear relationship is the capillary damping coefficient or the dynamic coefficient 91 

(τ). Among other factors, τ depends on medium and fluid properties, degree of saturation and types of 92 

heterogeneity (fractures, layers, etc), if any. If τ is small, the equivalence between dyncP , and equcP ,  is 93 

established quickly. On the other hand, the necessary time period to reach equilibrium is high for a large value 94 

ofτ . Thus, the dynamic coefficient behaves as a capillary damping coefficient and indicates the dynamics of 95 

the two-phase flow system.  96 

 97 

One may argue that the dynamic effects can be studied by the use of Capillary number (Ca), which provides an 98 

indication of dynamic effects caused by flow rate at domain boundaries. However, this dynamic rate effect is 99 

not the issue here. The dynamic effect investigated in this paper is related to the fact that fluid/fluid interfaces 100 

need a finite relaxation time to reach their equilibrium positions at given pressure conditions (Barenblatt et. al., 101 

1990). If the conventional Pc-S relationship is employed to define the dynamic capillary pressure, it is 102 

implicitly implied that any disturbance in the system is eliminated instantaneously or within a short period of 103 

time. In other words, for the Pc-S-Kr relationships to be independent of dynamic effects, the two-phase system 104 

should not be affected by flow conditions. This is contrary to a number of experimental studies, as discussed 105 

before. Therefore, in the last few years, the significance of dynamic effects has been investigated in the 106 

contexts of various two-phase flow processes in porous media. 107 

 108 

Beliaev and Hassanizadeh (2001) and Beliaev and Schotting (2002) have tested dynamic Pc-S relationships 109 

andτ for hysteretic effects, respectively. Theodoropoulou and co-workers (Tsakiroglou et. al., 2003; 110 

Tsakiroglou, 2005; Theodoropoulou et. al., 2005) have studied dynamic two-phase flow involving various 111 

Newtonian and non-Newtonian fluids. Hassanizadeh et. al. (2002) have reported that the dynamic coefficient 112 

varies in the range 3×104 - 5×107 kgm 1− s-1. Gielen et. al. (2005) have adopted a dynamic pore-scale network 113 
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model to simulate a ‘flow through type cell’, often used in the measurement of Pc-S-Kr relationships. They 114 

have constructed three rectangular networks (3D) of different domain size (5×10-3 - 10-2 m in length) and have 115 

shown that the dynamic coefficients increase with the increase in the averaging network size up to a maximum 116 

of 5102.1 × kg m 1− s 1−  for the largest pore network they have chosen. Dahle et. al. (2005) have presented a 117 

simple 2D pore scale modelling approach based on a bundle of capillary tubes model. Their prime aim has 118 

been to demonstrate the pore-scale processes that underlie the dynamic capillary pressure effects. Therefore 119 

they adopt a small domain size (~10-3 m). As expected, Dahle et. al. obtain small values of τ  which range 120 

between 102-103 kg m 1− s 1− . Manthey et. al. (2005) have performed numerical experiments on a number of 2D 121 

rectangular homogeneous and heterogeneous domains with dimensions varying between 0.12 m and 1.0 m. 122 

Their simulations correspond to the ‘flow through’ type cells. Manthey et. al. have shown that the magnitude 123 

of τ  depends on the boundary conditions, the domain size and various hydraulic parameters of porous 124 

materials. Manthey et. al. ignore the effects of dimensionality (2D v/s 3D) and gravity on the dynamic 125 

coefficient and show that the values of τ may be as large as 910 kg m 1− s 1−  for a domain size of 1.0m × 1.0m. 126 

They also show that for the 2D domains they have chosen, there is negligible difference in the values of τ in 127 

homogeneous (with effective properties) and heterogeneous domain. We show later in our paper that τ depends 128 

strongly on the intensity of heterogeneity, i.e., the amounts of heterogeneities embedded in a porous material. 129 

Das and Hassanizadeh (2005) have discussed a number of the above papers (Dahle et. al., 2005; Gielen et. al., 130 

2005; Manthey et. al., 2005). Some of these studies have also been reviewed by O’Carrol et. al. (2005) 131 

recently. Based on an inverse modelling approach coupled with an algorithm for optimisation of capillary 132 

pressure relationships, O’Carrol et. al. have determined τ  in the range 1×106 – 5.7×107 kg m 1− s 1− for a porous 133 

material of permeability ~10-11 m2. In another recent study, Oung et. al. (2005) have obtained static and 134 

dynamic Pc-S curves using a geo-centrifugal facility at 15g and 30g for a material of permeability ~10-12 m2. 135 

Based on the difference between these curves, Oung et. al. have obtained τ  in the range 0 – 600 kgm 1− s 1− at 136 

15g and 10-52 kgm 1− s 1−  at 30g. Both O’Carrol et. al. (2005) and Oung et. al. (2005) have used 3D cylindrical 137 

porous domains (homogeneous), the same fluids system (Percholoroethylne(PCE)-water) and similar material 138 

properties. However, the size of the porous samples and, the experimental and boundary conditions are 139 

different in their studies. Consequently both groups of authors obtain distinctly different values of τ . Despite 140 

these obvious factors affectingτ , we also believe that the material properties at the smallest scale (e.g. pore 141 

and particle size distributions), which affect the bulk material properties (e.g. porosity, permeability, etc), may 142 

have influenced the dynamics of two-phase flow studied by O’Carrol et. al. (2005) and Oung et. al. (2005). 143 

This is discussed again later when we show that the dynamic capillary pressure depend strongly on the pore-144 

size distribution, given by a coefficient in the Brooks-Corey formulation (Brooks and Corey, 1964).  145 

 146 

As evident from the above discussion, there is a significant variation on the reported values of τ in the 147 

literatures (0 – 109 kg m 1− s 1− ) depending on the size (10-3 m – 1 m) and geometry (2D or 3D) of domains, 148 

boundary conditions, porous medium properties (e.g., permeability, entry pressure), fluid properties, types of 149 

experiments (e.g., flow through cells or geocentrifuge), type of heterogeneities (e.g., uniform or random micro-150 
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heterogeneities), etc. Therefore, in principle, one cannot compare directly the values obtained in one study 151 

with those obtained in another. One also observes that most of these studies so far have calculated τ for 152 

simplified cases, e.g., homogeneous domain, 2D domain with zero gravity effects, bundle of capillary tubes, 153 

etc. This causes a practical difficulty in gauging realistic values of τ and consequently using them in predicting 154 

dynamic capillary pressure relationships in real life problems, which generally involve complex domain 155 

characteristics. There is therefore a need to carry out systematic analyses on the sensitivity of the dynamic 156 

coefficient to various factors that govern two-phase flow in porous media under realistic conditions (e.g., 3D 157 

heterogeneous media), in an attempt to generalise their effects on τ as far as possible. 158 

 159 

We also note that there have been some discussions in the literature on the general form of equation (2) and as 160 

to whether the current form shown in equation (2) should include an intercept (C) term that appears in the 161 

general equation of a straight line, e.g.,   162 

( ) CtSPP equcdync +∂∂−=− /,, τ             (3) 163 

Results of Hassanizadeh et. al. (2002), Gielen et. al. (2005) and, Manthey et. al. (2005) show that the equation 164 

(2) does not necessarily pass through the origin of the coordinate system. Dahle et. al. (2005) have adopted a 165 

form similar to equation (3) and attempts to correlate the intercept term (C) with other parameters which define 166 

the bundle of capillary tubes model that they have developed. Tsakiroglou et. al. (2003) have used a 167 

dimensionless form of equation (2) for their studies without the intercept term. Whatever may be the form of 168 

equation used for dynamic capillary pressure, one can envisage that the range of validity/applicability of these 169 

correlations (i.e., if they can be fitted to a straight line) become increasingly difficult to ascertain as the domain 170 

complexity increases. As far as we know, the validity/applicability of equation (2) has not been discussed for 171 

two-phase flow in 3D heterogeneous domain in the literature so far. 172 

 173 

1.3 Micro-scale Heterogeneity Effects on Static and Dynamic Capillary Pressure Relationships 174 

Many geological formations and soils contain small-scale heterogeneities such as micro-scale lenses of fine 175 

sand with distinctly different multiphase flow properties from those of the surrounding media. They occur at 176 

length scales below those of typical laboratory devices and, have significant effects on two-phase flow 177 

behaviour in porous media and, hence, the resulting Pc-S-Kr relationships (Fulcher et. al., 1985; Delshad et. al., 178 

1987; Schwille, 1988; Kueper and Frind, 1991; Illangasekare et. al., 1995a,b; Avraam and Payatakes, 1995; 179 

Blom, 1999; Henderson et. al., 2000; Ataie-Ashtiani et. al., 2001, 2002; Das et. al., 2004, 2006). There are 180 

some indications that micro-heterogeneities affect the dynamic coefficient, τ  (Hassanizadeh et. al., 2002; 181 

Manthey et. al., 2005; Mirzaei et. al., 2006). Most previous studies also show that τ  depends on the domain 182 

geometry (2D, 3D rectangle or 3D cylindrical). However, it is not certain if the results obtained for 2D 183 

heterogeneous domains (e.g., Manthey et. al., 2005) may be used directly for 3D heterogeneous domains 184 

(realistic domains) and if geometry of the domain has any effects on τ -S relationships. 185 

 186 

1.4 Objectives of this Paper 187 
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The main objective of this paper is to characterise the implications of micro-heterogeneities on dynamic two-188 

phase flow behaviour in porous materials in terms of the dynamic coefficient (τ ). By ‘micro-heterogeneities’ 189 

we imply fine sand lenses imbedded in coarse background sand. We carry out large numbers of numerical 190 

simulations to determine how the interplay of micro-heterogeneities and dynamic flow conditions (given by 191 

different pressure boundary conditions) affect the capillary pressure relationships. All simulations are carried 192 

out on 3D cylindrical domains, unless otherwise mentioned, for domain dimensions similar to those used in 193 

laboratory experiments (12 cm length × 10 cm diameter). 194 

  195 

To determine the implications of micro-heterogeneities, we define porous media with different intensities (ω) 196 

and distributions of heterogeneities. The intensity of heterogeneity (ω) is a non-dimensional parameter given 197 

by the ratio of the volume of imbedded fine sand to the total volume of the sample where the background is a 198 

coarser sand (Das et. al., 2004, 2006). In this approach, ω=0, 1 define no heterogeneity in the domain, i.e., a 199 

homogeneous coarse (ω=0) or fine (ω=1) sand domain. Higher is the value of ω higher is the amount of fine 200 

sand in the domain. At ω=0.5, the volume of fine and coarse sand in the domain becomes equal. In cases where 201 

ω ≥ 0.5, the volume of fine sand is higher than coarse sand and, therefore, the coarse sand gets entrapped in 202 

fine sand. In this paper, we attempt to relate the intensity of heterogeneity (ω) to the dynamic coefficient (τ ) 203 

for cases where fine sand is embedded in coarse sand. Although we vary the amounts of imbedded fine sand in 204 

the domain, we make sure that each micro-heterogeneity block is the same in size. In effect, we make sure that 205 

the size effect of each micro-heterogeneity on τ  is the same and any change on effective static and dynamic 206 

capillary pressure relationships on the larger scale is because of the difference in the intensity and distribution 207 

of micro-heterogeneities and, not because of the difference in their size.  208 

 209 

Recent works have shown that τ varies non-linearly with fluid saturation (S) (Hassanizadeh et. al., 2002; 210 

Manthey et. al., 2005; Bottero et. al., 2006; Mirzaei et. al., 2006). In this paper, we determine the τ -S 211 

relationships for 3D heterogeneous domains. Also, based on our results we obtain the τ -S-ω relationships, in 212 

an attempt to generalize the effects of micro-heterogeneities on dynamic capillary pressure relationships. We 213 

analyse the implications of micro-heterogeneities on steady and dynamic Pc-S curves. The Kr–S curves for 214 

various cases are not presented in this paper since they are not used to determine the values of τ . Discussions 215 

on Kr–S curves in various cases may be found in the literature (e.g., Hassanizadeh et. al., 2002; Singh and 216 

Mohanty, 2003; Das et. al., 2004, 2006; Theodoropoulou et. al., 2005). 217 

 218 

We also determine how the dynamic coefficient is affected by (i) domain geometries (2D rectangle, 3D 219 

rectangle and cylinder) (ii) aspect ratio in 3D cylindrical domain (homogeneous and heterogeneous) and, (iii) 220 

anisotropic ratios in permeability in 3D cylindrical domains (homogeneous and heterogeneous). In these cases, 221 

we maintain the same boundary conditions and material properties, unless otherwise stated. Our main interests 222 

in these simulations are to address some of the uncertainties in the significance of τ  in the literature, as 223 

discussed in sections 1.2 and 1.3. 224 

 225 
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Further, we discuss briefly if equation (2) is applicable/valid for cases when micro-heterogeneities are present 226 

in 3D flow domain. This mainly involves analysing whether the equation (2) maintains the general form of a 227 

straight line. With these analyses, we then identify the magnitude of the intercept (C) for 3D heterogeneous 228 

cases, as shown in equation (3). However, note that we do not make any attempt to correlate the intercept with 229 

various parameters that govern the two-phase flow in porous media. This requires a very high number of 230 

simulations and is beyond the scope of this paper.  231 

 232 

2. Descriptions of Numerical Simulations 233 

 234 

2.1 Governing Model Equations   235 

The conservation of fluid mass in the two-phase flow system is described by the following equation,  236 

                      ( ) ( ) 0. =∇+
∂
∂

γγγγ ρφρ qS
t

      for nww,≡γ                                                                               (4) 237 

where, φ[-] is porosity, γS [-] is the saturation of corresponding phase, γρ [Kg m 3− ] is the fluid density and 238 

γq [m 3 s 1− ] is the fluid flux. In addition, the multiphase version of Darcy’s equation (equation 5) is used to 239 

describe the conservation of fluid momentum in the porous medium.  240 

                      ( )zg
KK

q r .. ∇+Ρ∇−= γγ
γ

γ
γ ρ

µ
                                                                                                   (5)                                                                                                  241 

where, γq [ m 3 s 1− ] is the Darcy flux, γrK [-] is the relative permeability of the corresponding phase, P.∇  242 

[Nm 3− ] is the driving force, K  [m 2 ] is intrinsic permeability of the medium, γµ [kg m 1− s 1− ] is the viscosity 243 

of the corresponding fluid phase, and z.∇ [-] is the upward unit vector. 244 

 245 

The average saturation of the wetting and non-wetting phases in the domain are related as below,  246 

  wS + nwS =1              (6) 247 

 248 

The Pc-S relationships are governed by the Brooks-Corey formulations (Brooks and Corey, 1964) as below,  249 

λ−









= d

c

ew P
PS                    for  dc PP ≥                                                  (7) 250 

   1=ewS                                    for   dc PP ≤                                                                      (8) 251 

                     







−
−

=
rw

rww
ew S

SS
S

1
          for   10 ≤≤ ewS                                                                         (9) 252 

where, Sew [-] the effective wetting phase saturation, dP [Nm 2− ] is entry pressure, λ [-] is pore size distribution 253 

index and Srw [-] is irreducible wetting phase saturation.  254 

 255 

The relative permeabilities, rnK and rnwK , of the wetting and non-wetting phases in the domain are governed by 256 

the following Brooks-Corey-Burdine formulae (Brooks and Corey, 1964),  257 
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                 λλ /)2( += ewrw SK                                                                                                                                 (10) 258 

                 )1()1( /)2(2 λλ+−−= ewewrnw SSK                                                                                                        (11)  259 

 260 

2.2 Averaging Methods for Capillary Pressure Curves 261 

The averaging methods for capillary pressure data are discussed briefly in this section. The main assumption of 262 

our simulations/averaging methods is that we do not include any term for the effects of fluid/fluid interfacial 263 

area and common lines (see e.g., Murdoch and Hassanizadeh, 2002) on the macroscopic flow behaviour in 264 

porous media, as traditionally done for the extended version of Darcy’s law for multiphase flow problem under 265 

steady-state condition. Theories have been proposed that allow inclusion of these effects on the macroscopic 266 

two-phase flow behaviour (e.g., Murdoch and Hassanizadeh, 2002). However, these are not trivial to 267 

implement in the type of continuum scale simulations carried out in this paper. It is perhaps more 268 

straightforward to include these effects in pore scale models (e.g., Held and Celia, 2001). However we note 269 

that our approach is consistent with most studies on dynamic effects at the macro-scale, which do not include 270 

effects of the fluid/fluid interfacial and common lines exclusively (Hassanizadeh et. al., 2002; Manthey et. al., 271 

2005; O’Carrol et. al., 2005; Oung et. al., 2005; Berentsen et. al.., 2006; Bottero et. al., 2006). 272 

 273 

In our approach, the average capillary pressure and water saturation are calculated after each time step for both 274 

steady state and dynamic capillary pressure curves. These are based on the saturation-weighted average of fluid 275 

pressures in individual nodes in the domain, as below, 276 

Saturation Weighted Average of Pc: 

∑

∑

∑

∑

=

=

=

= −
−

−
=−= m

j
wj

m

j
wjwj

m

j
wj

m

j
nwjwj

twtnwt
c

S

PS

S

PS
PPP

nnn

1

1

1

1

)1(

)1(
                (12) 277 

where, nt [s] is an arbitrary thn time step, 
ntnwP and 

ntwP [Nm 2− ] are the volume averaged non-wetting 278 

and wetting phase pressure, nwjP  and wjP  [Nm 2− ] are the non-wetting and wetting phase pressures, and 279 

nwjS and wjS [-] are the saturation corresponding to non-wetting or wetting phase pressure at time nt  in an 280 

arbitrary thj  node where j =1, 2, 3,… m, m being the total number of nodes in the domain. 281 

 282 

At each node of the numerical grid, the saturation and volume of the wetting and non-wetting fluids are related 283 

as follows,  284 

   jnwjwj VVV ×=+ φ                                                                                   (13) 285 

   
φ

γ
γ ×
=

j

j
w V

V
S , nww,≡γ                                                                                  (14) 286 

   1=+ nwjwj SS                                                                                                            (15) 287 

where,  wjV , njV  and jV  are the volumes of the wetting and non-wetting phases in the 3D cell centred around 288 

the arbitrary node j , respectively. nwjS is the saturation of the non-wetting phase at node j .  289 
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 290 

Average water saturation in the domain is calculated using an averaging of saturation of individual node in the 291 

whole domain, 292 

Average Saturation: 

∑

∑

=

== m

j
j

m

j
tjwj

tw

V

VS
S

n

n

1

1                                                                                               (16) 293 

Based on the averaged water saturations at different time levels, the time derivative of saturation ( tS ∂∂ / ) is then 294 

calculated, which is the slope at a point given by average water saturation and time level on a S-t curve. It is 295 

approximated based on a central differencing scheme, as shown below, 296 

The time derivative of saturation:
11

,
11

−+ −

−
=

∂
∂ −+

nn

twtw
tS tt

SS

t
S nn

nw                                                           (17) 297 

where, 
1+ntwS is the average wetting phase saturation at time step ‘ 1+n ’ calculated after the equation (16).  298 

 299 

2.3 Simulator Used 300 

The two-phase flow simulations have been carried out using the simulator STOMP (Subsurface Transport Over 301 

Multiple Phases). The code is developed by the Pacific Northwest National Laboratory, US (www.pnl.gov) and 302 

is capable of simulating 11 different modes of multiphase flow and multi-component transport in porous 303 

media. In this case, we use the Water-Oil mode to simulate the dynamic and steady state two-phase flow 304 

behaviour. STOMP has been successfully validated and applied to model a variety of multiphase flow 305 

problems (e.g., Scroth et. al., 1998; Oostrom and White, 1998; Oostrom et. al., 1997; Ataie-Ashtiani et. al., 306 

2001, 2002; Das et. al., 2004, 2006). Ataie-Ashtiani et. al. (2001) have demonstrated the applicability of 307 

STOMP to model flow of DNAPL and water in 2D heterogeneous domain by simulating a multi-fluid 308 

laboratory experiment described by Kueper and Frind (1989). The spatial discretisation of the governing 309 

equations is done based on the standard finite volume method, FVM (Patankar, 1980; Versteeg and 310 

Malalasekera, 1995). The discretised equations are described in detail by White and Oostrom (2000). The 311 

system of algebraic equations derived through the FVM discretisation of the governing equations and the 312 

constitutive equations for Pc-S-Kr relationship involve non-linear terms. These non-linear equations are 313 

reduced to linear forms by the application of the Newton-Raphson iterative methods for multiple variables. The 314 

temporal discretisation is based on the implicit time stepping method.  315 

 316 

2.4 Descriptions of Porous Media, Fluids Properties and Domains Geometries 317 

Properties of fine and coarse sand, including intrinsic permeability, porosity, Brooks–Corey-Burdine 318 

parameters along with the fluid properties are listed in Table 1. Figure 1 displays a heterogeneous domain 319 

including 3D cylindrical column and, 2D and 3D rectangular domains. As discussed later, these domains are 320 

used to determine the effects of domain geometries on the dynamic coefficient. The dimensions of these 321 

domains are also shown in Figure 1. 322 

 323 

http://www.pnl.gov/
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2.5 Initial and Boundary Conditions for Numerical Simulations 324 

There are two main laboratory methods of Pc-S-Kr measurements, namely, the flow-through and pressure-cell 325 

experiments (Osoba et. al., 1951; Johnson et. al., 1959; Ataie-Ashtiani et. al., 2002). Our simulations 326 

correspond to the pressure cell experiments for determining drainage Pc-S-Kr relationships. In these 327 

experiments, the porous sample is made fully saturated with water and placed inside a reservoir filled with a 328 

non-wetting phase. In our case we use PCE as the non-wetting phase, a common DNAPL contaminant found in 329 

the subsurface. We apply constant pressure for PCE flow and ‘no flow’ boundary condition (BC) for water at 330 

the top of the domain. ‘No flow’ BCs for both phases are imposed on the side of the domain. At the bottom 331 

boundary of the domain, constant pressure for water and ‘no flow’ BC for PCE is applied. The outflow is 332 

defined to be leveled with the top of the domain. This allows only water to drain out and overcomes free 333 

downward flow of water. An example BC at the top and bottom of a 3D domain for different cases of dynamic 334 

displacement of water by PCE is presented in Table 2. All simulations are carried out in the vertical direction 335 

(downward displacement aligned with gravity) and therefore the gravity effects are included in all simulations. 336 

However, we do not attempt to synthesize the gravity effects exclusively on the dynamic coefficient in this 337 

paper. 338 

 339 

2.6 Quasi-static and Dynamic Two-phase Flow in Porous Media 340 

A series of dynamic and steady-state downward (along gravity) displacement experiments are simulated 341 

involving water as wetting and PCE as non-wetting phase. In all simulations, PCE infiltrates at the top of either 342 

3D cylindrical column or 2D and 3D rectangular domains initially fully saturated with water. The domain is 343 

composed of either fine or coarse sand for homogeneous domains. Heterogeneous domains are represented by 344 

binary combinations of small fine sand blocks imbedded in background coarse sand.  345 

 346 

The procedure for simulating quasi-static displacement is as follows. The initial pressure of PCE is defined to 347 

be zero everywhere. Then, the pressure of the non-wetting phase on the boundary of injection is gradually 348 

increased. This leads to an increase in average capillary pressure, Pc. Once Pc reaches the entry pressure (Pd) of 349 

the background medium, PCE infiltrates the sample and displaces water. The simulation is carried out until 350 

steady-state flow conditions are reached, that is, saturation at all grid points does not vary any more with time 351 

or this variation is smaller than a tolerance limit (10-6 in this case). The calculated average saturation and Pc
 352 

provide one point of the Pc–S curve. Next, the imposed PCE pressure is increased and the simulation is 353 

continued until a new steady state is reached. A second point for Pc–S curve is thus obtained. This procedure is 354 

repeated until a Pc of 11000 Pa is reached by which point the sample is deemed to have reached its irreducible 355 

wetting phase saturation ( iwS ).  356 

 357 

For simulating dynamic two-phase flow behaviour, the imposed PCE pressure at the top of domain is increased 358 

to a high pressure once and drainage takes place until the domain reaches its iwS . We carry out simulations for 359 

only drainage. Then, dynamic and steady state Pc-S curves for homogeneous and various heterogeneous 360 

domains are prepared.  361 
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 362 

2.7 Determination of Dynamic Coefficient (τ) 363 

Equation (2) shows that if equc,dync PP ,,  and time derivative of saturation ( tS ∂∂ / ) are known at a given saturation 364 

value, the damping coefficient (τ) for a given sample can be determined. To obtain these data simulations 365 

corresponding to ‘pressure cells’, often used for the measurement of Pc-S-Kr curves, are carried out for both 366 

steady-state and dynamic two-phase flow in homogeneous and heterogeneous domains. The average values of 367 

equc,dync PP ,,  and tS ∂∂ /  are determined as described in section 2.2. The averaged data are then used to calculate the 368 

values of ( )equcdync PP ,, −  and tS ∂∂ /  for different cases and fitted to a straight line, if possible. The slope of this 369 

straight line is then defined as the dynamic coefficient (τ) for that particular case. The initial and boundary 370 

conditions for these simulations are described in section 2.5. 371 

 372 

2.8 Convergence of Numerical Results 373 

The grid size used in our simulations for 2D and 3D rectangular and 3D cylindrical domains are shown in 374 

Table 3. In general, the convergence of the numerical solution is achieved based on a maximum Newton 375 

iteration of either 16 or 32, depending on the complexity of the domain type and a tolerance limit of 10-6. 376 

However, we have also checked the convergence of the results through grid refinement. The results showed 377 

that the grid refinement has negligible effects on the resultant Pc-S curves. For this test, the normal grid with 24 378 

cells in Z-direction (Table 3) is refined four fold to include 96 cells in the domain whilst the domain size was 379 

the same in all cases. The values chosen for ΔΘ (nodal spacing in Θ direction) and r∆  (nodal spacing in 380 

r direction) are kept the same which is a reasonable assumption since the dominant direction of flow is in the 381 

Z-direction and not in r- or Θ- directions. The Pc-S relationships for the normal (Table 3) and the refined grid 382 

are then compared. The comparison shows negligible dependence of the Pc-S curves on the chosen grid. The 383 

maximum percentage difference of ~1.5% is found between the Pc-S curves from the two cases. This gives 384 

confidence that the results presented in this paper are, in general, independent of the grid size used and the 385 

numerical results converge.  386 

 387 

3. Results and Discussion 388 

 389 

3.1 Validity/Applicability of Equation (2) to Two-phase Flow in 3D Heterogeneous Porous Media  390 

In this section, we discuss the validity/applicability of equation (2) to dynamic two-phase flow in 3D porous 391 

media with micro-scale heterogeneities. For these purposes, we have derived static and dynamic Pc-S curves for 392 

various cases as discussed in section 2.6. Figure 2, for example, displays the dynamic and equilibrium capillary 393 

pressure curves for homogeneous fine sand (3D cylindrical domain). Plots between the difference in dynamic 394 

and equilibrium capillary pressure ( )equcdync PP ,, −  versus the time derivative of saturation ( )tS ∂∂ /  at certain 395 

water saturation values are shown in Figures 3(a-c). These figures are then used to determine the dynamic 396 

coefficient (τ) for various homogeneous and heterogeneous domains. Such plots, according to equation (2), 397 

should represent a linear relationship passing through the origin. The slopes of these lines give the damping 398 
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coefficient, τ. The results as displayed in Figures 3(a-c) reveal that the linear functions do not necessarily run 399 

through the origin and there is an intercept. Further, there is no clear dependence of the intercept term on either 400 

the flow conditions or fluid and porous medium properties. The linear equations of the dynamic capillary 401 

pressure relationships are directly shown in the figures, which indicate the dynamic coefficient (slope of the 402 

straight line) and the intercept.  403 

 404 

It seems from our results that the dynamic capillary pressure relationships may not be applicable in certain 405 

range of saturations in pressure cells for measurement of two-phase flow properties. In other words, in these 406 

cases it may not be possible to fit the data for ( )equcdync PP ,, −  and tS ∂∂ /  to a straight line with reasonable 407 

accuracy. For example, as shown in Figure 3(d), at higher value of water saturation in a homogeneous fine 408 

sand media, another relationship in the form of a polynomial function may exist for dynamic capillary 409 

pressure. We observe that in general as the average value of water saturation and/or tS ∂∂ /  term decrease, the 410 

degree of fitness of the data to a straight line increases. In other words, the applicability of equation (2) 411 

increases with decrease in average water saturation and/or tS ∂∂ /  involving both homogeneous and 412 

heterogeneous porous media. This needs to be investigated thoroughly and parameters for polynomial 413 

functions for dynamic capillary pressure, if exist, need to be determined and interpreted in terms of two-phase 414 

flow parameters in porous media. In this paper, we report values of dynamic coefficient for those ranges of 415 

saturations where we obtain reasonable fit of equation (2) to a straight line. 416 

 417 

3.2 Material Properties Effects on Dynamic Coefficient 418 

In most natural porous media, the material properties, e.g., porosity, permeability, pore size distribution, entry 419 

pressure etc., are correlated. It therefore makes more practical sense to synthesise the coupled effects of these 420 

parameters on the dynamic coefficient rather than considering the effects of one variable at a time while 421 

keeping other variables constant. In this section, we consider the material properties of homogeneous coarse 422 

and fine sand as described in Table 1. We have conducted simulations for both dynamic and steady state two-423 

phase flow for these material properties. The applied boundary conditions to measure either dynamic or quasi-424 

static capillary pressure are the same for both sand types whilst the displacement time may vary. As expected, a 425 

comparison of the Pc-S curves indicates higher irreducible water saturation and capillary pressure at the same 426 

saturation in fine sand than those in coarse sand. This is due to higher capillary effect in smaller pores in fine 427 

sand compared to coarse sand. This results in higher entrapped (end-point) saturation. Also, time derivative of 428 

saturation ( tS ∂∂ / ) in dynamic flow in fine and coarse sand domain varies for the same boundary pressure. 429 

 430 

Calculated dynamic coefficient as a function of the average water saturation for fine and coarse sand domains 431 

are shown in Figure 4. The figure shows that the dynamic coefficient is a nonlinear function of the average 432 

water saturation and increases as saturation decreases. This is consistent with recent works on determination of 433 

dynamic coefficients. However, Figure 4 also indicates that for lower permeability and pore size distribution 434 

index (λ ), as in fine sand, the dynamic coefficient is significantly higher at the same water saturation. This 435 

implies that the flow equilibrium is reached slower in these media. The main reason for this is higher capillary 436 
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pressure and lower Darcy velocity for individual fluid phase in fine sand. It takes longer time to drop to the 437 

same water saturation in fine sand. Therefore, the time derivative of saturation is smaller in fine sand whilst the 438 

difference between dynamic and static capillary pressure curves is almost the same to those in coarse sand (see, 439 

e.g., Figure 3(a)). This leads to higher dynamic coefficient values in fine sand domains.  440 

 441 

3.3 Micro-heterogeneity Effects on Dynamic Coefficient 442 

Most laboratory and numerical experiments for the measurements of multiphase flow properties are conducted 443 

on homogeneous domains. However, micro-heterogeneities with their distinct multiphase flow behaviour exist 444 

in almost every core plug used to conduct these studies. Manthey et. al. (2005) performed numerical two-phase 445 

flow displacement in spatially correlated random field of heterogeneity in a 2D rectangular domain. Das et. al. 446 

(2006) also investigated effects of random distributions of heterogeneities in 2D rectangular domains on 447 

capillary pressure curves without calculating the dynamic coefficient. None of these domain geometries are 448 

comparable to real 3D cylindrical core plugs although these studies provide understanding of certain effects. It 449 

is therefore not clear if the values of dynamic coefficient obtained for 2D heterogeneous domains may be used 450 

directly for 3D heterogeneous cylindrical domains. 451 

 452 

To address these issues, we apply a range of PCE pressures to homogeneous and heterogeneous cylindrical 453 

domains (3D) with size comparable to those of laboratory core plugs to investigate micro-heterogeneity effects 454 

on the dynamic coefficient. The proportion of fine sand lenses embedded in the coarse sand defines the 455 

intensity of micro-heterogeneity (ω), as discussed before in section 1.4. Intensity and distribution of the 456 

heterogeneities are varied in different heterogeneous domains. Soil heterogeneities in the form of variations in 457 

intrinsic permeabilities (K) and/or entry pressure ( dP ) affect the Pc-S curves and hence, the dynamic 458 

coefficient. See for example Figures 5(a-b), which display two patterns with different intensities and 459 

distributions of micro-heterogeneities within 3D cylindrical domains on r -Θ and r - Z  planes. 460 

 461 

In Figures 6(a-d), we show the quasi-static and dynamic Pc-S curves for homogeneous and heterogeneous 462 

media for various applied PCE pressures whilst water pressures at domain boundaries remain constant. As 463 

expected, the results indicate that the presence of heterogeneity has a significant influence on the effective Pc-S 464 

curves compared to the curves for homogeneous porous domains. Figures 6(b-d) show that as the PCE pressure 465 

increases, the effective capillary pressure in the domain also increases at a given water saturation value. 466 

However, as evident from the dynamic capillary pressure curves, dynamic effects become more prominent at 467 

higher PCE pressure (Figure 6(d)). Furthermore, both steady state and dynamic Pc-S curves for heterogeneous 468 

media lie between the Pc-S curves for homogeneous coarse and fine sand. Irreducible water saturation in 469 

heterogeneous domains is higher than coarse sand and less than that of fine sand. These results are consistent 470 

with other studies, which aim to synthesise micro-heterogeneity effects on two-phase flow behaviour (e.g., 471 

Ataie-Ashtiani et. al., 2001; Das et. al., 2004, 2006). Most of these studies show that micro-heterogeneities 472 

have complex effects on the dynamics of the two-phase flow system. This is discussed below briefly as this 473 

enables us to explain our results clearly. 474 



 14 

 475 

For any value of intensity of heterogeneity, once the boundary pressure for PCE overcomes the entry pressure 476 

of the domain, the PCE starts to infiltrate into the domain. The high density and low viscosity of PCE helps it 477 

to flow downwards and drain water out of the domain. Contrast in permeability is important under dynamic 478 

conditions because even small variations play a major role in determining the PCE distribution in the 479 

heterogeneous sample. The fine sand lenses deflect the downward flow front of PCE because of their low 480 

permeability. However, they do not have sufficient lateral extent to serve as a significant barrier to downward 481 

flow of PCE. Wherever fine sand blocks are present, they cause local horizontal spreading of PCE at the top of 482 

fine sand lenses. However, PCE finds its flow pathway around higher permeability regions and flows 483 

downward in coarse background sand. Pools of PCE at the top of fine grained sand and, water trapped in fine-484 

grained sand blocks have a lot of interactions with flowing PCE in coarser background sand. Both PCE pools 485 

and trapped water behave as an obstruction to PCE flow and water displacement. Because of PCE presence 486 

around the fine sand blocks and eventually higher non-wetting phase relative permeability, the relative 487 

permeability of water decreases dramatically. This causes water to remain in low permeability layers until the 488 

pooled PCE pressure reaches the fine sand entry pressure and invades fine sand region. When this happens, 489 

PCE displaces some of the trapped water in fine sand layers. Many small pools in discontinuous lenses are also 490 

formed and in some cases it cannot be displaced because of lower relative permeability of wetting phase. These 491 

results in a complex PCE distribution across the domain and consequently different effective capillary pressure 492 

curves are obtained depending on the intensity and distribution of heterogeneities (Das et. al., 2006). Capillary 493 

forces in any low permeability porous medium that PCE can enter trap a certain amount of water as residual 494 

water.  495 

 496 

As displayed in Figures 6(b-d), the trends (shape) of dynamic capillary pressure curves change at certain water 497 

saturations and, the differences between the steady state and dynamic curves become significant. These figures 498 

show that the difference becomes more prominent as the applied boundary PCE pressure increases. On the 499 

other hand, this effect becomes less pronounced as the proportion of fine sand in the domain (intensity of 500 

heterogeneity) increases and completely disappears in case of capillary pressure curves for fine sand. These 501 

discrepancies are because of the contributions of gravity/viscous forces, presence of Haines jumps (Haines, 502 

1930; Das et. al., 2006), and in situations when the PCE overcomes the entry pressure of fine sand to displace 503 

the entrapped water in fine sand layers. In homogeneous fine sand with low permeability the humps are not 504 

seen since there are no heterogeneities.  505 

 506 

Using the procedures outlined in section 2.2, we have calculated dynamic coefficients (τ) for homogeneous and 507 

heterogeneous domains at different water saturations (S) to quantify the micro-heterogeneity effects on the 508 

dynamic coefficient. Our results on τ-S relationships are presented in Figures 6(a-d). In these figures, the 509 

intensity of heterogeneity (ω) increases with increasing the proportion of fine sand lenses embedded in the 510 

coarse sand domain. Higher intensity of heterogeneity results in a higher amount of entrapped water in the fine 511 

sand blocks at the same boundary conditions. Therefore, the time derivative of saturation for the same 512 
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difference in dynamic and static capillary pressure ( )equcdync PP ,, −  is less at the same average water saturation 513 

in the domain. This results in higher values of dynamic coefficient as the intensity of heterogeneity increases.  514 

 515 

Our results show that as ω increases, the difference in the dynamic and equilibrium capillary pressure curves 516 

increases. This also yields higher dynamic coefficient values at higher ω as shown in Figure 7. The figure 517 

shows that contrary to homogeneous domains, the inclusion of heterogeneity significantly affects the dynamics 518 

of the two-phase flow behaviour in porous media. However, one should not consider the intensity of 519 

heterogeneity effect alone since the distribution and location of heterogeneity in the domain with respect to the 520 

distance from infiltration also affects the PCE flow (Das et. al., 2004, 2006). For example, consider the 521 

distributions of heterogeneities displayed in Figure 5(a-b). They result in different dynamic coefficients at the 522 

same saturations for any given PCE pressure.  523 

 524 

3.4 Domain Geometry Effects on Dynamic Coefficient  525 

As discussed before, it is difficult to make a reliable prediction about the domain geometry effects on the 526 

dynamic coefficient based on the reported data in the literature. This is because while there are differences in 527 

the domain geometry and size used by various authors, there are also discrepancies in other parameters that 528 

affect τ, e.g., material and fluid properties, boundary conditions, etc. To address this issue, we have carried out 529 

a systematic study to synthesise the domain geometry effects on τ-S relationships for the same BCs, fluid, and 530 

porous medium properties. We have performed simulations for vertically downward flow in both homogeneous 531 

and heterogeneous 2D and 3D rectangular and 3D cylindrical domains (Figure 1). Fluid and porous medium 532 

properties are the same (Table 1) in all domains. Heterogeneous domains imply binary combination of fine 533 

sand and coarse sand. The intensity of heterogeneity in various geometries (e.g., 2D rectangular and 3D 534 

domain) is kept the same. This enables us to make a reasonable comparison and explore geometry effects on 535 

dynamic coefficient in both homogeneous and heterogeneous media.  536 

 537 

As shown in Figure 8(a) and Figure 8(b), the shapes of Pc-S curves from cylindrical domains under dynamic 538 

and steady state flow conditions, respectively, are similar to those obtained in 2D and 3D rectangular domains 539 

although they are located slightly higher in the dynamic cases. This is due to the dimensionality effect on 540 

dynamic fluid flow and saturation distribution in the cylindrical domain, which consequently affects the Pc-S 541 

curves.  542 

 543 

Figure 9 displays the dynamic saturation versus time for different domain geometries for homogeneous fine and 544 

coarse sand. As evident, the time period to reach irreducible wetting-phase saturation increases in fine sand of 545 

all geometries. This time duration in coarse sand is less than 6 hours for all domain geometries as shown in the 546 

magnified profile in Figure 9. In fine sand, it is found to be more than 1000 hours regardless of domain 547 

geometries. This is clearly due to water entrapment in smaller pore spaces and low permeability of find sand. 548 

Entrapment of fluid in smaller pores, strong attachment of the wetting fluid to the grain particles and difficulty 549 

in displacing the wetting phase due to phase fragmentation are likely to affect saturation distribution in the 550 
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domain. Because of these phenomena, there are more interactions between fluid and porous media in fine-551 

grained domains. These affect the effective capillary pressure curves and, hence, the dynamic coefficient. 552 

 553 

The τ -S relationships for both homogeneous and heterogeneous 2D rectangular domain and 3D cylindrical 554 

columns are discussed here to show if domain geometry has any effect on the dynamic coefficient (Figure 10). 555 

Our results show that 3D cylindrical domain results in slightly higher dynamic coefficient values as compared 556 

to those values for 2D rectangular domain, at the same saturation. But this difference is negligible in 557 

homogeneous domains. This implies that the inconsistencies in dynamic coefficient values are less likely to be 558 

caused by geometry if the porous domains are homogeneous and isotropic with respect to material properties 559 

(e.g., permeability). However, the differences in the dynamic coefficient values for 2D and 3D heterogeneous 560 

domains are more pronounced. This is clearly an effect of the presence of heterogeneities in the domain. For 561 

example, the heterogeneities may cause lateral spreading of PCE and entrapment of fluid in the fine sand 562 

blocks (Ataie-Ashtiani, et. al., 2001; Das et. al., 2004, 2006). This results in higher dynamic coefficient at the 563 

same saturation, as we show in Figure 10. 564 

 565 

3.6 Permeability Anisotropy Ratio Effects on Dynamic Coefficient 566 

While formulating his law, Darcy defined the permeability to be the same in all directions (Darcy, 1856). 567 

However, this is hardly the case ever and anisotropy in permeability frequently occurs in natural porous media 568 

in different directions. For example, anisotropy may appear where the soil has deposited in different layers. In 569 

many cases, the soil grains have preferred orientations depending on depositional environments, which create 570 

anisotropy in the media permeability. Therefore, core samples collected from the field for laboratory 571 

experiments are expected to have anisotropy in permeability.  572 

 573 

In this section, we aim to characterise the implications of anisotropy in permeability values on the dynamic 574 

effects in both homogeneous and heterogeneous porous domains. For this purpose, we use a term anisotropy 575 

ratio, which is defined as the ratio of the vertical permeability (Kv) to the horizontal permeability (Kh) in 3D 576 

cylindrical domain. The ratio gives an indication of the permeability anisotropy, i.e., higher is the ratio higher 577 

is the media anisotropy. For our simulations, we vary the ratios by varying vertical permeability while the 578 

horizontal permeability is kept constant. Note that in all previous simulations, the anisotropy ratio was 1.0, i.e., 579 

the permeability values were the same in both horizontal and vertical directions within homogeneous media. In 580 

heterogeneous media, there was a contrast in permeability values of 103 between coarse and fine sand. This 581 

contrast in permeability is maintained in the heterogeneous domains that are defined for the purpose of this 582 

section.  583 

 584 

The effects of anisotropic ratio (Kv/ Kh) on the dynamic coefficient-saturation (τ-S) relationships are displayed 585 

in Figure 11. We have chosen a homogeneous coarse sand domain (Table 1) and heterogeneous domain with 586 

the intensity of heterogeneity of 0.207 to illustrate the effects of permeability anisotropy. As shown in the 587 

figure, lower anisotropic ratio (i.e., lower permeability in vertical direction) results in higher dynamic 588 
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coefficient for a given saturation value, especially in heterogeneous domains. This is because the lower 589 

permeability in vertical direction behaves as a barrier to the PCE flow and causes it’s spreading in the 590 

horizontal direction. This also implies slower PCE flow across the domain in vertical direction and larger 591 

amount of entrapped water in the micro-heterogeneities in the domain. This results in slow water displacement 592 

in the domain in the direction of imposed pressure gradient. Consequently, the equivalence between the static 593 

and dynamic Pc-S curves is not established quickly for lower anisotropic ratio. This results in higher values of 594 

dynamic coefficient at a given saturation when anisotropy ratio is smaller. When the anisotropy ratio is higher, 595 

the reverse is observed, i.e., the dynamic coefficient at any given saturation becomes smaller.  596 

 597 

In general, if the permeability anisotropy ratio (Kv/ Kh) is small in the direction of fluid flow and/or imposed 598 

pressure drop across the flow domain, the dynamic coefficient increases, and vice versa. 599 

 600 

3.7 Domain Aspect Ratio Effects on Dynamic Coefficient 601 

As discussed before, a number of authors have conducted laboratory and/or numerical two-phase flow 602 

experiments in domains of different geometries and size where the material properties and BCs are not 603 

necessarily the same. In many cases, the chosen domains have been simplified to address certain questions. It is 604 

therefore difficult to make precise idea of the effects of varying domain size on the dynamic coefficient. To 605 

address this issue, we have conducted numerical experiments on 3D cylindrical domains (both homogeneous 606 

and heterogeneous) with varying aspect ratios (L/D). The effects of domain aspect ratios on the dynamic 607 

coefficient are then assessed for three different values by changing the length (L) of the domain while the 608 

diameter (D) is kept the same. In the case of the heterogeneous domains, we have kept the same distribution 609 

and intensity of micro-heterogeneity. This makes sure that any difference in the results is because of the 610 

change in the domain aspect ratio and not because of heterogeneity patterns. We have also kept the same BCs 611 

in all cases. In general, BCs have significant effects on the dynamic coefficient (Manthey et. al., 2005). 612 

However, we do not make attempt in this paper to address the coupled effects of BCs and aspect ratio on the 613 

dynamic coefficients. 614 

 615 

τ-S relationships in Figure 12 show that if the aspect ratio is higher (i.e., longer domain), the dynamic 616 

coefficient is also higher for both homogeneous and heterogeneous domains at the same effective water 617 

saturation. However, the increase in the dynamic coefficient in case of heterogeneous domain is much more 618 

dramatic as compared to the homogeneous domains. In the case of longer samples, the distance for DNAPL 619 

flow across the domain increases which increases the fluid-solid interactions and fluid residence time in the 620 

domain. This results in higher dynamic coefficient values at the same water saturation provided the BCs 621 

remain the same. Our results for 3D cylindrical domains qualitatively agree with most previous studies on 622 

dynamic coefficient for 2D rectangular domains (flow through type cells), which indicate that the dynamic 623 

coefficients increase with increase in domain size (Gielen et. al., 2005; Manthey et. al., 2005). However, we do 624 

not compare our results (pressure cells) directly with these studied because of the difference in domain size 625 

and geometry, type of flow cell and, boundary conditions used. 626 
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 627 

4. Conclusions 628 

In this work, we have reported results of our numerical experiments for quasi-static and dynamic two-phase 629 

flow in 2D rectangular and 3D cylindrical domains in vertical direction along gravity. The results show that the 630 

linear relationship proposed in literature for dynamic capillary pressure is applicable for lower water saturation 631 

when tS ∂∂ /  is small. However, a polynomial function may be more applicable at higher water saturation when 632 

the tS ∂∂ /  term is higher. The parameters for these relationships (e.g., dynamic coefficients, tS ∂∂ / , etc) vary from 633 

one case to another depending on many factors, e.g., flow parameters in porous media, domain shape and size, 634 

intensity and distribution of heterogeneities, etc. Therefore, the significance of the parameters in the dynamic 635 

capillary pressure relations needs to be determined and interpreted carefully in terms of those parameters to 636 

apply these relationships in real life scenarios. The simulations carried out in this work provide range of 637 

dynamic coefficient values in realistic cases. 638 

 639 

Our results show that the non-uniqueness in Pc-S curves and discrepancies in dynamic coefficient are caused 640 

not only by dynamic flow condition but also the nature, distribution, and intensity of micro-heterogeneity, pore 641 

size distribution, domain size and geometry, and media anisotropy have their own effects. However, there is a 642 

complex interplay of different variables. Cylindrical column used to simulate laboratory drainage seems to 643 

result in similar Pc-S curves to 2D and 3D rectangular domains of equal volume. However, the dynamic 644 

coefficient is different from one domain to another, especially in heterogeneous domains. This implies that the 645 

dynamics of the flow depend on the geometry of the domain and the Pc-S relationships obtained for one 646 

domain geometry may not be used directly for domain of different geometry. For example, in cases where Pc-S 647 

relationships are upscaled from core scale to larger scales, one should pay particular attention to the shape of 648 

the domain geometries in both core and larger scales. Our results also show that the Pc-S curves are subjected 649 

to greater dynamic effects in heterogeneous domains.  650 

 651 

For micro-heterogeneities of the type used in this study, as the intensity of heterogeneity increases the dynamic 652 

coefficient increases. But this dependence is not a linear function and depends also on the distribution of 653 

micro-heterogeneity. Values of dynamic coefficient obtained in this study are higher than most previously 654 

reported values for the same domain size. However, this is plausible because we consider both 3D and micro-655 

heterogeneity effects in a dynamic flow condition. 656 

 657 
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Table-1: Model parameters used in simulation (adopted from Kueper and Frind, 1989; Ataie-Ashtiani et. al., 

2001; Das et. al., 2004, 2006) 

 

Property Coarse Sand Fine Sand Water PCE (DNAPL) 

Permeability, K (m2) 5×10-9 5×10-12 - - 

Porosity, φ  (-) 0.40 0.40 - - 

Displacement Pressure, Pd (Nm-2) 370 1325 - - 

Pore size distribution index, λ (-) 3.86 2.49 - - 

Irreducible Water Saturation, iwS (-) 0.078 0.098 - - 

Density, ρ  (kgm-3) 2630 2650 1000 1630 

Viscosity,µ  (kgm-1s-1) - - 1×10-3 0.9×10-3 

Surface Tension,σ  (Nm-1) - - 0.072 a  0.035 b  

 

a- Water-air system 

b- PCE-water system 
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Table-2: Boundary conditions for different dynamic drainage cases for sand sample in cylindrical domain in a 

pressure cell used for the measurement of two-phase flow properties. Dirichlet BCs of pressure are imposed for 

DNAPL at the Top and water at the Bottom.  Zero flux BCs are imposed for water at the Top and DNAPL at 

the bottom. This allows only DNAPL infiltration at the Top and water outflow at the Bottom of the pressure 

cell.   

 

  Top  Boundary  Bottom Boundary   

Displacement case Time Duration 
(hr) 

Dirichlet DANPL 
Pressure (Pa) 

Zero Flux 
Water 

 

Dirichlet water 
Pressure (Pa) 

Zero Flux 
DNAPL 

 

Dynamic case-1    5.6        109316      102510 
Dynamic case-2    3.9        112513      102510 
Dynamic case-3    2.8        117308      102510 
Dynamic case-4    2.1        122903      102510 
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Table-3: Number of nodes and nodal spacing for different domain geometries 

 
                            Number of nodes×Nodal Spacing 

Domain 
geometry 

   rN ∆×   
    (cm) 

∆Θ×N  
(degree) 

XN ∆×                     
(cm) 

YN ∆×     
(cm) 

           ZN ∆×   
               (cm) 

2D Rectangular - - 8×1.25 1×7.92 1×0.05, 24×0.5, 1×0.05 
3D Rectangular - - 8×1.25 8×0.988 1×0.05, 24×0.5, 1×0.05 
3D Cylindrical 4×1.25 4×90 - - 1×0.05, 24×0.5, 1×0.05 
 

N : Number of nodes 

r∆ : Nodal Spacing in r direction for cylindrical domain  

∆Θ : Nodal spacing in Θ  direction for cylindrical domain   

X∆ : Nodal spacing in X direction for rectangular domain (2D or 3D)  

Y∆ : Nodal spacing in Y direction for rectangular domain (2D or 3D) 

Z∆ : Nodal spacing in Z direction for rectangular domain (2D or 3D) 
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Figure 1. Representative domains used in simulations: (A) r-Θ section of heterogeneity distribution, (B) 3D 

cylindrical domain geometry, (C) 2D (r-Z) section of heterogeneity in a cylindrical domain, (D) 3D rectangular 

domain. 
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Figure 2. Steady-state and Dynamic Capillary Pressure-Saturation Curves for 3D Fine Sand Domain 

(homogeneous). The box shows the curves at higher water saturation.  
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                                                                        Figure 3(d) 

Figure 3(a-d).  Dynamic coefficient for (a) fine sand, (b) coarse sand, (c) heterogeneous sample with 

intensity of heterogeneity (ω ) of 0.207 and, (d) fine sand at high saturations values. All simulations 

are carried out for 3D cylindrical samples (see, Figures 1 and 5).  
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Figure 4. Pore size distribution (λ ) and permeability ( K ) effects on dynamic coefficient (τ ) value as a 

function of average saturation in a homogeneous cylindrical column consisting of either fine or coarse sand. 
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Figure 5 (a-b). 3D cylindrical domains for two intensities (ω ) and distributions of micro-

heterogeneities in the form of sub-sample scale fine sand blocks (dark grey regions) embedded in 

coarse sand background: (a) ω =0.207 and (b) ω =0.372. 

(A1, A2, and A3) r-Θ sections of heterogeneity distribution 

(B) 3D heterogeneous sample displayed in cylindrical domain 

(C) 2D rectangular (r-Z) section of heterogeneity distribution in cylindrical domain 
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                                                                         Figure 6(a) 
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                                                                      Figure 6(b) 
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                                                                     Figure 6(c) 
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                                                                   Figure 6(d) 

 

Figure 6(a-d). Micro-Heterogeneity effects on (a) Steady-State and, Dynamic Pc-S curves for PCE pressure of 

(b) 109316 Pa, (c) 112513 Pa, and (d) 122903 Pa applied at the top of a cylindrical domain with various 

intensities of heterogeneity (ω ). All results are for downward flow of PCE in cylindrical domains (3D).   
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Figure 7. The effect of intensity of heterogeneity (ω ) on dynamic coefficient (τ ). The value of τ is calculated 

for a 3D cylindrical domain (ID= 10 cm and height =12 cm) composed of either fine sand ( =ω 1) or coarse 

sand ( =ω 0) for homogeneous domains and fine sand lenses imbedded in coarse sand for heterogeneous 

domains. 
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Figure 8. (a) Effective dynamic capillary pressure curves for coarse and fine sand domain (b) Effective steady-

state capillary pressure curves for coarse sand in different domain geometries. For fine sand the same trends 

are observed. 
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Figure 9. Saturation profile for coarse sand (in the box) and fine sand considering different domain geometries 

under dynamic flow condition. Saturation decrease rapidly in coarse sand sample (in less than 2 hours) because 

of high velocity fluid flow in large pore spaces and fast displacement of water by PCE in vertically downward 

flow.  
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Figure 10. Domain geometry effects on dynamic coefficient. Geometry slightly affects the dynamic coefficient 

(τ ) for flow in homogeneous coarse sand and heterogeneous domains for the geometry and dimensions shown 

in Figure 1. 
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Figure 11. Effects of permeability anisotropy on dynamic coefficient for homogeneous (solid lines) and 

heterogeneous (dashed lines) domain with intensity of heterogeneity 207.0)( =ω . Anisotropy has been defines 

as the ratio of vertical permeability ( 9100.5 −×=vK ) to the horizontal permeability ( )hv KK /  where horizontal 

permeability remains the same in all directions (angles).  
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Figure 12. Effect of aspect ratio on dynamic coefficient for homogeneous and heterogeneous domains with 

intensity of heterogeneity 331.0)( =ω . Aspect ratio for cylindrical domain has been defined as 

Length/Diameter (L/D). In all cases the diameter (D) is kept constant while the length (L) is varied to obtain 

various L/D ratios.  
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