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Hardware implementation of neuromorphic computing calls for the development of novel building 

blocks for energy efficient implementation of neural network algorithms. A volatile memristor 

based on the Ag diffusive dynamics in dielectric films has been developed to emulate the stochastic 

leaky integrate-and-fire mechanism of biological neurons, with integration time modulated by the 

interaction between intrinsic Ag dynamics and capacitor charging. Unsupervised programming of 

memristive synapses has been demonstrated with memristive neurons, which is used to train a fully 

connected network that complements convolution and rectified linear unit (ReLU) layers for 

pattern classification, built on integrated all-memristor neural networks for the first time. The 

simplicity, scalability, and stackability of such a network has the potential for high density, low 

cost, and low power neural computing systems. 

  



2 

 

The computing capability of artificial neural networks (ANNs) was publicly demonstrated by the 

recent performance of AlphaGo1,2, which, however, consumed orders of magnitude more power 

compared to the human brain. Thus, traditional complementary metal–oxide–semiconductor 

devices and circuits are extremely inefficient in implementing brain-inspired computing 

paradigms. Devices that behave more directly like synapses and neurons should enable a 

significantly more efficient implementation of a neural network. Noteworthy progress has been 

made in building hardware ANNs that incorporate memristors and related devices3-22 to 

simulate/emulate synapses by utilizing their tunable conductance as synaptic weights. In all these 

reported ANNs, the signal processing functions performed by simulated neurons were 

implemented either by CMOS circuits with about 10 transistors or more or in software running on 

processors.12,23 More recently, artificial neurons based on memristors have been reported,24-31 but 

there has not yet been a demonstration of a discrete scalable electronic device that performs the 

leaky integrate-and-fire signal processing and unsupervised learning with memristive synapses, let 

alone a functional integrated hardware demonstration at the network level comprising only 

emerging devices. Here we report a new artificial neuron with stochastic dynamics composed of a 

diffusive memristor based on Ag motion in a host dielectric32-34. The delay and decay temporal 

responses are determined by the interaction between the memristor internal state variables and the 

total RC time constant of the circuit elements. An integrated circuit was constructed by using drift 

memristor synapses and diffusive memristor neurons, which has been used to implement 

convolution, rectified linear unit (ReLU), and fully connected layers of a functional network to 

demonstrate pattern classification capability enabled by unsupervised synaptic weight updates in 

a fully memristive neural network for the first time. 
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Important signal processing tasks of a neuron are to integrate inputs received through synapses 

and (1) to output a signal if a threshold has been reached within a defined time interval or (2) to 

allow the integrated input signal to decay (i.e. forget) if the interval is exceeded35-37. The leaky 

integrate-and-fire model38 is often used to describe this behavior in biological neurons and is 

emulated by volatile memristors, which transition to a high conductance state when their 

stimulation threshold is exceeded. The ‘leaky’ membrane potential of the neuron corresponds to 

the volatile conductance of the memristor, which is a critical dynamical property for forgetting. 

This enables the neuron to automatically reinstate its resting membrane potential not only after it 

successfully fires an output pulse, but also if it fails to do so because of insufficient stimulation, 

thus resetting the original threshold. The decay time determines the memory span of the neuron, 

which enables short term memory in ANNs39-41. In addition to its temporal significance, the signal 

decay is also crucial in spatial integrations, as it weighs signals from different locations (even 

simultaneous events) in the network via their transit time along the dendrites35. 

We physically emulated the leaky integrate-and-fire neuron model with a diffusive memristor, 

fabricated by sandwiching a dielectric material (e.g. SiOxNy or SiOx) carefully doped with Ag 

nanoclusters between two electrodes. This discrete device, schematically illustrated in Figure 1a, 

was characterized by applying voltage pulses across the artificial neuron in series with resistors to 

represent synapses and recording the resulting output current versus time. Figures 1b-e compare 

experimentally measured data with corresponding physics-based simulation results. (See 

Methods.) The temporal behavior of the artificial neuron was observed during and after the input 

of a single super-threshold voltage pulse followed by a train of smaller pulses. (See Supplementary 

Figure S1.) There was a distinct delay time (τd) between the arrival of the voltage pulse and the 
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rise of the output current, which was caused by the interaction of the RC time constant of the circuit 

with the internal Ag dynamics of the memristor. With a relatively large circuit capacitance, the RC 

time constant, that is the time for establishing the switching voltage of the diffusive memristor, 

dominates the delay time. (See Supplementary Figure S2.) With a smaller capacitance, the RC 

time becomes shorter and the internal Ag dynamics of the memristor dominates the delay time and 

thus the integrate-and-fire behavior, as shown in Figure 1. The internal Ag dynamics of diffusive 

memristors originates from complicated multi-physics effect including field induced Ag mass 

transport from the electrodes (e.g. Ag diffusion and redox reaction, see Supplementary Note 1.) 

and the formation of a electrical conducting path.42-46 We have constructed a physics-based model 

that agrees well with the microscopic observation of Ag filament growth and rupture during 

threshold switching as well as the measured temporal response to voltage signals (e.g. Figures 1 

and S1).34,47,48 Although the incorporated mechanisms of the model do not include all of the 

possible physics, at this stage it provides a good approximation of the rate limiting dynamics of 

the diffusive memristor, and is thus sufficient for understanding the interplay between the internal 

Ag dynamics of the memristor and the circuit capacitance.  

After the fall of the voltage pulse, the memristor conductance relaxed with a characteristic time 

(τr) determined within our model by the Ag diffusive dynamics to dissolve the nanoparticle bridge 

and return the neuron to its resting state (See Supplementary Figure S3 for delay and relaxation 

properties.) The relaxation dynamics also leads to the leakiness of the internal Ag dynamics, which 

gradually dissolves Ag conducting channel(s) driven by the minimization of interfacial energy 

between Ag and dielectrics, or Thomson-Gibbs effect.34,47 When a sequence of sub-threshold 

pulses was applied to the device, as shown in Figures 1b and 1d, the device fired after some number 
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of pulses and relaxed back to the resting state after the end of the pulse train. Shown in Figures 1c 

and 1e are the corresponding experimentally measured and simulated histograms of the firing 

statistics, respectively, which show that the threshold is not sharp but has an associated probability 

distribution function, providing the stochastic behavior commonly observed in actual neurons. 

Since the internal memristor dynamics depend on the behavior of nanoparticles, the leaky integrate 

and fire mechanism observed here should scale to very small device sizes. 

Thus, the function of the diffusive memristor in the artificial neuron is very different from 

nonvolatile drift memristors or phase change memory devices used as short- or long-term resistive 

memory elements or synapses.27,49,50 The diffusive memristor integrates the presynaptic signals 

within a time window and transitions to a low resistance state only if a threshold has been reached.  

Depending on system configurations, either the circuit RC timing or the memristor dynamics might 

dominate the artificial neuron temporal behavior. For a clear demonstration of a dominant RC 

effect, we used a relatively large external capacitor (>1nF) in parallel with the diffusive memristor. 

(See Supplementary Figure S4.) The leaky integrate-and-fire response of the artificial neuron can 

be tuned by adjusting the circuit and the physical design around the device, as shown in Figure 2a. 

The threshold behavior of the diffusive memristor can be compared to that of an ion-channel 

located near the soma of a neuron, whereas the membrane capacitance and axial resistance are 

represented by a capacitor Cm parallel to the memristor and a resistor Ra in series with this 

combination24,51. In a neuron, all inputs from the surrounding neurons are fed through synapses 

and integrated near the soma, the membrane capacitance charges up, activating the ion channels if 

the charge reaches the threshold, and the neuron fires. When input pulses are applied to the element 

shown in Figure 2a, the circuit capacitance charges with a time constant (RaCm), increasing the 

mln6368
Highlight
Italics are reserved for mathematical constants or variables, please check your subscripts

mln6368
Highlight

mln6368
Highlight



6 

 

voltage across the diffusive memristor. If the threshold is reached, a Ag conduction channel is 

formed between the electrodes, which switches the memristor and discharges (fires) the capacitor. 

We present data that shows the capacitor charging and the subsequent firing of a current pulse by 

the memristor in Figure 2b. A smaller capacitance makes the integration process and spiking faster, 

while a larger axial input resistance slows down the charge build-up, delaying or preventing the 

firing, as summarized in both Figures 2b and 2c. The current spike across the diffusive memristor 

coincides with the discharging of the capacitor, indicating the active release of the charge stored 

in the capacitor. Just as the physical characteristics and environment of a biological neuron affects 

it’s properties52, the structure of the hybrid device and its surrounding circuit design controls it’s 

response to input stimuli. This allows us to tailor the properties of the artificial neuron to achieve 

desirable response characteristics for specific applications. (See Supplementary Table S1 for the 

factors affecting firing properties.) 

Next, we experimentally demonstrate the interactions between the artificial neurons and synapses, 

which serves as the basis for the learning of all biological neural systems. (See Supplementary 

Figure S5 and S6 for the input waveform design with RC timing effect.) A drift memristor synapse 

with a small weight (low conductance) is in series with the artificial neuron, consisting of a 

diffusive memristor in parallel with a capacitor to simulate a large circuit capacitance in this case. 

(See Supplementary Figure S7a.) The synapse has a low efficiency, i.e. the voltage drop across it 

is large, which results in a slow build-up of charge across the circuit capacitance during the rising 

edge of the applied pulse. The artificial neuron integrates the input but does not fire because it 

cannot reach the required threshold within the duration of this pulse. On the other hand, a synapse 

with a larger weight (or a larger conductance of the drift memristor synapse) results in a faster 
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buildup of charge across the capacitance and a successful firing event, as shown in Supplementary 

Figure S7b. For the case with a negligible circuit capacitance, a synapse with a small weight 

produces a small voltage division across the artificial neuron which consists of a diffusive 

memristor in parallel with a resistor. (This parallel resistor may or may not be needed depending 

on the relative resistance of synapses and neurons.) (See Supplementary Figure S7c) However, a 

large weight of the synapse leads to the observed firing of the artificial neuron as the voltage drop 

across the diffusive-memristor/resistor(parallel) becomes larger and exceeds the threshold. (See 

Supplementary Figure S7d) 

In order to experimentally illustrate unsupervised synaptic weight update caused by neuron firing, 

we used a 2×2 drift memristor synapse array connected to diffusive memristor artificial neurons at 

each output as shown in Figure 3. All the synapses were initialized to small weights, with some 

variation due to the stochastic nature of their switching, as shown in the Figure 3a. We applied a 

triangular voltage pulse (1st column in Figure 3) or a train of rectangular spikes (3rd column in 

Figure 3) to the first row of synapses to emulate large and small circuit capacitance, respectively. 

The second row is kept at nearly zero bias. The ‘10’ digital input vector pattern is used in this 

demonstration, but analog inputs could be used in principle. As shown in the 1st and 3rd column of 

Figure 3a and b, the neuron N2 connected to the right column fires because the synapse S12 had a 

slightly larger initial weight. The firing of the neuron pulls down the voltage of the bottom 

electrodes of S12 and S22, resulting in a large voltage spike (green lines of the middle panels in 

Figure 3b) across S12, further enhancing its weight. Next, we verified the network response for an 

input vector ‘11’. When either triangular voltage pulses (2nd column in Figure 3a) or trains of 

rectangular spikes (4th column in Figure 3a), corresponding to large and small circuit capacitance, 
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respectively, are applied to both rows of the 2×2 network, both neurons fire, enhancing the weights 

of synapses S12 and S21. (See 2nd and 4th column in Figure 3b) 

We then went a step further to demonstrate inference on a prototype chip of fully integrated 

memristive neural network. Figure 4a shows the overview of the integrated chip consisting of 1-

Transistor-1-Memristor (1T1R) synaptic array and diffusive memristor neurons. The synapses 

were built by integrating drift memristors with foundry-made transistor arrays using back-end-of-

the-line (BEOL) processes. (See Methods.) Each Pd/HfO2/Ta memristors is connected to a series 

n-type enhancement-mode transistor. Figure 4b shows the detailed structure of a single 1T1R cell 

and associated connections. When all the transistors are turned on, the 1T1R array works as a fully 

connected memristor crossbar. Structural analysis using high-resolution transmission electron 

microscopy was performed on the integrated memristors, which reveals an amorphous HfO2 layer 

sandwiched between Pd and Ta electrodes in Figure 4c. Figure 4d illustrates the junction of a single 

diffusive memristor. A transmission electron micrograph of its cross-section shows the amorphous 

nature of the background SiOx dielectric lattices and the nano-crystalline Ag layer in Figure 4e. 

Pre-synaptic signals could be classified by such a fully memristive neural network. Here for 

demonstration purpose, the synapses were pre-programmed to have different weights, which could 

be the result of any kind of learning process. Four letter patterns “U”, “M”, “A”, and “S” with 

artificially added noise were used as example inputs. The red and blue squares in Figure 4f represent 

the input differential voltages fed to the rows of the synaptic array. For example, a red square means a 

+0.8V/-0.8V input pair and a light blue square means a -0.6V/+0.6V input pair. The input pattern is 

divided into 4 sub-images of a 2×2 size, with a stride of two. Each sub-image is unrolled into 1 column 

input vector (8 voltages) and fed into the network (8 rows) at each time. For each possible sub-image 
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there is a corresponding convolutional filter implemented by 8 memristor synapses in a column, with 

a total of 8 filters (8 columns) in the 8×8 array. The measured weights were depicted in Figure 4g after 

programming. The negative values of the convolution matrices are mapped to the conductance of 

memristor cells by grouping memristors from adjacent rows to form a differential pair. The result of 

the convolution of the 8 filters to each sub-image are concurrently revealed by the firing of their 

corresponding diffusive memristor artificial neurons which serve the role of the ReLUs. This network 

can produce unique response for each input pattern, as illustrated in the Figure 4h and i, in the form 

of integration time and the maximum fire current. Supplementary Figure S8b depicts the temporal 

current responses of the neurons upon the noisy ‘UMAS’ inputs. We have also verified the 

repeatability of the network by feeding the 8 noise-free patterns in cycles to the network and record 

the average firing delay and current of neurons (See Supplementary Figure S9b). Compare Figure 

4h with Figure S9b, the integration time of a noisy input is generally longer due to smaller inputs 

and thus smaller convolution results. Correspondingly, inputs with positive additive noise will 

usually fire faster. This proof of principle demonstration of the fully integrated memristive neural 

network comprising memristor-based artificial synapses and artificial neurons can be expanded to 

implement learning systems of larger complexity in an energy efficient manner, such as multilayer 

neuron networks.53,54 (See Supplementary Note 2 for power consumption analysis.) 

STDP is a prevalent protocol of synaptic weight update in spiking neural networks.4,55 Here we 

derive a simple STDP scheme based on the observations in Figure 3 to train a fully connected layer 

in an unsupervised approach, which naturally complements the convolution and ReLU layers in 

Figure 4 and further enables a functional convolutional network. Since the drift memristor 

synapses encode the conditional probability18, the neurons will tend to respond to the means of 
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inputs associated with fire events, essentially carrying out clustering of the inputs. This is 

experimentally demonstrated in Figure 5. Software pooling and signal conversion is used to fit the 

output of ReLU layer to the input of fully connected layer. (See Figure 5a and Methods.) Lateral 

inhibition is deployed, which is typical in fully connected feedforward networks to enhance the 

discrimination of the inputs and make the self-adapting network energy efficient18,56-59. (See 

Methods.) After a few cycles of uncertainty where the conductance of synapses concentrates 

around the initial values (~100µS), the synapses are clearly programmed by the simple STDP rules. 

As shown in Figure 5d, undergoing either potentiation or depression, patterns of synapses 

associated with the N1, N2, and N3 neurons quickly gain similarities by self-organizing processes 

to one of the prototypical patterns in Figure 5a, respectively. (i.e. ‘11110000’, ‘11000011’, 

‘00001100’) It is also noted that synapses may show different response to the learning rules. For 

instance, the 3rd synapse of N1 and the 7th synapse of N2 are much less potentiated, which may be 

due to the device-to-device variation of threshold conditions of drift memristors. The quick 

divergence of conductance of drift memristors indicates a fast learning rate which is dependent on 

the firing time or pulse width of diffusive memristor neurons. Such convergence is also reflected 

by the magnitude (or threshold) of input patterns in Figure 5b. The magnitude of a specific pattern 

reduces in the first few cycles and then becomes stable. This is because diverged conductance of 

drift memristors tend to saturate so that further increment (decrement) in conductance will become 

less effective when they are close to the upper (lower) bound of the conductance range. 

Conclusion 

We have demonstrated a stochastic leaky integrate-and-fire artificial neuron based on a discrete 

scalable diffusive memristor, featuring Ag dynamics similar to that of actual neuron ion channels, 
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representing to date the simplest and yet faithful realization of electronic neural functionality, in 

contrast to traditional approaches requiring tens to hundreds of CMOS devices. Physics-based 

simulations reproduce our experimental observations and thus enhance our understanding of the 

interplay between memristor dynamics and circuit RC effects. Utilizing the integrate-and-fire 

function, the artificial neurons have performed unsupervised synaptic weight updating and pattern 

classification for the first time on integrated convolution neural networks comprising only 

memristors. 
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MATERIALS AND METHODS 

Fabrication of discrete diffusive memristor and drift memristor 

The diffusive memristor devices were fabricated on p-type (100) Si wafer with 100 nm thermal 

oxide. The bottom electrodes were patterned by photolithography followed by evaporation and 

liftoff of ~20/2nm Pt/Ti. The ~16 nm thick doped dielectric layer was deposited at room 

temperature by reactively co-sputtering Si and Ag in Ar, N2 , and O2. The ~30 nm Pt top electrodes 

were subsequently patterned by photolithography followed by evaporation and liftoff processes. 

Electrical contact pads of the bottom electrodes were first patterned by photolithography and then 

subjected to reactive ion etching with mixed CHF3 and O2 gases. 

The drift memristors share same substrate and bottom electrodes with diffusive memristors. The 

HfO2 switching layer was deposited by atomic layer deposition at 250 oC, which was subsequently 

patterned for reactive ion etching. Finally, top electrodes of 50/10nm Ta/Pd were sputtered and 

lifted-off. 

Fabrication of the fully integrated memristive neural network 

The synapses used in the demonstration are 1T1R array with Pd/HfO2/Ta memristors. The front-

end and part of the back-end process for the transistors array was fabricated in a commercial fab. 

To make a good connection between the fab metal layers and the memristors, argon plasma 

treatment was done to remove the native metal oxide layers followed by the deposition of 5nm Ag 

and 200nm Pd by sputtering and lift-off process, and annealing at 300 oC for 0.5 hour. A 5nm Ta 

adhesive layer and 60nm Pd bottom electrode were then deposited by sputtering and patterned by 

lift-off. The HfO2 switching layer was deposited by atomic layer deposition at 250 oC. The 

patterning of the switching layer was done by photolithography and reactive ion etching. Top 
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electrodes of 50nm Ta were sputtered and lifted-off. The bottom electrodes of diffusive memristors 

were patterned by photolithography followed by evaporation and liftoff of ~2/20/2nm Ag/Pt/Ti. 

To enhance the contact between the diffusive memristor electrodes and the column wires of the 

drift memristors, 100nm Pd patches were patterned, sputtered, and lifted-off. The ~10nm thick 

doped dielectric layer was patterned and deposited at room temperature by co-sputtering SiO2 and 

Ag in Ar, followed by lift-off. The ~2/30 nm Ag/Pt top electrodes were subsequently patterned by 

photolithography followed by evaporation and liftoff processes. 

Electrical measurements 

We used a Keysight B1530 to perform the electrical measurements for the results shown in Figure 

1. Using one channel of the Keysight B1530, we applied voltage pulses across the diffusive 

memristor in series with a resistor and measured the current using the other channel. 

Electrical measurements of Figure 2 and 3 were performed using the Keysight 33622A arbitrary 

waveform generator, the Keysight MSOX3104 mixed signal oscilloscope, and the Keysight B1530 

WGFMU. Voltage pulses were applied by the Keysight 33622A. The analog oscilloscope channels 

were used to measure the voltages at the output of the function generator, and across the diffusive 

memristor. The current across the diffusive memristor was monitored using the Keysight B1530. 

We used electrolytic capacitors and general-purpose resistors. For the ON duration study, we used 

a 50kΩ resistor and a 5nF capacitor with a 100µs pulse interval; the voltage study used 100µs ON 

and 50µs duration with a 10nF capacitor and a 47gΩ resistor; for varying interval, a 50kΩ resistor 

and a 5nF capacitor with a 100µs ON duration. 

An in-house customized measurement system is developed to operate the fully memristive neural 

network.60 As shown in Supplementary Figure S10a, the system work in two different modes, 
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switched by the customized multiplexer (MUX) array. In the first mode, the row electrodes of the 

synaptic array (Pd electrodes of the Pd/HfOx/Ta memristors) are connected to waveform 

generators which output triangular waveforms. The current through the diffusive memristor 

neurons are sampled by the transimpedance amplifiers (TIAs) and microcontroller unit 2 (MCU 

2). In the second mode, the rows (columns) of the drift memristor array are connected to the 

customized row (column) printed circuits boards, leaving diffusive memristors float. 

The training scheme is detailed in Supplementary Figure S10b. The experiment runs 30 8-pixel 

patterns presented to the network. Each pattern is derived from the neuron outputs in Figure 4i. 

(See Supplementary Figure S11.) Basically, input voltages are proportional to the maximum 

currents of neurons in scanning one of four letters (“U”, “M”, “A”, and “S”, see Figure 4f) by 

software pooling. The 8-pixel outputs are generated via the 4 channels of function generators by 

averaging each pair. (The ideal output patterns are ‘11110000’, ‘11110000’, ‘00001100’, 

‘11000011’, which allows representation in space with reduced dimensions.) The current to 

voltage conversion is done by software with added artificial noise. 

The lateral inhibition is realized with the training scheme and hardware assistance. The input 

pattern is scaled so that its maxima is 0.5V at the beginning of each training cycle. The voltage of 

the input pattern gradually increases until a neuron fires. In principle, a sufficient slow ramping 

rate could limit the number of concurrently fired neurons. In addition, we also program the MCU 

2 to float the columns of loser neurons once a fire event is identified in each cycle to assure that 

only the winner neuron could successfully trigger plasticity at its synapses. The depression of drift 

memristor synapses is done after each fire event by applying RESET pulses via the customized 

row boards to all drift memristors receiving low inputs of the winner neuron. 
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Modeling the integrate-and-fire behavior of the diffusive memristor/capacitor 

Diffusive-memristor/capacitor hybrid dynamical simulations. For modeling the dynamics of a 

diffusive memristor, we consider an interplay of electric, heat and Ag-nanoparticle degrees of 

freedom.34,47,48 Ag-nanoparticle diffusion is described by the Langevin equation: 

ௗtߟ ௗ௫మ೔ = − డ௎(௫೔)డ௫೔ + ߙ ௏(௧)௅ + ඥ2݇ߟ஻ܶߞ௜.   (1)

Here we introduce location, ݔ௜, of ith Ag-nanoparticle, which drifts with time t in the potential 

landscape ܷ(ݔ௜) under the action of the friction force ߟ ௗ௫೔ௗ௧  with particle viscosity ߟ, the electric 

force ߙ ௏(௧)௅  with induced charge ߙ   and distance ܮ  between electrodes, and the random force 

described by the unbiased ߜ-correlated white noise ߞ௜,   〈ߞ௜(ݐ)〉 = 0, 〈(ݐ)௝ߞ௜(0)ߞ〉 =  The particular shape of the potential ..(.௜,௝ is Kronecker deltaߜ is the Dirac delta function, and (ݐ)ߜ Here) (ݐ)ߜ௜,௝ߜ

does not qualitatively change the result and should take into account the interaction attracting Ag-

nanoparticles to the large clusters as well as pinning of Ag-nanoparticles to the inhomogeneities 

of the insulating matrix resulting in a large number of smaller potential wells. The relative strength 

of the potential with respect to the thermal fluctuation energy ݇஻ܶ (with the Boltzmann constant ݇஻ and the local Ag-nanoparticle temperature ܶ, which can significantly differ from the device 

ambient temperature) determines the diffusion kinetics. Due to Joule dissipation, the temperature ܶ changes in time according to the Newton cooling law: 

ௗௗ்௧ = ௏మℂ೅ோ − ܶ)ߢ − ଴ܶ) ,   (2)
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where ߢ is the heat transfer coefficient describing heat flux from the device and ℂ் is the system 

heat capacitance. The input power is determined by the memristor resistance ܴ(ݔଵ, ,ଶݔ . . ,  ே) andݔ

voltage ܸ(ݐ) across the device. The resistance is controlled by the sequential tunneling processes 

of electrons from one Ag-nanoparticle to another and can be written as = ܴ௧ ∑ ݁(௫೔శభି௫೔)/ఒே଴ , where ݔ଴ = ேାଵݔ and ܮ− =  are the positions of the device terminals, ܴ௧ is the resistance amplitude ܮ

and ߣ is the tunneling length. As a unit of resistance in our simulations we used its minimum value ܴ௠௜௡ = (ܰ + 1)ܴ௧݁ଶ௅/((ேାଵ)ఒ)  (occurring when all Ag-nanoparticles are equally separated), 

while the voltage is normalized to the switching threshold value determined self-consistently as 

the value when the probability of switching is close to one (see Supplementary Figure S1b). 

As for any distributed system with a high resistance, the diffusive memristor has an intrinsic 

capacitance ܥெ. Considering the circuit shown in the inset of Figure 1e, we derive the equation for 

the voltage across the memristor driven by the applied voltage ௘ܸ௫(ݐ): 

߬଴ ௗ௏ௗ௧ = ௘ܸ௫(ݐ) − ቀ1 + ோ೐ೣோ(࢞)ቁ ܸ   (3) 

Where the “RC” time is defined as ߬଴ =  ெܴ௘௫ with the resistance ܴ௘௫ of the external or signalܥ

input wires connected in series with the memristor (for simulations we used ߬ߢ଴ = 0.2 and ோ೐ೣோ೘೔೙ =1). 
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Figure 1 Diffusive memristor artificial neuron. a, Schematic illustration of a crosspoint diffusive 

memristor, which consists of a SiOxNy:Ag layer between two Pt electrodes. The artificial neuron 

receives software summed weighted presynaptic inputs via a pulsed voltage source and an 

equivalent synaptic resistor (e.g. 20µS in this case). (See Supplementary Note 3 for the principle 

of software spatial summation.) Both the artificial and biological neurons integrate input stimuli 

mln6368
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(orange) beginning at t1 and fire when the threshold condition is reached (i.e. at t2’). The integrated 

signal decays over time such that input stimuli spaced too far apart will fail to reach threshold (i.e. 

the delay between t3 and t4). b, Experimental response of the device to multiple subthreshold 

voltage pulses followed by a rest period of 200 µs (only 20 µs is shown for convenience). The 

device required multiple pulses to reach the threshold and ‘fire’. c, Histogram of the number of 

subthreshold voltage pulses required to successfully fire the artificial neuron (red) compared to a 

Gaussian distribution (blue). d, Simulated response of the device to multiple subthreshold voltage 

pulses as in b and showing similar behaviour to experiment, with the resting time between pulse 

trains chosen to allow the Ag in the device to diffuse back to the OFF state. (Only 10% of the rest 

period is shown for convenience) e, Simulated switching statistics with respect to pulse numbers 

(within each train), consistent with the experimental results in c. The inset illustrates the circuit 

diagram used in the simulation. 
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Figure 2 Controlled firing of a diffusive memristor artificial neuron. a, Illustration of an ion 

channel embedded in the cell membrane near the soma of a biological neuron. The inputs from the 
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dendrites are integrated on the capacitance of the membrane and the ion channel opens if the 

threshold condition is reached. Also shown is the analogous electrical integrate-and-fire circuit of 

the artificial neuron in which the diffusive memristor functions acts as the ion channel and the 

capacitor acts as the membrane. b, Response of the integrate-and-fire circuit to multiple 

consecutive pulses and the influence of varying membrane capacitance Cm and axial resistance Ra 

shows how the number of pulses required to charge the capacitor up to the memristor threshold 

increases with enlarging Cm or Ra. The current pulse across the diffusive memristor coincides with 

the discharge of the capacitor, clearly demonstrating that the device is actively firing a pulse of 

stored charge. c, Controlled firing response of the integrate-and-fire circuit under different input 

and circuit conditions. A similar effect as in b can be observed by changing the input parameters 

such as the pulse width (shorter pulses result in larger number of pulses before firing), pulse 

interval (shorter intervals result in smaller pulse number), and circuit parameters such as 

capacitance (larger capacitance delays the firing). Changing the input resistance while keeping the 

RC constant results in a small or no change in the firing. 
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Figure 3 Experimental demonstration of unsupervised synaptic weight update using a 2×2 drift 

memristor array interfaced with two diffusive memristor artificial neurons at the output of each 

column, illustrating circuits with large and small capacitance. a, Schematics of the circuits, the 

pre-synaptic inputs, the post neuron outputs, and conductance map of the synapse array before and 

after training, respectively. All synapses were initialized to the high resistance state with some 

stochastic variation before training. b, The measured pre-synaptic signals, the potentials across 

neurons and synapses, and the neural currents. Upon receiving a ‘10’ input vector, the right neuron 

fires with both RC (1st column) and internal Ag dynamics (3rd column) mechanisms, which 

programs the synapse S12. The input vector ‘11’ results in the firing of both neurons and programs 
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both S12 and S21 at the same time, with both RC (2nd column) and internal Ag dynamics (4th column) 

mechanisms. 
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Figure 4 Fully integrated memristive neural network for pattern classification. a, Optical 

micrograph of the integrated memristive neural network, consisting of an 8×8 1T1R memristive 

synapse crossbar interfacing with 8 diffusive memristor artificial neurons (Each neuron used in 
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this demonstration has an external capacitor.). b, Scanning electron micrographs of a single 1T1R 

cell. Memristive synapses of the same row share bottom electrode lines while those of the same 

column share top electrode and transistor gate lines. c, Cross-sectional transmission electron 

microscopy image of the integrated Pd/HfOx/Ta drift memristor prepared by focused-ion-beam 

cutting. d, Scanning electron micrograph of a single diffusive memristor junction. e, High-

resolution transmission electron micrograph of the cross-section of the Pt/Ag/SiOx:Ag/Ag/Pt 

diffusive memristor showing amorphous background SiOx with nano-crystalline thin Ag layers. f, 

The input pattern consists of 4 letters ‘UMAS’ with artificially added noise. Each input pattern 

consists of 4×4 pixels which are divided into four inputs (Input 1, Input 2, Input 3, and Input 4). 

Each input covers a sub-array of 2×2 size (4 pixels) of the original pattern using differential pairs 

as listed. Triangular voltage waveforms are fed to the 8 rows of synapses of the network. g, 

Measured conductance weights of the memristors after programming the 8 convolutional filters (1 

filter per column) onto the 8×8 array using a differential pair scheme. Each of the 8 columns is 

interfacing with a diffusive memristor neuron at the end of the column. h-i, Measured integration 

time and maximum amplitude of fire current of the artificial neurons as responses to the ‘UMAS’ 

input patterns. Each individual input pattern is associated with its unique firing pattern of the 8 

artificial neurons. The ideal output patterns are marked by the white dots for neurons with positive 

fire current flowing out of the network. 
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Figure 5 Unsupervised training of a fully connected network based on the integrated all-

memristive neural network. a, The schematic diagram of the 8×3 network with inputs based on the 

outputs of the neurons in Figure 4. The prototypical patterns of neurons after training correspond 

to the input letters “U/M”, “S”, and “A” in Figure 4, respectively. b-d, The input patterns (peak 

voltages of triangular waveforms), peak neuronal currents, and synaptic weights at each training 

cycle. The synapses of the N1, N2, and N3 neurons quickly diverge from the initial 100µS and 

evolve by self-organizing processes to patterns with increasing similarities to one of the 

prototypical patterns in a. The magnitude of input patterns in b reduces in the first few cycles and 

becomes stable due to conductance saturation of the diverged drift memristor synapses. 




