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Abstract

The Institute of Electrical and Electronics Engirse¢lEEE) 802.15.4
standard presents a very useful technology foremghting low-cost, low-power,
wireless sensor networks. Its main focus, whidio igpplications requiring simple
wireless connectivity with relaxed throughout aatehcy requirements, makes it
suitable for connecting devices that have not bestworked, such as industrial
and control instrumentation equipments, agricultueguipments, vehicular
equipments, and home appliances. Its usage oicimesk-free 2.4 GHz frequency
band makes the technique successful for fast amitlwide market deployments.
However, concerns about interference have arisentdithe presence of other
wireless technologies using the same spectrum.oAgh the IEEE 802.15.4
standard has provided some mechanisms, to enhapedility to coexist with
other wireless devices operating on the same freyuband, including Carrier
Sensor Multiple Access (CSMA), Clear Channel Assesg (CCA), channel
alignment, and low duty cycle, it is essential &sidn and implement adjustable
mechanisms for an IEEE 802.15.4 based system atgghrinto a practical
application to deal with interference which changasdomly over time. Among
the potential interfering systems (Wi-Fi, Bluetgotordless phones, microwave
ovens, wireless headsets, etc) which work on theesadustrial, Scientific, and
Medical (ISM) frequency band, Wi-Fi systems (IEEB28.1 technique) have
attracted most concerns because of their high rresson power and large

deployment in both residential and office enviromtse

This thesis aims to propose a methodology for IEHBR2.15.4 wireless
systems to adopt proper adjustment in order togatii the effect of interference
caused by IEEE 802.11 systems through energy d®techannel agility and data
recovery. The contribution of this thesis constdtfive parts. Firstly, a strategy is

proposed to enable IEEE 802.15.4 systems to maim@imal communications



using the means of consecutive transmissions, withen system’s default
mechanism of retransmission is insufficient to eessuccessful rate due to the
occurrence of Wi-Fi interference. Secondly, a n®tedtegy is proposed to use a
feasible way for IEEE 802.15.4 systems to estiniageinterference pattern, and
accordingly adjust system parameters for the perpafsachieving optimized
communication effectiveness during time of intezfeze without relying on
hardware changes and IEEE 802.15.4 protocol madidics. Thirdly, a data
recovery mechanism is proposed for transport cobturbe applied for recovering
lost data by associating with the proposed stragetp ensure the data integrity
when IEEE 802.15.4 systems are suffering from fatence. Fourthly, a practical
case is studied to discuss how to design a subtaisgstem for home automation
application constructed on the basis of IEEE 802.1technique. Finally, a
comprehensive design is proposed to enable theemmaitation of an interference
mitigation strategy for IEEE 802.15.4 based ad WiNs within a structure of
building fire safety monitoring system.

The proposed strategies and system designs arendegated mainly
through theoretical analysis and experimental t8dte results obtained from the
experimental tests have verified that the interfeeecaused by an IEEE 802.11
system on an IEEE 802.15.4 system can be effegtmglgated through adjusting
IEEE 802.15.4 system’s parameters cooperating witterference pattern
estimation. The proposed methods are suitable totegrated into a system-level
solution for an IEEE 802.15.4 system to deal witteiference, which is also
applicable to those wireless systems facing simiiterference issues to enable

the development of efficient mitigation strategies.

Keywords: WSN, Wi-Fi, Interference, Mitigation, Energy Det@n,
Home Automation, Building Monitoring.
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Chapter 1 Introduction

1.1 Background to the Research

Over the last few years, the convenience that épalality of being able
to connect devices without the use of wires hastdéethe increasing take-up of
wireless technologies by the consumer goods ingu@tillig et al., 2005).
Primary wireless technologies which have been widsicepted for serving
people in daily life include cellular phone, IEEB2811 networks (Wi-Fi), ZigBee
(IEEE 802.15.4), Bluetooth (IEEE 802.15.1), Ultrae/Band (UWBY), and Radio
Frequency Identification (RFID) (Webb, 2007). Ifeus need to connect to a
network by physical cables, their movement is draby restricted. Wireless
connectivity suffers from no such restriction anebvdes significantly more
freedom of movement for network users. Meanwhileehss networks can offer
several advantages over wired networks, includaggeand speed of deployment,
flexibility, and installation cost (Gast, 2002).

The development of wireless networking has incréaskignificantly
because of the increasing exchange of data incesnguch as the Internet, e-mail
and data file transfer. The capabilities neededdétiver such services are
characterized by an increasing need for data timowig(Gutierrez et al., 2003).
However, the emergence of an “intelligent ubiqust@nvironment” has added a
new concept to the development of wireless netwgrlaver recent years. The
term “ubiquitous” means that the network computatitas been extensively

expanded and absorbed into the everyday livingespaloere computers integrate



seamlessly into the background environment to assid provide services for
users (Gill, 2009).

Wireless Sensor Networks (WSNSs) provide an emergesgarch area for
studying “ubiquitous computing environments”. Amgaliions for WSNs can be
found in industrial automation, agricultural, valier, residential, medical
sensors, and actuators that have more relaxed tdedaghput requirements
(Howitt and Gutierrez, 2003). WSNs utilize micror@less sensor nodes to enable
information sharing in the same network by moniigritheir surrounding
environment. Like any sentient organism, ubiquit@asnputing environments
rely first and foremost on sensory data from thel neorld (Lewis, 2004).
Therefore the sensory data in WSNs normally comes fmultiple sensors of
different modalities in distributed locations, amties on wireless transfer. Due to
the characteristic of wireless communication, theelss signals, which actually
carry the content of sensor information, will beenpwhile they are being
transmitted. It is therefore common for WSNs’ conmigation to be interfered
with by unexpected wireless interference. To acdhiesliable transmission in
WSNs, the design of anti-interference measures mhest given special

consideration while the development of the relewgstem is in progress.

The work outlined in this thesis primarily focusas interference analysis
and the development of mitigation strategies forEBE 802.15.4 (IEEE
Std802.15.4-2003, 2003) based WSNs. The implementaf WSNs does not
specify the application of a specific protocol. Téfere, many WSN protocols
have been proposed and are available in the litergDemirkol et al., 2006). To
design an efficient medium access control (MAC) tgeol, the following
attributes should be considered: energy efficiescglability, fairness, latency,
throughput and bandwidth utilization (Ye et al.,02D The IEEE 802.15.4
standard is one example of a wireless communicapimiocol designed to
achieve ultra-low complexity, cost, and power conption for low data rate
wireless connectivity between low cost fixed desi¢eu et al., 2004). It has been
widely adopted by various industries to developiuiious” applications since
the standard is open and has excellent compailghsured by the Institute of
Electrical and Electronics Engineers (IEEE) (Zhand Lee, 2004).



1.2 Wireless Interference in IEEE 802.15.4 Based
WSNSs

IEEE 802.15.4 devices are designed to operateeir2 #h GHz license-free
frequency band for industrial, scientific and medliiSM) use, which makes it
widely acceptable in most countries. The ideal i@ppbns suitable for use with
the IEEE 802.15.4 standard include industrial aciréand monitoring, asset and
inventory tracking, intelligent home automationdasecurity. The IEEE 802.15.4
standards can be configured to allow multiple htgpsoute messages from any
device to any other device on the network, or aBHB02.15.4 ad hoc network
can be constructed on the basis of a peer-to-pgmlagy. The standard is
applicable for large-scale deployment. Due to thdewpopularity of wireless
products, it is important for designers of IEEE 8®24 applications to consider
interference caused by other systems employingreiftt wireless technologies
but working in the same frequency band (Won et28i05).

Since the 2.4 GHz ISM band has become particuopular over the last
few years, more and more commercial wireless prsdcitoose to operate in this
band (ZigBee Alliance, 2007). A short list of pddsi users which might have
effect on IEEE 802.15.4 networks includes 802.1/hoigtworks, Bluetooth Pico-
Nets, Cordless Phones, Home Monitoring Cameras,ravi@ve ovens, etc
(ZigBee Alliance, 2007). Among these potential ifaeers, the IEEE 802.11 b/g/n
networks are the typical wireless systems that eaunserference on IEEE
802.15.4 device operations. Primary research omtederence on IEEE 802.15.4
systems has been carried out, and the relevantsese stated in the literature
(Petrova et al.2006; Shin et al., 2007Yuan et al., 2007). The IEEE 802.11b
standard is the most frequently mentioned interferéhe interference studies, as
it is one of the earliest published industry staddaand commercialized
techniques working in the 2.4 GHz band (IEEE Std8D2-1999, 2003). The
IEEE 802.11b standard is designed for extendingcthwerage of the local area
network. The deployment of wireless networks camiog to the IEEE 802.11b
standard has experienced immense growth in re@arsyand become the most
widespread systems in the 2.4 GHz ISM band (Mishia., 2003). IEEE 802.11b
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compliant networks are often deployed to provideise for Internet access and
multimedia applications. Typically, multiple IEEEO3.11b access pointes are
deployed to construct a widely connected networkulgers roaming around the
desired area. In the deployment of IEEE 802.15.4adnetworks for large scale
applications, e.g. environment monitoring or buifgllighting system, the IEEE

802.15.4 network communications relying on multphioansmission frequently

need to cross part of, or the whole target areae@n, 2007). If both IEEE

802.11b and IEEE 802.15.4 networks are deployedinvithe same area,

interference will not be avoidable when they arelwse proximity (Won et al.,

2005).

The direct consequences of wireless interfereneardermittent network
connectivity, packet loss and low network throughpithe root causes can be
classified into two broad categories: static andashyic. The static causes mainly
include relative location between the interfered ASNs, transmission power,
frequency, modulation, etc. The dynamic causeserétafactors, which cannot be
anticipated at network design time, e.g. interferesmporarily emerge whilst

WSNs are in operation (Musaloiu-E et al., 2008).

1.3 Research Challenges

The research in this thesis investigates the affetiireless interference
on the operations of WSNs. The IEEE 802.15.4 stahdad IEEE 802.11b
standard are chosen for research to construct tB&3Vand act as wireless
interferer respectively. The fact that wirelessdiaen for communication is
vulnerable to external interference presents alaigeé to wireless system
interference study. The level of interference isgeneral determined by the
following factors of interference duration, intedace density, and interference
pattern which are difficult to predict in advante particular, the use of multi-hop
transmission for IEEE 802.15.4 ad hoc network hagyaificant chance of being
affected by interference, since the unsuccessfabkshment of a communication
link between any two hops can result in overallad&ansmission failure.
Additionally, WNSs are resource limited and as suakchnot have sufficient

hardware computation capability to implement complanti-interference
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algorithm, unlike more relatively powerful wirelesystems, such as dynamic
modulation switching in IEEE 802.11b devices (Heusssal., 2003).

1.4 Motivation for the Research

As discussed, the use of WSNs extends people’sngeeapability by
pushing the concept of the “intelligent ubiquitams/ironment” in the real world.
In order to successfully implement the operatiofisWSNs, the associated
interference challenges, which might affect the eamication infrastructure of
the WSNs, must be addressed. Additionally, in ikkl fof interference study in
WSNs, most existing research output has focusednatytical studies, whereas
system-level solutions are relatively infrequerithere remains a considerable
demand for knowledge transfer in order to fill tiegp between academic research
and practical applications. The approach adoptdthigithesis is to evaluate the
effect of interference on IEEE 802.15.4 based WSas]l then extend the
knowledge obtained into practical applications idev to improve any developed

system’s performance under interference.
1.5 Research Objectives and Contributions

1.5.1 Research Objectives

The research objectives of this study are listefblésns:
* Investigate the existing literature available oEHEE802.15.4 based WSNs
and the associated interference analysis.
» Carry out research of the relevant literature oti-iaterference measure
for WSNs to obtain a better understanding of howdésign effective

strategies, and make further improvement.



* Propose and evaluate approaches for enhancingajpeitity of IEEE

802.15.4 based WSNs to be maintainable and openabkn being

affected by unexpected interference. In particular:

o

Propose network communication models for IEEE 8024 .based
WSNs using star topology and peer-to-peer topolagy, evaluate
the models to obtain the benchmark of the system.

Propose interference models according to diffeiatgrference
scenarios to present the interactions between I|BBE.15.4
network operations and IEEE 802.11b interferen¢®igg mainly
in order to address the issues which require ceraidn when
designing IEEE 802.15.4 based WSNs and obtain émeHmark
of interference effectiveness.

Propose a strategy to enhance IEEE 802.15.4 basisWetwork
connectivity while suffering interference.

Propose a strategy to enable intelligent interfeeeiudgment for
IEEE 802.15.4 based WSNSs while suffering interfeeen

Propose a feasible mechanism to achieve reliahtesitnission and
support data recovery in IEEE 802.15.4 based WSNSs.
Evaluate the effectiveness of the proposed streddany comparing
with the benchmark obtained by interference moddgthin the
laboratory environment.

Evaluate the effectiveness of the proposed streddgy integrating
them into typical applications and testing in a cpical

environment.



1.5.2 Contributions of the Research

This thesis aims to develop a methodology for IBBE.15.4 based WSNs
to make correct adjustments through energy detectibannel agility and data
recovery in order to avoid or mitigate the effedt ioterference, especially
interference from IEEE 802.11 systems. The contiobuof this thesis consists of
five parts. Firstly, a method is proposed to enabielEEE 802.15.4 system to
maintain normal communications by using the procesgs consecutive
transmissions when the system’s default mechansnmgufficient to ensure
successful transmission rates during a period BEIB02.11 interference. Most of
the related work proposes a channel switch whenctireent IEEE 802.15.4
communication channel is suffering interferenceerhare some non-overlapping
channel settings, which exist for IEEE 802.15.4aysand IEEE 802.11 system,
and channel switching to such a channel can obljiaesiuce the interference
effect from an IEEE 802.11 system. However, it il possible that all the
defined communication channels in the IEEE 802.1&@ndard have been
affected by multiple IEEE 802.11 networks, whichame that such a simple
mechanism of channel switching will be ineffectiviherefore, it is crucial to
develop a method that can help WSNs maintain aabepnetwork connectivity

under such circumstances without frequent charwigtising.

Secondly, a novel strategy is proposed for an IBBE.15.4 system to
estimate the interference pattern, and accordiadjyst system parameters for the
purpose of achieving optimised communication eifectess during a period of
interference. The strategy is feasible to implemant requires neither hardware
changes nor IEEE 802.15.4 protocol modificationtHe study of interference,
very few researchers emphasise interference patemwarch, as typically the
interfering signal is unknown to the victim, i.&€HE 802.15.4 system. However,
by properly setting energy detection periods, tBeH 802.15.4 device can sense
the pattern of interference to a certain degreefartder adjustment can be made

on the basis of the interference information oladin

Thirdly, a hardware based reliable multi-hop trarssion strategy is
proposed. Since the deployment of IEEE 802.15.4da&SNs may cover a



relatively large area, the adoption of multi-hagngmission within such an ad hoc
network is necessary (Krishnamurthy and Sazono®@8R0Most WSN protocols,
which includes IEEE 802.15.4 standard, only defhree use of the physical layer
(PHY) and medium access control (MAC) layer. Thénigon for network layer
and transport layer are normally not specified wulénited computation resource
carried by WSN nodes. Once some wireless commumicdinks which have
been established between WSN nodes suffer intederehe final data integrity
will be affected due to the lack of higher layepparts. By adding additional
control methods, and building up redundancy inlgteE 802.15.4 based WSNSs,
the interference effect can be limited, and thé diada can be recovered as much
as possible.

The fourth contribution is an application designm fistegrating an IEEE
802.15.4 based WSN into a home automation systém.use of WSN in home
automation is mainly for providing environmental tala e.g. temperature,
humidity, light, in order to develop a “smart househe IEEE 802.15.4 technique
is suitable for establishing such a network siricgas particularly developed for
executing such low cost, and low complexity sensagks. However, the WSN
operations can possibly be affected by other pawerireless systems or signals
working in the same frequency band, especiallylHteE 802.11b system, since
many home users are using this system for theiFMiroadband. The system
designed for this home automation application ersigiea the use of consecutive
retransmission and channel switching to achievedtta provision for a home

controller to ensure the desired home management.

The fifth contribution presents a complete analygsis complete system
design for an IEEE 802.15.4 based safety-monitosggtem in the building
environment. The use of WSN in a building environtngeeds to consider more
issues, which includes static WSN deployment, dyoanterference issue, etc.
The designed system has been tested and successiplemented in a relevant

research project.



1.6 Organization of the Thesis

The structure of this thesis is as follows: Chagitereviews the IEEE
802.15.4 based WSNs and the types of interferdratectin affect the operations
of the IEEE 802.15.4 networks. Chapter 3 givestaildel review of the state-of-
art of research into the interference analysisEiBH 802.15.4 based WSNs, and
discusses the approaches proposed by other reseatohmitigate interference
effects. Chapter 4 describes the proposed interderemitigation strategy for
maintaining network connectivity in an IEEE 8024%hased WSN with a star
configuration. Chapter 5 presents a novel apprdackan IEEE 802.15.4 based
WSN to intelligently sense the state of interfeeepattern on the basis of energy
detection. Chapter 6 introduces a feasible datavesy strategy aiming at
achieving reliable transmission in an IEEE 802.1&ad4ed ad hoc WSN. Chapter
7 introduces the system design for deploying anElBB2.15.4 based WSN in a
home automation application. Chapter 8 introdudes $ystem design for
deploying an IEEE 802.15.4 based WSN in a largéesoailding environment
monitoring application. Finally, Chapter 9 summasizhe main contributions of

the research and concludes the thesis by idergifgieas for future research.



Chapter 2 IEEE 802.15.4 Based
WSNS

2.1 Introduction

This chapter provides a comprehensive review ofHED2.15.4 based
WSNs, and explains the basic concepts of interberenn wireless
communications. The purpose of this chapter is pam conduct a thorough
review of the development of WSNs and the IEEE 892 standard.

2.2 Overview of Wireless Sensor Networks

2.2.1 Wireless Sensor Networks

One of the features of the post-PC era is the meweraf computation
from desktops and data centres into the physicaldwo achieve “ubiquitous
computation” (Yao and Gehrke, 2002). WSNs form osteand in this
development. This post-PC era extends human betagsibility to monitor and

control the physical environment.

Recent Integrated Circuit (IC) and Micro Electro dfianical System
(MEMS) have matured to the point where they en#tideintegration of wireless
communications, sensors and signal processinghtegat one low-cost package
(Schurgers and Srivastava, 2001). Such a packagesénsor nodes) is equipped

with data processing and communication capabililieis now feasible to deploy
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ultra-small sensor nodes in many kinds of areasditect information. The

sensing circuitry measures the ambient conditidated to the environment
around the sensor and transforms them into medsusainals. After necessary
processing, the signals are sent to a pre-defiestiréition via a radio transmitter.
All of these operations are powered by batteriesetse of deployment, since a

traditional power supply (i.e. mains power) may betapplicable.

WSNs consist of a number of sensor nodes. Theylgpéoyed inside or
very closely to the phenomenon they are investigatunder most situations, the
topologies of the WSNs do not need to be engineergute-determined (Cardei
and Wu, 2004). This allows WSNs to be deployed oamg. For example, sensor
nodes used to monitor a forest will be deployedbbyng dropped from a plane
and thus it is impossible to locate their landilngipon accurately. This feature of
random deployment also requires WSN protocols tssess capability to self-
organize. Another important feature of WSNs, whildifferent from traditional
senor networks, is the integration of microprocessg/ieira et al., 2003).
Traditionally, the sensor nodes in a sensor netwoekdesigned to return the raw
data when polled by the central controllers. Siaceentral controller does not
physically control the sensor nodes in the WSNsugh a cable, the on-board
microprocessor must be capable of implementingrimédion processing and
relative complex communications wirelessly. Thedduction of this computation
capability makes WSNs more intelligent in compariswith wired sensor

networks. Figure 2.1 shows the structure of a aipidreless sensor network.
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|
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nodes

Figure 2.1 Structure of a typical wireless sensawork (Akyildiz et al.,
2002)

In Figure 2.1, a typical wireless sensor networldépicted. It includes
sensor nodes, sink node, a connection to the kitesn satellite and a task
manager node. Sensor nodes do not have a fixetddocnd most of them are
randomly deployed to monitor a sensor field. Semsmtes usually communicate
with each other via an on-board radio system uaimgulti-hop approach. After
primary processing, the data gathered from theosdiedd is sent to a base station
(sink) which is responsible for transferring dadanother network. This function
makes a sink similar to a gateway in a traditiovelvork. Finally, the useful data
are delivered to the task manager node and becomaitaldle to the users
(Akyildiz et al., 2002).

2.2.2 Wireless Sensor Nodes

Wireless sensor nodes are the basic component wmless sensor
networks. A generic sensor node hardware structtoasists of several
subsystems (see Figure 2.2): a microprocessor,stiatage, sensors, actuators, a
data transceiver, and an energy source (Benirni,&2006).
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Figure 2.2 Sensor node functional components (Betial., 2006)

In Figure 2.2, the “Filtering & Signal Adapting” dn“Sensing Unit”
components are for implementing the sensing tadually sensors are only
sensitive to the specified content. “Filtering 8g®al Adapting” can remove
unwanted elements from the sensing target providetie “Sensing Unit”. The
“Interface electronics” part is mainly used for werting detected sensor
information into the digital form. Sensor data da@ easily read out by the
connected controllers through a standard digitahroonication interface (e.qg.
Inter-Integrated Circuit, Serial Perioheral IntedaBus). The “Processing Unit &
Memory” and “Communication Unit” parts are respdhesifor implementing
local computation and establishing communicatiok With external controller
that connects to the sensor. The “Power Managem&a8 & algorithm” and
“Network protocols” provide the system with necegssoftware support (Benini
et al., 2006).

2.2.3 Design Challenges

The features of WSNs make them suitable in a weshg@ of application

areas. In military applications, WSNs are ideal fbe task of battlefield
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surveillance, because they provide a low risk Iefeel personnel. For civilian

applications, WSNs are often used for building ssrvinent monitoring, home

automation, industrial control, and assets managemnelogistics industry, etc.

By reviewing the characteristics of WSNs and theresponding application

areas, the challenges for developing WSNs can helwied as follows:

Limited power supply. Since the deployment of W38lsupposed to be
random and requires little or no infrastructure olrement, the power
supply for driving wireless sensor nodes is mapigvided by a battery
(Qi et al., 2002). This is a most important faactdrch seriously limits the
use of WSNs. WSNs are designed to work in unatetradteas or, work
alone over a considerable long period of time ajuent battery

replacement might not easily be achieved.

Limited effective range of the wireless communigati The transmitter
and receiver used by a wireless sensor node areafigrpowered by a
battery. Among the typical components composing wheless sensor
node, the radio transmitter consumes the most gn&umce current
technology cannot provide a long-term power supptiiout replacing the
battery, WSNs often limit the transmission poweraaseffective way to
save energy use on wireless sensor node (CardeiVénd 2006).
Consequently, the effective transmission range haf WSN nodes is

restricted.

Large number of wireless sensor nodes within a W&Mireless sensor
network often consists of a large number of semsmies in order to
provide an effective sensor field as required. Tleap easily cover a
relatively wide area. This characteristic makesnipossible for users to
maintain the whole network manually. Comprehensmanagement
architecture is required to monitor the WSNs, agunfe network

parameters and implement system updating (Wagehkeéal., 2008).

Dynamic changes of the network formation. The togplof WSNs may
not be static in the network area. Sensor nodeseesily die and new

sensor nodes may be randomly added to the netwdrkf these require
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that the sensor network should have the abilitadqust itself when the
topology of the network has changed (BharathidasahPonduru, 2003).

. Management of data flow. In WSNs, each sensor naillegenerate
sensory data and transfer to the specified taskageannode for further
processing. As a consequence of the characteristiegde deployment
and limited wireless communication range, the imm@atation of data
acquisition and transfer require the involvement dedicated
communication protocols. The use of a strong Isatéo manage
distributed data flow, query and analysis is imaottto sensor networks
(Elnahrawy, 2003).

2.3 Overview of IEEE 802.15.4 Standard

2.3.1 Wireless Personal Area Network

Prior to WSNs, the primary research and industaelivities in the
technology of wireless networking were mainly caneel with high data
throughput and increasing communication range ipliegtions, e.g. home
entertainment, e-business, Internet browsing. Hewethe need to construct
networks to support “ubiquitous computation” haaruled the focus of research.
Limited bandwidth, flexible data throughput and loast are the main features of
“ubiquitous computation” network that differ fromommal wireless techniques
(Weiser, 1993).

Although there are various wireless standards, utioh I|EEE
802.11a/b/g/n, WiMax, GSM, etc, most of these awé suitable to implement
“ubiquitous computations” due to their high powemsumption (Kim et al.,
2008). Wireless Personal Area Network, a new ndtywaradigm based on short-
range wireless connectivity has attracted reseescred industrial attention in the
last few years (Prasad et al. 2001). The definittdnwireless personal area
network (WPAN) is that “it is a simple, low-costmmunication network that
allows wireless connectivity in applications withmited power and relaxed

throughput requirements”. The main objectives of WHPAN are ease of
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installation, reliable data transfer, short-rangeration, extremely low cost, and a
reasonable battery life while maintaining a simated flexible protocol (IEEE
Std802.15.4-2003, 2003). Figure 2.3 shows a cosgarof operating

characteristics of various wireless standards.

UltrawideBand
802.15.3

Bluetooth

Cable 802.15.1

Replacement PAN Zigbee

Home, Office

Public WLAN
Access

City,

Suburbs WMAN

Country
Region
Wide

1kbit/s  10kbit/s 100 kbit/s 1 Mbit/s 10 Mbit/s 100 Mbit/s 1 Gbit/s

Figure 2.3 Wireless communication standards and ¢haracteristics (Benini et
al., 2006)

In Figure 2.3, the wireless standards are categgraccording to the
supported throughputs, communication range andcgigin areas. The standards
such as Wi-Fi, WIMAX, UltrawideBand, and 802.11a/gre normally used for
high data throughput applications, and generallyuire main power supply,
which make them unsuitable for WSNs. The systenmstcocted on the basis of
Global System for Mobile Communications (GSM), GahePacket Radio
Service (GPRS), Enhanced Data Rate for GSM Evalu(BDGE), Universal
Mobile Telecommunications System (UMTS) and Higle&p Downlink Packet
Access (HSDPA) were for the purpose of achievirlgriwbility. The design of
infrastructure for mobile system is not applicafdie WSNs use as most WSNs
are static during their lifetime. The Bluetoothretard was mainly developed for
computer cable replacement. Its data rate (1 Mbidsd defined power
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consumption are relatively high. Thus the Bluetostandard is not a suitable

choice for battery driven WSNSs.

The IEEE 802.15.4 and ZigBee standards, however weveloped for
WSNs. The supported data rate ranges from 20 tokBp8, depending on the
frequency band used. Regarding the sensor readimgse data length is
typically a few bytes, a low data rate can saveg@nand extend the systems’
lifetime, which is very important for WSNs. IEEBD315.4 is a public standard
developed for low data rate, low power consumptéomd low cost wireless
protocol (IEEE Std802.15.4-2003, 2003). ZigBee hetbgy is a global
application protocol targeted towards automatiod emote control application
(ZigBee Alliance, 2007). The communication protodefined in the ZigBee
standard is built on the basis the of the IEEE BB2. standard.

2.3.2 |EEE 802.15.4 Standard

IEEE 802.15.4 technology is a low data rate, lowg@oconsumption, and
low cost wireless networking protocol targeted tm¥aautomation and remote
control applications (Ergen, 2004). The standardinde characteristics of
physical and MAC layers for Low-Rate Wireless PaedcArea Networks (LR-
WPAN). The main advantages of LR-WPAN are easagéllation, reliable data
transfer, short-range operation, extremely low ,castl a reasonable battery life,

while maintaining a simple and flexible protocadt (Baronti et al., 2007).

The architecture of the IEEE 802.15.4 standardefsndd in terms of a
number of layers. Each layer is responsible fopecsied task, and provides
services to the higher or lower layers. As a ‘nelwaware’ standard, the division
of these layers can be described by the Open Systiamtonnection Reference
Model (Freescale, 2007). However, to achieve a loemplex wireless
communication protocol, only the PHY layer and MAgyer are defined in the
standard. A comparison of the IEEE 802.15.4 archite and open systems

interconnection (OSI) Seven Layer Model is showFRigure 2.4.
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Figure 2.4 Architecture comparison of IEEE 802.1&nd OSI Seven Layer
Model (Freescale, 2007)

In Figure 2.4, the PHY layer of the IEEE 802.15tdndard is related to
the PHY layer in the OSI Seven Layer model. The Player describes the
physical properties of the communication networkhion can include the
electrical properties and signalling propertiestltd medium, etc. The Medium
Access Control Layer, Service Specific Convergesatlayer (SSCS), and
Logical Link Control (LLC) are related to the Ddtmk Layer in the Seven Layer
model. The Medium Access Control generally deteesithe medium access. The
Logical Link Control and Service Specific ConvergenSub -layer provide
multiplexing of protocols transmitted over Mediune&ss Control, optional flow
control, and any requested detection and retrassmiof dropped packets. The
other five additional layers in the OSI Seven Layedel are not supported by the
IEEE 802.15.4 standard, as a “simple and flexibletqrol” is the primary
objective for the IEEE 802.15.4 task group (Frekes@007).

* Physical Layer

The IEEE 802.15.4 standard offers two PHY optiooss the frequency
band. The supported data rates are 250 kbps aH2.,44® kbps at 915MHz and
20kbps at 868MHz. These frequency bands are akdoas Direct Sequence
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Spread Spectrum (DSSS). A total of 16 channels aalable at 2.4 GHz,
numbered 11 to 26. There is a single channel atN8B&, and 10 channels at
915MHz. Since the IEEE 802.15.4 standard is intdnde comply with
established regulations in most countries, thecanked 2.4 GHz band is more
popular (Kinney, 2003), and mainly considered iis thesis. The IEEE 802.15.4

standard supports a 64-bit long address and atl€hbit address, theoretically
resulting in a single network being able to supgornaximum of2'® = 65000

devices.

Devices compliant with the IEEE 802.15.4 standaedraquired to control
power output at around 0 dBm, and typically opevéthin a 10-meter range. The
adopted transmission scheme and modulation techpaoe DSSS and offset
quadrature phase-shift keying (O-QPSK) respectivdigble 2.1 summarizes the
properties defined in the IEEE 802.15.4 PHY layer.

Table 2.1 Summary of PHY layer in IEEE802.15.4 dtad (IEEE Std802.15.4-

2003, 2003)
Property Range
868 MHz 1channel 20 kb/s
BPSK

Frequency Band 915MHz 10 channels  40kb/s

0-QPSK 2.4GHz 16 channels 250kb/s
Range 10-20 meters
Addressing 16-bit short address or 64-bit IEEE address
* MAC Layer

The IEEE 802.15.4 standard defines an efficient thuty-cycle working
style for devices designed to implement simple fiens with minimal power
consumption requirements. There are two types witds supported in the IEEE
802.15.4 standard: Full Function Device (FFD) aretlited Function Device
(RFD). A FFD can operate in an IEEE 802.15.4 neftwsmrving as a personal
area network (PAN) coordinator, a coordinator, aoater device. A RFD can
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operate as a network device for implementing exéreimple functions. An IEEE
802.15.4 network can be organized into one of twmlogies: the star topology
and the peer-to-peer topology (see Figure 2.5).

Star Peer-to-Peer

Q PAN Coordinator
O Full Function Device

O Reduced Function Device

Figure 2.5 Two supported topologies in the IEEE.882 standard

In the star topology, a FFD serving as a coordinat@pecified to be the
central device, which is called the PAN coordinadod starts the whole network.
Other coordinators and network devices must jom nletwork by associating
themselves with the PAN coordinator. The PAN caweithr controls all network

communications.

The peer-to-peer topology also requires a PAN doatdr to initialize the
network start-up procedure. However, the commuitioatwithin a network are
based on the peer-to-peer topology and are notelirdy the PAN coordinator.
Any device can freely talk to any other device eagl as they are within an

effective communication range.

The IEEE 802.15.4 MAC layer allows the use of thpesframe structure.
A superframe is defined by the PAN coordinator d@wlinded by network
beacons. The beacons are used to synchronize tieesl@ttaching to the PAN
coordinator. Each superframe is equally divided ih6 slots. Figure 2.6 shows

the structure of a superframe.
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Figure 2.6 Structure of superframe (IEEE Std802-PR03, 2003)

A superframe consists of two main sections: anvacperiod and an
inactive period. The active portion is divided irit® equal time slots (slots 0 to 15
in Figure 2.6) and contains a Contention Acces$oBdCAP) and Contention-
Free Period (CFP). The beacon frame is includedhm first slot of the
superframe. During CAP, network devices competecf@nnel access using the
mechanism of slotted Carrier Sense Multiple Acoegh Collision Avoidance
(CSMA-CA). In CFP, the PAN coordinator is respoteifor administrating and
assigning Guaranteed Time Slot (GTS), within whactly the selected network
devices can commence transmission without contgntbin channel access. A
GTS can occupy more than one slot period. The temjtthe active period,
Superframe Duration (SD), is denoted as followE@EStd802.15.4-2003, 2003):

SD= aBaseSupérameDuraion [12°°symbols (2.1)
where aBaseSupé&ameDuraibn denotes the number of symbols (a symbol is a

fixed time duration at 16 ps) forming a superfrawtgeen theSuperframeOrder
(SO) is equal to 0. According to the IEEE 802.15tdndard, the value of
aBaseSupé&ameDuraibn is 960 symbols, which is equal to 15.36 millised®n

SO describes the length of the active portion @f skperframe, which ranges
from O to 15. TheBeaconinterval(Bl) including active portion and inactive

portion of a superframe is denoted as follows:

Bl = aBaseSupdrameDuraion 02°° symbols (2.2)
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whereBeaconOrder(BO) describes the beacon interval ranges from 05t The
values of SO and BO are related as follovlx SO<BO<14 . If
0< SO< BO<14, the difference between the SD and Bl is an inagberiod, in
which all network communications remain idle urtle arrival of the next
beacon. In order to save energy, the devices’¢eawnsrs can move into a sleeping
mode during the inactive portion. 0k SO=B0O<14, the inactive portion is
ignored, as the length of the beacon interval isaétp the active portion. If BO is
equal to 15, the value of SO should be ignoredthadsuperframe will not exist,
which is used for non-beacon enabled networkshdfrionbeacon-enabled mode
is in use, all network devices commence transmisgih the mechanism of un-
slotted CSMA-CA.

In a beacon-enabled network, the beacon framerisdpeally transmitted
by the PAN coordinator to allow all the network @®s to synchronise with it.
All network transactions are only permitted to lmeguring the active portion.
Although the use of a beacon frame can establismifed network device
management, the synchronization in a large-scajgdogeent is difficult to
achieve, as the effective radio sphere of the PAbdinator is restricted. As a
result, the nonbeacon-enabled mode is more popnlaxisting applications
(Koubaa et al., 2007). This thesis thus mainly gesuattention on nonbeacon-
enabled IEEE 802.15.4 network.

2.4 Summary

This chapter has provided an overview of IEEE 882.lbased WSNSs.
The basic idea of WSNs is to collect environmeribrimation by employing
distributed sensor nodes and enable the achieverhémbiquitous computation”.
After simple processing, the sensory data are feeenesl to a specified sink node
for further use. Generally, data transfer from¢he sensor node to the sink node
iIs implemented by using proper communication protgcSince WSNs are
originally designed to use radio signals to conwefprmation, the wireless
communication links established in the WSNs arenexdble in the radio
environment. Issues caused by wireless interferemegt be analyzed and dealt
with.
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Chapter 3 Interference Analysis in
IEEE 802.15.4

3.1 Interference Overview

Multiple wireless systems working in close proxiyninight reasonably
raise concerns about overcrowding in the unlicen2e#8tGHz ISM band.
Therefore, the performance of IEEE 802.15.4 baseiNgVin the presence of
interferers such as IEEE 802.11 and Bluetooth shbal evaluated, particularly
for applications in which resources and bandwidilocation cannot be

guaranteed (Jennic, 2008).

The challenge for analyzing the effect of interfexe is the uncertainty of
possible interference scenarios. There is no fireetference model as different
network sizes, configurations, interference souaras environmental conditions
can produce different effects. The interferencelisgiusually give consideration
to various aspects, e.g. channel allocation, ipgeket delay, packet payload size
and output power (Jennic, 2008). These aspectasaraly combined during the
process of interference analysis in order to daterthe typical characteristics of
an interferer and the expected traffic patternshimm network. This chapter will
review the techniques used in the IEEE 802.15.Adstal in order to enable an
IEEE 802.15.4 device to coexist with other wireleevices, and the relevant

interference mitigation strategies proposed byaesers.

-23 -



3.2 Basic Concept of Interference

3.2.1 Interference Definition

Interference in the context of wireless communaratisually refers to one
of the following two definitions: (1) multiple (merthan two) simultaneous
packet transmissions causing packets to collidieeateceiver, (2) physical factors
in the radio propagation channel (Golmie, 2006yuFe 3.1 illustrates the typical

function block diagram of the transmitter and reeein a wireless system.

Input Data

— | Modulatioin Spreading &

Filtering ™

e

/N

v

Channel
Carrier PN
Recovered
Data -
<—| Detection [+— Demodulatioin| Srl):rﬁtz(:ilgg &l RX

Figure 3.1 Typical components in physical layer|(@e, 2006)

In Figure 3.1, the input data passed from the uppgr of the system is
sent into the “Modulation” function block. The “mualdtion” function converts
the bit stream containing the input data into a ef@asm (i.e. Carrier in Figure
3.1), which can be sent over an analog channel.flihetion of “Filtering” is
designed to select the desired signal and minintiee effect of noise and
interference. “Spreading” is a specialized functidasigned to deliberately
transmit the signal over additional bandwidth witle specified pseudo-random
noise (PN) sequence, using less power per frequénitymore frequencies. The
“Tx” and “Rx” denote the use of a transmitter aedeaiver in communication. The
“Channel” is a virtual concept that describes thege of radio frequency over

which the wireless communication takes place. Thmplementation of the
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functions “Demodulation” and “De-spreading” is thgpposite process of
“Modulation” and “Spreading”, by which the receivedreless signal can be
recovered. The “Detection” function is the last qg@ssing stage before the
receiver obtains the effective binary data. Becatise transmitted signal
processed by the “Demodulation” function is a camtion of N orthogonal
waveforms, the receiver must make a comparisondmtthe waveforms and the

standard reference signals to determine the exaattbdat the waveforms contain.

If multiple wireless signals simultaneously arrie¢ the receiver, the
receiver will be unable to abstract any useful infation since the desired signal

and interfering signal overlap each other.

The physical factor in the radio propagation chamh@nother challenge
to wireless communication systems. Various physicgediments, such as
multipath propagation should be taken into consitlen for system design.
Multipath propagation means that a transmittedaigan reach the receiver via
several different paths (e.g. reflections from fwgindows, or walls). Figure 3.2

shows an example of multipath propagation.

L
L Wall

- _
—~ Signal on

_ -7 7 ~reflected path

e ~

direct path _
Transmitter Receiver

Figure 3.2 Example of multipath propagation

In Figure 3.2, the “signal on direct path” compondretween the
transmitter and receiver is the desired wirelegaaipath, also called as “Line of
Sight connection”. If some obstacle (e.g. like el in Figure 3.2) exists in the
vicinity of the transmitter, the radio signal coufe reflected and reach the
receiver via the “reflected path”. Since a simpéeeiver cannot distinguish
multipath signals, it just adds them up. Consedyetiite “signal on direct path”

and “signal on reflected path” interfere with eather (Molisch, 2005).
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In the context of this thesis, the discussion oérierence in WSNs is for
the purpose of designing a system-level solutidius] the form of interference

caused by multiple simultaneous packet transmissethe main focus.

3.2.2 Performance Metric

In IEEE 802.15.4 WSNs, the performance metric use@valuate the
wireless communication can be separated into twtspRBHY layer and MAC

layer.

A. PHY layer performance measures

The commonly used metric in the PHY layer of a lese system is the
signal-to-noise ratio (SNR), which denotes theorafithe average signal power to
the average noise power and is measured in dedi®)s A radio system must
transmit a modulated signal around a known frequemal receive it most of the
time. If the SNR is less than the defined threshibld receiver will fail to recover
the desired signal (Chandra et al., 2007). Anatheortant metric is the bit error
rate (BER), which expresses the number of incdyeaceived bits on the
receiver side against the total number of transtebits during a transmission.
Because of the use of different modulation schethestequirements of SNR and
BER for achieving an acceptable performance arierdifit in certain wireless
systems. Figure 3.3 illustrates the simulation ltesaf BER at different SNR for

various wireless standards
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Figure 3.3 BER results for IEEE 802.11, IEEE 802.15.4, IEEE P802.15.3 and
IEEE 802.15.4(IEEE Std802.15.4-2003, 2003)

In Figure 3.3, a general tendency is that a low bit error rate can be
obtained when SNR increases. For example, if the IEEE 802.15.4 system is
required to achieve bit error rate at 1.0E-0.9, the corresponding SNR should be
greater than 3 dB.

B. MAC layer performance measures

Although the PHY layer metrics such as SNR and BER are important in
describing wireless communication performance, the interference evaluation is
concerned with quantifying other data, for example how many packets are
successfully transmitted. The MAC layer consists of rules that regulate the
mechanism of channel access and sharing. It is also responsible for assembling
data packets sent to/from the PHY layer. In order to analyze the effect of
interference in WSNs from a system level, the metrics of the packet error rate,

transmission delay and throughput should be included (Shin et al., 2007).
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» Packet Error Rate: Packet error rate is the peaigendf packets lost, as the
ratio between the number of packets, which fatbéareceived by the sink
and all packets generated by the source node (Cetirdg 2007). One of
the consequences caused by interference in WSk isicrease in the
packet error rate. It is the most important metoicvalidate if the anti-
interference design is effective.

» Delay and Throughput: The throughput is the amairdata transferred
from one station to another station during a spestiperiod of time (Shin
et al., 2007). The occurrence of interference inN&®iill obviously cause
an increase in the delay and reduction of throughwhich could be

improved by the effective anti-interference dedigm the level of system.

3.2.3 Factors Affecting Performance

The performance of IEEE 802.15.4 based WSNs in rasir@aament of
interference can be affected by many factors, dholy channel utilization,
transmission power, effective data payload, trassion interval, implementation
of routing protocol, etc. Under different circuntstas (i.e. different application
requirements), the same factors will produce differeffects according to their
own characteristics. The relevant research onritesference effectiveness have

been extensively studied and will be discussetiemixt chapter.

3.3 IEEE 802.15.4 Physical & MAC Layer

Feature

During the design of the IEEE 802.15.4 standard,802.15.4 task group
cooperated with other Coexistence Task Groups, agc802.15.2TM to ensure
the standard’s coexistence capability with otherreless devices (IEEE
Std802.15.4-2003, 2003). As a result, the IEEE BRZ. standard provides
support for coexistence at both the PHY layer arkdlCMayer. At the PHY layer

direct sequence spread spectrum is adopted, atite &¥IAC layer, Frequency
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Divison Multiple Access (FDMA) and Carrier Sense INple Access (CSMA)

anti-interference measures are adopted.
3.3.1 Direct Sequence Spread Spectrum

The license-free industrial scientific and medi@&M) bands are crucial
to the burgeoning market for wireless embeddedni@ogy. A short list of
possible users and possible interferers includegEl 802.11b networks, IEEE
802.11g networks, IEEE 802.11n networks, Bluetd@ito-Nets, IEEE 802.15.4
networks, cordless phones, home monitoring camerasiowave ovens and
WiMax networks (ZigBee, 2007). The IEEE 802.15.4nsfard adopts the
technology of direct sequence spread spectrum (DSBS increase the

opportunities for coexistence with multiple users.

The modulation technique “spread spectrum” is desigto promote a
radio system’s capability of coexistence and rabest in the presence of
interference. The spread spectrum approach orlgingbpeared in military
applications. It is used because of a number oldive properties, e.g. anti-
jamming performance, low probability of intercepticand multiple access
communications (Fakatselis, 1996). In normal cbows, even though the centre
frequencies of narrow band signals (signals thabeéa and transmit information
use a small band) are not exactly the same, itilispsssible to have signal
collision and data packet loss. The frequency atioo is restricted and
controlled by regulators such as the U.S Federahi@onications Commission.
However, there is no compulsory requirement in Ikl bands. Thus wireless
interference could happen to any wireless systeerabipg with narrowband
signal (IEEE Std802.15.4-2003, 2003). Figure 8uktrates collisions between

two narrowband signals.
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Figure 3.4 Narrowband signals (ZigBee, 2007)

In Figure 3.4, two narrow band signals collide waidch other. Since the
main bodies of these two signals overlap, the médion carried by the
overlapping parts could be corrupted due to interfee. To avoid uncontrollable
interference between narrowband signals, the gueirlg parts should be limited.
The way of “spread spectrum” was designed to stieproblem. Figure 3.5

illustrates the principle of “spread spectrum”.

A Narrowband Desired
Signal

Narrowband Interference

' / Signal

Signal Power

Spread Signal

[
>

Frequency

Figure 3.5 Principle of spread spectrum
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In Figure 3.5, the two narrowband signals denote narrowband interference
signal and narrowband desired signal (indicated by dashed line) respectively. The
purpose of the “spread spectrum” approach is to use more bandwidth to convey
the bit information originally carried by the narrowband desired signal. After
spreading, only a small part of the original narrowband desired signal is affected
by the narrowband interference signal (indicated by a fraction of gray cube in
Figure 3.5). When the narrow band desired signal reaches the receiver, the system
will abstract useful signals by taking action contrary to the “spread spectrum”
(Figure 3.6).

UNSPREAD
SIGNAL

RECEIVER
FILTER

PROCESSING
GAIN

T NOISE

ORI, & T —— _.ﬁé_-_-_\,

Figure 3.6 Direct spread spectrum at the receiver (Fakatselis, 1998)

In Figure 3.6, the spread spectrum signal is recovered into the form of
“unspread” after passing through the receiver filter, whose main function is to
make the receiver only be senstive to the signals working on the specifed
frequency . Although some parts of the narrowband interference signal would pass
through the receiver filter as well, it is highly possible to obtain the desired
narrowband signal correctly since only a small portion of the spread signal is
affected by the interference. Theoretically, if more bandwidth is used to convey
the spread signal, the more interference can be tolerated. A common measure used

in spread spectrum is the processing gain G (Golmie, 2006):

G =10log( r./ry) 3.1
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wherer, andr_, denote bit rate and chip rate respectively. INS6B system, the

binary datar, is multiplied by a pseudorandom noise (PN) binsoyrce with a

constant chip (i.e. expression of PN sequence) tateomplete frequency
spreading operation (Fakatselis, 1996). The bepéfiirocessing gain is that the
PN code spreads the transmitted narrowband desiggthl and makes it less
susceptible to narrowband interference signal witlhie employed bandwidth.
The processing gain can be thought of as the aditsignal to interference at the

receiver after the dispreading operation (Figur@).3For example, a wireless

system requires 10 dE, /N, (it is a normalized version of SNR, whekg

denotes the energy per biN, denotes the noise power spectral density) to

achieve a satisfactory performance with an accéptaiberror rate. If the process
gain is 4 dB, the system can maintain the requys&dormance when the desired
signal has 6 dB (10 dB — 4 dB) over the interfeeeric an IEEE 802.15.4 system
working in 2.4 GHz, the chip rate is 2000 kchigad the bit rate is 250 kb/s.
Therefore, the processing gain for the IEEE 802.#&vice is 9 dB.

The use of DSSS in IEEE 802.15.4 systems adds #pabdity to
effectively coexist with a narrowband wireless coammication system (e.g.
Bluetooth) whose bandwidth is smaller than the badth of IEEE 802.15.4
(IEEE Std802.15.4-2003, 2003).

3.3.2 Frequency Division Multiple Access (FDMA)

The use of FDMA in an IEEE 802.15.4 system divittess 2.4 GHz ISM

band into 16 non-overlapping channels as depictédgure 3.7.
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Figure 3.7 Channel allocation of IEEE 802.15.4 .4h @GHz band

In Figure 3.7, a total of 16 channels are definedhie 2.4 GHz band
starting from 2405 MHz. Each channel is 2 MHz watled 5 MHz apart. The
setting of non-overlapping channels allows multyders to operate separately on
different frequencies without worrying about hegreach other. However, it does
not guarantee that other wireless systems emplagiifigyent channel allocation
schemes would not overlap with the IEEE 802.15hroonication channels in
the same 2.4 GHz ISM band. For the convenienceuofystwo typical wireless
standards (IEEE 802.11b and Bluetooth) are seldobed the potential interferer
list to discuss how interference happens. The IBBE.11b technique employs
the same DSSS method as the IEEE 802.15.4 technajwehieve wireless
communications on 2.4 GHz band. The Bluetooth @sfianother typical medium

access method: frequency hopping.

. Wi-Fi System

Wi-Fi (IEEE 802.11b) technique, which is also wiatlown as the Wi-Fi
system, has been rapidly deployed to constructlegiselocal area networks in
recent years. The first version of the IEEE 802.%fdndard was published in
1999. The IEEE 802.11b standard defines a totdMothannels. Each channel is
22 MHz wide, 5 MHz apart in frequency. Due to theevbandwidth, many IEEE
802.11b communication channels overlap each otharder to ensure multiple
IEEE 802.11b networks simultaneously work in thensaarea, the frequency
spacing between IEEE 802.11b communication chamémetd be at least 30 MHz
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(So, 2004). Therefore, the IEEE 802.11 standarémeeends that if multiple
IEEE 802.11b networks are required to run in a eleginity, three non-
overlapping channels can be employed. The settnrighiree non-overlapping
channels are not the same in different geographécabns: channels 1, 6, 11 are
recommended in China and North American while ce&nf, 7, 13 are selected
in European (IEEE Std802.11-2007, 2007). Figureshi@ws the IEEE 802.11b

non-overlapping channel allocations comparing witd IEEE 802.15.4 channel
setting.

China and North American
channel
selection--nonoverlapping

1 6 11

\ | \
2412 i § 2437 i i 2462

European channel;
selection--nonove!

rlapping i i :
/—\ LN ‘ g

2412 2442 | 2472

IEEE 802.15.4 i
channel selection;

11 12 13 144 15 16! 17 18 19} 20i{21 22} 23 =24 i 25 26 |
O W R N N I O A AN O 2T S Y Y IR O A0 O VR

2405 2410 2415 242024252430 243E2440 2445 245C 2455 2460 2465 24702475 2480

2400MHz 2483.5MHz

Figure 3.8 Non-overlapping IEEE 802.11b and IEER.86.4 channel allocation

In Figure 3.8, most of the IEEE 802.15.4 commumicathannels overlap
with the Wi-Fi communication channels. Since boHEE 802.11b and IEEE
802.15.4 employs the technique of DSSS (with difiérPN sequence), the
advantage of “spread spectrum” does not take obvieffect if the centre
frequencies of IEEE 802.11b system and IEEE 802.4%stem are close to each
other. Additionally, the maximum transmission powéman IEEE 802.11b device

can achieve 20 dBm (equivalent to 100 milliwatthiet is much higher than the
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transmission power of IEEE 802.15.4 devices (i.e. 1 milliwatt). Once the IEEE
802.11b signals affect the IEEE 802.15.4 receiver, the relative high output power
will contribute to the noise part of SNR. Figure 3.6 illustrates the transmit

spectrum mask of the IEEE 802.11b signal.

Transmit Spectrum 0dBr Unfiltered
Mask ~ _~ sin(x)/x

) -30d8r/'"\\\ // \\ / ’\-\30d8r )
\ ,,’ ‘._. / \ s \‘-, /

-50dBr \ \ / 9 |/ 50dBr

f-22MHz f-11MHz f. f +11MHz  f_+22MHz

Figure 3.9 Transmit spectrum mask of IEEE 802.11b (IEEE Std802.11-2007)

In Figure 3.9, the power spectrum concentrates on the centre frequency of
the selected IEEE 802.11b communication channel. The increment of separation
from the centre frequency causes the power contained in the IEEE 802.11b signal
to decrease. In (Shin et al., 2007), a simulation was carried out to study the
relationship between the interference and frequency offset. The result states that
the IEEE 802.15.4 system can achieve an acceptable performance (i.e. PER less
than 1%) when the frequency offset between the centre frequencies of these two

systems is larger than 7MHz.

. Bluetooth

Bluetooth (IEEE Std 802.15.1, 2005) is a short-range wireless standard for
exchanging data over a short range (about 10m) from fixed and mobile devices. A
total of 79 channels are defined by the Bluetooth standard in the 2.4 GHz ISM
band, each channel has a bandwidth of 1 MHz and a channel separation of 1 MHz.
Compared with the IEEE 802.11b, Bluetooth interference acting on an IEEE
802.154  system is less  significant due to two  reasons:

frequency hopping and narrow band signal (Jennic Application Note, 2008).
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Unlike the technique of “spread spectrum” used BEE 802.15.4 and
IEEE 802.11b, Bluetooth achieves communications fleguently changing
frequencies over time to transmit narrow band sgynahich is called frequency
hopping. Both Bluetooth communication devices empihe same pre-determined
pattern to keep frequency hopping synchronized. mbgimum hop rate is 1600
hop/s (IEEE Std 802.15.1, 2005). Due to the comsthanges of communication
channel, the duration of interference caused byetBhth device on IEEE
802.15.4 systems is limited. The effect of intezfere will disappear very shortly
as the Bluetooth transmitter has hopped to a éiffiepart of the spectrum (Jennic,
2008).

The IEEE 802.15.1 specification defines three powtasses. The
maximum output power can be 20dBm (i.e. 100 miltivan class-1. However,
many IEEE 802.15.1 devices are enabled by battérierefore the class-2 power
setting, whose maximum output power is less thaBd (i.e 2.5 milliwatt), is
more commonly used. The maximum output power ddfine class-3 is 1
milliwatt. Since the output power of IEEE 802.1%lévices is close to IEEE
802.15.4 devices’ (class 2 & 3), and the bandwaltthe IEEE 802.15.1 signal is
about half of the IEEE 802.15.4 signal, only a drpaktion of IEEE 802.15.1
signal will fall in the IEEE 802.15.4 receiver bavidth. Consequently, the

interference effect is not critical (Sikora and @ap2005).

3.3.3 CSMA-CA

Since IEEE 802.15.4 devices have a high likelihaodcoexist with
different wireless network devices, including othE&fEE 802.15.4 devices
belonging to different networks, the IEEE 802.18ahsmission protocol should
take potential collisions into consideration. TlEEE 802.15.4 standard employs
an approach known as CSMA-CA. The technique of CSBMA has been
successfully used in the Ethernet for years. Itleggpa simple “listen before you
talk” strategy. Before wireless transmission, aidevVistens on the channel and
implements channel assessment. If the channellas tide transmission will be
processed. If the channel is busy, the devicewalt for a random interval before

checking the channel again. With the incrementhainnel assessment failure, the
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wait interval increases exponentially in order teoid interference (ZigBee,
2007).

3.4 Analytical and Empirical Study

The research into the interference effect in tHeHB02.15.4 network can
be briefly split into analytical and empirical stesl The analytical studies focus
on modelling the PHY layer and MAC layer behavidbimulation is the major
evaluation measure used by analytical studies. érhpirical studies emphasize

experimental tests using practical equipment ieah environment.
3.4.1 Analytical Study

The effective wireless communication range is nyadgtermined by the
physical distance between the interferer’s trarteménd victim’s receiver. There
are two parameters usually used to describe therpence of a radio system:
output power and receiver sensitivity. The outpuver indicates the energy level
of the output signal sent from the transmitter. Téeeiver sensitivity denotes the
minimum energy level of radio signal which is déddde on the receiver. A
receiver can recover the radio signal if the remngirenergy level of the output
signal is greater than the receiver sensitivity whereaches the receiver. After
propagation, the energy level of the output sigmidll attenuate with an increase
in distance that the signal travels. When the fater’s transmitter and victim’s
receiver are separated by a certain physical distahe interfering signal strength
reaching the victim’s receiver can be reducedhdftemaining energy level of the
interfering signal is less than allowed noise lgteé victim’s receiver should be
able to function normally. The signal strength redhn is classified as path loss.
Path loss means the ratio of the total radiatedegpdvom a transmitter antenna
times the numerical gain of the antenna in thectoa of the receiver to the
power available at the receiver antenna (Chandral.e2007). According to
different environment conditions, the path loss t@ndescribed into different

models. The basic model is free space loss appdidabthe simplest possible
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scenario: a transmitter and a receiver in a freeespThe model (Molisch, 2005)

IS given as

(3.2)

where:
L : Free space path loss

P : Output power measured at the transmitter
P:x : Receiving power measured at the receiver
G, : Gain of the transmitter antenna

Gy : Gain of the receiver antenna

A Wavelength of the transmission (m)

d: Distance between the transmitter and the recénagr

Equation (3.2) can be expressed in terms of dBr(¥d, 2002):
L =20logd +20log f + 3245 (3.3)
where:
d : Distance between the transmitter and the rec&iMem

f : Frequency of transmission in MHz

In the environment of free space, assuming 1) tbhgpud power of
interfering signal is 0dBm (i.e. 1 milliwatt), tisensitivity of the victim receiver is
-82dBm. 2) The interfering signal and victim re@iwork on 2410MHz and
2430MHz respectively. 3) If the interfering powaltlihg on the victim’s receiver
is less than -82dBm, the interference effect caigbered. Therefore, the allowed
path loss on interfering signal is 0dBm- (-82)dBr82dB. According to Equation
(3.3), the distance d is obtained as 125 metergshwtan be thought as a safe
distance for the victim to avoid interference (Rgdez, 2005). In a practical
environment, the calculation of path loss is a#ddby many factors, e.g. antenna,
building structure, street layout.

Shin et al. (2007) analyzed the interference inlEE€E 802.15.4 system
caused by an IEEE 802.11b transmitter using a sinmgloor path loss model as

follows:
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2010g,,, (%) d < d,
L _(d) Z{ (3.4)
i 20Iogm(4;7d)+1Onlogmdi d>d,

where d denotes the distance between the transmitter amives, d,denotes the

length of line-of-sight, which is normally 8 meteighe parameter is equal to
c/ f., wherecis the velocity of light andf_.is the carrier frequency, n denotes

path loss exponent which is 3.4 in an indoor emritent for distance over 8
meters (Golime et al. 2005). For both IEEE 802.2nd IEEE 802.11b systems,
if the output power is fixed, the received power tbe receiver is obtained as
follows (Shin et al. 2007):

“Lp(d)

P, =P, +10 (3.5)

where :

P : Transmission power measured on the transmitter
P;: Received power measured on the receiver.
L. (d) : The path loss of transmission power after distahc

The simulation was carried out by Shin et al. (908ith assumptions that
the output power of IEEE 802.11b (interferer) aB&E 802.15.4 system (victim)
are 30 mW and 1mW. The IEEE 802.11b system workid dtlbps with a 1500
bytes payload size. The IEEE 802.15.4 works at BBPs with a 105 bytes
payload size. The offset between centre frequerafidEEE 802.11b and IEEE
802.15.4 systems is 2 MHz. Consideration was algengto the non-uniform
power spectral density distribution of the IEEE 80® signal. Simulations were
performed using OPNET (OPNET, 2010). The resulitedtthat the packet error

rate of the IEEE 802.15.4 was smaller A8 when the distance between the
IEEE 802.15.4 receiver and the IEEE 802.11b trattemwas greater than 8
meters.

Another simulation study of IEEE 802.15.4 systenmmfggenance under
IEEE 802.11 interference was discussed by Yuan.g2@07). A coexistence
model regarding variant transmission power is itated in Figure 3.10.
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Figure 3.10 Coexistence ranges of IEEE 802.15.4 and IEEE 802.11b/g (Yuan et
al., 2007)

In Figure 3.10, the positions of IEEE 802.15.4 nodes are decided by the
degradation of IEEE 802.11b/g signals. The interference area is classfied into
three ranges: R1, R2 and R3. Within range R1, an IEEE 802.11b/g node and an
IEEE 802.15.4 node can sense each other. In range R2, an IEEE 802.15.4 node
can sense an IEEE 802.11b/g node, but not vice cersa. Within range R3, neither
the IEEE 802.11b/g node nor the IEEE 802.15.4 node can sense each other.
However, the IEEE 802.15.4 node still suffers IEEE 802.11b/g interference. The
value of R1, R2, and R3 are shown in Table 3.1 for both IEEE 802.11b and IEEE
802.11g nodes acting as an interferer. As the defined receiver senstivity for the
receivers of IEEE 802.11b and IEEE 802.11g devices are different, the values for
R1, R2, and R3 are different as well.

Table 3.1 Coexistence Ranges of IEEE 802.15.4 BR& 1802.11b/g (Yuan et al.,

2007)
Range | IEEE 802.11b | IEEE 802.11¢g
Ry 22 m 32 m
R 67 m 67 m
R3 05 m 05 m

Assuming the receiver sensitivity and required SIR (signal to interference
ratio) at an IEEE 802.15.4 receiver are -85dBm and 6dB respectively, if the
interfering energy falling within the IEEE 802.15.4 receiver bandwidth is greater
than (-85dBm)-6dB=-91dBm, the IEEE 802.15.4 signal will not be recognized by
the IEEE 802.15.4 receiver. The transmission power of both IEEE 802.11b and
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IEEE 802.11g signals is set as 20dBm. The recegesitivity of IEEE 802.11b
and IEEE 802.11g is -76 dBm and -82 dBm. Throdmghdalculation of path loss
accoridng to Equation (3.4), it can be obtained bwdh IEEE 802.15.4 and IEEE
802.11b/g devices can sense each other within lBag&vhen the IEEE 802.15.4
nodes are located within range R2, they can sdfiSE B02.11b/g nodes, but not
vice versa. Within range R3, neither IEEE 802.1%04 IEEE 802.11b/g devices
can sense the other.

Simulations were also performed by OPNET. During tibst, continuous
User Datagram Protocol (UDP) packets were tranesthitietween two IEEE
802.11b/g nodes. An IEEE 802.15.4 node sended mitket to another IEEE
802.15.4 node where acknowledgement was requirkd. fifst simulation was
taken in range R1. Compared with the normal comdlii.e. no interference), only
5.56% IEEE 802.15.4 packets were successfully tnéted. When the simulation
was taken in range R2, the success rate of IEEELB@Rtransmission degraded
almost to 0. In the former simulation, both IEEE280b/g and IEEE 802.15.4
devices can sense each other. When the IEEE 80g.hbdles recognized the
existence of IEEE 802.15.4 packet transmissiory thid defer their attempt to
access the medium, which leaves a few chances KEEI| 802.15.4
communications. In the latter simulation, the IE®2.11b/g nodes cannot detect
the existence of IEEE 802.15.4 packet transmisst@onsequently, the IEEE
802.15.4 packet transmissions were always affeasethe IEEE 802.11b/g node
will not defer. Yuan et al. (2007) concluded thhe tIEEE 802.15.4 packet
transmission under IEEE 802.11 interference occifreither of the following
conditions is satisfied: 1) when the IEEE 802.1patket overlaps an IEEE
802.11 packet, the in-band interference power ftioenlEEE 802.11 packet must
be significantly lower than the useful signal poWem the IEEE 802.15.4 packet
at an IEEE 802.15.4 receiver, 2) the transmissioe bf an IEEE 802.15.4 packet
is shorter than the inter-frame idle time betwega tonsecutive IEEE 802.11b/g

packets.
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3.4.2 Empirical Study

After analytical study, empirical studies are ubluaémployed by

researchers to investigate the effect of interfegeas a more practical approach.

Sikora and Groza (2005) designed three coexistéests for the IEEE
802.15.4 standard with other devices working in 2 GHz band. They used
IEEE 802.15.4 devices based on the CC2420 chigrophipCom.

. Test 1: Test 1 is to measure the performance oEIBB2.15.4
system when interferer (i.e. IEEE 802.11b) worksaatifferent channel. The test

1 deployment is shown in Figure 3.11.

15m

Im
+t—>
—>

IEEE 802.11b

Access Point 100Base-Tx
— 1 HUB
802.15.4 802.15.4 802.15.4
Sniffer Coordinato RFD
Sniffer
FTP
Server

Figure 3.11 Test 1 setup (Sikora and Groza, 2005)

In Figure 3.11: the distance between an IEEE 8@2ttdnsmitter (i.e.
IEEE 802.11 Access-Point) and an IEEE 802.15.4ivecéi.e. 802.15.4 RFD) is
set as 1.5+1=2.5 meter. Since the test 1was taa&eathe relationship between
the interference and frequency offset, the distatiee 2.5m) between the
interferer (i.e. access point) and victim (i.e. &4 RFD) is not important. The
access-point continued to send packets to 802 lidt avith packet size of 1446
Bytes. The packet rate was approximate 290 padketh this test, the IEEE
802.15.4 system was operating at channel 16 (2442)MThe IEEE 802.11b
system worked at various channels. The test reswdtved that an acceptable
performance of IEEE 802.15.4 system (i.e. packetr eate is less than 1%) can
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be achieved when the central frequency offset letwBEE 802.11b and IEEE
802.15.4 is over 10 MHz.

. Test 2: Test 2 was to test the impact of Bluetapération on the
IEEE 802.15.4 system. Two pairs of Bluetooth deviegre set to implement a
large file transfer. One desktop made a file trangiotocol (FTP) transfer to a
personal digital assistant (PDA), another notebowdde a FTP transfer to a
desktop PC. The observed Bluetooth data rateshi&set two transfers were 15
kbps and 50 kbps respectively. Due to the workityte sof frequency hopping
employed by Bluetooth, the frequency offset betwdenBluetooth channel and
IEEE 802.15.4 channel was not considered. Theadssit indicated that about 10%
of the IEEE 802.15.4 packets are lost. The losd@% packets in an IEEE
802.15.4 system is acceptable if the applicatigeraetransmission is employed.
However, the distance between Bluetooth deviceslBa& 802.15.4 device was
not mentioned in the work of Sikora and Groza (3005

. Test 3: Test 3 was to evaluate the interferencéEd 802.15.4
systems caused by microwave ovens. The test relsoved only 5 and 20 data

frames out of 1000 are lost.

These three tests were performed under worst-cas®asos. For test 1,
the IEEE 802.11b systems ran with the highest ptessate. In test 2, the FTP
transfers for Bluetooth did not consider any speextrol. In test 3, the testing
devices (i.e IEEE 802.15.4 devices) were put diyemito the top of the oven at a
distance of 1 m. The main purpose of introducingetstesting conditions is to
provide a baseline for high-level coexistence protalesign in the future.

The work of Petrova et al. (2006) illustrated thesign of a similar
interference test to evaluate the coexistence iskae IEEE 802.11 network and
an IEEE 802.15.4 network. Figure 3.9 depicts tlséted. The hardware platform
is constructed using the CC2420EB from Chipcon.
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Figure 3.12 Test bed

In Figure 3.12, the distance between two IEEE 802.15.4 devices and two
IEEE 802.11b/g devices is equally set as 5 meters. The test was implemented with
various frequency offsets between communication channels employed by the two
systems, and various lengths of IEEE 802.15.4 packets. The result is shown in
Figure 3.13.
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Figure 3.13 IEEE 802.15.4 PER when interfered by an 802.11 transmission
(Petrova et al., 2006)

In Figure 3.13, if the frequency offset between IEEE 802.15.4 and IEEE
802.11 channels is over 7MHz, the packet error rate of IEEE 802.15.4 system can
be acceptable (i.e. around 1%). A noticeable thing is that packets with larger size

are more prone to errors.
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Another interference study was conducted by Shuaib et al. (2007) within
an office environment. The IEEE 802.15.4 (i.e. ZigBee) devices used in the
experiment are Maxstream XBee-PRO (XBee, 2008) USB RF modems. Figure
3.14 depicts the hardware deployment.

Fast Etherngt Switch

IEEE 802.119 AP

D1

< “ /q
|IEEE
802. 11g
~my

Figure 3.14 Hardware deployment (Shuaib et al., 2007)

In Figure 3.14, the two ZigBee (a technique which utilizes IEEE 802.15.4
technique as communication part) devices are set to transmit data packets at a rate
of 115 Kbps with an inter packet delay of 200ms. The IEEE 802.11g device
receives data sent from an IEEE802.11g router at a rate of 9.8 Mbps. Two
experimental tests were conducted.

Experiment 1: The IEEE 802.11g channel was set as Wi-Fi channel 11
whose central frequency is 2462 MHz. The ZigBee devices were set to work on
channel 11 operating at 2405 MHz. The distance between the IEEE 802.11g
access point and IEEE 802.11g client is 10.5 meters, which is a reasonable
separation in an office environment. The two ZigBee devices, with 1 metre

separation, were located in the vicinity of IEEE 802.11g client (see Figure 3.15).

10.5 meter
2462 MHz ‘ ‘ 2462 MHz
IEEE 802.11g IEEE 802.11g
Client Access Point

2405 MHz 2405 MHz
ZigBee ZigBee
Device 1 Device 2

1 meter

Figure 3.15 Devices deployment in experiment 1
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Since the centre frequency offset between ZigBemvork and IEEE
802.11g network is 2462 MHz-2405 MHz = 57 MHz, thes no interference
effect reported in the test.

Experiment 2. Compared with the experiment 1, thanoels of IEEE
802.11g and ZigBee network were changed, and tbiardie between ZigBee
devices were various (see Figure 3.16).

P 10.5 meter %
2437 MHz 2437 MHz
IEEE 802.11g IEEE 802.11g
Client Access Point

2435 MHz 2435 MHz

ZigBee ZigBee
Device 1 Device 2

1, 6, 12 meter

Figure 3.16 Devices deployment in experiment 2

In Figure 3.16, the IEEE 802.119g devices are setaik on Wi-Fi channel
6 (2437 MHz). The ZigBee devices choose to workZmBee channel 17 (2435
MHz). The centre frequency offset is 2 MHz, which the worst case when
channel allocation for IEEE 802.11and ZigBee systeis not guaranteed.
Experiment 2 was conducted into three cases. la tashe two ZigBee devices
were located with 1 meter separation, which wasstrae as in experiment 1. A
10% ZigBee throughput drop is measured. In casee2wo ZigBee devices were
located with approximate 6 metres apart. Also, % gBee through drop was
measured. In case 3, these two devices were withetBes apart. A 22% ZigBee
throughput drop was measured.

The conclusions obtained from these two experimeanes 1) The
interference effect from IEEE 802.11g signals cangmored in a ZigBee network
when the central frequency offset between thesedystems is relatively large
(e.g 57 MHz). 2) When a ZigBee device is locateth&@ers or 6 metres away

from an IEEE 802.119 interferer, the ZigBee thrqughdecrement between 10%
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and 22% can happen when the frequency offset leetiggBee network and
IEEE 802.119g network is small (i.e. 2 MHz).

3.5 Interference Mitigation Recommendations and

Strategies

Due to the fact that the interference problem e ItBEE 802.15.4 network
is significant, especially when interferers haveghhioutput power and wide
frequency band, a number of suggestions and skeatdve been proposed in

order to mitigate the effect of interference.
3.5.1 Recommendations from IEEE 802.15.4 Standard

The IEEE 802.15.4 task group has conducted res@amider to develop
general guidance for IEEE 802.15.4 systems to sb&ith other wireless devices
operating in an unlicensed frequency band.

The mechanisms provided in the IEEE 802.15.4 stanitiet enhance the
coexistence of IEEE 802.15.4 networks with otherelgss systems are clear
channel assessment (CCA), dynamic channel selectimodulation, energy
detection (ED) and link quality indication (LQIwW duty cycle, low transmit
power, and channel alignment (IEEE Std802.15.4-20083 IEEE Std802.15.2-
2003, 2003).

CCA: The CCA is part of the CSMA-CA mechanism. Thare three CCA
methods available for use: energy detection overtain threshold, detection of a
signal with IEEE 802.15.4 characteristics, or a boration of these two methods.
The IEEE 802.15.4 PHY can choose one of the CCAhaust to implement
channel assessment for detecting whether the chsnmecupied by any device.

Dynamic Channel Selection: IEEE 802.15.4 specificatioes not support
direct frequency hopping. However, users can spegiicertain mechanism in
applications switch to manually to a suitable comioation channel when
interference is sensed on the current frequency.

Modulation, ED, and LQI: The employed modulatioheme is O-QPSK,
which is a power-efficient modulation method thehiaves a low signal-to-noise
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ratio. The ED and LQI are two measurement functidie ED is used to detect
the energy level within an IEEE 802.15.4 channekahlvhile, it can provide
useful information for channel selection algoritexecuted by a higher layer. The
LQI measures the signal strength for each recepamitet, which is usually used
as the indicator of signal quality.

Low duty cycle is a kind of requirement for workistyle. For a single
IEEE 802.15.4 device working within a WSN for emviment monitoring, it is
reasonable to report sensor readings (e.g. l-lBmepdrature reading) every
minute or longer. Briefly, assuming an IEEE 80241j3acket which contains a 22-
byte payload is transmitted with a data rate at RBPs every 1 minute, the

required transmission time B2*8/25kbp= 0704 milliseconds. Then the duty-
cycle of this IEEE 802.15.4 device @¥04/(1*60*1000 = 117x10°%. The

transmitter is in an inactive state for the resth&f working period. By following
the suggestion of low duty cycle, the chance fa HBEE 802.15.4 device to
compete with interfering signals can significardbcrease.

Low transmit power and channel alignment: Low traiispower is a
mechanism mainly for promoting an IEEE 802.15.4ickes capability to coexist
with other wireless systems. Although Federal Comication Commission
(FCC) rules allow transmit power up to 1 W in trd0@ MHz, IEEE 802.15.4
devices likely operate with much lower transmit powi.e. typically 1 mW) to
minimize interference with other wireless devic€bannel alignment requires a
proper separation between the IEEE 802.15.4 conuation channel and the
potential wireless systems, which can enable maltyreless systems to work

simultaneously without significant mutual interfiece.
3.5.2 Existing Mitigation Strategies

Swapping the current working channel of IEEE 802 iased WSNSs to a
relative free frequency when interference occuraniseasy and effective way to
combat interference. In this study, we review thtgaical existing mitigation
strategies.
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3.4.2.1 Adaptive Interference-Aware Multi-Channel Clustering

Kang et al. (2007) proposed an adaptive interference-aware multi-channel
clustering algorithm to avoid IEEE 802.11 interference in a ZigBee network. In
the description of this algorithm, a stationary ZigBee network is assumed so that

no topology change or mobile node is allowed (See Figure 3.17).
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Figure 3.17 ZigBee network with Intra and Inter clusters (Kang et al., 2007)

In Figure 3.17, ZigBee devices are classified into a number of clusters.
Except for the PAN Coordinator, each cluster has a cluster head (CLH)
responsible for cluster management. A cluster identifier (CID) is used by devices
in the same cluster to establish communication. There are two channel settings:
An intra-cluster channel for devices in the same cluster and an inter-cluster
channel for a cluster header and a bridge device (BRD). A bridge device is a node
directly connected to a cluster header of a neighbouring cluster. The use of Inter-
cluster is to increase the coverage area of a ZigBee network.

The algorithm consists of two schemes: an interference detection scheme
and an interference avoiding scheme.

. Interference Detection Scheme: Once a device in a cluster detects the
existence of IEEE 802.11 interference (e.g. loss of beacon synchronization, or loss
of acknowledgement), it should broadcast a channel change broadcast message
(CCBM) through the cluster, allowing the other devices in the same cluster to

detect the interference.
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. Interference Avoidance Scheme: On receipt of the CCBM, devices in the
same cluster start to change their channel to a new channel. To ensure each device
can move to the same channel without introducing additional cost, a combination
of PAN identification, cluster ID, current channel and channel switch counter is
used as a key to generate the next channel. Devices sharing the same parameters
can obtain the same result. These parameters are inputted in a pseudorandom

sequence generator (PRSG) (see Figure 3.18).

PAN ID
- Next intra-cluster
Cluster 1D ‘ ©
Pseudo Random channel \
Current channel Sequence Generator 4
Counter

Figure 3.18 Block diagram for pseudorandom sequence generator (Kang et al.,
2007)

For the Inter-cluster connection, the cluster head periodically sends a test
frame to the bridge node. If a number of acknowledgements are lost, the cluster
head assumes that the Inter-cluster channel is experiencing interference. Then it
sends out CCBM frame and moves to the next channel. For the bridge node, if a
number of test frames are not received as scheduled, it also sends out CCBM to
the cluster to which it belongs, and moves to the next channel.

The evaluation test for “interference-aware multi-channel clustering”
algorithm was implemented using 30 Chipcon CC2420 chips (CC2420, 2007)
working on channel 23(i.e. 2465 MHz). The IEEE 802.11 traffic was configured
to work on multiple channels, channel 11, channel 1, and channel 6. The test
results were compared according to two situations: with algorithm (situation 1)
and without algorithm (situation 2). When an access point worked on channel 11
(2462 MHz), 1/3 of ZigBee devices were unable to communicate in situation 1.
However, only 22% frames were lost in situation 2. It was also found that the
proposed algorithm cannot resolve the overall problem that ZigBee frame delivery

degrades with the increment of IEEE 802.11 access points on different channels.
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3.4.2.2 Adaptive Radio Channel Allocation

An adaptive radio channel allocation for supporting coexistence of
802.15.4 and 802.11b was proposed by Won et al. (2005). The algorithm also
focuses on IEEE 802.15.4 based WSN for large-scale deployment. The studied

IEEE 802.15.4 network with interference presence is illustrated in Figure 3.19.
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Figure 3.19 Multi-hop IEEE 802.15.4 network with interference (Won et al.,
2005)

In Figure 3.19, a deployed IEEE 802.15.4 sensor network using mesh
topology is being interfered by IEEE 802.11b signals. The node named “Src” is
set to send data packet to the node “Dst”. The routing path from the source node
to the destination node has been pre-configured by following the solid arrows. The
graded area is the part being affected by interference. If the source device can
reselect a new route to bypass the affected area, the problem of interference can be
solved. However, additional computation cost will be generated. Won et al. (2005)
introduced a strategy to save the cost of additional route selection by enabling the
nodes within the interfering area to switch communication channel temporarily.
The strategy implementation consists of three steps: interference detection, group
formation and tear-down.

* Interference Detection

Each IEEE 802.15.4 node in the mesh network keeps monitoring the data
throughput and executing interference detection using the standard function of
energy detection, or clear channel assessment. Once a sudden degradation of

throughput is detected, and the energy detection returns a high level reading, the

-51-



node will enter into the procedure of group forroatin order to form a temporary
group in a clean channel.

* Group Formation

The node, which starts the procedure of group ftionashould message
its immediate neighbours about the informationhaf thannel to which it is going
to switch. On receipt of the messages, the neighbode will change its role to
act as a border node, which establishes a bridg@eba the original mesh
network and the nodes within the interference aféa&. border node will send a
reply message on the new channel to the node froohwt received the group
formation message. The reply message is to cortfiahthe border node is aware
of the situation change. Next, the border node chw back to the previous
channel. If new data for the nodes that have joittexl temporary group are
received by the border node, it quickly switchesthe channel used by the
temporary group, and sends the data to the desaee. After completion of data
sending, the border node returns to the originahaokl and continues to listen on
it.

« Tear-down

The nodes in the temporary group keep checkingptiegious channel
periodically. If the channel is measured to be rglézey will send a tear down
message to all immediate neighbours, especiallyotiider nodes. Consequently,
the whole group will be torn down when the intesfeze has completely
diminished.

In the work of Won et al. (2005), an experimengat twas implemented to
study the impact of IEEE 802.11b interference oa fgerformance of IEEE
802.15.4 networks. Meanwhile, a simulation teshgghe NS2 simulator was
implemented to evaluate the effectiveness of tbpgsed strategy.

In the experiment, two IEEE 802.11b network adapteere configured in
ad-hoc mode. One adaptor sent data packets to eanatffaptor using the
maximum data rate of 11 Mbps. Two IEEE 802.15.4pChin wireless modules
were located close to IEEE 802.11b adaptors ines-fmepeer configuration. One
module periodically sent packets to another modtilen interval of one second.

The IEEE 802.11b adaptors worked on channel 6, &/hestre frequency is 2437
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MHz. The IEEE 802.15.4 network worked on two chasnehannel 17 (i.e. 2435
MHz), and channel 21 (i.e. 2455 MHz). If channelidTised, the success rate of
IEEE 802.15.4 packet delivery was measured at 4i@%e she centre frequency
offset between the IEEE 802.11b network and theEIBB2.15.4 network is 2
MHz. If channel 21 was used, the IEEE 802.15.4 phalelivery rate was
sustained 99% to 100%.

In the NS2 simulation experiment, the IEEE 802.1%&twork was
deployed as depicted in Figure 3.19. The effectgsnof the proposed strategy
was measured with two metrics: packet delivery ssggate and delay. Since the
strategy implementation was implemented once iaterice is detected, and the
“adaptive channel allocation” can ensure the succek following packet
transmissions, then most of the packets will notlds. The measured packet
delivery success rate sustained between 97% and 8®ring periods of
interference, the proposed strategy could stilizatithe previous route without
issuing a new route selection. However, more tines wpent by the “border
node” to implement channel switching. In comparigoti the situation where no
strategy was applied when interference happenedpdcket delay measured in

simulation tests with the strategy implemented agsroximately 40% less.

3.4.2.3 Adaptive Multi-Channel Utilization Scheme

An interesting strategy called “Adaptive Multi-Chred Utilization
scheme” was proposed by Hwang et al. (2009) toeaehcoexistence of IEEE
802.15.4 with other interfering systems. The sgatassumes the use of IEEE
802.15.4 network is under beacon-enabled modeo I§trategy is specified, all
IEEE 802.15.4 devices only work on the selectechcbhand are associated with
the PAN coordinator by tracking the periodic beacdBach beacon contains a
superframe within  which all synchronized devices n cacommence
communications. The beacon signal is contained hat first part of the
superframe. Once serious interference occurs incthreent working channel,
IEEE 802.15.4 communications will be interfered ilutihe PAN coordinator
restarts a new PAN in a clean channel with smadrgylevel and completes re-

association requests from previous devices. Tocovee the shortage of the
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standard procedure, the proposed strategy utilizes all available channels to
maintain multiple superframes on different channels.

When a PAN coordinator is to start an IEEE 802.15.4 network, it first
implements energy detection on all 16 IEEE 802.15.4 channels. The channels with
energy level less than a certain threshold will be stored on the PAN coordinator.
This is different from the normal IEEE 802.15.4 PAN coordinator which sends

beacon only on the certain channel after the completion of the energy scan, the

13

PAN coordinator used in “Adaptive Multi-Channel Utilization scheme “ sends

beacon periodically on multiple channels which are stored as clean channels (see

Figure 3.20).
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Figure 3.20 Multiple superframe structure by coordinator using multi-channel
(Hwang et al., 2009)

In Figure 3.20, the channel 1 7, 3, and 11 are chosen to implement
multiple superframes transmission. For each single working period, normal IEEE
802.15.4 devices on these 4 channels will be able to receive a superframe sent
from the same PAN coordinator. When a normal IEEE 802.15.4 network device is
going to join the network, it firstly implements passive detection on all channels
by sequence. Once a superframe is received on a channel, the device will
synchronize with the beacon and store the list of the clean channels (i.e. channels
with less energy level). When the superframe appears on the same channel in the
next loop, the device will send an association request to the PAN coordinator. On
receipt of the reply from the PAN coordinator, the association is completed. Then

the IEEE device stays on this channel and implements communications.
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Once interference occurs on a channel, the IEEEL802 devices working
in this channel will lose synchronization with tRAN coordinator, or the PAN
coordinator will receive no acknowledgements. Whaoh phenomena happens,
the PAN coordinator and affected devices can simahcel all transactions on the
channel being interfered with, and work on the wdsthe clean channels. Since
the PAN coordinator and network devices maintai@ same channel list, the
transfer will be easy to achieve. The experimetast showed that none of the

packets are lost until all scheduled channelsraesfered.
3.5.3 Comprehensive Suggestions from Industry

In general, the cause of interference in IEEE 8R2.lbased wireless
sensor networks can be categorized into two aspebinnel selection and
transmission power. On the basis of these two cheniatics, Jennic (2008)
concludes a number of methods for reducing thectsffef interference on an
IEEE 802.15.4 network.

Channel Selection: It is recommended to use chartieland 26 to avoid
most of the IEEE 802.11b/g interference. If theteysis deployed within an
environment where pre-configuration of wirelessteys is controllable, a
channel centre-frequency offset of 7 MHz is betibereserve to ensure acceptable
coexistence with IEEE 802.11 systems.

Physical Separation: Ensuring a physical separatfoat least 8 meters
from an IEEE 802.11 access point is useful for csierce.

Mesh Networking: If applicable, an IEEE 802.15.4twwk can be
constructed on the basis of mesh topology whiclviges additional benefits of a
self-organizing and self-healing capability.

Network Layer Frequency Agility: By switching tockean channel when
interference occurs, an IEEE 802.15.4 network dtattively avoid performance
degradation. The channel hopping is normally chérgg high level protocols
(e.g. network layer). The decision of dynamic clerselection should be made in
terms of results of channel assessments (e.g. \erstection, link quality

indicator).
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Network Planning: Before deploying an IEEE 802.1Betwork, initial
assessment such as a site survey can be perfoonesdltiate the radio frequency
environment. The results provide important guidafme physical installation.
During the period of system operation, the radiegirency environment
evaluation can be periodically performed to monttee changes of interference

possibility.
3.6 Summary

As discussed before, it is evident that the perforoe of IEEE 802.15.4
networks can be affected by wireless interferemm®iming in the same ISM 2.4
GHz band. The level of the interference effect delgeon the characteristics of
the interferer, e.g. interfering power strengthsteyn duty-cycle, interference
frequency. The research on interference mitigastmategies for IEEE 802.15.4
systems are in great demand as more and more s@r@ducts using this
technique are coming to the market.

A complete research process regarding wirelessfenénce consists of
three steps: analysis for the cause of interferenterference mitigation strategy
design, and data recovery strategy design. Theigddaat the interference effect
can be limited using the corresponding methodsef cause of the interference
can be addressed, and the system’s performanceecéumther improved if the
lost data can be efficiently recovered. These thstsps also compose the

methodology employed for the interference studthis thesis.
3.6.1 Analysis for the Cause of Interference

The unexpected interfering energy (e.g. IEEE 802i@aal) is the essence
of interference affecting an IEEE 802.15.4 basekless sensor network. When
interference signals overlap the desired signal, tae corresponding interfering
energy reaching the IEEE 802.15.4 receiver is ¢herallowed noise level, the
reception of the desired signal on the IEEE 802.1&ceiver will fail.

The difficulty for an IEEE 802.15.4 system in deteg the existence of
interference at the physical layer, based on teealiure review in this chapter, is
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that the IEEE 802.15.4 radio system works unddrdgdlex mode, which means
the transmitter cannot monitor the status of sgmetilst the transmission is in
process. On the other hand, the employed moduldgamodulation technique
usually limits the maximum capability of the wirsgesystem’s anti-interference
capability. Some wireless standards e.g. IEEE 8@2.hllow the system to
dynamically switch to a second choice of modulddemodulation scheme when
interference occurs, However, there is no universadulation/demodulation
scheme available for dealing with all situations.

The analysis for the cause of interference on IEBRZ.15.4 based on
WSN focuses on the effect of interference at aesydevel which is higher than
the PHY layer (e.g. MAC layer, network layer, apption layer), and provides

information for the following interference mitigati strategy design.
3.6.2 Interference Mitigation Strategy Design

The IEEE 802.15.4 standard does not support hasadustment (i.e.
switch modulation/demodulation) to obtain betterffm@nance when its system is
under interference. However, if the adjustmentsraeele at the MAC layer or
above (e.g. reduce overlapping part between degesdet transmission and
interference signals, switch communication channefsimplement new route
selection), the possibility for the IEEE 802.15&twork affected by interference
to survive could increase.

Many researchers propose their solutions to helpEIB02.15.4 based
networks overcome any interference by intelligestiapping working channel to
avoid direct contact with harmful energi{ang et al. 2007, Won et al. 2005;
Hwang et al. 2009). The tests results indicate thatstrategies can effectively
increase IEEE 802.15.4 network performance wheretlage “clean” channels
available for swapping if the current working chahnis experiencing
interference. However, the rapid development ofspeal wireless devices
working on the same ISM 2.4 GHz band is formingitaasion in which there
might not be any clean channel to use within argmevironment. For example, it
is common for different departments in a compangdbup private IEEE 802.11

networks in the same open office environment. te¢hnon-overlapping Wi-Fi
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channels are not sufficient for use, some of therlapping Wi-Fi channels must
be used under this circumstance. Consequentlye thalt be no clean IEEE
802.15.4 channel “isolated” from Wi-Fi networks €s€igure 3.5). The main
research interest of this thesis is to discuss @eslgn efficient and feasible
strategies from a system level view using the miation obtained from
interference analysis. The strategies are mainplf@amented at the IEEE 802.15.4
MAC layer or above to maintain communications whaerference occurs and

channel switching is not applicable.
3.6.3 Data Recovery Strategy Design

Since the occurrence of the interference is unptablie, some data loss is
inevitable no matter how interference mitigatioratdgy is implemented.
Consequently, a data recovery strategy is crutidie lost data is important for
the application. By utilizing the convenience pdwd by the peer-to-peer
topology, it is feasible to construct redundancyhie IEEE 802.15.4 network, and
enable data recovery when necessary. The dataamscsirategy involved in this
thesis mainly focuses on the finding of the lostadan the basis of hardware.
Details will be given in Chapter 6.

By combing the uses of interference mitigation adata recovery
strategies, an IEEE 802.15.4 network can provideeupayers with a complete

data service to ensure high system performancer umieference.
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Chapter 4 Interference Analysis
and Mitigation

4.1 Background and Motivation

The basic topologies supported by the IEEE 802.3f%a#hdard are star
topology and peer-to-peer topologies. The starltgpois usually used for small
area applications, as its coverage area is limite@ star network, the network
controller (i.e. IEEE 802.15.4 PAN coordinator) irs charge of all network
operations, which means only one hop range is reduifor network
communications. As the effective communication enfja star IEEE 802.15.4
network is limited, both transmitter and receivan de affected during periods of
interference. In such a case, network communicatean be affected when the
default mechanism of CSMA-CA fails, or the desiemttnowledgment is missed.
Although the network communications might returnnimrmal by enabling the
PAN coordinator and network devices to switch wifeerent channel, it is more
useful if the communications can be maintainednendurrent channel when it is
not possible to apply channel switching, or othe€EE 802.15.4 channels are also

being affected by interference.

4.2 Analysis of Existing Interference Resources

The basic idea of wireless communication is to @®vconnectivity
through the wireless medium. Therefore, wireleséesys are required to ensure a

certain minimum transmission quality. The metric fieeasuring the transmission
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quality is SNR at the receiver (Zhou et al., 2009)e noise, which is also called
interference in this context, can consist of sdve&@mponents, as follows
(Molisch, 2005):

1. Thermal Noise: The thermal noise is generated byir@mmental
temperature. Assuming the normal environment teatper is 300 K
(around 26 Celsius). The power spectral densithefmal noise affecting
the receiver bandwidth is calculated as 174dBm/Hz.
2. Man-made Noise: Man-made noise can be distinguisttedwo types:
a) Spurious emissions: It is common for many elecappliances to
emit noise over a large bandwidth that includesréimge within which
the desired wireless communication systems opetateignitions and
other impulse sources are typical example sourcesgmn-made noise.
b) Other intentional emission sources: Several wigeles
communications systems in close proximity operateunlicensed
bands, particularly ISM 2.4 GHz band. In these lsaal members are
allowed to emit electromagnetic radiation withouestrictions
compared with licensed bands. This interferencenpimenon is
serious (Chiasserini et al., 2002).

3. Receiver Noise: The amplifier and mixers in theereer are noisy and

compose parts of noise power in the whole system.

Among the listed noise resource, the thermal neisé receiver noise
persist all the time and cross the whole availabledwidth. The noise resource of
“spurious emission” also crosses the whole avalabdndwidth. This is an
uncontrollable factor which is out of scope of tkiesis. The factor of “other
intentional emission sources” is caused by wirelggstems under control of
corresponding protocols. Wireless systems workingtlee same 2.4 GHz ISM

band are all potential interference source.

IEEE 802.15.4 WSNs based on the star topology aitakde for home
automation, personal computer peripherals, toysgamdes, and personal health
care (IEEE Std802.15.4-2003, 2003). These appbcaieas are quite common in

domestic use. For example, inside the home, selierae appliances including
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washing machine, radios, televisions, lighting colntautomatic curtain etc, can
be organized using a universal controller (Callavesyal., 2002). The IEEE
802.15.4 technique can easily enable these dewmebe wireless without

worrying about the differences of physical charastes.

IEEE 802.11b based wireless local area networke bacome popular in
home, enterprise and public access areas due feahaes of low cost, simplicity
of installation and high data rates (Medepalli et 2004). In areas with both
IEEE 802.15.4 and IEEE 802.11b systems in operaporblems of coexistence
must be considered. For example, an IEEE 802.1%abled light sensor node
serving a home automation network is located clmsea window. A laptop
equipped with an IEEE 802.11b network adaptor tsastew meters away from
the window and used for audio application throulgé EEEE 802.11b network.
Then the IEEE 802.11b interference could be harnduthe IEEE 802.15.4
system (Latre et al., 2006).

It has been proved that IEEE 802.11b wireless ndisvcan have different
degrees of interference on IEEE 802.15.4 communitait(Sikora and Groza,
2005; Petrova et al.,, 2006; Howitt and Gutierre03. Under normal
circumstance, an IEEE 802.15.4 network can avoiérfierence from IEEE
802.11b system by enlarging physical separatiormfran IEEE 802.11b
transmitter, or selecting a different communicatichannel whose centre
frequency is away from the frequency employed by HBEE 802.11b system.
However, these measures may not be applicableaictipal applications due to

two reasons:

1. The capability of automatic channel switching fepiging interference is
not supported by the IEEE 802.15.4 standard. Ihobhswitch is required,
it should be carried out by application softwargéhvspecific interference
judgment procedure.

2. IEEE 802.11b system is probably integrated intotgimde devices (e.g.
laptop, personal digital assistant). Thereforeytbhan work anywhere.
However, most IEEE 802.15.4 WSN devices are stdter deployment

since it is not originally designed for mobile apptions.
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If the IEEE 802.15.4 system can maintain commuigoaton the current
channel whilst IEEE 802.11b interference is ocagrthe capability for the IEEE
802.15.4 system to suffer interference can be fsogmitly improved.

4.3 Interference Modeling: Open Loop

Although an IEEE 802.11 system can produce selim@sference on an
IEEE 802.15.4 receiver, it is still possible foetiEEE 80215.4 to communicate
under the presence of interference. IEEE 802.11élegs communication usually

satisfies two characteristics: non-persistencevanidble duty cycle.
. Non-Persistence

In wireless communication systems, the state oforachnsmission is
usually not persistent. Most communication protecgpecify the maximum data
payload length for each type of supported frame.iRstance, an IEEE 802.11b
MAC frame can contain a maximum of 2304 bytes ata dmyload (IEEE
Std802.11-2007, 2007). In the case that the amoludesired data is larger than
the maximum data payload size, the transmissiont meirocessed packet by
packet, which is called datagram fragmentationfterAhe completion of a packet
transmission, the system must consume some negetissa to adjust the
transmitter state and process the next frame paBsed the upper layers.
Therefore, there is always a certain interval exgsbetween each pair of packet

transmissions.
. Variable Duty Cycle

Wireless communication systems usually work whequired. For an
IEEE 802.11 network, the network can be active whsers start to access the
Internet and initiate certain actions. For exampleen the user presses a button
on a webpage, the IEEE 802.11 adaptor equipped@®rcamputer will send a
request to the website through the wireless rowed display to the user the
results when responses are received from the veethsttugh the wireless router.
The IEEE 802.11 signals travelling between the asterpand the wireless router

create interference to other wireless communicatiamce the process of request
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and response is finished, the IEEE 802.11 netwallkbe inactive until the next
action is initiated. The duration of a transmitterking period is called the duty

cycle. According to the level of utilization, thatgt cycle can be various.

When the IEEE 802.11 transmitter is idle or in a listening state, there will
be no interference. From the viewpoint of system activity, this situation is called a
“low duty-cycle”. It is possible that the communications of the IEEE 802.15.4
system will be interfered with by powerful IEEE 802.11 signals, but if the time
interval between any two IEEE 802.11 packets is large enough to enable
completion of the IEEE 802.15.4 packets transmission, the effect of interference
can effectively be reduced. There are two aspects which need to be analyzed: 1) If
the time slot existing between two IEEE 802.11 packets is large enough to enable
the transmission of IEEE 802.15.4 packets. 2) As the IEEE 802.11 system and
IEEE 802.15.4 system are not able to interact with each other, is it possible to
ensure that the IEEE 802.15.4 packet transmissions occur when the IEEE 802.11

system is in an idle state.

In this chapter, an IEEE 802.11b transmitter isuamsd as the interferer.
Figure 4.1 shows the basic access method of thE BER2.11b system.

Immediate access when medium
is free >= DIFS OIFS Contention Window
J S|FS ‘[ ‘,‘ T 11 ) KI "I
| BusyMedium l«— | | Backof-Window /| Next Frame
. Slot time
’ Defer Access Select Backoff time and decrement
M as long as medium is idle

Figure 4.1 Basic access method of IEEE 802.11b (IEEE Std802.11-2007, 2007)

In Figure 4.1, when an IEEE 802.11b device is@andmit a packet, it will
monitor the channel until an idle period equal t@@ater than a distributed inter-
frame space (DIFS) is detected. If the channelusybthe device will keep

deferring. After sensing an idle DIFS, the deviekests a random number of “slot
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time” (aSlotTim¢ and starts to backoff, which means the devicetsnvior a
specified period before starting the transmittimgcess. The random number is
set as the counter. Once the backoff counter reazbm, the device starts to
transmit the packet. If the channel is detectedbdabusy during the period of
backoff, the count temporarily suspends and reswanes a period of idle DIFS
IS detected.

According to the IEEE 802.11b standard, DIFS anckB# are defined as
follow:

DIFS=aSIFSTime 2xaSlotTime (4.1)

Backoff = Randon{) x aSlotTime (4.2)

whereaSlotTimedenotes the Slot Time (in microseconds) that &l 802.11
MAC layer will use for defining DIFS periodgSIFSTimedenotes the nominal
time (in microseconds) that the IEEE 802.11 MAC &itl layer will require to
process the received frame, the functikandonf) generates an integer drawn
from a uniform distribution over the interval [0,W, where CW denotes
contention window whose range &Wmin< CW < aCWmax. The parameters
of aCWminand aCWmaxare PHY characteristics defined in the IEEE 802.11b
standard. Table 4.1 summarizes the related paresreetd values.

Table 4.1 IEEE 802.11b parameter
IEEE802.11b Parametér  aSlotTinmle aSIFSTime aCWmin aCWmax

Value 20us 10ps 31 1023

In Table 4.1, aCWminandaCWmaxdenote the minimum and maximum
size of contention window (in units afSlotTim¢ respectively. Theoretically, the

interval T, 40,1, between two connective IEEE 802.11b packets igioet as

follows:

T gomp = DIFS+Randon() xaSlotTime (4.3)

where Randor§) 0[0, CW}. ThereforeT, 4., 0[0.67ms, 20.5Im.

-64 -



Similarly, an IEEE 802.15.4 packet transmissioro ateeds to follow
certain rules. Figure 4.2 illustrates an IEEE 8B2 kstar network.

Q IEEE 802.15.4 PAN
Star Coordinator

O IEEE 802.15.4 PAN

Full Function Device

O netion Device
Figure 4.2 IEEE 802.15.4 star network

In Figure 4.2, an IEEE 802.15.4 PAN coordinatosa the starter of the
network. As mentioned in Chapter 2, any IEEE 802 Tetwork must have one
and only one PAN coordinator to initiate key netkparameters (e.g. network
channel, network identification) and maintain netkvaperations during the
whole system lifetime. Other devices including IEBB2.15.4 full function
devices and IEEE 802.15.4 reduced function devaass join the established
network by associating with the PAN coordinator.eTdifference between full
function device and reduced function device is thatull function device is
capable of relaying messages. However, relayingaggsis not required in a star
network. If a network device is to send data totheodevice, the data must be
sent to the PAN coordinator first, and then relatgethe destination device by the
PAN coordinator. In other words, communicationsainstar network always
happen between the PAN coordinator and one of tevark devices. As
mentioned in Chapter 2, the IEEE 802.15.4 star otvgupports two network
modes: beacon-enabled and nonbeacon-enabled. Bemabled network
requires beacons generated by the PAN coordinataymchronize all network
devices, whereas nonbeacon-enabled network hagchdimitation. For channel
access, beacon-enabled and nonbeacon-enabled ketwse slotted and

unslotted CSMA-CA mechanism respectively. In thiajter, the analysis focuses
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on nonbeacon-enabled mode. Figure 4.3 shows the doart of unslotted
CSMA-CA mechanism.

( Unslotted CSMA-CA >

!

NB=0
BE=macMinBE

>$

Delay for random
( 2%% -1 ) unit
backoff periods

!

Perform CCA

Channel
idle?

NB=NB+1,
BE=min(BE+1,aMaxBE)

NB>macMaxCS
MABackoffs?

\
< Failure > < sSuccess >

Figure 4.3 Unslotted CSMA-CA (IEEE Std802.15.4-202303)

The analysis of unslotted CSMA-CA is for the catidn of time period
which a standard data transmission requires. IrurBigd.3, when an IEEE
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802.15.4 device is going to transmit a packetjrdt implements CSMA-CA to
determine if the channel is idle. If the channekigorted to be idle, the device can
transmit the packet. If the channel is reportedo¢obusy, the mechanism of
CSMA-CA will continue to monitor the channel unthe allowed number of

detections has been tried. The detail proceduredescribed as follows:
Step 1: Initialize the parameters of NB and BE

NB means the number of times the system will implentie@ backoff in
the current transmission attempiE is the backoff exponent, which means how
many backoff periods should be performed beforengiting to assess the
channel.NB and BE are initialized to be 0 anchacMinBErespectively, where
macMinBE is the minimum value of the backoff exponent i t6SMA-CA

algorithm. The default value ofiacMinBEis 3.

Step 2: Delay and Clear Channel Assessment Impltiem

After initialization, the system starts to delagianber of backoff periods.
One backoff period is equal sdJnitBackoffPeriogdwhich is 320us. The size of

the backoff period is randomly selected from 02f5 —1(step 1) where the
default value foBE is 3. When the delay is finished, the MAC layetlw# system
can perform CCA (step2). Since the random delale@ded within the range of

(2°% -1) and complies with uniform distribution, it is reasdle to select variance
4 for calculation. The implementation of CCA re@sirl28 us. Then the time

Toeay-ccaCONsUmMed to implement random delay and CCA is tatked as follows:

T = (2°F -1) * aUnitBackoffPeriost CCA

Delay-CCA —
=4*32@s + 128us = 1.408 (ms) (4.4)
Step 3: Judgment of Channel Status

If the channel is assessed to be busy, the sysikmmeveaseNB by 1 and
reselectBE from the lesser oBE+1 andaMaxBE the maximum value of the
backoff exponent defined in the CSMA-CA algorithih. NB is greater than

macMaxCSMABackoffswhich is the maximum number of backoffs that the
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CSMA-CA algorithm will attempt to implement befodeclaring a channel access
failure, the current attempt of accessing mediuanisounced to be failed and the
MAC layer should issue a primitive of “CCA Failur&d the upper layer. INB is

less tharmacMaxCSMABackoffgoes to step 1. If the channel is assessed to be
idle, the MAC layer can immediately commence datandgmission. If no

interference is present, the channel should be adfid the frame transmission can

be commenced immediately, which requilleg, .-

TT LPacket_Length/ 250(bp5 (mg mS

ransmit —

where L denotes the length of the IEEE 802.15.4 packdtetgent out

Packet_Length
by the PHY layer. The parameter 250kbps is the datta defined by the IEEE
802.15.4 standard at 2.4 GHz frequency band.

Step 4: Retransmission

After sending out a data packet, the device reguareertain period called
aTurnarourdTimeequal to 0.192ms, to allow the radio system to@dwihe radio

state from transmit to receive.
Tsuier=0-192 (Ms) (4.6)

If an acknowledgement is required, the system shalt for at most
macAckWaitDuration which is the maximum period of waiting for an
acknowledgement to arrive following the transmissid a data packet. The value
of macAckWaiburationis equal to 0.864 ms. The length of an acknowledggm
frame is fixed at 11 bytes. The minimum duration &@knowledgement frame

transmission is 0.352 ms. Then the tinlg. used to wait for an

acknowledgement is defined as follows:

T, O [0352ms,0864mg (4.7)

If the acknowledgement is received withimacAckWaitDuratiorperiod,
the transmission is considered successful. Then MAC layer initiates a
primitive of “MAC_ENMU_SUCCESS” to the wupper Ilayerlf the
acknowledgement is not received, the system willormatically attempt to

retransmit the packet faMaxFrameRetrieimes, which has a default value of 3.
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If the acknowledgement is still not received, thé\®1layer should initiate a
primitive of “NO_ACK?” to the upper layer.
Therefore, if there is no interference existing, the T, can select the

minimum value. Meanwhile, the automatic retransmission is not needed.

The total transmission time Ty, (Lpager Longn) 18 defined as follows:

TTotaI(LPacket_Length) = 1408+ LPacket_Lengthx8/ 250+ 0'192+ 0352
= 1952+ LPacket_Lengthx8/ 250 (ms (4 8

The parameter Lo, (ongn denotes the length of the outgoing packet. Its

unit is in bytes. Figure 4.4 illustrates the structure of data frame in the IEEE
802.15.4 standard.

Octets: 2 1 41020 n 2
MAC Frame |Sequence|  Addressing cog |
sublayer | mml Number Fblds
i MHR MSDU MFR

Octets: 4 1 1 5+(4to20)+n

PHY | Preamble [Star of Frame Frame
layer |Sequence| Delimiler | Length

i SHR PHR PSDU
H 11+(@41t0o20)+n

PPDU

Figure 4.4 IEEE 802.15.4 data frame structure (IEEE Std802.15.4-2003, 2003)

In an IEEE 802.15.4 data frame, the packet length is controlled by the
length of data placed in the “Data Payload” field. The “Data Payload” range,

which is also called a MAC Service Data Unit (MSDU) is defined as msdulength.
The definition for msdulLength is:

msdulLengthkx aMaxMacFraneSize (4.9)

aMaxMacFraneSizes aMaxPHY PaketSize- aMaxFrame®erhead

=127-25=102(byte) (4.10)
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where aMaxPHYPa&etSizeand aMaxFrameQrerhead denote the maximum
packet length which can be processed by the IEEE1804 PHY layer, and the
maximum number of byte added by the IEEE 802.15ACMayer to its payload
respectively. Then, the maximum length of a datkebsent from the PHY layer
of an IEEE 802.15.4 device is:

L = SHR+ PHR+ PSDU = (4 +1) +1+ [5+ (4t020) + ] (4.11)

Packet_Length —

where SHR PHR and PSDU denote synchronization header, PHY header and
PHY service data unit respectively (see Figure.4.4)

If the addressing field uses the minimum allowetli®athenL,, . engniS
defined as:
I—Packet_Length =15+ n (byte n[l [0102] (412)

wheren denotes the data payload .

Applying Equation (4.12) into Equation (4.8), tlange of time required to
complete an IEEE 802.15.4 packet transmissiontzioéd as:

@5+n)x8

TTotaI(LPacket_Length) = 1952+ (mQ (413)

sincen [01027] , the range of, ., iIs0 [2432ms 5696my .

It is noticeable that the implementation of CCA hlagee modes. CCA
mode 1 reports a busy medium if the detected enlenggl is above the energy
detection threshold. CCA mode 2 reports a busy umedi a signal with the
modulation and spreading characteristics of IEER.BR4 is detected. CCA
mode 3 reports a busy medium if a signal with thedufation and spreading
characteristics of IEEE 802.15.4 with energy abavedlefined threshold is
detected. When an IEEE 802.15.4 system is affedigd IEEE 802.11b
interference, CCA mode 1 will always report busydimen since the energy level
of IEEE 802.11b signal is relatively high due ts ihigh transmit power.
Consequently, IEEE 802.15.4 system continues tcerdé&fansmission until
transmission attempt failure. Therefore, CCA modés 2nore suitable to be

-70 -



applied if external interference is taking plac€ACmode 3 has a similar effect as

CCA mode 2.

The interference analysis here emphasizes thet effeécterference acting
on the IEEE 802.15.4 standard. An open loop amalgssuitable to analyze the
interference at the IEEE 802.15.4 receiver whilering the interactions between
the IEEE 802.15.4 system and interferer system.urEigd.5 illustrates a
comparison of IEEE 802.11b and IEEE 802.15.4 trassion procedures on the

basis of the same time line.

T

i _80211b
D DIFS ‘«Backoﬁ j

T
| IEEE 802.11b Time
|
|

»

<«+— Collision

T
|

Ti 802154 !
|
| |
|

CSMA-CA
%7 —

»

IEEE 802.15.4 Time

E TT 802154 D TT 80211b

Figure 4.5 Comparison of IEEE 802.11b and IEEE B®Z. packet transmission

In Figure 4.5T 4,.,, @ndT, 4,,,, denote the time interval between two

consecutive IEEE 802.11b packet transmissions laadime used to transmit an
|IEEE 802.11b data packet,. .., andT, 4., denote the time interval between
two consecutive IEEE 802.15.4 packet transmissamasthe time used to transmit
an IEEE 802.15.4 data packet. For example, if émgth of an IEEE 802.11b
packet is 1024 bytes, than ... is aboutl024x 8/11x10° = 0.74 milliseconds

if using 11Mbps data rate (the typical bit rate ®oEE 802.11b system). For IEEE
802.15.4 communication, if IEEE 802.15.4 transnoissbperates within the
period of 0.74 ms which is indicated as collisicartpin Figure 4.5, the IEEE

802.15.4 receiver will be affected which leads ignal reception failure.
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However, if IEEE 802.15.4 data transmission ocevitiin the period of; 4,4,

the IEEE 802.15.4 data packet will be successfiiipsmitted. As described in
Equation (4.3), the rang df 4,,,, i1S0[0.67ms, 20.5Ims. According to Equation

(4.13), a complete IEEE 802.15.4 data transmisssguires time consumption
ranging from 2.432ms to 5.696ms. It could be gaesfor an IEEE 802.15.4

system to communicate when an IEEE 802.1b systesasin operation.

4.4 Baseline Tests

Determining the data transmission capability oflBEE 802.15.4 system
can give a baseline for interference mitigatiomtsyy design. The baseline tests
were carried out on a Jennic JN5139R1 platform {B952009).

4.4.1 Baseline Test | without Interference

The baseline test | is used to evaluate the maxinttansmission
capability of the IEEE 802.15.4 system without finesence of interference. The
test assumes that an IEEE 802.15.4 star networkistsnof an IEEE 802.15.4
PAN coordinator, and an IEEE 802.15.4 network deviwhich is also a full
function device) working in nonbeacon-enabled moflee communication is
initiated by the PAN coordinator, which transmitstal requests continuously to
the 802.15.4 network device. On receipt of the datpest, the network device
will send back an acknowledgement to the PAN cowidir. The maximum
capability indicates how many such standard traissc can be completed by a
pair of a PAN coordinator and normal network dewighin a certain period, e.g.
1 second. In baseline test I, the data transmissmgployed unslotted CSMA-CA
with CCA mode 2.

Theoretically, the amount of IEEE 802.15.4 datakpticN,,.., Which
can be processed by the system per second (withtarference presence) is

obtained as:

Npooeer =1 Troia (4.14)

Packet
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where T, is the time required to complete an IEEE 802.1pakket

transmission and calculated in terms of Equatiob3¢

The baseline test without interference was perforinetween two IEEE

802.15.4 devices as illustrated in Figure 4.6.

IEEE 802.15.4 IEEE 802.15.4 PAN
Network Device ~ Coordinator
Direct Transmission
<+ — — — — -
-
Ack
2m

Figure 4.6 Device deployment in baseline test |

In Figure 4.6, the device acting as the IEEE 802.PAN coordinator is
responsible for starting the wireless sensor ndtwémnother IEEE 802.15.4
device acting as a normal network device is an IEHER.15.4 full function
device. The PAN coordinator is located 2 metersyafn@am the normal network

device.

The PAN coordinator was set to continuously tramstata packets to the
network device. The packets were generated by @wae packet generator
running on the PAN coordinator. The packet amouas wecided by Equation
(4.11) using different length of data payload akowin the IEEE 802.15.4
standard. The 802.15.4 network device processedeteived data packets and
sends back acknowledgements to the PAN coordirtatoonfirm the reception.

The test results are summarized in Table 4.2 &mstridted in Figure 4.7.
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Table 4.2 Summary of time duration for IEEE 80241data packet transmission

Data Data
Payload |Theoretical Practical | Payload |Theoreticall Practical
(byte) (byte)
2 401 361 62 226 198
12 355 290 72 211 184
22 319 264 82 198 176
32 289 245 92 186 166
42 265 227 102 176 156
52 244 209
450 T T T
—S— Theoretical
400 —<— Pratical

350

300

250

200 |

150 |

Throughput(Packtes/Second)

100 =

50 =

u] 10 20 30 40 50 60 70 80 S0 100
Payload length(Bytes)

Figure 4.7 Results of baseline test |

In Table 4.2, the column labelled “Theoretical” refers to the analyzed
number of data packets, which can be processed by the IEEE 802.15.4 system
with different data payload length in terms of Equation (4.14). The column
labelled “Practical” means the actual amount of processed data packets obtained
from the baseline test I by counting the received acknowledgements on the PAN
coordinator. Figure 4.7 is the comparison of the practical and theoretical values.
The curve with circle denotes the theoretical packet throughput between the two
IEEE 802.15.4 devices without interference. The curve with triangles denotes the
practical packets throughput obtained from the baseline test I. The horizontal and

vertical axes denote the payload length and IEEE 802.15.4 packet throughput
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respectively. In Table 4.2 and Figure 4.7, the fizat values are less than the
corresponding theoretical values under the samdittoms. Since the theoretical
calculation does not include the time consumptiequired by software stack
processing, it is reasonable to conclude that trectigal results match the
theoretical analysis. The following tests will ubke result of the baseline test | as

reference for the maximum transmission capacigrofEEE 802.15.4 system

4.4.2 Baseline Test Il with Interference

The baseline test Il is to evaluate the IEEE 802.Fystem performance
when interference is present. Figure 4.8 showsdthace deployment in the

baseline test Il.

FTP Server

IEEE 802.15.4 IEEE 802.15.4 A
Network Device PAN Coordinator vm%;mr Wi-Fi Router >
Q Dire_ct ) Q | l Abling
Transmission — = &~/ Connection
2m 4m < 2m >

Figure 4.8 Device deployment in baseline test thumterference

In Figure 4.8, a laptop is set to download a largeacity file from a FTP
server running on a computer, which uses a cahiwaemion to a Wi-Fi (IEEE
802.11b) router. The test was carried out with fdifferent FTP settings: no
speed limit, speed limitation of 250KByte/s, spéiedtation of 125KByte/s, and
speed limitation of 62.5KByte/s. The PAN coordoratransmitted data packets
with different data payload to the 802.15.4 netwdekice. To illustrate the effect
of interference, the IEEE 802.11b router and addptmated with the laptop were
set to work on 802.11b channel 6 (2437 MHz). Th&HE802.15.4 network
operated on 802.15.4 channel 18 (2440 MHz). Thguigacy offset between the
IEEE 802.15.4 system and IEEE 802.11b system wds13. As the direction of
IEEE 802.11b communications were mainly from theelgiss router to the laptop,

the interference was generated by the wireleserolihe separations from the
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IEEE 802.15.4 PAN coordinator and the network devathe wireless router are
6 m and 8 m respectively, which were within the .8QB interference area. The
data transmission of IEEE 802.15.4 network is #maes as in baseline test I. The

test results are shown in Figure 4.9.

100%
90%

S0% i NVEE Y VAN e
70% "\
60% -
==@==No limit
50% -
~f—250 KB/s
40%
30% 125 KB/s
R — — TP
20% =625 KB/S

10%

0% T T T T T T T T T T 1
2 12 22 32 42 52 62 72 82 92 102

Payload length (Bytes)

Packet success rate

Figure 4.9 Test results of baseline test Il witkEE802.11b interference

In Figure 4.9, the horizontal axis expresses thieréifit lengths of data
payload contained in the IEEE 802.15.4 data pacKéts vertical axis expresses
the packet transmission rate of the IEEE 802.185mmtunication with various
IEEE 802.11b traffics (e.g. 62.5 KB/s, 125 KB/s02&B/s and no limit). It is
obvious that the IEEE 802.15.4 system can stilsfiodg achieve communications
when the interference is serious (the most IEEER@Ptraffic is observed at 500-
600 KB/s if it is not limited). The packet rate abtained by comparing the
amount of the received packets under the presehastesference with values
derived from the column “Practical” in Table 4.2Zhel minimum successful rate
(25%) occurs at the point where the data payloadagwed in the IEEE 802.15.4
packet is 102 bytes and the speed of the Wi-Hidraf unlimited. The maximum
successful rate (87%) is observed at the point evtier data payload contained in
the IEEE 802.15.4 packet is 2 bytes and the spé&tli-&i traffic is limited to
62.5 KB/s. Therefore, we conclude that the succates of IEEE 802.15.4 data
transmission under various IEEE 802.11b traffigyemfrom 25% to 87%.
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4.5 Interference Mitigation Strategy

Since it has been shown that IEEE 802.15.4 comnatiait can maintain
an effective data rate under interference, thegatitbn strategy can start from the
point whether it is possible for an IEEE 802.15/dtem, when it is suffering from
interference, to maintain communications by usiogsecutive data transmission.
The implementation of a mitigation strategy is ded into two components: one

on the PAN coordinator and another one on the nlonetavork device.

PAN coordinator: The PAN coordinator is requiredrtgplement a regular
check. Each time it sends out a data packet tonthvenal 802.15.4 network
device, a sub-procedure for checking the resuiigged 1 second afterwards. The
purpose is to check if acknowledgement has beeeivedt from the network
device for the previously sent request. If the esponding acknowledgement has
been received, the task is considered to be suoteS3therwise, the PAN
coordinator will assume the communication has dailssuming the success rate

for the IEEE 802.15.4 devices communication undt@rference iR and

Interference ?

the system is achieving at least one successfuhuontation at a probability of
Ps.ccess@fter consecutively sending packets, the following equation should be

satisfied:

1_ (1_ Rlnterferelt:e)n 2 PSuccess (415)

Then the number of consecutive data packe&i@n be derived by

> IOg(l_ PSucces) (416)
|Og(1_ Rmterfereru:e)

where R, ierece U [25%,87%)] . Given a successful ra . ece » Which is

obtained from baseline test I, the number of conBee data packet sending
given by Equation (4.16) can guarantee the sucoéssommunication. For
example, if the selected raR . .o S 25%, and the demanded probability

PsuccesiS 90%, the controller should send out 8 (i.e. paciumbemn) data request

packets. If the desired acknowledgement is not etblee received after that, the

PAN coordinator assumes the interference is seribusll then send a number of
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data packets consecutively for 1 second. The numieackets is decided by the
data payload length. For example, if the requegtattet contains a two-byte data
payload, the number of packets will be 361 (refer Table 4.2). If an

acknowledgement is received during this period, ¢basecutive transmission
should stop and the regular check is considerdaeteuccessful. Otherwise, the
PAN coordinator should start energy detection amidch to a clean channel with
the least energy activities. Figure 4.10 illussathe flow chart describing the

strategy implementation on the PAN coordinator.

Network device: The 802.15.4 network device impletae&onnection-loss
detection using a fixed interval. The process endsa data packet requiring
acknowledgement to the PAN coordinator every secoifidthe received
acknowledgement matches with the outgoing packstguence number, the
connection is thought to be normal. If a numbeaaknowledgements are lost, the
sensor device should try to search the networklloavailable channels, and if it

can be located, join it again. The flow chartligstrated in Figure 4.11
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Figure 4.10 Flow chart of consecutive data transimison PAN coordinator
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Figure 4.11 Flow chart of strategy implementation6EE 802.15.4 device
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4.6 Evaluation Test

The evaluation test is designed to evaluate isthetegy is effective for an
IEEE 802.15.4 network to achieve effective commaitians during the period of
interference. The hardware deployment for the atadn test is similar to that
used for the base line test Il. Two additional dgust are added to the scenario to
generate more Wi-Fi traffic. Figure 4.12 showsdeployment.

802.11b Router
Laptop 2 Wi-Fi Channel 1 FTP Server

I Cabling
Connection

é"%ﬁ/ Zg

IEEE 802.15.4 IEEE 802.15.4 802.11b Router FTP Server
Network Device PAN Coordinator Laptop 1 Wi-Fi Channel 6 y

Direct ‘ )
Q Transmission O 8 - ~ bin

€ - { 4 Cabli
% Cor?nelggon

om am 2m

FTP Server

Cabling

Laptop 3 ?

aptop I Connection y
‘ o “ ) g

802.11b Router
Wi-Fi Channel 11

Figure 4.12 Device deployment for evaluation test

In Figure 4.12, the laptops 2 and 3 connect to li®IBE 802.11b routers
working on the Wi-Fi channels 1 and 11 respectivdlge laptop 1 and the
connected Wi-Fi router work on the Wi-Fi channelThien the three suggested
non-overlapping Wi-Fi channels are utilized to mmala normal case of IEEE
802.11b networks usage. All three laptops are mirogned to download large data
files. The setting for the download speed is thmesas in baseline test Il that
starts from no speed limitation and progresse22tb6 BByte/s, 125 KByte/s, and
250 KByte/s. The working channel of the IEEE 8024 1%etwork is initially set at
IEEE 802.15.4 channel 18, whose centre frequendhdsclosest to the Wi-Fi

channel 6. During the evaluation test, the PAN do@tor was set to send data
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packet and required acknowledgements from the 802 ietwork device every 5
seconds with three levels of data payload, 2 bg2dytes and 102 bytes. A total
of 13 requests were used in the test. Therefoeecdintroller should complete the
designed tasks in 60 seconds if no interferencestexki If the loss of

acknowledgement was detected on the PAN coordintiterproposed mitigation

strategy will be implemented. The IEEE 802.15.4ice\kept implementing a

connection test every second. If ten acknowledgésneom the PAN coordinator

were lost, the IEEE 802.15.4 network device shosiait to scan available
channels to locate the network. Due to the uncestaof interference, the

selection of threshold did not have certain rulesfdllow. The smaller the

threshold was, the quicker the response will beentadthe network device, and
vice versa. However, a small threshold possibly endlde network device

frequently search network, and a large threshold lead to a long delay in

response. In practical application, the selectibthoeshold should accord with
system requirements. To make it convenient for @mmspn, the test was carried
out with and without interference occurring respedy. The test results are
shown in Figure 4.13 and Table 4.3.

100% -

§ 90% - —
@
'E 80% - —
2
S 70% - —
=
2 60% - —
2
S 50% - —
a
%5 40% - —
(]
& 30% - —
T
S 20% - —
4
10% - —
0% -

No limit 250 KB/s 125 KB/s 62.5 KB/s

B 2 bytes with strategy H 2 bytes without strategy
M 52 bytes with strategy B 52 bytes without strategy

B 102 bytes with strategy 102 bytes without strategy

Figure 4.13 Probability of successful transmissiothe evaluation test
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In Figure 4.13, test results with three kinds dfad@ayloads generated by
the PAN coordinator are selected for comparisone Etblumns indicate the
success rates for packets with different payloaudeu different IEEE 802.11b
interference. The primary difference between thsults obtained with and
without 802.11b interference mainly occurs at tbapwhere no speed limitation
is applied to the IEEE 802.11b traffic. For datackms sent by the PAN
coordinator, if no strategy is applied, the highdata payload contains the lower
successful rate is obtained. For example, whenpeeds limitation is applied to
the IEEE 802.11b traffic, and if data payload isy2es, the success rate is 53.8%.
If the data payload is 102 bytes, the successisa?8%. When IEEE 802.11b
traffic is slower, the success rate of data trassion without strategy
implementation is slightly less than the succets wath strategy implementation.
No data transmission is lost when the strategy aygdied as the system utilizes
consecutive retransmission to ensure connectiviéar other settings of IEEE
802.11b traffic, the successful rates for bothheftwo situations were similar.

Table 4.3 Result summary of evaluation test

With strategy Without strategy
Payload | DateRate | Channel Time Retry Success | Channel Time Retry | Succ
(Byte) Switch (Second) Switch (Second) ess
2 No limit 1 97 520 13 0 60 0 7
2 250KB/s 0 65 3 13 0 60 0 12
2 125KB/s 0 65 0] 13 0 60 0 11
2 62.5KB/s 0 65 0 13 0 60 0 13
52 No limit 1 98 468 13 0] 60 0 6
52 250KB/s 0 66 7 13 0 60 0 13
52 125KB/s 0] 65 0 13 0 60 0 13
52 62.5KB/s 0 65 0 13 0 60 0 13
102 No limit 1 95 238 13 0 60 0 3
102 250KB/s 0 65 6 13 0 60 0 12
102 125KB/s 0 65 3 13 0 60 0 13
102 62.5KB/s 0 65 3 13 0 60 0 13

Table 4.3 gives a summary of the actual result iobth from the
evaluation test. The column labelled as “Payloadhates the payload length
contained in packets sent by the PAN coordinatoe [abel “Data Rate” indicates
the IEEE 802.11b traffic setting. The label “Chan@eitch” indicates how many
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times the PAN coordinator switched channel wherseoutive data transmission
strategy was not effective. Column with label “Tinmeeans how long the 13 data
transmissions are completed. The label “Retry” mdaw many consecutive data
transmissions were implemented with the given dodi The label “Success”

means the number of successful data transmissidi3 afesigned packets. If no
strategy is applied, the PAN coordinator will neitlswitch channel nor attempt to
retransmit. When the IEEE 802.11b traffic is notited, the data transmission
with a 2-byte data payload has a success rate.8#58vhich means 7 of 13 data
transmission are successful), and a request witb2abyte data payload has a
success rate of 23% (which means 3 of 13 datartigesn are successful). If the
strategy is applied, the PAN coordinator will switthe channel once when the
traffic has no limitation. For other IEEE 802.1%éffics (e.g. 250 KB/s, 125 KB/s

and 62.5 KB/s), the PAN coordinator implements tbensecutive data

transmission for a few times, whereas channel swioot used.

Although the three typical non-overlapping channstecified in the
definition of IEEE 802.11b have been occupied lgyttiree Wi-Fi routers used in
the evaluation test, the PAN coordinator is stilleato switch to the last two IEEE
802.15.4 channels (channel 25 and 26) which atatesbfrom the effect of the
IEEE 802.11b communication channels. This is tlasa@a why only one channel
switch was needed during the test. According to @bservation during the
evaluation test, the maximum IEEE 802.11b data stdgs at around 500-600
KBytes/s, which is thought to be close to saturaiio a practical environment
(Thonet et al. 2008; Xiao, et al 2002). Therefore, the PAN coordinatas ho
retransmit several times in order to maintain comications. When the 802.11b
traffic is limited, the PAN coordinator might stilleed to retransmit a few times,
but there is no need to switch channel. When theFWraffic is reduced to
62.5KByte/s, the IEEE 802.15.4 network is almostftected. The reason is that,
if the 802.11b traffic is controlled at 250KByteads less, and assuming a typical
802.11b packet length is 1024 bytes, the interelvben two 802.11b packets is
on average 3.4 ms or more. If the IEEE 802.15.4¢tdength is 17 bytes (2 bytes
for data payload, 15 bytes for packet header)atteal radio transmission time is
17x8bits/ 25kbps= 0544ms, which is small enough to be completed within an
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IEEE 802.11b packet interval. Consequently the esgfal rate of the IEEE
802.15.4 network communication will be higher iettEEE 802.11b traffic rate

becomes lower.

The implementation time required for the mitigatgirategy is longer than
the one without strategy. When the PAN coordinadecides to change the
working channel, the communication will be suspehdatil the network device
re-associates with the PAN coordinator. The decisay the network device to
start the procedure of re-association depends @wlé¢finition of connection-loss
detection. If the network device selects a largentiog value, for example, 100
as the threshold to judge if the PAN coordinatos heoved to other channels, it
will start re-association only after the countepiegs.

The proposed strategy allows an IEEE 802.15.4 basad WSNs to
maintain communications without frequently switahiworking channels when
interference is occurring. It is probable that aFnetwork is in stature state
(e.g. IEEE 802.11b network with traffic over 600 &Bin a home environment,
e.g. downloading file, multimedia applications. Téfere, the interference issue
caused by a Wi-Fi system is becoming more and noggortant for IEEE
802.15.4 networks. The increasing popularity of bappliances working on the
2.4 GHz band, e.g. wireless monitoring camera,lessdphone, headset, will also
probably result in the situation that there is‘clean” channel for IEEE 802.15.4
networks to switch. Therefore, the proposed styategn be used to ensure

acceptable network connectivity during the periotisterference.
4.7 Summary

The IEEE 802.15.4 based WSNs are suitable for haum@mation,
personal computer peripherals, toys and games, @ardonal health care
applications. When such kinds of wireless senstwaris are deployed in the
vicinity of an IEEE 802.11b network, the 802.15.dtwork communications
could be affected when the IEEE 802.11b traffibigh. However, by utilizing the
interval existing between 802.11b packets and aaise data transmission with

proper time control, 802.15.4 communication canl die achieved under
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interference. The proposed mitigation strategy pesvide the wireless sensor
network with the greatest ability to maintain commuations when saturated
traffic from a Wi-Fi system occurs. Through maintag the minimum and
essential communications, the wireless sensor mktwan always remain in
operation by the means suggested in this chaptemather e.g. by switching to

other channels.

As most research outputs focus on the interferecdysis and static
deployment to mitigate interference effect, thepoeed strategy is a practical
solution to enable the system to implement angéfietence to a level. The
detailed analysis and implementation of consecwtata transmission strategy for
an IEEE 802.15.4 based home automation networkb&illiescribed in Chapter 7

as a case study.
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Chapter 5 Interference Estimation
According to Dynamic Energy
Detection

5.1 Background and Motivation

In Chapter 4, an interference mitigation strate@g \wroposed for an IEEE
802.15.4 based WSN to maintain communications underference. Since the
strategy is achieved through consecutively transigidata packets, it is suitable
for applications that have a small number data iatepn at relatively long
intervals. Other applications may require dataeddtively shorter intervals. As
indicated in the IEEE 802.15.4 standard, a wiregessor network is also suitable
for applications such as personal computer pergdbertoys and games.
Consecutive data are required in such applicationslata sampling and control
purposes. For example, if a pair consisting of EBH 802.15.4 transmitter and a
receiver is adopted for a computer mouse, the rmdates should continuously
send sampling data of the position of the senstrdaeceiver, in order to display
the movements of the mouse on the computer scrAsnmore and more
computers are integrated with IEEE 802.11 netwalépéors, the IEEE 802.11
signals can cause interference that affect theotiiee IEEE 802.15.4 peripheral
devices operating in the same physical locationthis situation, employing
consecutive transmissions for individual IEEE 86241data packets is unrealistic.

Due to the low complexity of the IEEE 802.15.4 pamtl stack, the

standard does not specify physical layer strateffiesnitigating the effect of
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interference (i.e. modulation scheme switch ordeswy agility). Although this
lack of capability for implementing a sophisticateldorithm makes the IEEE
802.15.4 system inefficient in responding to irgeghce, it is possible to apply
system level adjustments to maintain an acceptiaviel of performance. An
IEEE 802.15.4 transmitter can adjust the lengtthefdata packets to reduce the
chance of collision with interfering signals if adf estimation of the interference
pattern is detectable. In this chapter, a feasibtegation strategy is proposed for
IEEE 802.15.4 WSNs to estimate interference bydfietg energy activities on
the corresponding radio frequency, and make apiatepsoftware adjustments

without changing hardware settings.
5.2 Interfering Signal and Energy Activity

Different wireless systems usually employ differammteless techniques to
achieve communications. For example, IEEE 802.EHs & baseband modulation
of differential binary phase shift keying (DBPSKndadifferential quadrature
phase shift keying (DQPSK) to provide wireless camination capability (IEEE
Std802.11, 2007). Bluetooth and IEEE 802.15.4 eyn@laussian Frequency Shift
Keying (GFSK) (IEEE Std802.15.1, 2005) and offseiadyature phase-shift
keying (O-QPSK) respectively (IEEE Std802.15.4-20@003). Therefore,
wireless devices employing different techniquesncarestablish direct wireless
communication links. If an IEEE 802.15.4 WSN is enencing interference, it is
impossible for the 802.15.4 system to identify thigins of that interference by
itself.

This lack of knowledge about the characteristicghef interferer makes
the victim (i.e. IEEE 802.15.4 WSN) unable to take initiative in avoiding
interference, e.g. arranging a special channelsacoeechanism by cooperating
with interferers. However, a brief state of inteefece is possible to be estimated.
In general, the progress of radio signal transmisg also the progress of energy
radiation in space (Foschini et al., 1998). Wheerierence happens, the IEEE
802.15.4 receiver located within the same regiothasource of interference can
detect this change of energy level on the speciflednnel by implementing
energy detection. As mentioned in chapter 2, arElBB2.15.4 receiver can be
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functional if the measured SNR (Signal-Noise Ratio) is greater than a certain
threshold, which means the allowed noise on the current communication channel
should be less than a certain predefined level. If the detected energy level on the
communication channel is higher than the permitted value, it can be concluded
that the radio environment is being interfered with.

As indicated by Petrova et al. (2006), the payload length of an IEEE
802.15.4 packet can impact on the system performance when 802.15.4
communications are experiencing interference. Employing a shorter payload on
the 802.15.4 transmitter can effectively reduce the chance of a given data packet
experiencing interference. Once the energy from the source of interference is
detectable on the communications channel, the IEEE 802.15.4 transmitter can
improve system performance by making appropriate adjustments on the system

such as select a suitable data payload length, or change transmission interval.
5.2.1 Interference Analysis

The IEEE 802.15.4 technique employs DSSS in its physical layer to
spread the desired signal over a wide frequency band in order to reduce the chance
of being affected by narrow band signals (ZigBee, 2007). In addition to DSSS, the
IEEE 802.15.4 standard divides the 2.4 GH ISM band into 16 non-overlapping
channels. When IEEE 802.15.4 devices are in communication, the signals’
characteristic in the frequency domain is a continuous energy distribution within a

range of frequency band (Beyer et al., 2006) (See Figure 5.1).

Power Spectrum Density
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Figure 5.1 Transmission power spectrum density of IEEE 802.15.4 (Beyer et al.,
2006)

-89 -



In Figure 5.1, the power spectrum density measunedthe 802.15.4
transmitter describes the energy distribution 02.88.4 channel 11, whose centre
frequency is 2405 MHz. According to the requiremehtthe IEEE 802.15.4
standard, the maximum output power is 0 dBm, wisatguivalent to 1 milliwatt.
With the increment of distance that signals tratted, level of energy attenuates.
When two IEEE 802.15.4 devices are communicatirth wach other, the energy
radiation persists till the signal transmissiondines.

Among the other network standards operating in22deGHz ISM band,
Bluetooth and IEEE 802.11b are two typical exampitzing distinct channel
access mechanisms. They also have similar chasiteon the transmission
power spectrum density. The Bluetooth techniqukzas frequency hopping to
establish wireless communication links. Each Bla#toccommunication channel
has a bandwidth of 1 MHz which is half of the IEB&2.15.4 channel. A total of
79 channels are defined in the Bluetooth standend. output power is often less
than 4 dBm, which is equivalent to 2.5 milliwatt.Bduetooth device can achieve
a hopping frequency of up to 1600 hop/s, which raedronly operates in 1
channel for 625us. Even if the current Bluetoothrotel overlaps with the IEEE
802.15.4 channel, it will hop to another channetyveoon. Therefore the
Bluetooth standard will not severely affect 802415ommunications (Jennic,
2008).

The IEEE 802.11b utilizes DSSS like the IEEE 802 1&andard. Each
IEEE 802.11b communication channel has a bandwadtR2 MHz, which is
much larger than an IEEE 802.15.4 communicatiomeibwith a bandwidth of 2
MHz. In the IEEE 802.15.4 standard, the effecthef EEEE 802.11b interference
signal on an IEEE 802.15.4 receiver is assumedetgimmilar to additive white
Gaussian noise in the same bandwidth, which noyncalnpose part of the noise
measured on the IEEE 802.15.4 receiver. Duringopgerwhen the IEEE 802.15.4
devices are in communications, whilst the emplogedhmunication channel
overlaps with the IEEE 802.11b channel, the IEEE.BB.4 receiver will continue
to suffer interference. The effect of interfereniseusually measured by two
metrics: bit error rate and packet error rate @®tret al., 2006). The “bit error
rate” is used to measure the probability of bihsraission error when the victim
(e.g. IEEE 802.15.4 signal) overlaps with an irgesf (e.g. IEEE 802.11b signal).
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The value of bit error rate is a variable dependorg both the modulation
techniques employed by the victim and interferehe T‘packet error rate”
indicates the probability for a packet receive@iror. We denote the bit error rate
of IEEE 802.15.4 system IB/,,,,5, o001, When the interferer is IEEE 802.11b

signal, and the packet error rate Fy, For an IEEE 802.15.4 packet to be error

on the receiver, this value is defined as follovs(Set al., 2007):

f— T /T it_ Duration
PError =1- (1_ B 802154_802L:Ib) o (5.1)
whereT.and Ty, ;,.i, d€NOte the duration of collision for IEEE 802.1%4d

IEEE 802.11b transmissions, and the time requicedransmit 1 bit of IEEE
802.15.4 data. As specified by the IEEE 802.1%#addrd, the performance of an
IEEE 802.15.4 network is acceptableR,  is less than 1% (IEEE Std802.15.4-

2003, 2003). However, the packet error rate calimmiahown in Equation (5.1) is
not applicable when an IEEE 802.15.4 system isractal use. One of the
greatest difficulties in wireless interference stgdarises from the victims’ (i.e.
IEEE 802.15.4) inability to recognize the type oferfering signal due to the
different modulation schemes employed. Hence tHaevaf the bit error rate
cannot be determined. is also undetectable since an IEEE 802.15.4 tratemi
IS unable to sense the existence of interferencmglthe time of transmission.

Figure 5.2 compares the packet transmission of IBEE11b and IEEE 802.15.4
systems.

T802I.:b T
802Lb_idle
802.11b packet | > | 802.11b packet 802.11b packet
‘ T802LS4 ‘
802.15.4 802.15.4 802.15.4 802.15.4
packet packet packet packet

Figure 5.2 Comparisons of IEEE 802.11b and IEEEERZ packet transmissions

In Figure 5.2,Tgy,.., . dENotes the interval between two IEEE 802.11b

packets,Ty,,,,, and Tg,,,-, denote the time consumed to transmit an IEEE 802.11
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signal and a IEEE 802.15.4 signal respectivelyaAalyzed in Chapter 4, if the
IEEE 802.15.4 packet transmission is completed iwitly,,,, 4. ,» the WSN

communications can be achieved when the networlkunder interference.
However, an IEEE 802.15.4 system is unable to kmdven the interferer’s
transmission starts and how long it will last. Aagenable way to mitigate
interference effects under such situations is foshidhe IEEE 802.15.4 packet
length in order to increase the possibility for 8@2.15.4 packet to be processed

within Teo2110_ide -

5.2.2 Energy Detection

Energy detection is usually used to detect the ggnactivity on the
specified frequency band. An energy detection erpart was implemented in
this study to verify if the IEEE 802.15.4 receivauld sense the existence of
interfering energy and idle periods. During the rggedetection test, an IEEE
802.15.4 receiver and an IEEE 802.11b transmitterewset to work in close
proximity (e.g. about 2 metres). The IEEE 802.1Eedeiver concentrated on
energy detection with the specified parameters. THiEeE 802.11b transmitter
continued to send out data packets with a fixedkgtadength. Figure 5.3
illustrates the hardware used in the energy deted#st.

IEEE 802.11b
Wireless Router

V' |
T
™

Anic JIN5139

Development Board

Figure 5.3 Hardware used in energy detection test

In Figure 5.3, the wireless router is set to wonder the IEEE 802.11b
mode. The Jennic JN5139R1(JN5139, 2009) developbward is configured as
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an IEEE 802.15.4 receiver to periodically implemém# energy detection and
display the result on an liquid crystal display @Cscreen. The IEEE 802.11b
traffic is generated by the laptop and broadcastthvé wireless router. Table 5.1
and 5.2 summarize the testing parameters for te& 1802.11b traffic and IEEE
802.15.4 energy detection. Figure 5.4 depicts #@ayment of energy detection
experiment.

Table 5.1 IEEE 802.11b traffic setting in energyedaon test

Packet Length (Byte) 1024

Transmission Rate (Mbps) 11 Mbps

Traffic Rate (Packet/second) 600, 500, 400, 300, 200, 10
Working Channel 11

Frequency Range (MHz) 2451<->2473

Centre Frequency (MHz) 2462

Table 5.2 IEEE 802.15.4 receiver setting in enelgggction

Single Sampling Period (us) 128, 1024, 2048, 4096
Sampling Resolution (MHz) 1
Energy Detection Range (dBm) -11 <->-98
Sampling Frequency range (MHz) 2380<->2505
IEEE 802.15.4
Laptop Wireless Router
Cable Connection
—>

Figure 5.4 Hardware deployments for energy detedtst

As depicted in Figure 5.4, the laptop connects e [EEE 802.11b
wireless router using a cable connection. The rowteks on the IEEE 802.11

channel 11 whose centre frequency is 2462 MHz hadrequency convergence
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ranges from 2451 Mhz to 2473 MHz. The length of HBEE 802.11b packet is
fixed at 1024 Bytes. A packet generator runninghenlaptop enables the wireless
router continuously to broadcast IEEE 802.11b dgndahe IEEE 802.15.4
receiver listens on sampling frequency (from 238@2vio 2505 MHz) in turn and
displays the result on the screen using a bar gtaftally, the sampling period is
128us, which means the 802.15.4 receiver will tist@ a frequency for 128us
and then move to the next frequency. Figure 3ustiates the flow chart of the

energy detection experiment.

C Energy Detection)

y

( Set timer TDisp|ay 1
Set Flow = 2380MHz
Frign = 2505MHz
TDisplay @Y—‘{ Update LCDJ

Energy detetion betwee
Fo. and F,

High

A

<l
-«

Figure 5.5 Flow chart of the energy detection expent

In Figure 5.5, the IEEE 802.15.4 receiver firsthtssa timerT

Dlsplay
regularly update the LCD. The energy detection eang the frequency is set

between 2380 MHz and 2505 MHz. Tf, . expires, the LCD screen will be

isplay

-94 -



updated with the latest energy detection result. Otherwise, the energy detection
function will be continuously implemented. Figures 5.6 to 5.12 illustrate the
energy detection result shown on the LCD screen with the corresponding IEEE

802.11b traffic rate.

Figure 5.8 802.11b traffic 400 packet/second
Lo

Figure 5.9 802.11b traffic 300 packet/second
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Figure 5.12 802.11b traffic 10 packet/second

In the above figures, the parameter “mode” means the displayed content
on the screen is the result of energy detection, “2380 to 2505 MHz” denotes that
the energy detection is implemented on the radio frequency ranges from 2380
MHz to 2505 MHz. From Figure 5.10 to Figure 5.12, the displayed bar chart
becomes more and more sparse. This is due to the decrement of the IEEE 802.11b
traffic. Take Figure 5.12 as an example, only a small fraction of the IEEE 802.11b
energy activities is captured. The 10 packet/second traffic means a period of IEEE

802.11b packet transmission which is equivalent to 102Bytex 8/1IMbps= 740s
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should occur every 100 millisecond. Since energy detection is implemented by
keeping the receiver listening on the specified frequency, a short sampling period
will lead to fast frequency switching. Then, before the next time 802.11b packet
transmission takes place, the energy detection function has completed tasks on
several frequencies, and updated the graphic interface displaying a low level of
energy activities. If the sampling period is relatively enlarged, the receiver will
stay on each individual frequency longer, and the chance of experiencing
interfering energy will be increased. Figures 5.13 to 5.15 show the energy

detection result with different sampling periods.

1024ps

Figure 5.15 802.11b traffic 10packet/second, 802.15.4 sampling period 4096us
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As expected, the energy detection with an enlasgadpling period is shown
to have more chance to determine the existencetefféerence energy on the
frequency. By using different sampling periods, tbgults of energy detection can
provide two kinds of information: the energy lewdl the interference on the
specified frequency band and the interference #rqy during the sampling
period. Although a victim cannot establish direatenunications with the source
of the interfering signals, the above informati@vealed by energy detection
provides a theoretical possibility that the victoan adjust its packet length to
make use of idle periods existing within interfgrisignals, which aims to achieve
an optimized performance under interference. Irethords, if the sampling
period of energy detection is equal to or greadtantthe transmission period of
the desired packet, the IEEE 802.15.4 device shoeildble to estimate if the data

transmission will be affected at the current time.

5.3 Interference Mitigation Strategy with Energy

Detection

On the basis of the energy detection test resaltsirategy has been
proposed to help IEEE 802.15.4 based systems aarryvorking under the
presence of interference. The idea is that if #i€H 802.15.4 system can detect
the length of the idle period between the intenigrsignals, and adjust its packet
to a suitable length, then the chance for IEEE BR2. packet transmissions to
collide with interference packets can be reducashs€quently, the interference
can be mitigated to some extent. The energy detedest shows that when
interference occurs, it will cause energy changthéradio frequency field. The

change can only be detected when the interferargsnitter is working.
5.3.1 Estimation of Interference Pattern

When an IEEE 802.15.4 transmitter realizes thatddi@ transmission is
becoming unstable (e.g. too many acknowledgemeatkst), it can start energy
detection to scan the frequency currently beingduaed the adjacent radio

frequencies. The energy detectiagr,,F_,N) is defined as follows:
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EFS,l E(Fs+1),1 E(FE—l),l EFE,l (5.2)

E(FS, FE, N) — EFS,Z E(FS+1),2 E(FE—l),Z EFE 2

Ern Eron - Bran Ern

where F;and F.denote the range of the frequency band (the lowedkand the

upper band) on which the victim will implement egedetectionN denotes the
times of detection. The result of energy deteci®ran energy matrix, which

reflects the status of energy distribution on telected frequency range and time

domain. Note that the selection Bf and F. depends on the estimation of the

frequency range within which the victim could béeafed. Theoretically, a 2MHz
scope can satisfy the use of IEEE 802.15.4 receaigdts receiver bandwidth is
2MHz. However, the scope can be properly increasedder to cover the energy

distribution over a wide frequency range. This aentially useful if channel
switching is required. The element of energy mat’ﬁgfzsﬂ),j expresses the

detected energy level on the specified frequentyr ithe jth energy detection,
where(F, +i) D[FS, FE] andj D[l N].

The energy matrix is used to express how powenterierence can be at a
range of the possible interfering frequencies. Ealeiment of the energy matrix
records the maximum energy value detected on teeifsgd radio frequency
within the specified duration. However it does nmtan any of these values is
harmful to IEEE 802.15.4 transmissions. An IEEE.&624 receiver can tolerate a
certain level of interference if the required SNRsatisfied. For example, in the
IEEE 802.15.4 standard, a normal IEEE 802.15.4egysequires the packet error
rate to be less than 1%. Correspondingly, the requsNR is greater than 5 dB
(IEEE Std802.15.4-2003, 2003). If the energy ledethe IEEE 802.15.4 signal
falling within a receiver bandwidth is -80dBm, tlaterference energy level
which is greater than -85dBm (-80-5) is unaccepgtalil the energy detection
returns value over -85dBm, the current frequencghinbe unsuitable for IEEE

802.15.4 communications, and -85 dBm can be sea #wesholdE,, ¢4 1O

determine if the current channel is suitable fore tHEEE 802.15.4
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communications. The interference means that awvece unable to be functional
during periods of interference. Therefore the eypeatgtection is useful if it is
implemented at the receiver side. However, for tsterge applications (e.g.
motion sensor on game controller or wireless mquse reasonable to have the
transmitter implement energy detection for two oess

1) IEEE 802.15.4 is a short-range technique foradsvworking within 10
meters. The energy level detected on the transnutteld be close to the value
measured on the receiver when the transmittetasive close to the receiver.

2) In such applications, IEEE 802.15.4 receiverallguvorks in passive
mode, which means it is always in the state ofivatg Logically, the receiver
would not take the initiative in implementing engdgtection unless specified.

Once the threshold is determined, the processedyemeatrix can be
converted into a new binary matrix, which contabméy the binary values 0 and
1. The value 0 means the frequency is clean duhagperiod if the energy level
is less than the threshold. The value 1 meansrdwuéncy is not suitable for
IEEE 802.15.4 communications. A typical binary mais shown as follows:

(5.3)

O r O O
o O +» O
N
o O O

5.3.2 Proposed Interference Mitigation Strategy

The difficulty in analysis is that the value “1” lgrexpresses the highest
energy level sensed during the sampling period. rElsalt does not record any
details of the interfering signal, e.g. the dunatad interfering signal transmission,
when the interfering signal starts, and when itseritche high energy level does
not mean the remaining part of the sampling peisoansuitable for the victim’s
communications. In contrast, in the binary mathe tvalue “0” shows that no
unacceptable energy levels are detected duringémgpling period. Such periods

can be considered as an “idle slot” existing onitherfering transmitter, and the
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detection of “idle slot” is the main objective ftlie implementation of energy
detection.

The length of the sampling period for energy dédactdepends on the
length of the desired packet. For example, if gregth of an IEEE 802.15.4 data
frame outputted from the PHY layer is 47 bytes, tegquired sending time is
(47*8)/250=1.504 milliseconds. To ensure the detkadle slot is long enough to
complete the desired packet transmission, the tieteperiod should be at least
twice the required transmitting time. The ratoof idle slot to interfering period

can be obtained as follows:
R=idle/(idle+busy (5.4)

where “idle” and “busy” denote the number of idlets (i.e. “0”s) and busy slots
(i.e. “1"s) obtained from the binary matrix. If tmatio is higher than a threshold

Rinesnoir the Victim system can assume that the curreatstdits are sufficient to

enable the completion of data transmission withresponding packet length.
Otherwise, the victim should decrease the packagtihe and carry out a new
energy detection. Since the length of idle slotslesermined by the length of
desired packets, and the objective of energy deteds to identify suitable
communication slots, the pattern of interferenced amether it is periodic or

random, will not affect the energy detection resBl,..,4IS used by the system

to make judgment on the ratio of idle slot is atooszed value. It expresses the
possibility of the occurrence of suitable idle slofor example, if the detected
ratio is 50%, the victim can conclude that on ageravery one of two desired
packets can be sent successfully. The selectidhreshold value depends on the
application requirements.

The interference mitigation strategy proposed irafér 4 is mainly for
ensuring a single data packet to be successfahsinitted under the situation of
interference. However, the strategy proposed mahapter is to enable the victim
system (i.e. IEEE 802.15.4 system) to locate aablétpacket length used by

continuous data transfer for a relatively long pénvhen interference is present.
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5.4 Experiments

The tests implemented in this chapter are divide itwo aspects:
baseline test and evaluation test. The baselstectasists of hardware test and
simulation. The purpose of the baseline test isht@min the performance of IEEE
802.15.4 network communication when it is under .BOR interference. The
evaluation test is used to evaluate if the strategy help IEEE 802.15.4 devices
determine a suitable packet length to improve padkansmission under

interference
5.4.1 Baseline Test

The device deployment of the baseline test is shaviigure 5.16.

Desktop

y Packet
~ Generator
IEEE 802.15.4 ~ IEEE802.154 "
Network Device ~ PAN Coordinator \Connecton

Q i é 5 Wi-Fi Router )
:N )| Laptop with

Direct ~_WiFi Adaptor

Transmission

2m 5m

4&»4—»

Figure 5.16 Device deployment in baseline test

In Figure 5.16, a desktop is connected to an IEEER b wireless router
using a cable connection. A laptop with an IEEE.808B adaptor is located 5
meters away from the wireless router. An IEEE 8DR.fpacket generator is set to
run on the desktop to generate the required 802raffic. The distance between
the IEEE 802.11b wireless router and the IEEE 8R24.8levice PAN coordinator
is 2 meters. The IEEE 802.15.4 network device omeis to send packets to the
IEEE 802.15.4 PAN coordinator with different paydsaThe amount of packets is
determined by the results from baseline test Ihaer 4, which ensures that the

amount of data packets to be processed does ne¢@xice hardware limitation.
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As mentioned in Chapter 3, the physical distancevéen the victim
system and the interfering system can also inflaghe effect of interference. For
example, if the distance between the PAN coordmatal the Wi-Fi router is
large than 8 meters (Shin et al. 2007), the degadaf the Wi-Fi transmission
power may reduce its interference effect on thestrassion of the IEEE 802.15.4
data packet. The distance between the PAN coodtiagid wireless router is set
as 2 meters sufficiently short enough to enableWéi transmission power to
corrupt the IEEE 802.15.4 data packets. The wisekegiter works on IEEE
802.11b channel 4 (2427 MHz). The IEEE 802.15.4vaek works on IEEE
802.15.4 channel 15 (2425 MHz).

A simulation using MATLAB was also implemented t@ke comparison
with the baseline test using practical hardwarethen MATLAB simulation, the
only opportunity for a successful IEEE 802.15.4adadcket transmission was that
the transmission can complete within the intervelween two IEEE 802.11b
packets under given IEEE802.11b traffic. If the 8824 packet transmission
happens when an 802.11b transmission was in protiees802.15.4 packet
reception was thought to be failed. Table 5.3 sunm@dhe result of the baseline
test.

In Table 5.3, the column labelled “Wi-Fi Period” ams the working
period of the 802.11b system in milliseconds. E&BR.11b packet has a fixed
packet length of 1024 bytes. For example, if theogeis set as 3 milliseconds,
the Wi-Fi generator will generate a packet everyiliseconds. Using 11 Mbps as
a data rate, the Wi-Fi system will be in operatioode for (1024*8)/11000=0.744
(ms), and be quiet for the rest of (3-0.744) =2(8%. The column labelled “Wi-
Fi Packet rate” corresponds to the value of the. B0 period with unit of
“packet/second”. The column labelled “P” and “S”"nd& the amount of
successfully transmitted IEEE 802.15.4 data in $yter second in the practical
test and the simulation respectively. The first rexpresses the different data
payload of the IEEE 802.15.4 system varying frobyts to 102 bytes.
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Table 5.3 Practical and simulated processing ¢gpaiclEEE 802.15.4 system in

baseline test Il with 802.11b interference
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Some of cells in the column labelled “S” have zeatues as the required
IEEE 802.15.4 packet sending time is longer thanititervals existing in the
802.11b traffic. Consequently, the simulator codeki that the 802.15.4 packet
transmission could not succeed. In the practicd| tee IEEE 802.11b transmitter
may defer channel access if the energy activitie®08.15.4 packet transmission
are detected. It is still possible for 802.15.4teys to complete a few
transmissions, even during the periods when 802r&ffic is high. The results of
the practical test are not exactly equal to thelte®btained from the simulation
test because of the hardware limitation in the tppalcenvironment. Both the Wi-
Fi and IEEE 802.15.4 systems will defer the medagoess upon the detection of
the busy medium, which is completely random undethsa case. And this
procedure is unable to be simulated by the MATLAB8ator. Therefore, it is
thought that the practical test results are redderas they accord with the trend
of the results obtained from the simulation. Froabl€ 5.3, it is clear that most of
the survived data packets are those accomplishedinwihe intervals of

interfering packet transmission.
5.4.2 Evaluation Test

The evaluation test is designed to evaluate thegsed strategy. Figure

5.17 illustrates the hardware setting

Desktop

Packet
~ Generator

IEEE 802.15.4 |EEE 802.15.4 IEEE802.15.4 . A\ .o
Receiver Network Device PAN Coordinator connection

—0 |
Q - @ N " Laptop with

UART @Wlﬁ Adaptor
5m

Direct
Transmission

Figure 5.17 Evaluation test setting

In Figure 5.17, the test setting is similar to lla@dware deployment in the
baseline test. An additional IEEE 802.15.4 devi&cadded. The device is used as
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a receiver to implement energy detection when itrdquested. The device
connects to the 802.15.4 network device using avétsal Asynchronous
Receiver/Transmitter (UART) connection.

Initially, the 802.15.4 network device starts tangmit data packets using
the maximum data payloads (102 bytes), and ackmigelaent is required. After
a few seconds, the 802.11b traffic is implementgthle packet generator running
on the desktop which connects to the Wi-Fi router.

If the IEEE 802.15.4 transmitter has detected a bwmnof continuous
events, which are caused by “no acknowledgemeiptien” or “CCA failure”,
the system will start to implement the designedtegy by asking the 802.15.4
receiver to start energy detection. The centreuigagies of the IEEE 802.15.4
network and the IEEE 802.11b network are set ab2MiMHz (IEEE 802.15.4
channel 15) and 2427 MHz (IEEE 802.11b channekdpectively. The detection
of the IEEE 802.15.4 receiver on the domain ofdesgcy ranges from 2421 MHz
to 2429 MHz, which can cover the whole IEEE 802 1&mmunication channel
15 and part of IEEE 802.11b channel 4.

As described in Section 5.3.1, the energy detectesult is a matrix
containing energy levels on the specified frequencuring a sampling period.
For example, if the effective data payload of thEE 802.15.4 packet is 72 bytes,
the energy detection sampling period is (72+15)¥85Pkbps = 5.76 (ms), where
15 denote the length of packet header and 250 isbipge data rate of the IEEE
802.15.4 system. If the times of energy detecsoh0 and current Wi-Fi packet
rate is 200packet/second, the energy matrix whachbe obtained from the test is
as follows:

[ -74-98-98-98-59 -55-98-98-98
-98-72-72-98-98-98-98-53-53
-98-98-98-63-57 -98-98-98-98
-74-74-80-98-98-55-55-98-98
-98-98-70-65-98-98-98-53-51
-98-98-98-98-59-55-98-98-98
-74-72-98-98-98-98-53-53-98
-98-98-72-63-98-98-98-98-51
-74-98-98-98-98-55-55-98-98
-98-72-72-98-98-98-98-53-53

(5.4)
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Each element in the matrix expresses the maximum energy level detected
on the selected frequency during the sampling period in the unit of dBm. The next

question is how to select Ep, qoqt0 determine if the detected energy level can

cause interference on the PAN coordinator. If the required SNR is greater than 5

dB, the threshold E; s, qshould be obtained as follows:

EThreshold = EReceiver - 5 (dBm) (55)

where E denotes the energy level of IEEE 802.15.4 signal falling within the

Receiver
bandwidth of PAN coordinator’s receiver. If the detected noise energy level is

greater than E, .o.,,> 1t Will be thought of as a “busy slot”. However, there are two

problems which require consideration: the distance between 802.15.4 transmitter

and receiver, and the interfering signal’s power spectral density.

+ Distance between the 802.15.4 transmitter andvexei

Even in a short-range 802.15.4 wireless communication, the transmitter is
unable to know the distance between itself and the receiver. Consequently, the
transmitter cannot estimate the actual value of 802.15.4 signal power which
arrives on the PAN coordinator’s receiver. In addition, the physical position of the
IEEE 802.15.4 network device to the wireless router is further than the PAN
coordinator in the practical test setting. Therefore the detected energy level is
lower than the interference energy level which the PAN coordinator is suffering.

* Interfering signal’s power spectral density:

Power Spectral Density of IEEE 802.11

25 15 1 05 05 1 15 2 25

)
Frequency (Hz) x 10

Figure 5.18 IEEE 802.11b power spectral density (Shin et al. 2007).
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In Figure 5.18, the IEEE 802.11b signal power coireges on the centre
frequency of the used IEEE 802.11b channel. Wighitisrement or decrement of
frequency, the energy gradually attenuates. OthER& 802.15.4 transmitter side,
the results of energy detection follow the sam&dreThen the energy levels
detected on different frequency will be differealthough they express the same
802.11b signal.

The conservative way to séf, ..IS t0 use the minimum receiver

sensitivity. It can be ensured that if any eneepel detected on a channel is less

than the minimum receiver sensitivity, the IEEE 8824 communication can

successfully be achieved. Therefore, the energgshiold E;,,..,qused in the

evaluation test is set at -92dBm as it is the mimmreceiver sensitivity specified
in the used hardware manual. Then the energy m&tiown in Equation (5.4) can

be converted into the binary matrix illustratedeiquation (5.5).

100011000
011000011
000110000
110001100
001100011
000011000
110000110
001100001
100001100
011000011

(5.5)

In Equation (5.5), the number of idle slots (zemdue) and busy slots
obtained from the binary matrix are 56 and 34. Ttienratio of idle slots to all
detected slots is 56/ (56+34) =62.2%. If the aiti@atio R,..,,Wwas set at 50%
(it is a user defined value which can be specifiedording to actual application
requirements), the system can stop attempting &uate the interference with

other payload lengths. Figure 5.19 illustrates tiealuation test results
corresponding to different 802.11b traffic rate.
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Figure 5.19 Results of the evaluation test

In Figure 5.19, the concluded data payload length given by the strategy
increases with the decrement in the Wi-Fi traffic rate. The horizontal axis denotes
the different Wi-Fi traffic generated by the wireless router. The vertical axis
denotes the concluded payload length suitable for IEEE 802.15.4 packet use under
corresponding Wi-Fi traffic. For example, when the Wi-Fi traffic rate is over
500packet/second, there is very little chance for the strategy to locate idle slots.
Consequently, the suggested payload length for the IEEE 802.15.4 system is
always 2 bytes, with which a higher packet rate can be achieved. When the Wi-Fi
traffic is less than 100 packet/second, the 802.15.4 packet can utilize the
maximum payload length of 102 byte as the Wi-Fi duty cycle is too low to affect
802.15.4 communications. When the Wi-Fi traffic is between 400 packets/second
and 500 packets/second, the idle and busy slots are very difficult to determine
because of the hardware limitation. In this situation the payload length suggested
from the strategy has a small undulation. In general, if the Wi-Fi traffic rate
becomes lower, the suggested 802.15.4 payload length increases accordingly. The
reason is that more 802.11b idle periods are available under such situations.

An important note for consideration is that the idle ratio calculated by the
proposed strategy is not equal to the Wi-Fi system’s idle ratio. For example, the
fixed length of a Wi-Fi packet in the evaluation test is 1024 bytes, the required
sending time is (1024*8)/11Mbps = 0.74 milliseconds. When the Wi-Fi traffic is

fixed at 200 packet/second and its working period is 5 milliseconds, the idle ratio

- 109 -



of Wi-Fi traffic is (5-0.74)/5=85.2%, which is laggthan the idle ratio of 62.2%
gained from the strategy. The reason is that tHeulsdion in the proposed
strategy is used to count the number of idle dattable for completing 802.15.4
packet transmission with a given payload lengthe idie ratio of Wi-Fi traffic
denotes the idle time between 802.11b packet trssgms. However, the idle
ratio in the proposed strategy rises proportiogatethe Wi-Fi system’s idle ratio
since the decrement in the Wi-Fi duty-cycle willkeduce more idle time.

5.5 Discussion

The use of the proposed strategy is to enableitttienvto understand the
current interference status. It is clear that thterference existing in a real
environment is a dynamic and complex phenomenothdhcase, the strategy is
to help the victim make proper adjustments rathantprecisely determine the
interfering signals’ information. For example, aatinog to the 2 bytes suggested
payload when the Wi-Fi traffic is over 500 packettnd, the IEEE 802.15.4
system is able to determine whether the interfereisctoo high to enable
transmission with large packet size to be succkskigure 5.20 illustrates the
comparisons of packet rates for different IEEE 8821 packet payload lengths
when Wi-Fi traffic is 500 packet/second. The valoesie from Table 5.3.

Wi-Fi traffic: 500 packet/second
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a0 | \
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i, - .

20 |- - . e
-

Successful packets received per
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I - A /Bt
40 =) B0 1000 120

ul

Payload of the 802.15.4 packet (Byte)

Figure 5.20 Packet rate of IEEE 802.15.4 systeneuwd-Fi traffic (500

packets/second)
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In Figure 5.20, the number of successfully receipadket corresponding
to short payload length is obviously higher thae glacket with long payload
within an unit time. On the basis of this trende tteEE 802.15.4 system can
choose a short payload for each packet to maimtdilgh connection rate when
serious interference is detected. Since the valsed in Figure 5.20 are derived
from the practical test, a small undulation (whpegload length is between 40
bytes and 80 bytes) could be caused by the hardivaitations. This will be
investigated in the future work.

If the Wi-Fi traffic is relative low, e.g. 200padksecond, the throughputs
for packets with different payloads are considerabfferent. Figure 5.21 gives
the graphic illustration of Table 5.3.

Wi-Fi traffic: 200 packet/second
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Figure 5.21 Throughputs of IEEE 802.15.4 systemnahveFi traffic is
200packet/second (refer to Table 5.3)

In Figure 5.21, the throughputs of packets with|pagy length which
range from 52 to 102 bytes are similar. The thrgudgh for those packets with 2,
12 and 22 bytes payload length are quite low. ¢ lBEE 802.15.4 system can
make dynamic adjustments by regularly implementivgstrategy to monitor the
interference status change, it can have a chanoetease the throughput once
the level of interference decreases.
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The disadvantage for using the proposed interferemtigation strategy is
the difficulty of determining parameters. Due te #mergy detection implemented
on the side of the transmitter in communicatioh®, key parameters of energy

thresholdE,, ..., @nd idle ratidR, ..., ,,are difficult to determine. For example, if

the IEEE 802.15.4 signal falling within the bandthicof receiver is -50dBm
which could be achieved when the physical distdreteveen 802.15.4 devices is
short, the receiver should be able to tolerateenaisose energy level is less than -
50dBm-(5dB)=-55dBm. With the conservative settinging minimum receiver
sensitivity (-92dBm in evaluation test), the inegghce energy level judgment
will be over-restricted. When the strategy is aggblifor practical situations,
systems can employ other ways to achieve informaggchanges on both
transmitter and receiver (e.g. a wireless mouseptadacan regularly send
information containing the received signal strenigltk to the wireless mouse).

The selection oR,,,..,,iS highly dependent on the application requiremente
application should decide a certai®}, .,,q t0 €nsure the concluded payload

length is suitable for system performance undeariatence.
Although the implementation of energy detectionuisggs additional time
consumption, it is unavoidable when a wireless comgation system is under

interference.

5.6 Summary

The proposed strategy in this chapter can be used eomplementary
measure for IEEE 802.15.4 based WSN to mitigateetteet of interference. With
the help of energy detection, the victim could tecthe interval between two
consecutive interfering signals and briefly estin#ite pattern of interference
generation. The means of enabling the desired packesmissions within the
interferer’s idle slots can effectively increaséata packet transmission chance.
Particularly, the proposed strategy gives the systéacing similar situations
guidance on how to dynamically adjust transmissiparameters when
interference occurs. The strategy is flexible aoldievable on existing hardware

since it is purely a software solution.
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Chapter 6 Reliable Multi-Hop
Transmission in Ad Hoc WSNs

6.1 Background and Motivation

The deployment of WSNs often involves little or infrastructure, which
allows small, power-efficient, inexpensive solusaon be implemented for a wide
range of devices (Gutierrez et al., 2003). For sapelications, e.g. forest
monitoring, multi-story building monitoring, staretwork is insufficient to
establish an effective coverage area. With theitpkid allow multiple hops to
route message from any devices to any other deweceshe network, IEEE
802.15.4 based ad hoc WSNs can be constructed @pickda for applications
requiring large-scale deployment. Due to the widpyparity of wireless products,
it is inevitable that IEEE 802.15.4 devices miglet dffected by other systems
employing different wireless technologies that work the same 2.4 GHz free
frequency band. When planning the design of an IBEE15.4 ad hoc network
supporting multi-hop data transmission, specialsaeration must be given to
ensure the reliability ofransmission. In this chapter, a strategy is pregd®
improve the success rate of multi-hop transmissiorger interference and tested
in an experimental study. The strategy is achidwe@mploying a transmission
speed control and data recovery mechanism. It eaedsily implemented for
existing IEEE 802.15.4 based WSNSs require largéesdbeployment.
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6.2 Ad Hoc Network

The ad hoc network is a key factor in the evolutioh wireless
communications. In ad hoc networks, wireless hoatscommunicate with each
other. These networks typically consist of equatlesothat communicate over
wireless links without central control (Wu and $tenovic, 2004). In an ad hoc
network, each network device operates not only &sst, but also as a router,
forwarding packets on behalf of other nodes that n@ be within direct wireless
transmission range of their destinations. If prgpeonfigured, an ad hoc network
can be dynamically self-organized and self conedurwith the devices in the
network, and automatically establishing and mamt@ mesh connectivity
among themselves (Akyildiz et al., 2002).

However, one of the most important challenges imaacl networks comes
from effectively maintaining reliable communicat®he requirement of reliable
multi-hop transmission is difficult to achieve dte the impact of interference
(Tang et al. 2005). The multi-hop transmission stbe basis of peer-to-peer
communications. If one or more communication linkse the multi-hop
transmission route are affected by interferenoe digsired data will not reach the
destination.

The IEEE 802.15.4 standard supports both simplergtwork topology
and peer-to-peer network topology. The star toppliegmainly for applications
operating within a short range. The peer-to-pepoltgy allows any device to
communicate with other devices as long as theyimarthe effective wireless
communication range. By adding an intelligent mamagnt system and
capability for routing messages, devices that asepdiant with the IEEE
802.15.4 standard can be used to construct sedfiaigg and self-healing ad hoc
networks on the basis of communication infrastriectorovided by the peer-to-
peer topology (IEEE Std802.15.4-2003, 2003).
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6.3 Multi-Hop Transmission and Interference
Model

An ad hoc network applied for large-scale applaradi usually consists of
a number of autonomous network devices. If the inksdn device of data
communication is not within the effective communtica range of the source
device, the autonomous network devices existingvdem the destination device
and source device can be organized in a certain thaty provides service of
message relay (i.e. implementation of routing profp The IEEE 802.15.4
technique offers peer-to-peer network topology tfeg use of device-to-device
communication protocol in an ad hoc network. Thehtéeque of transmitting
messages through multiple devices in an ad hoc anktig called multi-hop

transmission (Gomez et al., 2006).

6.3.1 Multi-Hop Transmission in IEEE 802.15.4 Ad Hoc Netvork

Under normal circumstances, an IEEE 802.15.4 datekegi can be
successfully received by the destination deviceugh multi-hop transmission
when both of the following two conditions are sfid:

Condition 1: The route from the source device to the destinatievice

has been selected.

The backbone of an IEEE 802.15.4 ad hoc netwodoisposed of FFDs
which are capable of implementing the completequaitset. As specified in the
IEEE 802.15.4 standard, a FFD can talk to RFDstleero~FDs, whereas an RFD
can only talk to an FFD. Since each of the devinea multi-hop transmission
should be capable of establishing a communicatidnwith its previous hop and
next hop on the route, RFDs are not suitable toinwelved in multi-hop
transmission because of the communication limitegtio

The selection of a route means some FFDs in ttveonle are chosen and
configured to act as intermediate devices. Eacarnmediate device relays the
received data to the next intermediate deviceittittaches the destination. The

implementation of a routing protocol is normally tresponsibility of the network
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layer, which is above the IEEE 802.15.4 standaaa. dtmplicity, it is assumed
that the route selection has been completed befoudi-hop transmission
commences in the following sections of this chapkgure 6.1 illustrates a

typical IEEE 802.15.4 network which is implementimglti-hop transmission.

O A
E (PAN
O Coordinator)

= C
F E*Hg’lz_,g
B . Hop-3

D

Reduced function
O device (RFD)

]  aevice -roy
Figure 6.1 An IEEE 802.15.4 network with multi-htsansmission

In Figure 6.1, device E acts as the PAN coordinasgponsible for starting
an IEEE 802.15.4 network. Each RFD connects tonitgvork by associating
with a FFD. Once an RFD successfully joins the oekwit can only talk to the
FFD with which it associates. For example, devicea® communicate with other
devices in the network by means of device F, thB BEffough which it joins the
network. If other devices wish to establish comrmatons with device G, the
messages must be first sent to device F, and tlayed to device G. The FFDs in
Figure 6.1 form the backbone of the IEEE 802.1%.4@c network. Since a FFD
can freely talk to other FFDs, multi-hop transnmosstan be achieved when the
destination device is not within the communicatrange of the source device.
For example, when FFD A is to send data to FFDhB,mhessages can be sent by
travelling through devices B, C, and D, which ardicated in Figure 6.1 by the
dotted line. Therefore, three hops are involved ctmplete the multi-hop
transmission. The detail of the hop selection isnadly scheduled by the network

layer protocol.
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Condition 2: Each intermediate device on the route can suadbssf

implement data reception and relay.

The data reception and relay on an intermediateedes the main body of
multi-hop transmission. In a non-beacon-enableddHB02.15.4 network, each
FFD listens on the selected working channel cootisly. Once a data packet is
received, the device will check the packet headeletermine what action should
be taken. If the packet requires relay, the deseeuld find out the network
address of the next hop and send the packet aireré is no interruption existing
during the implementation of multi-hop transmissidhe data packet will be
relayed hop by hop until it reaches the destinatiime detailed procedure of
sending data from one hop to another hop has bessrided in Section 4.3.

With the help of multi-hop transmission, data asgign in an ad hoc
network will not be limited by the radio’s commuaimon range. It is particularly
useful for WSNs to enlarge the coverage area in itoamg applications.
However, multi-hop transmission is sensitive toeffect of interference since the
communication link failure on any hop can result failure of the whole

transmission.

6.3.2 Interference Model

When an interfering resource is physically locatedhe vicinity of an
IEEE 802.15.4 FFD on the route of multi-hop trarssiun, it will affect the
operation of the IEEE 802.15.4 receiver. From tlevvof the system level, the
interference effect can be expressed as frequeokepdosses. Figure 6.2
illustrates the multi-hop transmission being akectby a fixed source of

interference.
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Figure 6.2 Multi-hop transmission affected by ifdeence

In Figure 6.2, the multi-hop data transmissiontstérom device A to
device D. The devices B and C are intermediatecdsviAcknowledgement is
required to confirm that the data packet is reakive the next hop. An interfering
resource is located close to device C. Assumiagdhly device C is affected by
the interferer. If the multi-hop transmission igeafed by the interfering resource,
two situations will occur.

Situation 1: The expected acknowledgements sent flevice C to device
B are continuously lost, as the data sent fromatefd to device C are corrupted
due to the effect of interference.

Situation 2: The number of acknowledgements semn fdevice D to
device C decreases due to the same reason en@ulimesituation 1.

The main concern comes from situation 1. When ta @re sent from
device A to device B, the reception of acknowledgets is normal because
device B is not affected by the interfering reseur€ the acknowledgements are
received, device A will clean the data from itsfeufWhen the data are relayed
from device B to device C, the interference makes data reception on the
receiver of device C prone to failure. As the remloility of device B in the
multi-hop transmission is to relay message rathan fprocessing, it will discard
the unacknowledged data if there is no action $eciln such cases, it will be

impossible to recover the data since the sourceedvhas no copy left.
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Figure 6.3 abstracts the situation of multi-homsraission in an IEEE
802.15.4 ad hoc network when part of the selectedgter is affected by
interference.

Source Node

Acknowledgement

\ - ~
/ \ / reception failure

Interference
Area

Destination Node

IEEE 802.15.4
FFD

Figure 6.3 Interference model for IEEE 802.15.4tivhdp transmission

In Figure 6.3, the affected intermediate nodes he tmulti-hop
transmission can be concluded into a special araéed “Interference Area”.
When the “Interference Area” emerges, the acknogédetent receptions on the
intermediate device which is one hop before theerfatence area will
considerably decrease. Under such a circumstahtlke iunacknowledged data
can be temporally held on the intermediate devarel wait to be retrieved by
other devices through a “secure” route not affedtgdinterference, a reliable
multi-hop transmission will be achieved. If mulgphreas of interference exist in
a practical network, the one which is the closeshe source device on the multi-
hop transmission route will be taken into consitlerasince it is the first point

from which data transmission becomes unstable.
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6.4 Reliable Multi-Hop Data Transmission

Achieving reliable multi-hop data transmission m &EEE 802.15.4 ad-
hoc network means the whole transmission prograssbe properly controlled

and the lost data can, to a certain extent, bevezed.
6.4.1 Multi-Hop Transmission Control

When multi-hop transmission is required in an IEB&.15.4 ad hoc
network, particularly for large volume data tramsfethe setting of the
transmission interval is the key point which desidlee success of transmission.
Compared with the procedures for implementing dedasmission between a
single pair of devices, multi-hop transmission trese factors to consider. Figure

6.4 illustrates a simplified model of multi-hoprismission.

Source Node Destination Node

Data
Generation I:I FFD

Figure 6.4 Simplified model for multi-hop transmas

In Figure 6.4, the model of multi-hop transmissgam be described as a
chain from the view of logic. The device A is trmusce device. The device D is
the destination device waiting for data from devAcel'he metric used to measure
the performance of multi-hop transmission is “AalivRate (AR)”. The AR
expresses the ratio of data that successfully esattie destination device to the

total data sent from the source device.

According to the IEEE 802.15.4 standard, devicéndutd complete three

standard steps to ensure that the transmissiaccessful.
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Step 1: Implement CSMA-CA to detect if the chanisetlear for data
transmission

Step 2: Send data to the next hop.

Step 3: Wait for acknowledgement from the next hop.

Devices B and C acting as intermediate devicesherrdute require four
steps to complete the task of relay.

Step 1: Receive data sent from the previous nodén@moute, send back
acknowledgement if required.

Step 2: Implement CSMA-CA to detect if the chanisetlear for data
transmission.

Step 3: Send data to the next hop

Step 4: Wait for acknowledgement from the next hop.

The device D, which is the destination device of tmulti-hop
transmission, needs to receive the data relayed filevice C, and send back
acknowledgement if required. A description of mblip transmission based on

the same time line is illustrated in Figure 6.5.

Source
CSMA-|| pata ||Acknowie Device A
CA || Transmissior) dgement
Time >
Data Reception & Data || Acknowde Intermediate
Time Acknowledge CSMACA 1iansmisso dgement Device B
Data Reception & Data ||Acknowle Intermediate
, Acknowledge CSMACA Tansmiss dgement Device C
Time >
Data Reception & Destiation
Acknowledge Device D
Time >

»

Figure 6.5 Completed multi-hop transmission basethe same time line

Figure 6.5 gives a comparison for actions takemlbinvolved devices in
a multi-hop transmission on the same timeline. Tétally, if the data have been
successfully passed to device C by device B, tlieceodevice A can start a new
data transmission for the following data packetwewer, packet collisions will

happen if the transmissions are not well schedWéideless communication has
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an important restriction that only one radio traiger is allowed to emit radio
signals within a given period if multiple transoeig exist in the same area
(Golmie, 2006). It is well known that the conflittat happens during wireless
communications has been concluded as the issu&sdden node” and “exposed
node” (Hwang et al. 2005; Koubaa et al., 2006). The situation in IEEE 80215.
ad hoc networks is different. The deployment ofIlBEE 802.15.4 network in
some application areas might be random, and thenmeoirule to follow. For
example, an environment monitoring application seib@ wireless devices to be
located relatively close to each other in ordeproduce an effective monitoring
area. Although the IEEE 802.15.4 standard specifies the communication
range for 802.15.4 devices is within 10 meters piidormance of actual products
is far better than this limitation. For instandeg tJennic platform compliant with
the IEEE 802.15.4 standard can provide typical ivecesensitivity at -96dBm,
which can achieve effective communication ranger alistances of up to 50
meters within an indoor environment (Jennic Pres®rination, 2009). In
addition, to ensure the reliable connectivity ie thesh network, it is unlikely to
place adjacent devices in a 50 meter distanceotHer words, routing protocols
usually take various factors into consideratiortha route selection, e.g. signal
strength, device response time delay, the distdrama the candidate to the
destination device. Therefore, it is possible thermediate devices selected for a
route are within the same communication range feach other. In this chapter,
the study focuses on the worst-case scenario inhnddl FFD devices involved in
a multi-hop transmission are within a 1-hop commation range. Figure 6.6
illustrates an example IEEE 802.15.4 network depleyt under the worst

conditions.

Figure 6.6 Deployment of IEEE 802.15.4 network unalerst condition
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In Figure 6.6, the radio communications range oficA covers a circle
with the centre point of A, and the effective conmaation radius is R. The
intermediate devices B, C and the destination @ei@re all within the range of
this circle. By following the same process in Figé5, if device A starts to send
the second packet, whilst the first packet is bé&iagsferred from device C to the
destination device D, it is possible that bothhafse two packet transmissions will
fail in the worst case. Figure 6.7 shows the sih occurring under this

circumstance.

Packet 1 Packgtg
SOUI’CE Transmissior Transmissior
Device A | : | | - e
I Packet1 ! |packet 1 Relgy |
Device B I Reception| | | o
I I > ime
| Packetl Packet 1 Reldy
. | Reception
Device C . . .
I I
L | - |
Destination | Coliision | |
Device D >  Time

Figure 6.7 Packet collisions in multi-hop transnaes

In Figure 6.7, the source device A starts to tranhgacket 2 at the time
point where device B has completed packet 1 reliyce all devices are in the
effective communication range with each others ipossible for the transmission
of packet 2 sent by the source device A to colidka packet 1 when the packet
lis being relayed from device C to the destinatiewvice D. Another possible case
is that the action “Packet 1 Relay” starting froevide B to device C and the
action “Packet 2 Transmission” will cause chanraitention. Then one of them
should defer channel access and wait for a randelay defore making the next
attempt. If the transmission interval is not coléa properly on the source
device A (e.g. interval is too small), the followipacket transmission could cause
a greater delay. The default retransmission mesharor the IEEE 802.15.4
standard is less effective under such circumstascé is implemented for the
scenario where an expected acknowledgement is eotived after data

transmission. If more intermediate devices arelwaain multi-hop transmission,
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the collision and channel contention will be mooenplicated and unpredictable.
The uncertainty of multi-hop transmission must basidered in the transmission
protocol design.

To ensure the success of multi-hop transmissiastiurce device should
control the interval between each packet transomsat a minimum level which
should be equal to the time required by a packeetling from the source device
to the destination device. If the subsequent daasmission starts after the
reception of previous data on the destination dguitere will be little chance for
collision and channel contention. The minimal imgégris defined as follows

T, =Trom(L)EN

Minimuminerval

(6.1)

Hops
where T, (L) from Equation (4.13) denotes the time consumedeiod anL

bytes packet from one device to another devicesmgle hop transmission. The

N, .. means the number of hops involved in the multi-lbk@gmsmission. By

Hops
cooperating with the upper layers (e.g. the netwasfer and the application
layer), it is easy for the MAC layer to set the miom interval between each two

consecutive source packets.
6.4.2 Hardware Based Data Recovery

One of the purposes of this research is to desifgasible data recovery
strategy for an IEEE 802.15.4 ad-hoc network, sitaation where some of the
data packets have been lost during multi-hop tr&ssans due to interference.
Unlike the normal strategies which utilize the sped software algorithm to
recover the data, the data recovery strategy nmegdion this thesis is hardware
based, which focuses on the recovery of the ldst diae to commination failure.

If interference occurs, the device whose physioedtion is one hop away
from the interference area will be the first devicesense the situation change. If
the desired packet has been successfully sentyothebdevice in front of the
interference area, the next hop located within ithterference area could have
failed on packet reception. Consequently, no ackedgement will be issued.
Because of the half-duplex transceiver design,ltE 802.15.4 PHY layer is
unable to detect whether the transmitted packetrnsipted or not.
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The frequent indication of “NO_ACK” is the usefuyirsbol for the system
to judge if interference exists. When the primitofé'NO_ACK” is issued from a
MAC layer on an intermediate device, its MAC lagiiould decide how to deal
with the unsuccessful packets. Normally the MACelagan have three options:
simply discard the packet, attempt to retransmitremuest a higher layer to
discover a new route and then attempt to retransmit

Discard packet: Although discarding unsuccessful packets is thstest
way for the MAC layer to deal with such situatioiighe content contained in the
packet is important, the system will lose the cleatocimplement data recovery.

Attempt to retransmit: Since the primitive of “NO_ACK” is issued due
to the failure to receive the expected acknowledgenirames, the success of
retransmission is not assured. More importantlyeatipg the transmission of a
packet during a period of multi-hop transmissiogimiblock subsequent packets.

Request higher layer interruption: Route discovery is normally
performed by the source device rather than themediate devices employed on
the route. If one of the intermediate devices cmue route discovery requests
once a transmission problem is detected, the winafsmission would encounter
considerable delay. Since the main function oflEteE 802.15.4 MAC layer is to
implement medium access and achieve peer to peanaaications, the network

layer on the source device should make the decfsiomew route discovery.

As discussed above the three options cannot acheerecovery if they
are implemented independently. Consequently, aptag speed control with a
data recovery strategy working on the IEEE 802.19AC layer to provide
reliable multi-hop transmission is proposed here. make the lost packets
recoverable and limit the used method to frequemtyire interruption from the
upper layers, the strategy consists of two stdpwiisg down transmission speed
and retrieving packets which are not successftdiysmitted.

Slow down transmission speedOnce the amount of unacknowledged
packets exceeds a defined threshold on an inteateedievice, the software
running on its MAC layer will store the data packeand issue a slowing down
command to the previous intermediate device froniclvithe unacknowledged

data packet is received. This command will be ghések until it reaches the
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source device. By slowing down the whole transroissipeed, two objectives can

be achieved:

1) If some intermediate devices are too busy to send o
acknowledgements, the relative low transmissioredpean allow more
time for the system to handle the necessary prowesdt is common for
the MAC layer when more automatic retries are neéelle to interference.
The intermediate devices located within the interfiee area are often in a
difficult situation to receive acknowledgementsnfréhe next hop. If the
acknowledgements are not received within the ddfitime period, the
system will retry transmission until the maximuntraasmission time has
been reached. Therefore, the outgoing queue willobeupied. As a
consequence, the acknowledgement for the packetsvesl from the
previous hop in front of the interference area W delayed, or even
discarded if the queue is full. A low data transsioa speed can give each

intermediate device on the route more time to Eetkese transactions.

2) If the Interference is serious, the action of shoyvidown
transmission speed can help the system reduce dtee ldss before
scheduling a new route, which will subsequentlyease the success rate

of data recovery.

Retrieve lost packets: Although the intermediate devices can store the
unacknowledged data packets in the local memoeystiurce device should stop
using the affected route at an appropriate timatpoeschedule a new route, and
enable the destination device to request for thst lpackets. Upon the
establishment of a new route, the source deviceidanm the destination the
number of packets which have been sent out. In eosgn with the
identification of the received packets on the lao@mory, the destination device
should be able to determine how many packets wettally lost during previous
multi-hop transmission, and then enquire the netvatwout the lost packets. Once

the intermediate devices on the old route recdieeréquests, they can send those
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packets through an unaffected route. Figure 6pctiethe model of the proposed

data recovery strategy.

Source Device Virtual Link Destination Device

< Application Layer > T T ’( Application Layer >

Multiple Hops |

Acknowledged Data Transmission

Slowing Down Command |:>
New Route Selection

Request Lost Packets <:|

Figure 6.8 Proposed data recovery strategy

In Figure 6.8, the data communications betweerstiuece device and the
destination device is completed by using multi-ti@msmission. A virtual link is
created at the application layers on both the soard destination devices. The
default MAC layer acknowledgement in the IEEE 8621standard can indicate
to an IEEE 802.15.4 device whether a packet prelosent by it has been
successfully received by the next hop. If the nekw@pmmunication employs a
multi-hop transmission, the source device will kobw if the destination device
has received the packet. The virtual link is resgae for helping the source
device to monitor if the data packets are succHgsfielivered by asking the
destination device to send an acknowledgementetadhirce device following the
same multi-hop way. Acknowledgements sent by thairkgtion device through

the virtual link should be received by the sour@vices as a regular task to
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confirm that a certain number of data packets H#en successfully processed.
Different from the acknowledgements at the MAC laylee acknowledgement on
the virtual link is based on the application layerd requires application software
to handle the acknowledgements. If a number ofizirtink acknowledgements
are missed, the source device must decide to résleha new route. Although
the network layer is not defined in the IEEE 80215tandard, for most
applications requiring large-scale deployment, aprapriate network layer is
necessary. It is assumed in the following test thatnetwork layer is functional,
and the implementation of routing protocol for mlbp transmission is always
available.

There are four types of information exchanging agntre intermediate
devices, which compose the main body of the prapstategy:

* Acknowledged Data Transmission: It is used for redrmulti-hop data
transmission.

* Slowing Down Command: Once the amount of unacknogdd data
packets increases, the MAC layer of the intermeditde automatically
send out a slowing down command, which will be yethto the source
device. On receipt of the slowing down command, Nt?A&C layer of the
source device will increase the time interval fending data packets.

* New Route Selection. It is implemented by the nekwayer on the source
device when a number of acknowledgements on tieaVilink are lost.

* Request Lost Packets. Intermediate devices witestee unacknowledged
data packet in a local buffer. When a new route ieen scheduled, the
source device will inform the destination devicevhmany packets have
been sent out. After comparing with local memohg testination device
will send data requests to the network. If the ey intermediate nodes
storing these demanded packets receive the regquleis will send the
stored data using normal multi-hop data transnrisdioe route selection
will be handled by the network layer on those imediate devices. The
requests sent by the destination device for retigethe lost data can be
handled by the network layer. To make it simpl@abicasting is used as

an alternative method. After that, the source dewian resume the data
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transmission. The system starts the proceduresmferference detection

and data recovery again.

Except for the necessary support from the netwasler, the proposed
multi-hop transmission control and data recovematsgy requires no extra
resource. The existing IEEE 802.15.4 stack carlyelbsiprogrammed to achieve
the desired purposes. The following tests use atipeh IEEE 802.15.4
development kit to evaluate the proposed strategy.

6.5 Experimental Studies

The experimental studies consist of three testsellvee test, interference test
and data recovery test. The baseline test andfenteice test are mainly for
addressing the transmit capability of multi-homsmission in an IEEE 802.15.4
based ad hoc network with and without the presefid&/i-Fi interference. The
data recovery test is designed to evaluate if topgsed strategy can improve the
performance of multi-hop transmission by companmith the results obtained
from the baseline test and interference test.eAfleriments are carried out on the
Jennic JN5139R1 platform (JN5139R1, 2009).

6.5.1 Baseline Test: Transmission Control on Multi-Hop
Communications

In the analysis of multi-hop transmission, it is ntiened that a minimal
interval between each transmission is needed tm ax@rloading on intermediate
devices. The baseline test is designed to valifldte setting of interval impacts
the performance of multi-hop transmission.

» Test Bed Description:

The type of IEEE 802.15.4 devices used in the beséést is a full function

device. The deployment of test devices is illustlah Figure 6.9.
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Figure 6.9 Hardware deployments in baseline test

In Figure 6.9, device A is a PAN coordinator respble for starting an
IEEE 802.15.4 network. Device B is the source dewehich has data to send to
the PAN coordinator. The devices located betweemicde A and B are
intermediate devices for relaying data. The trassian route has been manually
scheduled and programmed into the intermediatecdsviThe source device B
will send data by following the sequence of hoptidated in Figure 6.9 (Hop 1-
>Hop2->...->Hop n) until reaching the device A. Instltest, the number of hops
ranges from 2 to 6 hops. The software running ancdeA records the number of
received data. When the data transmission is cdetplelevice A will calculate
how many no repeated data packets have been rdc&8yecomparing with the
amount of data sent from device B, it is easy ture out the arrival rate on
device A.

To make it convenient for comparison, the paylaaayth of each IEEE
802.15.4 packet is fixed at 50 bytes, which is ledlthe maximum MAC layer
data payload lengthaMaxMACFrameSize = 102 bytedgfined in the IEEE
802.15.4 standard. According to Equation (4.133, time used to send a packet
from one device to another device is determined.@32 milliseconds.

The total amount of data payload sent from devidse fxed at 1 MBytes,
which means there will be 20,000 IEEE 802.15.4 gatzets sent from device B.
Figure 6.10 and 6.11 illustrate the baseline &stlts.
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Figure 6.11 Comparison of estimated time intervals and practical results

In Figure 6.10, the horizontal axis expresses the time interval set on the
source device for separating data transmission. The vertical axis expresses the
corresponding data arrival rate measured on device A. The test result verifies that
the arrival rate is obviously related to the number of hops involved in the multi-
hop transmission. For example, to achieve a satisfied arrival rate (over 99%) for a
2-hop transmission, the minimal time interval is approximately 10 milliseconds,
whereas a multi-hop transmission with 4 hops requires at least 19 milliseconds. It
is clear that if more hops are employed in multi-hop data transmission, more time
separation should be specified before sending the next data packet on the source

device. Figure 6.11 shows the comparison between the analyzed time intervals
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estimated according to Equation (6.1) and the malctesults from the baseline
test where the number of hops varies.

It is particularly important to consider the transsion interval when a
large amount of data is needed to be sent to th#ndéon device within a short
period. Under this circumstance, the sender needsd@nge the data transmission

with suitable interval, rather than continuousipdiag the packets.
6.5.2 Interference Test

When the parameter of interval between each packetmission has been
properly set, it is reasonable to assume that pdoks which happens during
periods of multi-hop transmission is due to thessmuence of interference. The
interference test is designed to validate the etiEmterference on the arrival rate
of multi-hop transmissions. In the interferencd,tas IEEE 802.11b router was
located close to one of the intermediate devicesd, laroadcast IEEE 802.11b
signals using a fixed packet rate (e.g. 1lOpackmirs® 100packet/second).
During the period of IEEE 802.15.4 multi-hop tramssion, every intermediate
device recorded the amount of packets they suadbsséceived. By comparing
with the total number of packets sent from the sewrevice, it will be clear how
the interference affects multi-hop transmissiongufeé 6.12 illustrates the

hardware deployment in the interference test.
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Figure 6.12 Hardware deployment in interference tes
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In Figure 6.12, an IEEE 802.11b Wi-Fi router workion communication
channel 13 (2472 MHz) is connected to a laptop.edlichted software based
packet generator is set to run on the laptop. Duthé fact that the pattern of
interference encountered by normal users in ddéyhlas no fixed rules to follow,
the packet generator broadcasts IEEE 802.11b sigmdh fixed rates as an
alternative interference pattern to affect devic®Hring the interference test, the
IEEE 802.15.4 ad hoc network uses 4 hops to compfatlti-hop data
transmission. To enable the wireless interfererccdake effect, the physical
distance between the wireless router and the irgiate device E is 7 metres.
The test conditions are: the IEEE 802.11b wiretess$er broadcasts signals, with
the packet rate from 10 packets / second to 60Retsc¢ second. The length of
each IEEE 802.11b packet is 1024 Bytes. Four laopemployed by the IEEE
802.15.4 multi-hop transmission. Each IEEE 802.Jiadket contains 50 bytes
data payload. The total number of IEEE 802.15.4&etscsent from the source
device is 20,000, the same setting as in the besédist. The interval between
each packet transmission on the source device imilBeconds, which can
achieve around 99% arrival rate in the baseline teghis interference test, the
intermediate device E is to be interfered by thEEEB02.11b router. The IEEE
802.15.4 network works on communication channgl22®5 MHz), whose centre
frequency is 7 MHz away from the centre frequenéyth®e communication
channel used by the IEEE 802.11b router. Figur8 6tows the test result from

the interference test.
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IEEE 802.15.4 Arrival Rate under IEEE 802.11b Interference
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Figure 6.13 Result of interference test

In Figure 6.13, the horizontal axis expresses the IEEE 802.11b data rates
generated by the packet generator. The vertical axis expresses the measured
arrival rate on the destination device A. The result indicates that the interference
coming from the IEEE 802.11b wireless router can cause considerable decrement
on the IEEE 802.15.4 ad hoc network arrival rate when the IEEE 802.11b signal is
working with a heavy duty-cycle. The number of successfully received data

packets on each IEEE 802.15.4 device is recorded in Table 6.1.
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Table 6.1 Summary of packet received on each devwadved in IEEE 802.15.4
multi-hop transmission

| IEEE 802.15.4 Device | IEEE 802.15.4 Device | IEEE 802.15.4 Device | IEEE 802.15.4 Device
IEEE 802.11b Packet |IEEE 802.15.4 Device
Rate B (packet) C (packet) D (packet) E (packet) A (packet)
(packet/seconds) Arrival Rate Arrival Rate Arrival Rate Arrival Rate
19950 19950 19690 19620
10 20000 (99.75%) (99.75%) (98.45%) (98.1%)
19999 19974 19798 19382
100 20000 (99.99%) (99.87%) (98.99%) (96.91%)
19506 19460 18605 18258
200 20000 (97.53%) (97.3%) (93.03%) (91.29%)
19608 19552 18331 17870
300 20000 (98.04%) (97.76%) (91.66%) (89.35%)
19760 19655 14412 13758
400 20000 (98.8%) (98.28%) (72.06%) (68.79%)
10478 19301 9810 8812
500 20000 (97.39%) (96.51%) (49.05%) (44.06%)
19956 10823 9497 8515
600 20000 (99.78%) (99.12%) (47.49%) (42.58%)

In Table 6.1, the column labelled “IEEE 802.11b kscrate” means the
level of traffic generated for the test. The secoaimn “IEEE 802.15.4 Device
B (packet)” denotes the number of packets sent ftben source device B.
Columns labelled “IEEE 802.15.4 Device X Arrival tRadenote the number of
successfully received packets on the measured el@¢ D, E, A) and the
corresponding arrival rate by comparing with théaltgackets sent from the
source device. All devices except for the sourcecgeB are affected by the IEEE
802.11b interference due to its high power outfime number of successfully
received data packets on each device decreasdfemreit degrees. In a practical
environment, it is unlikely that a 0% packet errate (PER) will be achieved
(Jennic AppNotel035). Usually, most IEEE 802.1%4liaations would be able
to tolerate a PER between 1 and 10% if the appdicdevel retransmission are
employed (Jennic, 2008). Therefore, the packetarrate measured on devices C
and D are thought to be acceptable. However, itléar that the obvious
decrement starts from device E, which is supposedbe surrounded by the

“Interference Area”. The worst situation is obsshin the condition when the
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wireless router works at 600 packets / second,thedorresponding arrival rate
measured on the destination device A is only 42.58%

If an acknowledgement is required for each transioms the intermediate
device D which is one hop away from the interfeeeamea will be the first device
sensing the interference. The reason is that dewcewill send fewer
acknowledgements for the packets relayed from éeldido device E under the
presence of interference.

6.5.3 Data Recovery Test

The data recovery test is implemented by integgatne proposed strategy
into IEEE 802.15.4 application software to detemminthe system can effectively
retrieve the lost packets when interference occdise hardware deployment is

illustrated in Figure 6.14.
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Figure 6.14 Hardware deployments in data recowasty t

In Figure 6.14, the experiment device settings taee same as in the
interference test except for the intermediate de\c The device F is also an
IEEE 802.15.4 FFD device, and programmed to belt@nnative to device E.
Consequently, two routes are available in this, tégtpl->Hop2->Hop3 1-
>Hop4_1 and Hopl->Hop2->Hop3_2->Hop4 2. The distarietween the
wireless router and device F is 8+7=15 metershdf virtual link between the

source device and the destination device is thotmhe broken, i.e. a number of
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desired virtual link acknowledgements are lost; the source device will switch the
route to maintain multi-hop transmission. After g the hop, the system still
needs to sense interference during data transmisSice interference is detected
again, route change and data recovery will be implged correspondingly. The
purpose for such settings is to verify if data keag can be achieved when route
switching is frequent. The settings of the IEEE .8@B wireless router and the
IEEE 802.15.4 network are the same as in interberdnast. The initial interval
between each packet transmission on the sourcecedlesi still set as 22
milliseconds. Other parameters are listed in Téalie

In Table 6.2, “Initial interval” is used for normalulti-hop transmission. It
is also used by the source device each time itcbagpleted a route switch and
starts multi-hop transmission. When an intermedikgeéice has detected that the
number of unacknowledged packet has reached tleshbid (i.e. “MAC layer
acknowledgement counter”), it will notify the preus hop to increase the
transmission interval. On receipt of the slowingvdocommand, the source will
increase the interval as indicated by “Intervak@émeent rate” till the “Maximum
interval” has been reached. The “Virtual link ackiedgement set” means the
source device puts requirement for virtual link ramkledgement every 20
packets. Then it waits for a “Virtual link waitingeriod” to confirm whether the
acknowledgement from the destination device has breeeived or not. If a
number of virtual link acknowledgements are notereed (i.e. “Route switch
threshold”), the source device will switch routadanform the destination device
on the new route, how many packets have been seénfTlen the source device
waits for a “Waiting period” before resuming muitdp transmission. Table 6.3

shows the result of data recovery test where ttegference intensity varies.
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Table 6.2 Parameter setting in data recovery test

Parameter Value Description
Initial interval 22 Interval for normal multi-hop
millisecond | transmission

Maximum interval 1 second The maximum intervabatd on the
source device

Interval increment rate 2 The ratio for increasmgrval when
the source device is notified by
intermediate devices

MAC layer 10 packet For an intermediate device, if the

acknowledgement number of consecutive

counter unacknowledged packet has been 10, it
will notify the previous hop in order to
reduce interval, i.e. slow down the
transmission

Virtual link 20 packet The source device sets an virtual link

acknowledgement set acknowledgement every 20 packets

Route switch threshold 3 If 3 consecutive virtuak |
acknowledgements are lost, the source
device will switch its route

Virtual link waiting 1 second If the source device requires virtual

period link acknowledgement, it will wait for
1 second to check if acknowledgement
is received

Buffer size 50 The maximum number of
unacknowledged packets which can pe
stored on an intermediate device

Waiting period 3 second The period for the souleéce to

wait before resuming multi-hop

transmission on a new route.
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Table 6.3 Results of data recovery test

IEEE 802.11b Packet Rate IEEE 802.15.4 Arrival Rate IEEE 802.15.4 Arrival Rate Recovery Rate
(packets/second) (without recovery strategy) (with recovery strategy)

10 98% 98% 0%

100 97% 98% 1%
200 91% 97% 6%
300 89% 98% 9%
400 69% 95% 26%
500 44% 86% 42%
600 43% 82% 39%

In Table 6.3, the column “IEEE 802.11b Packet Raieans the traffic
made by the wireless router in order to generdatrfarence. The column “IEEE
802.15.4 Arrival Rate (without recovery strategylieans the measured packet
arrival rate on the destination device A withouingsthe proposed strategy. The
values in this row are obtained from the previouerference test. The column
“IEEE 802.15.4 Arrival Rate (with recovery stratggsneans the measured IEEE
802.15.4 packet arrival rate on the destinationic#e\A when the proposed
strategy is used to enable data recovery. Thenuoliabelled “Recovery Rate”
denotes the increment of data arrival rate by camgahe second and the third
columns in Table 6.3. The proposed recovery styateas less effect when the
IEEE 802.11b packet rate is less than 200 packstsdnd. The reason is that the
duty-cycle of the interference signal is relativébyv which would not cause
serious interference on the IEEE 802.15.4 netwararaunications. When the
packet rate of IEEE 802.11b signal is higher thad Rackets / second, the chance
for the IEEE 802.11b signal to interfere with thEEE 802.15.4 receiver
increases. By using our strategy, the final armaéés measured on the destination
device arise to varying levels compared with theults of the previous
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interference test. The maximum recovery rate (42%bineasured when IEEE
802.11b packet rate is 500 packet/second.

6.5.4 Discussion

Similar work carried out by Won et al. (2005) hasib mentioned in the
literature review in Chapter 3. In their work, thathors proposed that devices
located within the interference area could templgrarchange their
communication channel once interference is dete@ette these devices cannot
talk to other devices working on the previous comioation channel, some
special devices located around the interference ik frequently switch channel
to exchange data for the devices affected and ectefi by interference. The
measured success rate is between 97% and 86%, istuldse to the success rate
achieved in this work. However, it should be nalidgbat the IEEE 802.15.4
packet transmission rate employed by Won et al0320s 1 packet / second,
which is far slower than the rate used in our t&st] their work was mainly on the
basis of software simulation (i.e. NS2 simulat@r strategy is more suitable for
large volume data transmission required in a speriod. The effeteness of the

proposed strategy is verified by the hardware baspdriment tests.

The performance of the data recovery strategy dépen many factors,

which can be categorised into four aspects:

1. The range of interference area. In Section 6.3jrttegference is assumed
to affect some of the links existing on the IEEE28%.4 multi-hop
transmission. If all communication links of IEEE2805.4 networks are
being interfered with, multiple intermediate dewowill try to store the
unacknowledged data packets, and attempt to sessé fhackets when the
destination device requests. Consequently, uneagaeaillisions between
these IEEE 802.15.4 devices will happen. As weshahserved from the
interference test, all of the intermediate deviegs affected by the
wireless router more or less. However, if a wid&HEE802.15.4 network
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deployment is applicable, the routing protocol fiagnon the source
device could find a new route to avoid the intexfere area.

. Local buffer management. For intermediate devichghvfirst sense the
interference, the system may not be able to progmmigh space to store
the unacknowledged packets due to limited resouincthe data recovery
test, each intermediate device is allowed to sipreo 50 unacknowledged
packets. In the data recovery test, if the locdifdouis full, the new
generated packets will simply be discarded. Thdebuivill be empty
when the stored packets are retrieved by the destimdevice.

. Redundant device searching. In the data recovety ifethe destination
device is informed by the source device that soaokgts were lost, it will
broadcast a data request command to the networis known that
broadcasting to the network is normally not efintjeand probably causes
more network collisions. If the intermediate degid®lding the required
data do not receive the requests, data recoveiyfailil Since the IEEE
802.15.4 standard does not specify the use of &ngpgrotocol, it is
difficult effectively to complete this task on theAC layer. However, if
the routing protocol is integrated into an IEEE 824 based application,
the destination device can locate the addresseahtermediate devices on
the previous route, and send date recovery requedtsose devices on
purpose.

. Network deployment and data transmission settinghé data recovery
test, the interfering resource and IEEE 802.15.Micds are deployed
manually to meet test requirements (e.g. radio uieqy separation,
interference area range). The settings used intipahcsituations are
usually full of uncertainty. Then the parametesseld in Table 6.2 should
be adjusted accordingly. The data setting (i.em@fseconds interval, 1
MByte data capacity) in the test is set for theidgp case. The IEEE
802.15.4 technique is not designed for high speath dransmission.
Therefore, in practice a longer interval could beplyed (e.g. a regular
data packet required every 1 second). The objeativéhe test is to
evaluate and demonstrate the proposed strategy whensystem is

experiencing a worst-case scenario.
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At this point, the proposed strategy is suitablevtwk with the existing
IEEE 802.15.4 stack as a supplementary mechanisnent@ance multi-hop
transmission reliability. When the strategy is greged with an advanced network
layer, and provided with essential information,. élge number of hops and the
address of the intermediate devices containingwtheted packets, the success

rate of data recovery can be further improved.
6.6 Summary

In this chapter, the process of multi-hop transioisén an IEEE 802.15.4
ad hoc network and the effect of interference om MBEE 802.15.4 network
communication links have been analysed in detdtl.is observed from the
interference test that once part of the commurioatiink experiences
interference, the data arrival rate of the IEEE.8821 multi-hop transmission is
affected. Since the failure of multi-hop transnussis normally detectable on the
intermediate device close to the “Interference Aréae proposed strategy fully
utilizes the mechanism of acknowledgement provitlgdthe IEEE 802.15.4
standard to sense the occurrence of interferenempdrarily store the
unacknowledged data, slow down the transmissioadspnd help the destination
device recover the lost data with best effort, Whiare also the major
contributions of the research in this chapter. Adow to the results of the data
recovery test, the effectiveness of the data regostategy was evaluated, and
the result is positive. The whole strategy requireshange on the IEEE 802.15.4
standard. Therefore, the integration of our stratatp a practical IEEE 802.15.4
application is technically feasible.

However, the performance of the strategy does bawee limitations. For
example, the implementation of the strategy regutree involvement of other
available intermediate devices unaffected by therf@rence to create a new
route. And more potential issues need further itgason, including buffer
management for storing unacknowledged packets,ndathey device searching
for data recovery, and energy cost for strategylempntation. The objective of
the research is to show that the strategy designndamentally feasible. The
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future work focuses on the optimization of the tstgy according to the

requirements of practical applications.
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Chapter 7 Application in Home
Automation

7.1 Background and Motivation

The interference mitigation strategies proposedCimapters 4 and 5,
including consecutive data transmission and dynamnergy detection have been
evaluated in the preliminary tests. However, mangeutain factors, such as
system deployment, specific application requiremersghould be taken into
consideration when these strategies are adoptgiactical application.

An |IEEE 802.15.4 based home automation system \eaglaped and
implemented as part of a Technology Strategy B&8B) funded project called
“IndeedNET” (Integration and demonstration of ermnergfficient dwelling
networks) (IndeedNET, 2007). The author was a negrabthe team responsible
for designing and developing the technical parthef system. In particular, the
author’s contributions are focused on low leveldware driver development (e.qg.
smart sensors, miniature actuators, and wirelessinemication), system
architecture, and software development. Other mesnbethe IndeedNET team
are responsible for hardware manufacturing, sgcumiechanism development
and end user interactions. The overall developreengviewed in the following
sections that aim to provide a comprehensive utelaisg of the use of the
IEEE 802.15.4 technique in a practical wirelessseemetwork. Since a home
automation system usually employs the star topoldgy construct the

communication network, the interference mitigatidaesign in the IndeedNet
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system adopts the strategy of consecutive datarnasion proposed in Chapter

4, which is also the contribution 1 of this thesis.
7.2 Home Automation System

The idea of home automation is not a new concegias been used in
day-to-day life for decades. Home automation cissiof comprehensive
categories, including environment monitoring, ségurenergy management,
appliance control, and communications (Tidd, 1999pre specifically, the
development of a home automation system is to dewiset of intelligent home
appliances that can provide an awareness of the'meeds, providing them with
a better home life experience (Park et al., 2003).

7.2.1 Existing Home Automation Technologies

There are many existing technologies for promotiregdevelopment of a
home automation system. The X-10 system, whichcisezed on the basis of
“Powerline Communication”, was developed in the I8eventies. It sends a 120
KHz signal at every zero crossing on a 60 Hz A@ lwvith an effective baud rate
of 60. The disadvantages of the X-10 system amgively slow speed and non-
effective noise immunity (Shwehdi and Khan, 1998).java based home
automation system was proposed by Al-Ali and Al-Baxu (2004), which utilizes
the powerful Java language to construct commumicalink between remote
users and a local system. However, the internalnuomications between the
home server and home appliances still depend omplozated and high cost wired
installation. In the work of Sriskanthan et al. §2), a Bluetooth based home
automation system with a relevant control protosals proposed. The system
includes a Bluetooth host device and several cliewices. Both host device and
client devices compose a Piconet within which tbend automation commands
can be exchanged using wireless communication. i@emsg the cost of the
Bluetooth module, multiple device controllers aommected to a Bluetooth client
device in order to reduce the number of Blueto@hiaks employed. Each device
controller can control more than one attached @e(AD) using inter-integrated
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circuit (12C) bus. Although the primary communicatiin such a system can be
completed with Bluetooth communication, the conmect between home
appliances (i.e. AD) is still complicated, and eéslon wired installation.

7.2.2 IEEE 802.15.4 Technique in Home Automation

A home automation system usually requires a nunabesensors and
actuators to construct a communication network. [esample, a single
temperature sensor can only be sensitive to a smwah around itself.
Consequently, it is reasonable that more than enscs is needed to generate a
wide and effective monitoring area. Therefore, @w Iselling price for such
application (i.e. home automation system) is cidu@einisch et al., 2007). The
use of a wired system is becoming less attractae@bse of its high installation
cost, especially when a large number of sensorsoabe installed (Callaway et
al., 2002).

Wireless home automation systems are becoming ao@rd moving
from early research into practical application (\&llee 2007). Without the need
to rely on cables as the communication carrierjral@ss network can reduce the
installation price and maintenance cost. More irtgrdty, physical location is no
longer a restriction. From the view of technologyreless home automation
systems are facing the challenge of providing exélg low power consumption
which is needed since frequently replacing battefigr sensor and actuator
devices is impractical and uneconomical for dongessers. It is obvious that
IEEE 802.11 and Bluetooth techniques are unsuitdbfehome automation
systems due to their high power consumption.

The IEEE 802.15.4 technique originates in resptémske need for robust,
low-cost and low-power wireless control networks.isl widely supported by
semiconductor manufacturers, including Ember, Faes Texas Instruments,
California Eastern Laboratories (Howell, 2009).

The IndeedNet project selected the Jennic JN5189139, 2009) module
which is compliant with the IEEE 802.15.4 (2003rstard. Figure 7.1 illustrates
a JN5139R1 wireless module.
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Figure 7.1 IN5139R1 module

In Figure 7.1, IN5139R1 manufactured by Jennic is a complete system-on-
chip (SoC) module which integrates microcontroller, modulation/demodulation
module, and antenna into a single small printed circuit board (PCB).The SoC
design is quite suitable for applications which do not require radio design as a
core objective. The wireless communication module supporting IEEE 802.15.4
standard (2003) has the features of small size, low power consumption (operable
with battery with active current at 37mA), and low cost (a minimum production

cost can be less than $5) (Jennic Press Information, 2007).
7.2.3 IndeedNET Home Automation System Architecture

The main purpose of the IndeedNET project is to construct a home
monitoring and control network in order to control energy consumption for
domestic users. Based on this purpose, the system requirements can be classified
into two main aspects: low-level hardware design and high level information
processing system. The low-level hardware design mainly includes sensors
actuators design, and wireless communications between sensors actuators and
control unit. The high-level information processing system refers to smart control
algorithms which are implemented according to the home environment changes.

The emphasis here is how to achieve reliable communications in such a
wireless home automation system. Figure 7.2 illustrates the home automation

system architecture designed for the IndeedNET system.
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In Figure 7.2, the first layer “Smart Sensor & Aatior” is responsible for
information acquisition and actuator control. Madeanicro-electro-mechanical
system (MEMS) technology has accelerated the emeegef low-cost, highly
reliable and easy programmable sensors. The beneffiéred by such smart
sensors include adopting the environmental chaagdsconvenient home status
monitoring. The selection of sensors depends omptingose of the application. In
the home environment, temperature, humidity, lighel, and gas sensors are the
most common types encountered. Many advanced migiatensors can be
powered by batteries that are vital for small semsodule design in a home
automation system.

Actuators are the main mechanical parts in the hantemation system to
execute adjustments on home appliances. In theetiNIET system, actuators are
categorized into two groups: mechanical actuatar electronic actuator. Some
home appliances’ adjustments can be achieved dyiagpnechanical force. For
example, a radiator valve is driven by a motor.atidition to the mechanical
actuator, some home appliances can be controllegléstronic actuators. A
simple example of an electronic actuator is the afsa relay to control a light

switch (see Figure 7.3).

- 148 -



User instruction

Relay +

N e
! J—GND

Figure 7.3 A light controlled by a relay

In Figure 7.3, a light is controlled by a relay db&d on its power circuit. On
receipt of user instructions, the relay can exetheeactions of switching the light
on or off.

The second layer defined in the system architeciaréehe “Home
Automation Network Transfer”. The function of théer is to connect individual
components within the home automation system. Aéhnaatomation network can
be constructed using either wired or wireless cotiviey. Some home automation
systems employ a wired network. However, the itetiah and maintenance cost
will be higher comparing to a wireless system. he IndeedNET system, the
“Home Automation Network Transfer” layer is achidveirelessly by the IEEE
802.15.4 technique as it features low power consiamplow installation and
maintenance cost.

Upon the receipt of data from the “Home Automatidetwork Transfer”
layer, the designed control algorithm running oa tBata Processing” layer is
able to analyze home environment information, malezision for system
adjustment, and then send out instructions to éhevant actuators & sensors.
Domestic users are also given the capability of umdy controlling the home
automation system locally and remotely through‘tser Interface” layer. The
instructions from the remote users can be senhéoldcal home automation
system through any kind of public network (e.g.eitnet). Before being
implemented in the local system, remote instructioil be first verified by the

function of “Virtual Home” to ensure safety & seityr(Yang et al., 2006)
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In summary, in the architecture shown in Figure 7.1, the “Smart Sensor &
Actuator” layer is responsible for sensor reading and actuator driving, the “Home
Automation Network Transfer” delivery system instructions or sensor & actuator
information to the desired destination. The layers “Data Processing”, “User
Interface”, and “Virtual Home” are software relevant. The achievement of “Public
Network Transfer” is based on the Internet or other public networks. Among these
function layers, the “Home Automation Network Transfer” layer has direct
connection with local wireless communications, which might possibly be affected
by wireless interference in the home environment. Therefore, the research carried
out in this chapter emphasizes the design and implementation of reliable wireless

communication for home automation systems.

7.2.4 IndeedNET Home Automation System Components and
Test-Bed

As part of the outcome from the IndeedNET project, a set of hardware was
produced to complete sensing and adjustment tasks needed by the home
automation system. It also offers a practical and complete test bed on which the
interference and mitigation strategy evaluation tests could be carried out. The
developed components which compose the IndeedNET home automation system

are illustrated in Figures 7.4 to 7.10.

Figure 7.4. PAN coordinator
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Figure 7.6 Device with temperature, humidity, and light level sensor
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Figure 7.7 Device with carbon monoxide sensor
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Figure 7.9 Radiator valve actuator

Figure 7.10 Power meter

In Figure 7.4, an IEEE 802.15.4 PAN coordinator with a LCD screen is
used to start and maintain the whole wireless home automation network. As the
network maintainer must operate without interruption, the PAN coordinator
requires main power supply. Another IEEE 802.15.4 module together with some
function keyboard and LCD screen is employed as a local controller to facilitate
interactions between the home automation system and users (Figure 7.5). It is a
battery-driven device. There are two sensor modules designed to execute

environment monitoring tasks. One sensor module is equipped with temperature
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sensor, light sensor, and humidity sensor (Figur@). 7Another module is
integrated with carbon monoxide sensor for safebnitoring purpose (Figure
7.7). These two sensor modules are also battevgrdriA light switch (Figure 7.8)
and a radiator valve (Figure 7.9) are developedeimonstrate how the normal
home appliances can be adopted into the wirelesse hautomation network.
Figure 7.10 shows a power meter used to recorgptmeer consumption. Each
sensor device or actuator device has an onboamlcJEEE 802.15.4 chip, by
which the device can easily join the establisheéHB02.15.4 home automation
network.

The IndeedNET project is designed to demonstratereleds
sensor/actuator networks for energy saving in artsrhame environment.
Therefore, periodical sensor reading and actudtius reporting compose the

main body of the wireless communication (See Figuid).

Carbon monoxide sensor

4 A

7\ Power meter
1
Temperature, humidity
and light sensors
T @ Network coordinator
Radiator valve actuator P
[ |

---------- \\'g/

Light switch actuator

r
wll
i

L@?’Local controller

Figure 7.11 IndeedNET home automation network

In Figure 7.11, individual IndeedNET componentsreset to the network
coordinator to construct a star home automationvort Except for the light
switch, power meter, and PAN coordinator, otherless sensor network devices

are powered by battery. To conserve energy, theEIED2.15.4 modules
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connecting to sensors and actuators are set tarstaysleeping mode for most of
time, and wake up to execute the designed taskdgieally. As a wireless module
which is in sleeping mode most of time will notpead to radio communication,
the network coordinator cannot directly contactsthemodules when it is
requested. Therefore, the initiative of sendingeassr reading and an actuator
status is controlled by the wireless modules. Bleallcontroller does not “talk” to
a network device due to the same reason that ak BE.15.4 communication
module will not respond if it is in a sleeping modéhen a local controller is to
request sensor reading, it asks for the PAN coatdinto obtain the latest record
sent by the sensor device. If the local controitetto adjust an actuator, the
instruction will be stored on the PAN coordinatdhe actuator will ask for the
PAN coordinator if there is any pending instructfonit when it wakes up. Some
actuators are not restricted by power supply siltha light control actuator
which is powered by mains power. The IEEE 802.1mhmunication module
can share the same power source with the actuadorseep uninterrupted
operations. The network coordinator can immediatelgy instructions to such
actuators. However, to ensure all network devicesm dollow the same
communication rules, both battery and main poweredrsensor/actuator devices
will send their information to the PAN coordinatfwr recording. Figure 7.12

illustrates the information flow in the IndeedNE/fstEem.

PAN
Coordinator
< IEEE 802.15.4 Network >
i Data &
Sensor Actuator Adjustment s
Read ingﬁ Status Instruction Instruction Feedback
Request
Senfsor Actuator Local
Device Device Controlle

Figure 7.12 Information flow in the IndeedNET homéomation network
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In Figure 7.12, sensor devices are responsiblednding sensor readings
to the PAN coordinator. Actuator devices also sexnduator status to the
coordinator, whilst they receive instructions segtthe PAN coordinator. The
local controller directly sends data & instructim@guest to the PAN coordinator,

and also receives the feedback from the PAN coatdin
7.2.5 IndeedNET System Specification

The IndeedNET system consists of sensors and acsuased to monitor
and control home environment. Table 7.1 summarthesparameters used to
configure sensors and actuators.

Table 7.1 defines the parameters for sensors artdatacs. The
temperature sensor, ambient light sensor, humggtysor and carbon monoxide
sensor are required to implement sensing task and sensor readings to the
central controller every ten minutes. Additionallyensors implement self-
checking every 1 minute to make sure that envirartrakanges can be properly
monitored. The self-checking result will not be tsem the network coordinator
unless certain conditions are met (e.g. danger ¢eatyre is detected). Since
temperature, humidity and light level sensors ategrated on the same wireless
module, at least 9 bytes data size are neededda transmission.
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Table 7.1 IndeedNET system parameters

o

Sensor | Data Sampling Period Description
& Actuator | Size
(Byte)
Temperature 3 * 1 minute for self * Measures temperature
Sensor checking from -55°C to 125 °C
(DS18B20) « 10 minutes for system « 1 byte for sensor reading
checking * 2 bytes for control
command
Ambient 3 * 1 minute for self * Ambient light is divided
Light checking into 7 levels ranges from
Sensor 10 minutes for system to 6
(TSL2500) checking « 1 byte for sensor reading
* 2 bytes for control
command
Humidity 3 * 1 minute for self « Humidity reading ranges
Sensor checking from 0% to 160%
(SHT11) « 10 minutes for system « 1 byte for sensor reading
checking * 2 bytes for control
command
Carbon 4 1 minute for self « Sensor reading ranges
monoxide checking from Oppm to 10,000ppm
Sensor * 10 minutes for system < 2 byte for sensor reading
(TGS5042) checking * 2 byte for control
command
Lamp 2 * Always on * 1 byte for lamp status
Controller * 1 byte for control
command
Radiator 3 * 10 minutes for self * 1 byte for temperature
Valve adjustment and reading
Controller communication with * 1 byte for set point
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central controller * 1 byte for control

command
Smart 6 * Always on * 2 byte for current
Power * 2 byte for voltage
Meter * 2 byte for accumulated

power consumption

Network N/A * Always on » Starts network, accepts
Coordinator network device, stores ard

relays message

Local N/A * When requested by * Display home information
Controller users and used by users to send
commands

The lamp controller and smart power meter are cttedeto the main power and
will be always on. Consequently their operationsndb need to consider power
consumption. Another similar component is a netwaokrdinator, which is the
PAN coordinator and it is an IEEE 802.15.4 based\W& should be connected
to the main power to keep working as the message star network must be
relayed by the network coordinator. The radiatdweraontroller communicates
with the network coordinator to determine if a n&st-point is sent by users, then
makes adjustment according to the current temperatnd set point. Except for
the data size listed in Table 7.1 for sensor andadar operations, more data size
for additional settings (e.g. error correction, letc identification, reserved
payload for system use, security setting) is alseded. Cosequently, packet

transmission in the IndeedNET system takes 50-#xyt® standard data size.

7.3 Interference Analysis in Home Automation

System
The wireless interference issue has been considernbe development of
the IndeedNET system. Most concerns come from skeeofl IEEE 802.11 devices

which are well known as Wi-Fi. During the developihgeriod, the effect of
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wireless interference was actually noticed. Thetirdis characteristic of
interference phenomena is that the local contraifeen has a response from the
PAN coordinator after a significantly long delay,even loses a response when a
Wi-Fi router is working nearby. The sensor deviod actuator device encounter
the same problem which is unable to be displayetheriocal controller as they
communicate with the PAN coordinator directly.

7.3.1 Home Automation Network Topology

An |IEEE 802.15.4 star network can cover a typicalde as depicted in
Figure 7.13.
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Figure 7.13 Star home automation network

In Figure 7.13, if the PAN coordinator has staréed completed network
initialization, other IEEE 802.15.4 devices willtamatically join the established
network by associating with the PAN coordinator.other words, the individual

devices do not need to consider deployment locafidns is also the most
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important advantage offered by the wireless tealmidiowever, it is possible for
these wireless home automation devices to be ldcatethe vicinity of the

interference source.
7.3.2 Wi-Fi Interference Source

According to the analysis in Chapter 4, the intémfg source which can
actually affect IEEE 802.15.4 network is the IEER281b/g network (i.e. Wi-Fi)
working at a high duty cycle. Its relative wide dandth and high output power
are essential factors causing the interference.

As wireless broadband is quite popular in the corgumarket, many
households prefer wireless networking as their hbntegnet access, which means
the interference of Wi-Fi to IEEE 802.15.4 wirelessnsor networks could be
inevitable. Most Internet applications for domestisers work mainly in a
downlink mode (e.g. Internet browsing, file dowrdoay). The uplink mode is
usually used to send a small number of data fanesiing service (e.g. request a
web page, or send an email). Consequently, thelasgerouter is the main
interference resource under this situation. Norynall household will have one
wireless router.

There is another serious interferer, domestic we&®lsecurity camera,
which usually employs the IEEE 802.11b/g techniduilike the wireless router
connecting to the Internet, the domestic wirelessugty camera keeps working
all the time and it might be requested to sendo/gsteeam to the central server for
monitoring purpose. The continuous IEEE 802.11hggad transmissions could

continuously generate interference on the Indeedsistem.
7.3.3 Challenge in Home Automation System Installation

One of the challenges of avoiding interferencehie home automation
system is that the system installation should ngbase too many “technical
requirements” to users. In a business environneemtreless system deployment
can be done by professional staff and have an adviegld test in order to ensure
a safe distance between wireless devices. Domesérs are the end users of
indeedNET system and most of them are not netwxpknts. They are not likely
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to have similar technology and knowledge for a propadio environment
measurement. Therefore, it is unrealistic to rexjeimnd users to pay attention to
deploying wireless network, e.g. where is a safesitpm unaffected by
interference, how to allocate a channel. Consetyyg¢he components of a home
automation system might be put at any place in asé&owhich potentially
increase the possibility for the IndeedNET systerbd interfered by Wi-Fi.

The physical locations of the IndeedNET system ak=viare decided by
the attached sensors or actuators. For instaneeathator valve controller must
fit on the radiator valve whose location was detesd when the house was
constructed. The sensor devices can be put anywhetfee house to monitor
environment changes and provide the control algoritunning on the PAN
coordinator with useful information. Therefore, ithegosition will not be changed
after installation. When Wi-Fi interference happéesy. Wi-Fi network channel
moves to the frequency close to the home automattrwork channel), applying
physical distance separation to avoid interferescesually not applicable. The
strategy designed to mitigate interference shoufdpleasise on software

adjustment which does not require user interrugtion

7.4 Interference Mitigation Strategy

The interference mitigation strategy designed lerindeedNET system is

on the basis of consecutive data transmission gexpm Chapter 4.
7.4.1 Interference Effect

The interference mitigation strategy is designeccoeting to the
characteristics of the IndeedNET system. The InN&ddsystem is primarily for
saving energy consumption for domestic users. Thexesensor and actuator
devices are required to report the environmentah da the home network
coordinator or execute appliance adjustments agalar interval. To enlarge the
lifetime of sensors and actuators, including thenexted IEEE 802.15.4 wireless
modules, the battery driven IndeedNET componenedne keep in a deep

sleeping mode in order to reduce power consumptimmg the period of “off
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duty”. In other words, battery driven IndeedNET qmments should keep a
relative low duty cycle which can enlarge battafg. | Consequently, domestic
users do not have to frequently replace a batkeégyre 7.14 shows the state chart

of an individual battery driven IndeedNET component

Device
initialization

Regular
Deep sleep

Figure 7.14 State chart of battery driven IndeedNBmponent

In Figure 7.14, an IndeedNET component starts tplament a regular
task after the completion of system initializatidrnen it will keep in the deep
sleeping mode until the time for the next reguémkt During the sleeping mode,
the IEEE 802.15.4 module (i.e. transmitter andiverg is inactive, which makes
it completely untouchable from the PAN coordinatbrthe PAN coordinator is
sensitive to the emergence of interference, it camotify those components
which are in the sleeping mode.

When the component wakes up from the deep sleapodg, it will first
implement the desired function (sensing task odiappe adjustment) and then
report to the PAN coordinator. After that, the cament should enter into the
sleeping mode again to save energy. If the datasmmegssion to the PAN
coordinator failed, the component usually has tytioms: implement network
rejoining procedure by scanning all available cle@sand then associate with the
addressed PAN coordinator, or apply retransmisgiomake more tries on the
current channel.

. Rejoining Network. According to the IEEE 802.15tdrslard, the network
device which has lost connection with the PAN camatbr should issue an active
scan by sending a beacon request command on aeth@&hen the device enables

its receiver and records the information contaiimedach received beacon. The
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active scan should terminate on a channel whemredbndition is satisfied: the
number of received PAN information has reached rieximum value (the
maximum value is an implementation-specified numbdecided by
manufacturers), or the specified scan period hgsrexk The definition for

specified scan periodl is (IEEE Std802.15.4-2003, 2003):

active_scan

T

active_scan

=[aBaseSupdrameDuraton* (2" +1)] symbols (7.1)

In Equation (7.1),T, Is the scan period in the unit of symbol (a

ctive_scan

symbol is equal to 1A9),aBaseSupdrameDuraion is a constant value equal to
the number of symbols (i.e. 960 symbols) formingsuperframe when the
superframe order is equal to @, is a value between 0 and 14. Then

T 0 [3072ms, 251673.6mg]. If the minimum scan period is used (i.e.

active _scan
n=0), the total time consumed to scan all 16 chianoe 2.4 GHz ISM band is
equal t03072*16=491.52 millisecond. Usually, to ensure that thetwgitime
is long enough to receive PAN information, the spamniodnwill be set as 3.
Then the maximum time consumed to scan all 16 ckanwill be 2211.84
millisecond. Table 7.2 lists the required time tars all channels when the
exponenn ranges from 0 to 5.

Table 7.2 Time consumption for IEEE 802.15.4 dewicsecan channels

n Scan Period for 16 Channels
(millisecond)

0 491.52

1 737.28

2 1228.8

3 2211.84

4 4177.92

5 8110.08

In Table 7.2, column lapelled with “n” denotes #onent in Equation

(7.1). The second column is the calculated timesgmption for IEEE 802.15.4
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device to scan all channels with correspondingalue. Obviously, a large value
of n will lead to a long scan period. Since the cur@tsumption for using IEEE
802.15.4 transmitter and receiver is the same wherommunication module is
active, a long scan period will consume consideralbltery energy.

Energy consumption is the most important metriom@asure our strategy.
As most of the IndeedNET components implementingsisg and actuator
adjustment tasks are powered by batteries, thefenémce mitigation strategy
should consume energy as little as possible.
. Applying retransmission at the application layeretf@nsmission is a
reasonable way for sensor/actuator devices to teken the expected
acknowledgement is not received from the PAN cowtdir within a certain time.
However, it is difficult to determine an optimizedlue to be the maximum
retransmission time, especially when the systeamdger interference.

7.4.2 Interference Mitigation Strategy

In Chapter 4, it has been evaluated that utilizo@nsecutive data
transmission can significantly increase the sucaess for a pair of IEEE
802.15.4 devices even under serious interferenasedaby a Wi-Fi transmitter.
This strategy is suitable for the design of theeBdNET system since the
communications in the IndeedNET system only ocdugtveen the network
controller (i.e. PAN coordinator) and the netwodvite. Additionally, the regular
task to collect sensor information or adjust théuator is needed every few
minutes Applying a certain number of data retraigssmons will not cause network
congestion. A small modification is made in thegoral strategy proposed in
Chapter 4. In the original strategy, an IEEE 802 1device will select a small
number as the maximum retransmission time afterfitee time failure of data
transmission. If data retransmissions with the Bmaximum retransmission
limitation still failed, the sender will choose ¢onsecutively transmit data packets
for 1 second. In the IndeedNET system, once thedfsa transmission from a
sensor / actuator device to the PAN coordinatdedaithe sender will directly try

to continue to send a data packet for 1 second.iftbeval between consecutive
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transmissions is calculated according to the leofjtttata packet. The purpose of
modification is to limit the time consumed to imiplent retransmissions.

In the original strategy, the sensor device wiljularly (for example.
every 1 second) send a connection detection paefeiring acknowledgement to
the PAN coordinator. If a certain number of ackredgements are lost, the device
will start to scan all channels in order to rejthe network. In the IndeedNET
system, the transmission of connection detectiotkgtais not achievable by
sensor/actuator devices as its transmitter is gleaping mode. To solve the
problem, the PAN coordinator in the IndeedNET syssets a timer to monitor
the data reception. If the expected data are noirded during the specified
period, the PAN coordinator will initiatively switicnetwork channel to the one
with least energy level. Figures 7.15 and 7.16sifiate the flow charts of the

strategies implemented in the IndeedNET systemitigate interference.
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CSensor/Actuator initializat@

Set wake timer

Timer expires?

Regular task (sensing/actuator
adjustment)

l

Send data to the PAN
coordinator

Confirmation?

Set 1 second timer

|
v

Consecutive transmission

Confirmation?

1 second
expires?

Scan 16 channels

Associate with PAN
coordinator and complete data
transmission

PAN coordinator
is located?

Set device into sleep mode
for 1 minute

1 minute
expires?

Figure 7.15 Flow chart of interference mitigatiarasegy implemented on

sensor/actuator devices
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In Figure 7.15, the workflow of the sensor/actuatievice starts from
system initialization. After successfully joininget network, the sensor/actuator
will implement initial configuration. Then the dee enters into the sleeping
mode. When the wake timer expires, the device shaxlecute the desired
functions, including reading sensors or adjusthegdctuator. The result of regular
tasks will be sent to the PAN coordinator to make@ord. If the confirmation
from the PAN coordinator is received, the device eater into the sleeping mode
until the wake timer expires again. If the confitioa is not received, the device
starts to send the packet to the PAN coordinatothen way of consecutive
transmission. The transmission interval is deciojgthe length of the packet. For
example, in the IndeedNET system, each data pamkeloys a fixed payload
length whose size is 50 byte. According to Equa(#ri3), the minimum time
used to transmit such a packet is 4.032 millisecdierefore, the retransmission
interval is 4.032 millisecond. If a confirmation i®ceived from the PAN
coordinator within the 1 second retransmission qukrithe device can stop
retransmission and enter into the sleeping modenolfacknowledgement is
received and the 1 second retransmission periomlesphe device should start to
scan all channels in case the PAN coordinator wateted to other channels. If
the PAN coordinator is located, the device shoulsbaiate with it and complete
the data transmission. Otherwise, the device shentdr into the sleeping mode
for a certain interval in order to save energy @meose 1 minute here), and then
wake up to search for the PAN coordinator. The @doce of “sleep for a short
period and then search for PAN coordinator” will lvepeated by the

sensor/actuator device until it successfully jahes network.
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(PAN coordinatoﬂ
initialization
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Set regular
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Timer
expires?
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Switch to the
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energy level

Figure 7.16 Flow chart of interference mitigatiarategy implemented on the
PAN coordinator

As shown in Figure 7.16, after initial configuratjahe PAN coordinator
sets a timer which is longer than the sensor/antwdgvice’s working period. For
example, if the sensors are required to reporhRAN coordinator every 10
minutes, the timer on the PAN coordinator can betdl 12 minutes, which is
mainly for allowing errors of the timer running sensor/actuator devices. When
the timer expires, the PAN coordinator will chedkekpected data from all
devices have been recorded during the last workiergod. If data have been
recorded, the PAN coordinator can start the tingaira If some data are lost, the
PAN coordinator should implement a channel scan rangle the network to a
clean channel which has the least energy leveteSsensor/actuator devices will
implement the procedure of rejoining network 1 nbénwafter the failure of
communicating with the PAN coordinator, the home&mation network will re-

establish very quickly.
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7.5 Evaluation Test

The test was carried out in a test house to evaluate the developed indeedNET
system performance under interference. The deployment area is within a detached
house locating in Holywell Park, Loughborough University (UK). It is a two-story
house with complete home appliance settings. Figure 7.17 illustrates the test

house.

Figure 7.17 Test house located in Loughborough University

Since the objective of this thesis is to discuss and study interference in a
wireless sensor network, the main objective here is to evaluate the performance of
wireless communication in such a home automation network when it is under

interference.
7.5.1 Deployment of IndeedNET System in the Test House

The test house is a dedicated property built for research purposes. The
Internet access is provided by an Asymmetric Digital Subscriber Line (ADSL)
connection. The ADSL modem connects to a wireless router to establish a Wi-Fi
network in the house. A laptop equipped with Wi-Fi adaptor is used as the client
of the wireless router.

Since the test area is a two-story house, the central controller, which is also
the PAN coordinator, is located on the ground floor. A lamp controller and a
radiator valve controller are located in the longue. Two environment sensors are
located in the kitchen and toilet respectively. A wireless camera, a wireless router
and a laptop are also put in the lounge. A power meter is located on the first floor.

Figures 7.18 to 7.26 illustrate the devices loations in the test house.
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Figure 7.20 Wireless router in lounge

Figure 7.21 Local controller and laptop in lounge
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Figure 7.22 Light controller in lounge

|

Tt

Figure 7.23 Radiator valve controller in lounge

Figure 7.25 Environment sensor in toilet
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Figure 7.26 Power meter on the first floor

7.5.2 Measurement Methodology

The evaluation tests are performed with two components in the
IndeedNET system. One component is the PAN coordinator to start the home
automation network. Another component is an original sensor/actuator device in
this system. Two locations are selected for this normal device. On the ground
floor, we set it at a position which is 6 metres away from the coordinator. This is
the average distance between devices on the ground floor to the coordinator.
Another position is on the first floor. Figure 7.27 shows the deployment for the

device at these two positions.

First Floor Sensor device w

i\} Wireless IP 2m
< (o canera

5m
Home automation central

controller (IEEE 802.15.4
— PAN coordinator)
=)

- i
WirelessRouter

6 meter

Ground Floor Sensor device

LV

Figure 7.27 Deployment for the normal device at two positions
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In Figure 7.27, the wireless router, a wireless (liternet Protocol)
camera, a laptop, a home automation network coatalirand a sensor device are
located at the ground floor. The distance betwden wireless router and the
network coordinator is 6 metres. Meanwhile, theelgiss camera is set 5 metres
away from the network coordinator. The distanc¢hefsensor device located on
the ground floor is 6 metres away from the netwodordinator. The sensor
device located on the first floor is about 2 mefresn the network coordinator at
the vertical direction.

After joining the established home automation nekwithe sensor device
regularly sends sensor reading to the PAN coordimratery 1 minute. If the data
transmission is successful, the sensor device ®imé&r the sleeping mode and
wakes up after 1 minute in order to execute itsll@gtask. The tests are divided
into two scenarios if data transmission is unsusfoésl) the sensor device enters
into sleep without any action, or 2) the sensoriadevmplements the proposed
strategy described in Section 7.4. The test lamts20 minutes. A total of 20
sensor data packets were sent from the sensoredéwithe coordinator. The
selection of interference sources adopts two deviaeveb camera and a Wi-Fi
router.

The tests run with three interference traffics:iting wireless camera,

browsing web page, and downloading file.
A. Web camera

The wireless router is set to work under the infregure mode, which
means the acquired video stream generated on thecamera will be firstly
relayed to the wireless router, and then sentddaptop by the wireless router. In
the web camera test, three different data rateposted by IEEE 802.11b
standard (i.e. 2 Mbps, 5.5 Mbps and 11 Mbps) aeel.uBecause such monitoring
camera usually keeps working all the time for sgymurpose, it is probable that
the wireless router will adapt the bit rate somesnin order to support a noisy
environment. Table 7.3 shows the settings for threl@ss camera, the router, and
the IEEE 802.15.4 network created by the PAN cowdir. The test result is

shown in Table 7.4.
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Table 7.3 Setting for the wireless camera, théeroand the IEEE 802.15.4

network
Characteristics of Web Camera and Description
Router
Web camera LinkSYS
manufacturer
Effective 2 Mbps, 5.5 Mbps and Configuration is made on the
Bandwidth on the | 11 Mbps wireless router
router
Wi-Fi Mode on the | IEEE 802.11b The camera only supports IEEE
wireless router and 802.11b mode
the camera
Wi-Fi Channel 11 Centre frequency 2462 MHz, ranges
from 2451 MHz to 2473 MHz
IEEE 802.15.4 23 Centre frequency 2465 MHz, ranges
network channel from 2464 MHz to 2466 MHz

As indicated in Table 7.3 the wireless camera waitkéhe IEEE 802.11b
mode. The used Wi-Fi channel is 11, whose cengguigncy is 3 MHz from the
channel used by the IEEE 802.15.4 network.

In Table 7.4, the column labelled “Data rate settlom wireless router”
denotes different data rates configured on the l@gee router. The columns
labelled “Success rate of sensor device on thengkdloor” and “Success rate of
sensor device on the first floor” denote the sugcate of data transmission from
the sensor device located in different positiortse Tate is obtained by counting
the number of data packets whose transmissionsaekeowledged by the
coordinator. The row labelled “Without strategy” ams the implementation does
not include the proposed strategy. The row labelt¥dth strategy and
retransmission time” means the consecutive retresssom strategy is
implemented if data transmission failed. The vaugounded by brackets is the
average retransmission time implemented by theosedsvice when its first

transmission after waking up from the sleeping mede unsuccessful.
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Table 7.4 Results of test using the wireless cartoegenerate interference

Data rate set on Wi-Fi router Success rate of senso Success rate of sensar
device on ground| device on first floor
floor

2 Mbps Without strategy 30% 25%

With strategy and | 100% (44) 95% (142)
retransmission time

5.5 Mbps Without strategy 55% 50%

With strategy and | 100% (40) 100% (30)
retransmission time

11 Mbps Without strategy 85% 75%

With strategy and | 100% (10) 100% (23)
retransmission time

For example, when the data rate of the wirelesseros set at 2 Mbps, the sensor
device located on the ground floor can achieve esgfal communication of a data
packet by implementing 44 times retransmissionsawgrage. The result shows that
when a small data rate is set on the wireless rainte IndeedNET device requires more
retransmission time. Since the retransmissionvateset on the sensor device is 4.032
millisecond (refer to Section 7.4), the maximumraesmission time which will be
attempted by the sensor device within 1 secondbsutal000/4032=248times.
According to the measured success rate (with glyataplementation) listed in Table
7.4, the sensor device can achieve communicatiaierumost situations. The worst
situation is that when the sensor device is locatethe first floor and the Wi-Fi data
rate is 2 Mbps, 5% data packets are still lost. ey, the network coordinator moves
to another channel very quickly when it detects tha data reception fails during the
monitoring period. Consequently, the following d&t@nsmissions become normal. In
other situations, a channel switch is not needed.

B. Browsing web page
In this test, the laptop is used to execute nomealvork operations, including

browsing web page, sending/receiving email. Theeless router uses 11Mbps data
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rate. The test result is shown in Table 7.5. Nerfetence is found and retransmission

strategy is not required.

Table 7.5 Result of test using normal Wi-Fi netwopgeration to generate interference

Data rate set on Wi-Fi router Success rate of senso Success rate of sensar

device on ground| device on first floor

floor
11 Mbps Without strategy 100% 100%
With strategy and 100% (0) 100% (0)

retransmission time

C. Downloading File

An additional computer is added into this test. Thenputer connects to
the wireless router using a cable connection arsdahide transfer protocol (FTP)
server running on it. The laptop runs a FTP clterdownload a large capacity file
from the FTP server. Different Wi-Fi traffic is genated by setting a download
speed limit on the FTP server. The test resulbh@vs in Table 7.6

In Table 7.6, the data transmission failure statten Wi-Fi traffic rate is
over 100Kbyte/second. The minimum success ratehat 50%, is measured on
the sensor device located on the first floor wheni-FW traffic is
500KBbyte/second. The retransmission strategy esadiiccess rate to be 100%
at most 37 retransmission times for a single packet
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Table 7.6 Result of test using FTP downloadingdaoneagate interference

Wi-Fi Traffic (KB/second) Success rate of Success rate of
sensor device on sensor device on
ground floor first floor

10 Without strategy 100% 100%
With strategy and | 100% (0) 100% (0)
retransmission time

100 Without strategy 100% 95%
With strategy and | 100% (0) 100% (21)
retransmission time

200 Without strategy 95% 90%
With strategy and | 100% (6) 100% (21)
retransmission time

300 Without strategy 85% 75%
With strategy and | 100% (20) 100% (37)
retransmission time

400 Without strategy 70% 65%
With strategy and | 100% (25) 100% (23)
retransmission time

500 Without strategy 60% 50%
With strategy and | 100% (16) 100% (23)
retransmission time

7.5.3 Discussion

In the test A- Web camera, the results show trew¥Fi traffic with low
data rate causes significant interference on IEEE1XS.4 network operation. The
reason is that Wi-Fi packet requires more timerémdmit if low data rate is

employed. For example, if the Wi-Fi packet lengthlD24 Byte. The wireless

router need$1024*8) /(2 *10%) = 4096msto complete transmission if data rate is
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2 Mbps. If the data rate is 11 Mbps, the transmissitime is
(1024*8)/(11*10%) = 0744ms, which is about one fifth of the time used by Wi-F

transmitter with 2 Mbps data rate setting. As nered in Section 7.3, wireless
security camera is a home appliance working atimé. Unless specified, the
wireless router, which is the controller of a Wi4kétwork, may dynamically
switch the Wi-Fi channel or shift the modulatiorheme in order to maintain
network performance when Wi-Fi network is undereifégrence. Potentially,
wireless camera has more chance to affect the ajg»@l IndeedNET home
automation system. And we have encountered thislgmoin the field trial of the
IndeedNET project.

For test B and test C, only 11 Mbps is chosen agl#tta rate setting on the
wireless router. In test B, the Wi-Fi network doast generate obvious
interference on the IndeedNET system during norrmdernet operations
(browsing web page, sending/receiving email, ontinatting), which only require
small data throughout. In test C, for the convecgeof comparisons, fixed speed
limits are applied on the FTP server. The testlteadicates that the effect of
interference caused by the Wi-Fi network becomes with the increment of
download speed limit. During tests A, B, and C, suuategy has indicated that it
can significantly increase the success rate of tlatesmission in the IndeedNET
system.

The use of the consecutive data transmission giratelps the home
automation network device with the capability of im@ining communication
whilst the battery consumption is also controllédr example, in test C, when
FTP speed limit is set as 300 KB/second, the sedewice located on the first
floor needs 37 times retransmission to completata ttansmission. As the time
consumed for each transmission is about 4.032exltisds, the total operation
time is 149.184 milliseconds. Table 7.7 lists thenparisons of time consumed by

the sensor device with and without strategy impletaigon.
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Table 7.7 Comparisons of time consumed by a setesoce with and without
strategy implementation

Without Strategy Implementation With Strategy Implementation

First transmission | 4.032 First transmission 4.032
millisecond millisecond
Network rejoining | 2211.84 Consecutive 149.184
(n=3) millisecond transmission for | millisecond
37 times

Data transmission| 4.032 N/A N/A
after rejoining millisecond
Total time 2219.904 N/A 153.216
consumption millisecond millisecond

In Table 7.7, columns labelled “Without Strategyplementation” and
“With Strategy Implementation” denote the two sitaas that the sensor device
will face when data transmission fails. If no st is used, the sensor device
will scan all 16 channels and associate with thigvokk coordinator again. The
total time consumed for data transmission and netwejoining are 2219.904
millisecond. If the strategy is used, the commuimacawill be achieved after 37
retransmissions which cost 153.216 millisecond. rétwee, the strategy
implementation only requires53216/2219904= 6.9% of time compared with
the situation when no strategy is included. Consetijy 93.1% battery energy

can be saved if the wireless module is active.
7.6 Summary

In this chapter, the proposed interference mitayatistrategy was
integrated into a practical home automation systearder to improve the system
capability of maintaining communications during tires of interference. The
strategy is specifically designed according to thmaracteristics of the home
automation system. By applying consecutive dateamemission strategy, the

sensor devices can effectively keep communicatiatis the network coordinator
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even under a serious interference condition, whiist energy consumption is

reduced compared with the normal procedures (egn €hannel and rejoin
network) when the sensor device failed to sendhaldta packet.
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Chapter 8 Application in Fire
Safety Protection

8.1 Background and Motivation

In 2007, the local authority fire and rescue services attended 804,100 fires
or false alarms in the United Kingdom. There were 445 fire-related deaths,
including six fire fighters in 2007, and 268 fire fighters were injured during rescue
service. The most common identified cause of death from a fire incident is being
overcome by gas or smoke. In 2007, the fire and rescue service reported that 193
people died this way, accounting for 44% of all deaths. A further 88 (20%) deaths
were attributed jointly to both burns and being overcome by gas or smoke, whilst
115 (26%) were due to burns alone”. Figure 8.1 illustrates the overall statics of

cause for fire-related death (Fire Statistic, 2007).

United Kingdom
443 Deaths

Other, 2%
Unspecified, 8%

Overcome by
gas or smoke,
44%

Burns and
overcome by  /
gas or smoke, [

20% [

Burns, 26%

Figure 8.1 Overall statics of cause for fire-related death (Fire Statics, 2007)
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The key point for effectively and efficiently impleenting a fire rescue
service and protecting fire fighters is to enallle tommand officer to clearly
understand the emergency situation, by accessalginge information collected
from the scene of the fire incident (e.g. smoketritistion, gas density,
temperature, and fire fighters’ location). The bealy is to deploy an innovative
wireless sensor network to sense environment clsaagel report to on-site
commanders before sending rescue personnel.

The Secure Ad hoc Fire & Emergency safety NETw&&f¢tyNet, 2006)
is a TSB funded project which provides an integtatiest-responder support
system achieving real-time data about the buildamgd hazard conditions,
including monitoring of responder location, flodap provision and critical
conditions of environment changes. The author waseaber of the technical
team responsible for designing and implementingel&s communication
module. Similar to the home automation system dasdrin Chapter 7, the low
level sensor information collection is accomplisi®dan IEEE 802.15.4 based
wireless sensor network. The difference is thatShtetyNet system requires that
the WSN should be applicable for large-scale depkiyt as the scope of a
commercial building environment is usually unaliléoe covered by a single-hop
star network. Therefore, WSN in the SafetyNet sys&nploys a mesh network
to achieve the purpose of adopting a large numbesensor nodes distributed
within a given area into an integrated network, Igthihe construction of such a
network requires no infrastructure to be involvéthe mesh network was
developed based on the ZigBee technique (ZigB&#7)20

It is common for offices in commercial buildings have multiple Wi-Fi
networks in daily work. As Wi-Fi networks work ohet same 2.4 GHz ISM band,
interference from these co-located networks becoamesicreasing problem for
ZigBee/IEEE 802.15.4 based WSNs. During the dgretnt of the SafetyNet
system, interference issues were proposed by wearand industrial partners
from the point of view of practicality. It is conaled that the design challenges
arise from uncertainty of interfering resource arenallocation, difficulty in
predicting interference due to the wide coveraga af WSN in mesh topology,
and existence of multiple interfering resources. (multiple Wi-Fi networks).

However, by monitoring the success rate of datastrassion on sensor devices
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and implementing districted energy detection, toatwller of the SafetyNet
system can determine the most suitable communicati@nnel when WSN is
under interference and then take further adjustméné interference situation
monitoring and multi-hop data transmission havenbeemprehensively studied
in Chapters 5 and 6 as the contributions 2 andrBe¥ent driven strategy for
interference detection and channel switch in thgB&e network is proposed in
this chapter with the adoption of contributionsn2l 8 in order to improve system
performance under interference. The process dfeglyadesign discussed in this
chapter is also an overview of interference analgsid comprehensive utilization

of measures in relation to moderating interferand®/'SNs.
8.2 Building Environment Monitoring System

Utilizing sensor networks to monitor building eronments has been a
mutual technology used in everyday life. It is qutommon to have large
numbers of smoke sensors, temperature sensonsisetied in every corridor of
buildings. Most of them are connected through aeevisystem to a central
controller. The emergence of wireless sensor nédsvds accelerating the
development of such a building monitoring systemrégucing installation cost
and improving deployment flexibility. To the bedttbe author’s knowledge, the
SafetyNET project was a first attempt to integrat@art wireless sensors,
including environment sensors and location tracksensors, into building
monitoring for fire safety protection purpose. Higu8.2 illustrates the
infrastructure of the SafetyNET system (Yang arebErick, 2006).
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Figure 8.2 SafetyNet system infrastruture (Yang and Frederick, 2006)

The SafetyNet system provides an information structure to enable
buildings, fire fighters, fire tenders, and their control centre to communicate
efficiently during natural or man-made disasters by using sensor networks,
wireless communications, Digital Audio Broadcasting (DAB) and 3rd generation
(3G) technologies. The novel information infrastructure is comprised of three
layers, as shown in the illustration above.

In Figure 8.2, the bottom layer comprises a robust wireless sensor network
installed in the building. The sensor network utilizes robust sensor "motes" to
detect any changes in the environment at specified locations. The sensor network
can take the place of the existing fire alarm networks. Information collected from
sensor devices flows over the sensor network and will then be transmitted to the
fire tender network.

The middle layer comprises a vehicle-mounted mobile network installed
on the fire tenders. It is achieved by upgrading the newly introduced vehicle-
mounted mobile data systems (VMDS) and adding not only the up-link with the

control centre but also the down-link with the sensor network. The real time
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information about the building, occupants, andltoations of the fire fighters is
collected from the sensor network, transmittedrtd presented at the fire tender
network. Up-to-date information about the buildisgch as the floor plan and
hydrant status is downloaded from the central getedocated at the control
centre to the fire tender's network on their waymoincident. DAB is employed
between the bottom and middle layers in order tontae a time critical one way
communication channel between the tenders and emeygersonnel.

At the top layer is the central facility locatedtla¢ control centre of a fire
brigade. An emergency response management systéne abontrol centre will
provide the fire-fighters with up-to-date critiagaformation and remotely monitor
the latest development of incidents. The nationadLink radio communication
system for the fire and rescue services will beneated with the top layer in the
information infrastructure. The connection with dtimk allows the real-time
situation in emergency situations to be availalaliomally.

According to the design plan, the IEEE 802.15.4eagigBee wireless
sensor network will be deployed in the interiorbefilding, and responsible for

monitoring critical environment conditions.

8.3 |EEE 802.15.4 Based ZigBee Wireless Sensor
Network in SafetyNet System

When a wireless sensor network is deployed in gelacale application,
the capability for network devices to automaticalyte messages is essential.
Since the IEEE 802.15.4 standard does not supperhétwork layer, SafetyNet
system employs the ZigBee technique to implemergless mesh sensor network

construction.
8.3.1 ZigBee Standard

The ZigBee is a worldwide open standard (ZigBee€)520 The main
objective of ZigBee is to provide an open standsudable for wide range of

applications that perform monitoring or control étions.
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ZigBee standard is an enhancement of IEEE 802.15.4 standard. Figure 8.3
illustrates the system architecture of ZigBee standard (ZigBee, 2005).
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Figure 8.3 ZigBee stack architecture (ZigBee, 2005)

As shown in Figure 8.3, the ZigBee stack consists of four layers: PHY and
MAC layers are defined by the IEEE 802.15.4 standard, the network and
application layers are defined by ZigBee Alliance.

« PHY and MAC layers: The use of PHY layer and MAGelain the
ZigBee stack is to provide a ZigBee system with ¢hpability of low power
consumption wireless communication.

* Network Layer: ZigBee network layer is responsitdienetwork topology
construction and routing protocol implementatioheTZigBee standard utilizes
the IEEE 802.15.4 standard to compose wireless agnuation part. The
supported network topologies of ZigBee illustraiedrigure 8.4 are the extension
of IEEE 802.15.4 infrastructure: star, tree, andime
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Figure 8.4 Supported topologies in ZigBee networks

The ZigBee standard defines three kinds of deviZegBee coordinator
responsible for starting and maintaining the nekwa@igBee router responsible
for relaying network messages, and ZigBee end dewviesponsible for
implementing sensing or control tasks. In a ZigB&w network (Figure 8.4 a),
either ZigBee router or ZigBee end device joinsgB2e network by connecting
to the ZigBee coordinator. Similar to the IEEE 8@24 star network, the network
communications in a ZigBee star network is mandgethe ZigBee coordinator.
For example, if device A tries to send data to de8, the data must be sent to the
ZigBee coordinator first, and then relayed to de\Bc

In a ZigBee tree network (Figure 8.4 b), a ZigBeeter or a ZigBee end
device router joins the ZigBee network through #igBee coordinator or the
nearest ZigBee router which has already joined nibévork. The message
transmission in a ZigBee tree network follows tbate similar to the form of a
tree. For example, if device C tries to send datdelvice F, the data must be sent
to the device E, which is the common ancestor @ewvicdevice C and F. Then
device E relays the data to device F.

The process of forming a ZigBee mesh network islamto the ZigBee

tree network. The difference between the tree ndtvaod the mesh network is
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the selection of message transmission route. IlgBe& mesh network (Figure
8.4 ¢), if end device G tries to send data to devicthe data must be sent to the
ZigBee router device H, through which end devicpi@ed the network. Then the
router device H can implement a routing protocdind a route leading to device
J. In Figure 8.4 c, the possible routes can be H>3KH->1->J, H->L->K->J, etc.
All ZigBee router devices are completely equal mesh network, and capable to
relay message. ZigBee end devices are not invaivady routing protocol.

The ZigBee network layer employs the same addregkermherited from
the IEEE 802.15.4 standard, which uses a 16-bitt skddress to identify each
device. Theoretically, around 65,000 devices cacdrgained in a single ZigBee
network.

. Application Layer: The main objective of the ZigBg&tandard is to
provide a standardized base set of solutions fanitmng and control systems
(Kinney, 2003). Therefore, the design of the agion layer introduces the
concept of “Endpoint” applicable for a general ppgp. Endpoint is a particular
component which logically exists within a ZigBeadt. Each ZigBee device can
have up to 240 such components. An endpoint carsee to identify a particular

application running on a ZigBee device. FigureiBustrates the use of endpoints.

Zigbee
16-bit Short Network .
Address B \ 16-bit Short

; -— Address A
A
A |

| Socket1(endpoint 1) |

| Socket2(endpoint 2) |

| Socket ?IAO(endpoint 240) |

Power Extension
Figure 8.5 Use of Endpoint in ZigBee devices (Yaalg 2008)
Figure 8.5 shows there is a ZigBee enabled powneion with multiple

sockets. If other ZigBee devices want to commuaiaath a certain socket, the
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communication message will reach the ZigBee power extension via a 16-bit
address, and then use an endpoint identifier to locate the particular socket.

In a practical application, users only need to define the content of
application (such as reading sensors and controlling actuators). The
communications between different devices will be well managed by the ZigBee

stack.

8.3.2 Wireless Sensor Nodes

The function of a ZigBee wireless sensor network is to provide real-time
information within a building when required. According to the feedback obtained
from the interviews with command officers, four types of sensor are essential for
fire safety monitoring: temperature sensor, smoke sensor, flame sensor, and
carbon monoxide sensor. Figures 8.6 to 8.9 show the sensors used. Figures 8.10 to
8.11 show the developed ZigBee router and ZigBee adaptor used to establish
communication between computer and Zigbee network. Figure 8.12 illustrates the

prototype of a sensor board integrating with these four sensors.

DALLAS
18B20

Figure 8.7 Infrared smoke sensor
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Figure 8.8 Infrared flame sensor

Sw

Figure 8.9 Carbon monoxide sensor

Figure 8.11 ZigBee adaptor

Figure 8.12 Prototype of the ZigBee sensor board with four environment sensors
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8.3.3 ZigBee WSN Deployment

A ZigBee wireless sensor network deployed withicoemmercial building
for monitoring the environment is supposed to He &dbadopt hundreds of sensor
nodes. Meanwhile the effective communication rabgewveen a single pair of
ZigBee devices is about 20-30 meters within an andenvironment. The star
topology is not suitable for this application. Bdtie tree topology and mesh
topology can generate a wide coverage area inlditgienvironment. However,
message transmission in a tree network might cemrsgiderable delay as the data
must be sent to the common ancestor of both sodesece and destination
device, and then relayed to the destination deljcéollowing the branch of the
tree. Therefore, we chose the mesh topology foStfetyNet system. Figure 8.13
illustrates the developed ZigBee wireless senstwaré in the SafetyNet system.

|
|
@ i O
\\ @ - % O O
O Monitoring
o ROOImZI
O o =8
O« ~Q &
Inside
@) Building
Outside
) ) Extemal Data Building
O ZigBee Coordinator @) Reugesting Device
O ZigBee Router @ Fire Engine
(O  zigBee End Device
1 Temperature Sensor A Carbon Monoxide Sensor
; ¢
@ Flame Sensor [1 Smoke Sensor

Figure 8.13 ZigBee wireless sensor network deployme

In Figure 8.13, a ZigBee coordinator and multiplgBee routers form a
ZigBee mesh network, and are deployed inside alimgil Each router can freely
talk to other routers within its radio communicaticange. ZigBee end devices
integrated with those four environment sensors {ban ZigBee network through

the nearest ZigBee routers. As mesh network doe$iange strict limitations on
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physical locations of individual network nodes, B&gp end devices can be
installed at any position where at least one ZigBméer device is in its radio
communication range. When sensor information isuireq by the monitoring
room or the external fire engine, the correspondigBee end device will send
data to its parent device, i.e. the ZigBee routerugh which the end device joins
the network, and then the ZigBee router takes mespdity of routing sensor

information to the destination.
8.4 Interference in A ZigBee Mesh WSN

8.4.1 Interference Source

The most serious interference of WSN within a bogdenvironment is
the coexistence of the ZigBee monitoring netword #re IEEE 802.11 network.
Typically there are multiple IEEE 802.11 networkgiséng in a building
environment. To enable the convenience for emplogeerisitors to access
networks (e.g. Internet, Intranet) inside officemny IT services have made Wi-
Fi networks as standard accessories of buildingoritsystems. In consideration
of security and independency, it is quite commomadwe multiple IEEE 802.11
networks to work in the same area as required [ffigrdnt organizations, or
departments. Figure 8.14 illustrates the deployneémhultiple access points to
meet the requirement of allowing multiple useratoess a network over a large

coverage area
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Figure 8.14 Multiple access points on a wired LAN (Ross, 2003)

In Figure 8.14, laptops connect to an Ethernet through wireless access
points. In the office environment, mobile laptops usually work under the
“downlink mode” in most cases, which means most IEEE 802.11 communications
are issued from the access points to the laptops (e.g. browsing web page, email,

ftp downloading). A possible interference scenario is illustrated in Figure 8.15.
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Figure 8.15 Interference scenario in ZigBee mesh network
In Figure 8.15, two Wi-Fi interference sources are located close to the
ZigBee device C and device B. The receivers of device C and B will be affected
by the Wi-Fi signals. If device F is to send data to device G connecting to

monitoring room, the possible routes could be F->B->E->G, F->C->D->G, F->E-
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>G, and F->D->G etc. The former two routes will thecarded by the routing
protocol as devices B and C are unavailable dueinterference. The
communication can be achieved on other routes. Mekvd more ZigBee routers
are affected by the Wi-Fi interference source, ZgBommunications in the mesh
network still possibly fail due to the failure aute establishment. According to
the purpose of the SafetyNet project, the developggBee wireless sensor
network is to monitor all areas in a building.dtinevitable to have some ZigBee
devices coexist with Wi-Fi routers or access points

Usually, Wi-Fi routers or access points are oftatic after installation.
Therefore, ZigBee routers composing the backborlkeoimonitoring network can
be located away from Wi-Fi transmitters with a sgfbysical distance.
Meanwhile, proper centre frequency separation batvike Wi-Fi interferers and

the ZigBee network can also be helpful in intenfieeeavoidance.
8.4.2 Physical Distance and Channel Allocation

To reduce harmful interaction between Wi-Fi trartsens, proper physical
and frequency separation is often taken into camattbn when Wi-Fi networks
were deployed. Usually, neighbour Wi-Fi routers separated over 20 metres and
employ different communication channels whose eefrequency separation is
over 22 MHz, which is equal to the width of a coetpl Wi-Fi communication
channel. As suggested in IEEE Std802.11b (200&nméls 1, 6, 11 or 1, 7, 13 are
commonly used when multiple Wi-Fi routers are dgpth Figure 8.16 illustrates
a possible Wi-Fi routers’ deployment for the ZigBeesh network.
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Figure 8.16 Wi-Fi routers deployment

In Figure 8.16, multiple Wi-Fi routers are depldyeith a certain physical
distance separation and channel separation. IigBe& device is located in the
vicinity of a Wi-Fi router, it needs to consideretipossible Wi-Fi interference
avoidance from two aspects: distance separationchadnel overlapping. The
level of interference is decided by the signal regte of the interfering signal
falling within ZigBee receiver’s bandwidth. A Wi-Rransmitter has a strong
output power much higher than a ZigBee transmitt@cording to the IEEE
802.11b standard, the initial output power on aRNtransmitter is around 20
dBm (i.e.100 milliwatt) whilst a ZigBee transmittesmploys 0 dBm (i.e.
milliwatt) output power. As the increment of propéign distance, Wi-Fi signal
power will attenuate. If the remaining Wi-Fi poweaching a ZigBee receiver is
still higher than the allowed noise level, the ifeeence will affect the ZigBee
communication. Channel allocation is also in relatito interfering energy
attenuation. Figure 8.17 depicts Wi-Fi and ZigB#annel allocations on 2.4
GHz band.
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Figure 8.17 Wi-Fi and ZigBee channel allocation2ehGHz band

Although ZigBee WSN can use up to 16 communicatioennels defined
at 2.4 GHz band, a ZigBee network can only useammemunication channel at
any given time as it is not a frequency hoppindhimégue similar to Blutooth.
When the distributed Wi-Fi routers utilize non-de@ping channel settings
(channel 1, 7, 13 as shown in Figure 8.17), somh®ZigBee channels will be
affected. As most of the energy of the Wi-Fi signahcentrates on the central
frequency of the employed Wi-Fi communication chelpm certain frequency
separation between a Wi-Fi channel and a ZigBearaiacan effectively reduce
interference energy for ZigBee systems.

As the positions of Wi-Fi routers existing in a lding environment are
usually fixed, ensuring physical distance and clkarseparation for a ZigBee

network to avoid Wi-Fi interference are achievable.
8.4.3 Dynamic Interference Source

After eliminating the possibility for static Wi-Fouters to cause serious
interference to a ZigBee sensor network, the iaterfce source requiring sensor
network developers to guard against is a dynanterference source emerging
during daily work. For example, a temporary Wi-HiHFserver can be set up in an
office as requested by a research project and keegsterm operations. These
unexpected interference devices are not schedutedhé original Wi-Fi
deployment and are not considered when establigshmgigBee system. Due to
the wide node distribution of the ZigBee sensorwoek, the ZigBee PAN
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coordinator could be hundreds of meters away frioendevices being affected by
a dynamic interference source, which means the 8édidinator is unable to be
sensitive to the emergence in the dynamic intenfs¥earea. Furthermore, the
duration and level of interference caused by theadyic interference source is
unknown to the sensor network. Consequently thelevigstem cannot respond
to interference in time without an effective mealsan

In the following sections, the interference detmti@nd mitigation strategy
design is divided into two steps: for static inéeeince detection and mitigation,

and dynamic interference detection and mitigation.

8.5 Static Interference Detection and Mitigation

Strategy Design

As mentioned in Section 8.4, the locations of MWisFi routers or access
points in a building environment are static durday-to-day operation. Then the
ZigBee devices can avoid interference by beingllest at positions which are a
safe distance away from those Wi-Fi transmitters]y @mploying a suitable
communication channel. It has been reviewed in @nap that generally if a
ZigBee device is physically at least 7 meters afwayn Wi-Fi routers, or channel
frequency separation between a Wi-Fi channel arlgBee channel is over
7MHz, the IEEE 802.11 signals reaching ZigBee nemsi is tolerable.
Consequently, the interference effect from the IEBBE.11 signals can be ignored
no matter what IEEE 802.11 traffic is.

A reasonable channel allocation is achievable #s W6-Fi networks and
ZigBee networks can be manually configured at tiigal installation stage. The
“safe distance” is not a fixed value as buildingdats in different practical
environments might be different. Before the insti&bn of the SafetyNet system,
measurements for detecting Wi-Fi routers’ intemeeerange were implemented.

The measurement methodology explores the impact different
parameters on the SafetyNet system, including &#equ offset and physical
distance separation. At the application layer ahownication protocol, packet

loss is the direct consequence visible to the soBtwlevelopers. Therefore it is
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used as the main metric. The purpose of designimgrference energy
measurement is to determine an optimized physivalfeequency separation for
the ZigBee mesh network to avoid interference fthenstatic Wi-Fi network.

The installation of the ZigBee sensor mesh netwatksuld not require
changes on the locations of the Wi-Fi routers tteate already been deployed in
the same building. Therefore, the measuremensditam the point that the pre-
installed Wi-Fi routers are static and have a kaiinterference range. Assuming
the distance between a Wi-Fi router and a ZigBeeiver is fixed, the success
rate of ZigBee communications will vary by changihg distance between the
ZigBee transmitter and the ZigBee receiver. Frequeseparation between the
ZigBee and Wi-Fi networks are also considered. feidu18 illustrates the set-up

layout for the measurement testing.
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Q) - O A

J
/ZigBee Receiver
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ZigBee Transmitter pist

O ZigBee Router Device

@ Wi-Fi Interference Souce

Figure 8.18 Devices deployment in static interfeeemeasurement

In Figure 8.18, the Wi-Fi interference source igsefl, and continues to
transmit Wi-Fi signals in order to make the radiovieonment filled with the
interference energy. The ZigBee device A and BadlréigBee routers, and act as
ZigBee receiver and transmitter respectively. Treasarement is for testing the
success rate of data transmission between devigndA B. The distance X
between Wi-Fi interference source and device Axisdf at 10 meter. The distance
Y between device A and device B varies during mesasant. The distance
between the Wi-Fi interference source and devige bt considered here as the

effect of interference on the receiver of devicasAdecided by the remaining
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energy level of the interfering signal and desistghal. The measurement is
divided into three steps: measuring Wi-Fi energgtributes on 2.4 GHz,
measuring ZigBee signal strength falling within thgBee receiver bandwidth,
and measuring the ZigBee communication success uatter the Wi-Fi

interference with different distance Y.
A) Measuring the Wi-Fi energy distribution on the GHz band

The experiment of measuring the Wi-Fi energy disiiion on the 2.4 GHz
band is to identify the Wi-Fi interfering energyvé® on each ZigBee
communication channel when a Wi-Fi transmitter s aoperation. In this
experiment, the Wi-Fi interference source was gatark on Wi-Fi channel 11,
whose centre frequency is 2462MHz. An energy detecompliant with the
ZigBee/802.15.4 standard was placed at the sidiewate A, which is 10 meters
away from the Wi-Fi router. The detector listened 16 ZigBee channels and
recorded the highest energy level on each ZigBemro#l. Table 8.1 shows the

measured results.

Table 8.1 Recorded energy level caused by Wi-Fadign all ZigBee channels

ZigBee Channel 11 12 13 14 15 16 17
(Centre Frequenc} (2405 MHz)| (2410 MHz)| (2415 MHz)| (2420 MHz)| (2425 MHz)| (2430 MHz)| (2435 MHz)

Measured Energy

(dBm) -95 -96 -96 -92 -88 -82 -80

18 19 20 21 22 23 24 25 26
(2440 MHz) (2445 MHz) (2450 MHzZ) (2455 MHz) (2460 MHz) (2465 MHz) (2470 MHzZ) (2475 MHz) (2480 MHz)

-76 -65 -59 -36 -26 -20 -38 -57 -76

In Table 8.1, the row labelled “ZigBee Channel (CenFrequency)”
denotes the ZigBee communication channel and quorekng radio frequency on
which the detector is listening. The row labellédeasured Energy” means the
highest energy level detected by the detector spegified channel. Figure 8.19
shows the detected Wi-Fi interfering energy leweleach ZigBee channel using

the form of a bar chart.
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Figure 8.19 Wi-Fi interfering energy level

As shown in Figure 8.19, it is obvious that theedt&td Wi-Fi interfering
energy level is higher in the ZigBee channels whach closer to the centre
frequency of Wi-Fi channel (i.e. 2462 MHz).

B) Measuring ZigBee signal strength without Wi-Fi niéeence

The second measurement is to detect the ZigBealsggrength falling
within the ZigBee receiver’s bandwidth when no Wiskterference is present. By
changing the distance Y, the effective ZigBee digiteength measured on the
receiver of device A is different. The measuremsraken by enabling device B
to continue to send ZigBee packets to device Alswthe energy detector records
the average energy level at the side of the recefvdevice A. According to the
work of Rodriguez (2005), the attenuation of ZigBsignal strength can be
calculated using Equation (8.1) as follows:

L =20Log(f)+20Log(d) + 3244 (8.1)
where:

Lis the path loss in dB that the ZigBee signal gftienvill attenuate

f is the frequency in MHz that the ZigBee network kgoon
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dis the distance in km between the ZigBee transmiied ZigBee

receiver

Then, the energy level measured on ZigBee receaeibe calculated as:

E =E L

Initial (B-Z

whereEq, .inng IS the energy level in dBm which finally reache® th

Remaining

ZigBee receiver after attenuatirg,,, is the output power from the ZigBee

transmitter in dBm. In this experimeri, ., iS set at 0 dBm. Although the

Equation (8.2) can be used to calculate the erattgpnuation of the ZigBee signal
strength after travelling over a certain distartbe, practical situation is different
as this equation is conducted on the basis of “Bpaee”, which means the effect
of the indoor environment is not considered. Traesfthe Equation (8.2) is used
in this experiment for the purpose of reference.or Ehe convenience of
comparison, the actual measured energy value atdilai@d energy level
according to Equation (8.2) are listed in Table 8@th the ZigBee devices A and
B work on channel 23 (2465 MHz).

Table 8.2 Energy level on ZigBee receiver aftegraiating

Distance Y
(meter)

Measured
Energy Level -47 -51 -53 -55 -57
(dBm)

Calculated
Energy Level -46.30 -52.31 -55.84 -58.34 -60.28
(dBm)

In Table 8.2, the row labelled “Distance Y” denotks distance between
the devices A and B. The row labelled “Measured rgynd_evel” means the
energy level measured by the energy detector. Dwe labelled “Calculated
Energy Level” is the value obtained according ta&dpn (8.2). The experiment
was taken place in an office environment. By comsid) the effect of indoor
environment, such as shadow and reflection, thea8deed Energy Level” is

thought to accord with the practical situation asrall error is reasonable.
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C) Measuring ZigBee communication success rate unddfi\iterference

with different distance Y

The experiment C is to determine at which level WeFi energy can
cause significant interference on ZigBee commuiuoat when the distance
between the Wi-Fi interference source and the ZégBeceiver is fixed at 10
meters.

In the experiment C, the Wi-Fi traffic is generateyl a software packet
generator. No limitation was applied on the pageterator in order to make Wi-
Fi interference uninterrupted. ZigBee device B wat to send data packets to
device A with a fixed packet rate at 200 packetdsdc The ZigBee packets
contained a fixed payload length at 50 bytes. ZegBansmission lasts for 50
seconds, which means a total of 10,000 packetsbeibent. The test results are
shown in Table 8.3.

In Table 8.3, the column labelled “ZigBee ChanrdHg)” denotes the
ZigBee communication channels on which the expertn@ was carried out.
Columns labelled “Distance Y”, “Centre Frequencysef’, “Wi-Fi Energy on
ZigBee Receiver’ and “ZigBee Energy on ZigBee Reegidenote the distance
between device B to device A, the centre frequenityet between the Wi-Fi
router and the ZigBee network, the measured WRErgy on the ZigBee receiver
and the measured ZigBee signal energy on the ZigBeeiver respectively.
Values in the columns of “Wi-Fi Energy on ZigBee cBwer” and “ZigBee
Energy on ZigBee Receiver” are derived from thel@gl8.1 and 8.2 respectively.
The column labelled “ZigBee Communication SucceateRmeans the ratio of
the received ZigBee packets to the total ZigBek@aoumber sent by device B.
When the ZigBee network works on channels 23 andtt#l success rates are
relatively low as the Wi-Fi energy falling withihe ZigBee receiver’s bandwidth
is always higher than the ZigBee signal energy. Whe ZigBee network works
on channel 25, the success rates are still rebativer when distance Y is 8 or 10
meters, although the ZigBee signal energy is equal dB higher than the Wi-Fi
energy. Once the distance decreases and the Zgjgeal energy is higher than
the Wi-Fi energy at least by 5 dB, the successsragcome nearly 100%. It
accords with the simulation results conducted leylEEE 802.15.4 standard that
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when the ZigBee signal measured on the receivaasit 4-5 dB greater than the
noise level, the packet error rate will be lessmthé& (IEEE Std802.15.4-2003,
2003). On the ZigBee channel 26, no interferenas @bserved.

The conclusion drawn from experiments A, B, andsGhat if a ZigBee
router is installed 10 meters (i.e. distance X)ydvam the nearby Wi-Fi router,
and the ZigBee network employs the communicatioanokel whose centre
frequency is at least 13 MHz away from the Wi-Fngounication channels, other
ZigBee devices can be installed around the ZigBeger within a range of 8
meters. Although the success rate is about 89.9&mwlistance Y is 8 meters, the
employment of data retransmission at the applinalayer can easily improve
system performance. Figure 8.20 shows a possiljdoyleent which is made

according to the conclusion.
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| Temperature Sensor ﬂ Carbon Monoxide Sensor
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Figure 8.20 ZigBee router installation with safstdnce

In Figure 8.20, the ZigBee router A is installed h@ters away from the
Wi-Fi interference source. Whilst the frequencyseff between the ZigBee
network and Wi-Fi router is greater than 13 MHz. ZigBee end device
connecting to multiple environment sensors is lledeclose to the ZigBee router
with distance Y which is less than 8 meters. Urslsth circumstance, the success
rate of data transmission from the ZigBee end detodhe ZigBee router will not
be less than 89.9%.
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Table 8.3 Success communication rate of ZigBeecegewiluring the period of

interference
Wi-Fi Channel 11 (2462 MHz)
ZigBee Distance | Centre Wi-Fi ZigBee ZigBee
Channel Y (meter) | Frequency | Energy on | Energy on | Communicati
(MHz) Offset ZigBee ZigBee on Success
(MHz) Receiver | Receiver | Rate
(dBm) (dBm)

2 3 -20 -47 5.26%

4 3 -20 -51 4.58%

6 3 -20 -53 3.21%
23

8 3 -20 -55 0.23%
(2465 MHz)

10 3 -20 -57 0.07%
24 2 8 -38 -47 9.21%
(2470 MHz) 4 8 -38 51 9.16%

6 8 -38 -53 7.05%

8 8 -38 -55 0.80%

10 8 -38 -57 0.49%
25 2 13 -57 -47 99.85%
(2475 MHz) 4 13 -57 -51 99.71%

6 13 -57 -53 99.67%

8 13 -57 -55 89.9%

10 13 -57 -57 44.87%
26 2 18 -76 -47 100%
(2480 MHz) 4 18 -76 -51 100%

6 18 -76 -53 100%

8 18 -76 -55 100%

10 18 -76 -57 100%

The 10 meters physical separation and 13 MHz chaaparation has been used
as the basic criteria to design the SafetyNet systeployment scheme.
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If the distance X (i.e. 10 meters) is changed, ogaameters should be

changed accordingly by following the same measunémethodology.

8.6 Dynamic Interference Detection and

Mitigation Strategy Design

The physical distance separation and proper chaallegation can help
ZigBee devices mitigate interference caused byicstaterference sources.
However, the strategy design for detecting dynamierference caused by
unexpected IEEE 802.11 interferers faces new aigdle, which can be
concluded into three aspects: 1) Uncertainty obaglanterfering signal channel
allocation. 2) Determination of interference levahd 3) ZigBee network

synchronization

8.6.1 Uncertainty of Global Interfering Signal Channel Allocation

The unexpected interference source may operateaprZigBee channel.
If multiple interference sources employing differeWi-Fi communication
channels emerge at different locations of a ZigBe&vork, the situation will
become complicated (see Figure 8.21).

e N A ZigBee/IEEE802.15.4
/,/ c \\ Channel 23 (2465MHz)
| o °
Wi-Fi Interference Sdurce @ O/
B Channel 6 (2437 Mkiz) >
— o o
O
O
s < \‘\‘\
/ \
/ O B \
f " !
| N /
\\ & /./ Wi-Fi Interference Source A
Q ZigBee PAN Coordinator ST Channel 11 (2462 MHz)
O ZigBee Router
(;gr’j Wi-Fi Interference Souce

Figure 8.21 Multiple interference sources operatinglifferent Wi-Fi channels
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In Figure 8.21, Wi-Fi interference source A workiog Wi-Fi channel 11
is interfering with the ZigBee network operating digBee channel 23 as the
centre frequency offset between two system is 3MHzthe ZigBee PAN
coordinator has sensed the interference causedi{by Werference source A, it
might decide to switch to ZigBee channel 17 (243MZyito avoid interference.
However, another interference source, Wi-Fi intenfiee source B, is working on
Wi-Fi channel 6 (2437 MHz) and located in the vigirof ZigBee device C. The
interference avoidance for the ZigBee network migiitsince the newly chosen
ZigBee channel is too close to the frequency usgdthe second Wi-Fi
interference source B. ZigBee network channel switdll be less effective if

more interference sources are introduced.
8.6.2 Determination of Interference Level

Dynamic interference source could be temporarywork at low duty-
cycle which is insufficient to cause serious indeghce on ZigBee network
operations. The strategy design should take imemt® tolerance into
consideration in order to avoid overreaction. Foameple, a Wi-Fi interference
source works at a relatively low traffic rate (elgss 100 KB/second). Even
though the Wi-Fi signal can cause interference ogB&e communications,
ZigBee application software can easily overcomefiadity by employing

retransmission at application layer.
8.6.3 ZigBee Network Synchronization

If the ZigBee PAN coordinator decides to move thetwork to an
alternative channel when the current channel besamesy and communication
becomes problematic, other ZigBee network devides meed to switch their
network channel for the continuous sensor netwarkraunication. Unlike the
beacon-enabled IEEE 802.15.4 network, a ZigBee meskork does not employ
beacon signal to synchronize network devices asasipng the beacon signal in a
distributed mesh network is difficult to achieve.hefefore, a simple
synchronization mechanism at the application lagemeeded. In the SafetyNet

system, each ZigBee device, including the ZigBegeioand ZigBee end device,
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is required to regularly send a detection packgtireng acknowledgement to its
parent device, which previously allowed them tmjthie network. If a number of
acknowledgements are lost, the ZigBee device sbhathrt the network joining

procedure as the parent device has probably mavednew channel due to the

network channel switch. Figure 8.22 shows the flowart of ZigBee device

synchronization.
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Figure 8.22 Flow chart of ZigBee
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In Figure 8.22, each ZigBee device sets a timer anter,N to

Lost_ Ack
count the number of lost acknowledgements. Wheriither expires, the ZigBee
device will send a short packet requiring acknowtadent to its parent device. If
the acknowledgement is received after 1 secondgdhater will be reset to 0. If
the acknowledgement is not received, the countdlr vei added by 1. If the

counter has exceeded the thresholdl the ZigBee device should start

shold _ Lost_ack !
the procedure of rejoining the network. If the cmuns less than the threshold,

the timer will be reset, but the counter value walnain.
8.6.4 Mitigation Strategy Design for Dynamic Interference

In order to the address the challenges concluddteirabove sections, a
comprehensive strategy was proposed during thelajanent of the SafetyNet
system to effectively improve the ZigBee networkfpenance when dynamic
interference occurs. The strategy consists of thtegs: regular energy detection,

employment of data retransmission and channel witc
A) Regular Energy Detection

Each ZigBee router device is programmed to exeenézgy detection on
all 16 channels as a regular task. Since the parpbsnergy detection is to
evaluate if the detected channels are available #MgBee network
communication, the strategy proposed in Chaptembbe used here after a proper

modification. There are two parameters needed f@ement energy detection:
energy detection perioB,...,.0n a single ZigBee channel and energy threshold
ErnesnoidVhich is used to determine if the detected charmsnstlitable for use. The

energy detection period is decided by the lengtidaih packet. The longer the

packet length is, the longer the detection pergoddeded. The value ..o,

can be calculated using Equation (4.13). In expeminC of Section 8.5, if the
interfering energy level (i.e. the Wi-Fi signalestgth) falling on a ZigBee channel
is over -57 dBm, the ZigBee channel can be marilsed bad channel unsuitable

for the ZigBee communication. Then the paramé&tgy..,,4iS set at -57 dBm in

the SafetyNet system. The value Bf, .. .q depends on the practical system
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setting (i.e. the distance between the ZigBee rotttethe Wi-Fi router). The
regular energy detection results will be sent te #ink node located at the
monitoring room to construct an up-to-date recandtfie whole ZigBee network.

Figure 8.23 shows the flow chart for implementimgrgy detection on a ZigBee

router.
C ZigBee router energy detecticD

\ 4

Set energy detection timer

»la
L il

Y

Timer expires

Energy detection
Channel number: 16

Detection period: equal td ( L)

\ 4

Mark bad channel and send detectio
results to the sink node

5

\ 4

Set energy detection timer

Figure 8.23 Flow chart of energy detection on &8&g router.

In Figure 8.23, after initialization, the router vt sets a timer to

implement regular energy detection. If the timegpises, the router will scan all 16
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channels using detection peridd@L), which is equal to the time required to send

a L byte length packet from a ZigBee device to anothigBee device. The

parameterT (L) is derived from Equation (4.13). On the completminenergy

detection, the router will mark the bad channelssuitable for ZigBee
communication and send the results to the sink nodated in the monitoring
room to build radio environment information. Thédwe trouter device sets a new

timer and starts energy detection again when thertexpires.
B) Employment of Data Retransmission

The direct consequence of interference which ikhigo application layer
developers is packet loss. After successfully sepdut a data packet, a ZigBee
device is unable to know if the transmission isualty successful until an
application layer acknowledgement is received. rétwee, the ZigBee device

should wait for a certain periodr, and then check whether the

aiting
acknowledgement has been received.

In ZigBee specification 2004 (ZigBee, 2005), a denmethod named as
“KVP_ACKNOWLEDGEMENT” (KVP stands for Key-Value Pdiis proposed
to enable the recipient to issue an applicatioredagcknowledgement to the
sender on receipt of data frame. Figure 8.24 itaies the use of

‘KVP_ACKNOWLEDGEMENT".

Data frame with command type
"KVP_ACKNOWLEDGEMENT"

»
!

Hop1l Hop n-1 Hop n
O+--->0 +----> Q«----20
Sender Recipient

A

KVP_ACKNOWLEDGEMENT

O  ZigBee Router

Figure 8.24 ZigBee data frame requesting KVP ackedgement
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In Figure 8.24, the sender puts the command
“KVP_ACKNOWLEDGEMENT” into an outgoing data fram@n receipt of the
data frame, the recipient will determine if the mowledgement command is
defined. If it is defined, the recipient will issa® acknowledgement and send it
back to the sender through the multi-hop way.

A reasonable waiting period for a sender to checknewledgement
should be defined in the application layer. Thetwvgiperiod is decided by the
number of hops that the data frame and acknowledgefmrame will experience.
However, the route selection is invisible to thesteyn developers. ZigBee
protocol specifies a transmission parameter “R&usiter” to limit the
maximum number of hops the router discovery opeanatshould follow.

Consequently, the number of hops experienced hyahdata transmission will

not exceed the value defined by “RadiusCounter’ergfore, T, can be
defined as follows:
Tuaing = 2% T(L) x RadiusCouter (8.3)

whereT (L) derived from Equation (4.13) denotes the time néedesend &

bytes ZigBee packet from a ZigBee device to anoiigBee device. There are
two possible reasons for the sender to lose aclaugeiment: data frame is not
successfully received by the recipient due to fetence, or the
acknowledgement frame is corrupted on the way e@ostnder due to interference
as well. Therefore, a few settings should be madbaelp system analyze the
situations.

When a sender is to send a data frame to the eetjpiwo elements
should be put into the message: a unique packeeseg number and the number
of retransmissions which have been tried till nowder normal circumstance, the
data packet should successfully reach the recipard the source device will

receive an acknowledgement at the application lafterT,, On receipt of the

aitting *
data packet sent from the same source device hgtsame sequence number, the
recipient will discard the duplicated one. Howetke value of “number of tries”
will be checked before discarding in order to deiee if the packet is generated

due to retransmission.
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By analyzing the number of retries, the recipieart estimate that parts of
the route employed by the sender to deliver tha @il@me might experience a
difficulty. Assuming the factors of hardware faguand ZigBee signal collisions
can be eliminated, the recipient can conclude ghpbssible interference area is
emerging. When two conditions are satisfied: tbenber of retransmission for

the same packet is over a threshald, and the number of different

shold_Retransmisson ?

packets sent from the same sender employing retias®ns is over threshold

N riresno packer tNE TeCipient should try to contact the ZigBeeNPgoordinator to

switch channel in order to avoid the interferenceeaa The value of

NThreshoId_Retransmissjn and NThreshoId_Packet are related tO application reqUirementS'
Recommended Value deThreshoId_Retransmissrbn and NThreshoId_Packet in the SafetyNet

system will be concluded in the corresponding eatadu tests. Figure 8.25 shows
the flow chart for a sink node to follow when mplé retransmission from the
same sender are detected.

In Figure 8.25, the sink node sets a counter fah esender. Its default
value is 0. If a data packet is received from #aader, the content of the packet
will be checked to determine is retransmissionnmpleyed. If retransmission is
not used, the counter will be reset to O. If retraission is used, the sink will
check if the retransmission times has exceededhbleN If it

Threshold _Retransmission *

is not over the threshold, the counter will be teéed). If it is over threshold, the

counter will be added by 1. If the counter valuegisater tham

Threshold _ Packet ?
which means there are a certain number of diffepatkets have employed
retransmissions, the sink node will request theB£gy coordinator to switch

channel.
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COU nter > NThreshoId _ Packet

Request network
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Figure 8.25 Flow chart of interference judgemensiok node when
multiple retransmission are detected
Although the recipient can estimate the interfeeesituation by analyzing
the received data packet, it is insufficient as ribapient is probably unable to
receive data frames when interference is too stréimgure 8.26 illustrates a
possible scenario for strong interference.
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Figure 8.26 ZigBee network with strong interference

In Figure 8.26, ZigBee devices B, C, D, and E draffected by Wi-Fi
interference. Consequently, ZigBee device F willhao route available to send a
data packet to device G located in a monitoringrrodnder such a case, the only
possible way for device G to sense the emergentdasference area is to build a
record for each ZigBee sender to monitor the sersadings’ arrival rate. If a
certain percentage of senders are lost within taiceperiod, device G should
initiatively notify the ZigBee PAN coordinator tavéch channel. The threshold

P for judging the percentage of lost senders shoeldidfined according

Lost_ senders

to the application requirements. Figure 8.27 shthesflow chart for a sink node

to follow when some of senders are lost duringréageperiod.
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Figure 8.27 Flow chart of interference judgemena@ink node when
some of senders are lost during a certain period
In Figure 8.27, the sink node sets a timer to immgiet a regular check.
When timer expires, the sink node will check thember of received sensor

readings before timer expiring. If a certain petage (P, ) of sensor

ost_ Sender
devices are found lost, the sink node will requbst ZigBee coordinator for

switch channel. If the percentage of lost senswices is smaller thaR ;.. g

the timer is reset. The determination @f is decided according to the

st_senders

application requirements.
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(03] Channel switch

The ZigBee PAN coordinator executes the functiorclunnel switch on
the basis of global ZigBee network information. Thirmation comes from the
regular energy detection implemented by all avé&lahgBee routers not having
been affected by interference. On the basis ofala@e radio environment scan, an
up-to-date radio environment information table isimtained on the central
computer. A set of simple rules is proposed tosad$ie alternative channel
selection by analyzing the recent energy detecgsualts sent from the routers:

1. If the energy level of a channel is over threstgld., . the channel

should be eliminated from available channel list.

2. If multiple channels remain in the available chdrlist, randomly select
one channel as the alternative channel.

3. If there is no channel remaining in the availalflarmel list, select the one
with least energy level among all 16 channels.
By combining the detection strategies, the Safetydystem can have a

better performance when it is under dynamic interfee.

8.7 Evaluation Tests

In the evaluation test, the sink node is also tlygB&e PAN coordinator
for the convenience of operations. Three evaludesits were implemented: data
transmission in ZigBee network under interferendbout retransmission (test 1),
data transmission in ZigBee network under interfeeewith a maximum 10 time
retransmission (test 1), and data transmission ZigBee network under
interference with proposed dynamic interferenceedein and mitigation
strategies (test ).

8.7.1 Test |. Data Transmission in ZigBee WSN under

Interference without Retransmission

Test | is for evaluating how serious a Wi-Fi ineggfince source can affect

ZigBee mesh network communications when the retnéssson is not employed
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at the ZigBee application layer. The employmentetfansmission in a ZigBee
application can be categorized into two types: matic retransmission
implemented by the ZigBee stack and manual retresssom implemented by the
application layer. The ZigBee stack will automaticamplement retransmission
for a few times when the requested acknowledgenfentthe outgoing packets
are not received within a certain period. Howeveis type of retransmission is
managed by the encapsulated ZigBee stack and blesiso the application
developers. Therefore, we choose to focus on tleofigetransmission at the

ZigBee application layer. Figure 8.28 illustraties test set-up.

ZigBee network channel 23 (2465 MHz)

Monitoring
D Room
A B C .
O -0 -0 -
Sender 15 meter
15 meter 15 meter fz meter
Position X "
Q)
- / Wi-Fi channel 11 (2462 MHz)
Q ZigBee PAN Coordinator *\:j; Q
=S = Laptop
ZigBee Router Desktop
© 9 W-Fi
1 Adaptor

Wi-Fi Interference Souce

Figure 8.28 Test deployment in test |

In Figure 8.28, device A, B, and C are three ZigBméers. They join the
ZigBee network created by the ZigBee PAN coordinddevice A sends a 50 byte
length packet to the PAN coordinator every 10 sdsoA total of 20 packets are
used in the test. The ZigBee stack automaticakys asrouting protocol to select a
suitable route for multi-hop data transmissiorth¥ Wi-Fi interference source is
located at position X which is near to device B tiext hop used by device A
could be device C or the PAN coordinator as theatife communication range
of ZigBee device is 50 meters within an indoor emvment. Therefore, the Wi-Fi
interference source is intentionally located cltsalevice D in order to ensure
that the receiver of the destination device ofZigBee communication, the PAN

coordinator, will be affected by the interferen@ée ZigBee network works at
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channel 23 (2465 MHz), the Wi-Fi router works aaichel 11 (2462 MHz) with

data rate at 11 Mbps. The centre frequency offeaéiiden the two systems is 3
MHz. The distance between the Wi-Fi router andRA8I coordinator is 2 meters.
A desktop connects to the Wi-Fi router and has & B&rver running on it. A
laptop connects to the router through a Wi-Fi adlagind downloads a big
capacity file from FTP server. The Wi-Fi traffic ¢@ntrolled by the FTP server.
Table 8.4 summarizes the test I result

Table 8.4 Test | result

Wi-Fi Traffic ZigBee Packet Success Rate
100 KB/second 100%
200 KB/second 100%
300 KB/second 100%
400 KB/second 90%
500 KB/second 70%
600 KB/second 70%
700 KB/second 30%
No limitation 25%

In Table 8.4, the columns labelled “Wi-Fi Traffieihd “ZigBee Packet
Success Rate” denote the generated Wi-Fi traffichen Wi-Fi router and the
ZigBee communication success rate measured on itfite€ PAN coordinator.
With the increment of the Wi-Fi traffic, the sucseate of ZigBee communication

decreases as expected.

8.7.2 Test Il: Data Transmission in ZigBee WSN under

Interference with Retransmission

The test Il is for evaluating whether or not the pésgment of
retransmission at the ZigBee application layer loareffective to the success rate

of the ZigBee communications under interferences Hst set-up is the same as
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in test | (See Figure 8.28). Once the “KVP_ACKNOWXEEMENT” is not
received by the sender, it will continue to sentmackets till the maximum retry
times is reached, or a “KVP_ACKNOWLEDGEMENT” is meed. The
retransmitted packets contain two parameters: segueumber, and number of

retransmission which has been tried. The intervgl

wng [OF  SEparating
retransmissions is set at 500 millisecond, whiclomng enough to complete data

transmissions and “KVP_ACKNOWLEDGEMENT” transmiss# In this test,

the maximum retry numbeN is set as 10, the number of ZigBee packets

Retransmissin
sent by device Ais 20. Table 8.5 summarizes thielteesults.
Table 8.5 Test Il result

Wi-Fi Total | Received | Total Average ZigBee
Traffic Packet) packet Retry | Retry Packet
i ] Success Rate

Times | Times
100 KB/second 20 20 0 0 100%
200 KB/second 20 20 0 0 100%
300 KB/second 20 20 0 0 100%
400 KB/second 20 20 9 0.45 100%
500 KB/second 20 20 12 0.6 100%
600 KB/second 20 20 15 0.75 100%
700 KB/second 20 17 29 1.7 85%
No limitation 20 17 50 2.9 85%

In Table 8.5, the columns labelled “Wi-Fi Traffic*Total Packet”, and
“Received Packet” denote the generated Wi-Fi tadh the Wi-Fi router, the total
number of packets sent from the sender, and th&l tmimber of packets
successfully received by the PAN coordinator respely. The column labelled
“Total Retry Times” denote the total retransmissiones measured by counting
the value of the parameter, “number of retransmigstontained in each received
ZigBee packet on the PAN coordinator. The columrvérage Retry Times”

denotes the average retransmission times usedntb aelata packet from the
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sender. The value in this column is derived from ¢blumns “Received Packet”
and “Total Retry Times”. For example, when the Wiiffic is 700 KB/second,

the number of the received packet with unique secgienumber on the PAN
coordinator is 17, the total retry times obtainednf this 17 packets are 29.
Therefore, the average retry times are 29/17=1hvough test I, it is reasonable

to conclude that parametex at 3 as the maximum average

Threshold _Retransmission
retransmission times measured in test Il is 2.®r&ore, if the PAN coordinator

receives the packets containing the same sequemasben from the same sender
for more than 3 times, it can conclude that pogsiilerference is affecting the

ZigBee network.

8.7.3 Test Ill: Data Transmission in ZigBee Network under

Interference with Interference Detection and Mitigdion Strategies

The aim of the test Il is to evaluate if the ZigBeetwork can correctly
respond to interference with the proposed stratedMdhen the PAN coordinator
recognizes that the number of received data padkeksss than the expected
value, or a number of consecutive data retransamsisi received, it can start a
channel switch on the basis of regular energy tieteexecuted by the ZigBee
routers in the network. Once the channel switckuscessfully completed, the
success rate of ZigBee communication will becomemab Whether or not the
PAN coordinator can select the most suitable a@ra channel is the focus in
test Ill. All routers implement energy detectionegy 5 minutes. Figure 8.29

illustrates the test Ill set-up layout.
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Figure 8.29 Test Il deployment

In Figure 8.29, ZigBee router A acts as a sendsetw data packets to the
PAN coordinator. The ZigBee network works at chari®e(2425 MHz). Two Wi-
Fi interference sources, W1 and W2, are locateceters away from the vicinity
of ZigBee routers B and E. Wlworks at Wi-Fi chanBgl2422 MHz) and W2
works at channel 11 (2462 MHz). As the distancevbeh the ZigBee router A
and router C is 40 meters which is close to theimam communication range,
the data transmission issued from device A will Empplevice B as the next hop
as it has stronger signal strength compared withcdeC. Other ZigBee devices
are all out of the communication range of devic@tAvas tested and confirmed
before implementing test IlI).

At the beginning of test Ill, ZigBee device A conied to send a data
packet to the PAN coordinator every 10 seconds.nvede, the FTP server
running on the computer which connected to the Widater W2 started to
generate traffic at 700 KB/second. Since it workédVi-Fi channel 11, whose
centre frequency was 37 MHz away from the frequeusgd by the ZigBee
network, it did not affect the ZigBee network commuation. After 10 minutes,
all ZigBee routers should have reported the enekggction result to the PAN
coordinator at least twice. After that the FTP sermunning on the computer

which connected to W1 started to generate traffitC@KB/second. Half a minute
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later, the PAN coordinator detected that threeediffit packets have employed
more than 3 times retransmissions. Then the PAMdooator checked the energy
detection results. ZigBee routers C and D repottet all channels were
available. However, devices B and E reported tbateschannels were marked as
bad channels. Table 8.6 and 8.7 show the energgti®t results obtained from

device B and E.

Table 8.6 Energy detection result from device B

13 14 15
(2415 MHz) | (2420 MHz) | (2425 MHz)
Measured Energy

prin) -60 55 -38 -30 -30 47 61

ZigBee Channel 1 12
(Centre Frequency| (2405 MHz) | (2410 MHz)

16 17
(2430 MHz) | (2435 MHz)

18 19 20 21 22 23 2 25 26
(2440 MHz) | (2445 MHz) | (2450 MHz) | (2455 MHz) | (2460 MHz)| (2465 MHz)| (2470 MHz) | (2475 MHz)| (2480 MHz)

-61 -65 -65 -74 -76 -82 -86 -96 -98

Table 8.7 Energy detection result from device E

ZigBee Channel 11 12 13 14 15 16 17
(Centre Frequency| (2405 MHz) | (2410 MHz) | (2415 MHz) | (2420 MHz) | (2425 MHz) | (2430 MHz) | (2435 MHz)

Measured Energy
(dBrm) -96 -86 -82 -80 -80 -79 -82
18 19 20 21 22 23 24 25 26
(2440 MHz) | (2445 MHz)| (2450 MHz) | (2455 MHz) | (2460 MHz) | (2465 MHz)| (2470 MHz)| (2475 MHz) | (2480 MHz)
-74 -63 -63 -32 -20 -20 -36 -59 -61

In Table 8.6, row labelled “Measured Energy” indésathe energy level
detected by router B on each ZigBee channel. Taamels marked with a grey
colour means they are unsuitable for ZigBee netvearkmunications. Since the
Wi-Fi interference source located in the viciniydevice B works on channel 3
whose centre frequency is 2422 MHz, ZigBee channafsuitable for
communications are all found close to this freqyemilar to Table 8.6, Table
8.7 is the result obtained from router E. BecaleeWi-Fi interference close to
device E works on Wi-Fi channel 11 (2462 MHz), tmarked bad ZigBee

channels are all around this frequency. Throughlyaing the energy detection
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results, the PAN coordinator can easily find oduétable ZigBee channel from
those channels not marked by gray colour. By uiegproposed rules in Section
8.6.4, ZigBee channels 11, 17, 18, 19, 20, 258k potential alternatives.

8.8 Discussion

The proposed interference detection and mitigastvategies consist of
two aspects: strategies for static interference atrdtegies for dynamic
interference.

The strategies designed for static interferenceides on the reasonable
arrangements for deploying wireless systems. linglah ZigBee WSN inside a
building to monitor environment changes usuallyuiegs hundreds of sensor
nodes to be involved. As the increasing usage ofFM#ystems in commercial
office areas for convenient network access sentiwe statically deployed Wi-Fi
access points or Wi-Fi routers become seriousfar@mnce sources for any ZigBee
WSN. However, static Wi-Fi access points or Wi-Buters can only affect a
limited area due to wireless signal attenuationr €wategies help the ZigBee
WSNs locate the range of the interference areabsthen utilize physical distance
separation and frequency separation to avoid irente. Since both Wi-Fi
networks and ZigBee WSN are static after firstafiation, these measures are
effective and easy to use.

The strategies designed for dynamic interferencades on the analysis of
events caused by interference and the design afasonable channel switch
algorithm. Dynamic interference is the most sesitmterference source for any
kind of wireless system as it is unpredictable amdontrollable. The current
method available to detect the existence of dynaméference is to monitor the
specified events relating to dynamic interferericehe SafetyNet case, the events
are multiple data retransmissions, i.e. some ZigtBmaces failed to send sensor
readings and then resend them within a certainogerAs the ZigBee mesh
network is distributed inside the building, the Beg coordinator is unable to
detect the position and strength of dynamic interfee. Therefore, we propose
dynamic energy detection, data retransmission rmaong, and percentage of lost
ZigBee devices within a certain period, and chamsmetch to cooperate together
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to detect and mitigate effect caused by dynamerietence in ZigBee WSN. It is

difficult to evaluate the use of these strategiesitbmerical metrics. For example,
for a ZigBee WSN affected by multiple dynamic iféeence sources, many other
ZigBee devices are possibly to be interfered ag. wkider such circumstance,
monitoring the number of retransmissions might besl effective as those
interfered devices are unable to complete datamnegsion successfully. Then the
ZigBee PAN coordinator will not be sensitive to #hastence of interference until

a certain percentage of ZigBee devices are notdedowithin a certain period.

However, the threshold used to determine if sucttgre#age is meaningful is

purely dependent on user requirements. Other paeasngroposed in the

strategies have similar situations.

The SafetyNet system is designed for monitoringdng environment
changes, and provides real-time sensor informatoasers who are demanding
such information. It can be used under either nbramgumstance or in an
emergency situation. However, when an emergencpérey) the main power of
the building is usually cut off automatically. Tkeésre, interference caused by Wi-

Fi networks or similar wireless techniques arear@lyzed in such a case.
8.9 Summary

The SafetyNet system is a comprehensive applicatibich requires
consideration for many practical factors, includisgtic interference source,
dynamic interference source, system requiremetds;Tee proposed interference
detection and mitigation strategies in this chafudly consider the interference
characteristics. Through arranging network deplayimeenabling dynamic
interference energy detection, and setting up spoeding adjustments, the
interference inside a ZigBee WSN deployed withia bhuilding environment can
be properly monitored, discovered, and respondedrb@ contribution in this
chapter is to propose complete and feasible siestefgpr system developers’
reference when they are designing WSNs which plyssificounters interference

during the operations.
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Chapter 9 Conclusions and Future
Work

9.1 Contributions and Future Work

This thesis aims to enhance the operational capabfl wireless sensor
networks under interference. The research tasks®othesis are to investigate the
basis of interference, and design approaches o Wekless sensor networks
avoid interference, or mitigate the effect of ifdeence. The main contributions
and findings from the research are listed below:

1. The design of a consecutive data transmission mecghiam to
improve the wireless sensor network’s capability tonaintain communication
without frequently changing network channel.

Switching network channel is usually employed byeldss systems to
avoid interference. However, if the whole frequebeynd is being interfered, the
capability to sustain network communications via turrently employed channel
iIs essential. Through proper control over the desasmission with a suitable
interval, a consecutive retransmission mechanismsignificantly increase the
success rate of a wireless sensor network commntioncaince the interval
between interfering packets can be utilized to En#e completion of desired
packet transmission. For particular applicationshsas home automation and
industrial control, an extremely low duty cycleusually employed. By applying
consecutive data transmission, the network convigcttan be maintained when

it is under interference. In the evaluation tes$ie twireless sensor network
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communication can achieve almost 100% success uatié the interference
reaches saturation.

2. The design of dynamic energy detection approach tdelp
wireless sensor network device to estimate the stmt of interference and
accordingly adjust transmission parameters to achie optimized
communication effectiveness.

During the period of interference, the affectedelass sensor devices are
unable to recognize the type of interferers due tloe different
modulation/demodulation schemes. However, the gnaayvities generated by
interferers can be captured by wireless sensorcdsvutilizing an energy
detection function. This approach makes the wisetensor device detect the idle
slots existing between interfering packets, anchtifie an appropriate packet
length with which the wireless sensor network comivations can have a higher
success rate. This approach is useful for apphicatthat require consecutive data
over a short period (e.g. computer mouse, toy oblaty motion sensor). The
evaluation test shows that energy detection catifely express the change of
interference traffic and provide wireless sensoviaks with an estimation of
packet length.

3. The design of an approach to enable reliable dataansmission
in an ad-hoc wireless sensor network.

The communication in an ad-hoc network relies offtichop transmission
since the source device and destination deviceuswally not within effective
radio communication range of each other. Interfeeemhich happens to any hop
on the route from the source device to the destinatan lead to the failure of the
whole transmission. When interference occurs inaarhoc wireless sensor
network, the interference effect will be undetetddy a single wireless sensor
device. Consequently, the final data integrity Wk affected. The proposed
approach adds proper control to the MAC layer ofigeless sensor network to
monitor the failure of data transmission, and usegundancy to assist the
implementation of data recovery. According to tlaéculation for the evaluation
tests, up to 42% of the lost packet can be possibtpvered under certain

conditions.
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4. Implementation of the consecutive data transmission
mechanism in a home automation application.

During the development of a home automation systdra, proposed
consecutive data transmission mechanism is adapteatder to improve the
short-range wireless home automation network’s loidipa to coexist with
wireless interference within the domestic home emment. The implementation
of strategy significantly increases the success ota wireless sensor network
communications whilst the energy consumption iseeably controlled.

5. A complete analysis and interference detection anthitigation
strategies design in a practical WSN-based large-ae building monitoring
system.

In the application of a building environment monitg network, the
widely distributed wireless sensor network dranadycincreases the difficulty to
design an effective strategy to sense the emergeiogerference. A complete
analysis was proposed for interference in such @legs sensor network by
starting from static installation to dynamic siioat changes. The designed
strategies fully consider the possible situatiomssed by unexpected interference
source and make proper response according toent@de situation. The process
of analyzing interference and designing interfeeemitigation strategies can also
be used by researchers to implement system desgmilar areas.

In summary, this thesis has achieved all of theppsed objectives
described in Chapter 1. Future work in studyingrference in wireless sensor
networks should focus on enhancing the analysiatefference characteristics in
different scenarios (e.g. multiple interferers diameously affect the operations
of WSNs), and designing approaches with more igesice and efficiency for
various applications. An optimal solution for deply a large-scale WSN
employing hundreds of wireless sensor nodes innaptex indoor environment
and achieving a minimum interference and best pmadoce are also particularly

interesting in future study.
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9.2 Summary

The concept of a sensor network is something thatiges the end users
with the capability to obtain environment infornuati The rapid development of
microelectronic techniques in recent years enatblesemergence of wireless
sensors, which can be powered by battery and edsiployed without any
restriction imposed by the need for cables. Typpplications requiring the use
of wireless sensor networks include a building esvinent monitoring system,
home automation system, location tracking systech @sset management. The
deployment of wireless sensor networks involving fx@d infrastructure can
achieve the concept of “ubiquitous computation” ebhsignificantly improves the
capability for human being to interact with the picgl environment. However,
communications over wireless signals are usuakylyeaubject to interference as
the communication medium, air, is available to pt# wireless interferers and
consequently such systems have no effective proteagainst interference unlike
wired system. It is the major problem which obstsube development of wireless
sensor networks.

Recent research has developed theoretical anaysisprimary tests to
identify the factors that can cause interferencéheroperations of wireless sensor
networks. Through the design and implementationintérference mitigation
strategies, including keeping physical and freqyeseparations between the
victim system and interferers, employing effectigating protocols, and allowing
dynamic frequency agility etc., the possibility é@ercome interference under
certain conditions has been demonstrated. The sinand approaches presented

in this thesis are mainly based on experimentakvaod practical applications.
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