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Abstract 
In automotive transport, airbags and seatbelts are effective at restraining the 

driver and passenger in the event of a crash, with statistics showing a 

dramatic reduction in the number of casualties from road crashes. 

However, statistics also show that a small number of these people have been 

injured or even killed from striking the airbag, and that the elderly and small 

children are especially at risk of airbag-related injury. This is the result of the 

fact that in-car restraint systems were designed for the average male at an 

average speed of 50 km/hr, and people outside these norms are at risk. 

Therefore one of the future safety goals of the car manufacturers is to deploy 

sensors that would gain more information about the driver or passenger of 

their cars in order to tailor the safety systems specifically for that person, and 

this is the goal of this project. 

This thesis describes a novel approach to occupant detection, position 

measurement and monitoring using a low cost thermal imaging based 

system, which is a departure from traditional video camera based systems, 

and at an affordable price. Experiments were carried out using a specially 

designed test rig and a car driving simulator with members of the public. 

Results have shown that the thermal imager can detect a human in a car 

cabin mock up and provide crucial real-time position data, which could be 

used to support intelligent restraint deployment. Other valuable information 

has been detected such as whether the driver is smoking, drinking a hot or 

cold drink, using a mobile phone, which can help to infer the level of driver 

attentiveness or engagement. 

Keywords: Airbag safety, infrared, thermal imaging, image processing, occupant detection 

and classification. 
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Chapter 1 Introduction 

1 .1 Description of the Research Work 

The research described in this thesis is work done with the intention of reducing the 

effects of airbag-induced injury and death. It is not a widely known fact that in the 

United States of America, there have been over 100 fatalities and thousands more 

injuries as a direct result of the impact between the inflated driver or passenger side 

airbag and the vehicle occupant. 

This issue was addressed in three ways. Firstly, a comprehensive review of the 

available literature concerning this problem was done in order to identify the specific 

causes, most 'at risk' occupants, types of injury sustained, methods to reduce such 

injuries, and methods or design employed by other researchers to lessen the damaging 

effects of this problem. 

Secondly, a novel method was identified and research objectives were set from the 

outset. Experimental work was designed and conducted using bespoke built test rigs 

and volunteer members of the public, to obtain data about seating and driving habits, 

and to test out theories and ideas. Finally, analysis of the data was done using 

Artificial Neural networks (ANN) and the results laid out in an accepted fonnat. The 

results were discussed at length, and conclusions were drawn from them. 

1.2 Structure of the Thesis 

The structure of this thesis, 'Investigation of Low Cost Infrared Sensing for 

Intelligent Deployment of Occupant Restraints' follows a traditional linear pattern. 

Chapter I introduces the research field that the author has chosen. The reader is given 

relevant information such as mortality rates, incidence of injury and the economic 

cost of vehicle crash incidents from major automobile owning geographical areas 

such as the U.S and the E.U. An explanation is given as to the importance of 
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conducting research into this field in the first instance, and why there is the need to 

carry out the research at this time rather than at a later date. 

Chapter 2 encompasses an extensive Literature Review including Journal papers and 

information from other sources of media such as published magazine articles, 

conference papers and articles from the internet, which are all related to the topic of 

airbag safety. It will also provide the basis upon which to build the proposal for the 

current research. 

This review includes topics such as traffic accident data, current and future road 

safety legislation, airbag related injury and fatality statistics, injury causes and 

mechanisms. A comparison is made between the research conducted and published 

previously to the work that will be conducted within the scope of this project. The 

scope of the project is given at the end of chapter 2, and also a methodology of the 

work that will be done is described briefly. 

Chapter 3 compares the research work proposed in this thesis to the work being done 

in the field of the 'intelligent automobile'. It also provides additional justification for 

conducting the research in this thesis. 

Chapter 4 provides a description of the experimental design for the trials undertaken, 

the procedure followed and a description of the equipment used. The results of the 

experiments conducted are also discussed. 

Chapter 5 presents the image processing techniques used in this thesis and the 

MatLab functions created for the purpose of processing the data obtained from the 

experiments. 

Chapter 6 describes the neural network analysis that was done using the data collected 

from the experiments described in chapter 4. This chapter will describe how the data 

was processed, why it was done and also explain what the results show. 

Chapter 7 is a brief statement of the conclusions that can be drawn from the thesis, 

and also whether the original objectives have been met. 

13 



----------------------------------------

Finally, chapter 8 will describe some of the work that should be done in order to 

progress the work even further, towards the goal of an intelligent deployment system 

for airbags. 

1.3 Motivation for the Research 

Although the title of the project states that it is concerned with the 'Investigation of 

Low Cost Infrared Sensing for Intelligent Deployment of Occupant Restraints', it 

should be noted that the term 'occupant restraints' covers restraints such as the safety 

harness belt (or seatbelt), the child safety seat and the occupant airbag. This project is 

primarily concerned with the advancement of current airbag technology and to 

develop a system that could deploy it in a more sophisticated way. The airbag design, 

construction or method of inflation is not the concern with this project, but sensing 

the correct scenario in which to deploy the airbag was the field of research to be 

investigated. In an intelligent system it would be beneficial to integrate the airbag, 

seatbelt and child safety seat deployment. 

The desire to develop a new and improved airbag deployment system was motivated 

by events occurring in the field of automobile safety in the V.S, as well as growing 

concern in Europe. Much controversy was generated in the V.S by 'pressure groups' 

comprised of accident victims and researchers alike who have highlighted the 

potentially fatal consequences of current airbag design. It was found from reviewing 

accident statistics that rear facing infant seats and small female drivers were the two 

types of vehicle occupant that were most at risk of suffering a fatal injury as a direct 

result of an airbag being activated and deployed. This caused a dilemma for the 

automobile industry: the fact that a system designed to protect the car occupant from 

severe head injury in a crash situation, was itself responsible for causing the deaths of 

a number of occupants, and causing injuries to many others as well. Although the 

number of people killed as a result of airbag activation was relatively small compared 

with the number of lives saved as a result of airbag deployment, nevertheless it has 

been a source of acute embarrassment and concern that a safety device was 

responsible for the deaths of a number of people. This would also have had an impact 
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on the confidence of the automobile consumer who would be wary of such new 

innovations in the automobile industl) l, and a l 0 the fear of successful litigation 

against the car manufacturers brought to Court by victims and their relati ves could 

resu.ll in extremely high damages being paid by them, and these concerns, have 

brought the car manufacturers to the point of needing to recti fy these problems. 

For the purpose of highlighting the dangers of car impacts, Figure I-I shows the 

results of a side impact on a sa loon car. Side impacts are an increasingly common 

type of car acc ident, and it is thought that these are the result of inattention by the 

dri ver at a T-j unction, as they proceed to make a left or ri ght turn and make an error 

of judgement. The occurrence of such incidents could be reduced by developing a 

system which is able to monitor whether the dri ver is a lert during critiea l situations 

during a car journey, such as a T-j unction. Figures I- I to 1-3 were freely ava il able on 

the internet and were reproduced as examples of the type of damage that can occur 

during a car crash. It can be seen from the photos just how far the bodywork of the 

' target' car has intruded into the occupant cabin space. 

Figure 1-1: Crash test vehicle lIfter sifle impllct with 'bullet 'vehicle 



1.4 Accident Statistics 

The stati sti cs within this section were obtained from a number of sources 11 - 41 . The 

figures and stati stics quoted in this section are from references I to 4, and these are 

reliable as they are official EU and UK. governmental documents that have been 

published in the public domain. In the year 200 I , the total number of fatalities 

recorded as a result of road acc idents was 39,849 in the EU-15, the IS member states 

that comprised the European Union at that time. These states were Austri a, Belgium, 

Gemlany, Denmark, Spain , Greece, France, Finland, Italy, Ireland, Luxembourg, The 

Netherl ands, Portugal, Sweden and the UK. In the year 2002, thi s equated to 102 

people being kill ed per million of the population or approximately I in 10,000. 

Although there has been substantial progress since 1970, where the road fatality rate 

in the EU-15 countries stood at 77,831 people killed in that year, there is still scope 

fo r improvement in bringing the fi gures down. Other fi gures, however, also give 

concem. The total number of accidents occurring per year in the EU- J 5 nation states 

stood at 1,230,616 for the period 200 1-2002. The number of vehicles invo lved in 

theses accidents was 2,290,067 and the number of people seriously injured and 

slightly injured as a result of these accidents was 1,669,772. The age categori es of 

people ki ll ed were mostly of the 26-50 age group in which 6,963 people died. This 

suggests that road accidents, although decreasing ever more every year, are still a 

maj or cause of death in many countries. 

It is, perhaps, unreali stic to ever expect there to be zero numbers of casualties, as cars 

are in the short and medium term still going to be controlled by human drivers who 

make human errors, and with hundreds of millions of vehicles being dri ven 

worldwide, there will always be accidents as a result of human mistakes. But there is 

a great deal of scope for reducing the numbers of casualties even further. 

Another important point to reali se is that it is not j ust the htmlan cost that is 

important, but also the economic cost that is also worth considering, not only for the 

automobile industry but for the Government and consumer alike. According to the 

UK Department for Transport data published in the 'Highways Economics Note No. 1 

2002', there were a total of 22 1,751 road accidents which resulted in injury, with 

3, 124 fatal accidents, 30,521 serious and 188,106 slight accidents that occurred in the 
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year 2002. These accidents, if prevented, would have a value of £12,808 million in 

2002 prices and values. Also, the value of prevention in cost-benefit terms of the 3.3 

million damage only accidents is valued at £4,951 million, giving a combined total of 

£17,760 million for that year. This is a huge economic cost, and explains why the UK 

government is keen to see a reduction of this figure by reducing the number of road 

accidents . 

The statistics from the US are even worse than those of the EU. According to the US 

department of Transportation, 'National Highway Traffic Safety Administration 

(NHTSA), the year 2002 saw an increase of 1.5% from the previous year, up from 

42,196 people killed in motor vehicle crashes in 2001 to 42,815 in the year 2002. 

The l1llmber of people injured in 2002 in the US was 2,926,000, and the economic 

cost was also larger. According to the NHTSA, the economic cost of speeding related 

car crash incidents alone was estimated to be $40.4 billion per year, with speeding 

related incidents accounting for 31 % of all fatal crashes. In many fatal crashes, the 

cab in occupant compartment would have had to deform and show deep intrusion. 

Figure 1-2 shows exactl y how the cabin can be defonlled. This image was reproduced 

from the www.car-accidents.com website, and is shown here for illustration purposes 

only. Figure 1-2 clearly shows the passenger compartment of the car deformed after a 

serious impact: 

17 



Figure /-2: Passellger c{)mpartmellt deformati{)1I after cras" 

1.5 Importance of Airbag Safety 

Advanced airbag safety systems are important because they are part or the wider 

effort in reducing the road accident ca uaJty figures, and the reasons why car 

manuracturers and researchers a like would want to try to do tbi s are: 

• Legislati on issues 

• Econom ic reasons 

• Publicity reasons 

• Moral issues 

The first reason is perhaps the mos t important. The new legislation described by the 

Nl-ITSA or the U.S requires that all new automobiles for sale at the start or September 

I", 2005, must be fitted with advanced ai rbag technologies. A car manu factLlrer has 
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no option other than to comply with the mle changes fully in order to have their 

vehicles lega lly fit for sale to the genera l pUblic. If this was not done, the car 

manufacturer could not sell their products to the general public without frnding 

themselves in breach of the law and be subject to legal action. 

The second reason, the economIc argument, IS very important for a number of 

reasons. The first reason is the cost of an airbag dep loyment incident which causes 

injury or a fata lity. It is likely, from similar cases in the U.S that this could lead to 

legal action against the car manufacturer for damages for negligence and for the 

injuries caused. Another consideration is the economic cost incurred by the 

govenU11ent and ultimately the taxpayer for treating the injured, repairing damage to 

the road infrastmcture (road surface, road furniture etc), damage to property, and the 

overall cost to the economy due to the road being partly closed to clear the debris and 

for the police accident traffic investigators to complete their work. Thirdly, there is a 

cost incurred by the driver himself in having to pay for the airbag to be reset after 

deployment has occurred, with costs in 1997 estimated to be approximately US$2000. 

The third reason, publicity reasons, is also important. Today, people are more aware 

of issues and current affairs than they have ever been previously, and it has been said 

that this is the result of the increase in the number of media outlets (print and 

television). Also, people have been galvanised into creating consumer groups, 

particularly in the US, and these are willing to challenge major companies about 

health and safety issues. One recent example is negative publicity about the high 

content of salt in certain foodstuffs, which has persuaded food manufacturers to 

reduce pOliion sizes and sa lt content in their products. 

It is also a moral obligation on the car manufacturer to fix a fau lt of their own making, 

if they have the capability to do so, regard less of cost. In the US, there was an 

infamous case where a major car manufacturer discovered a potentially lethal fau lt in 

their fue l tank design, and instead of recalling all the vehicles sold and retrofitting the 

new part which would correct the fault, they calculated that it would be cheaper to 

leave the cars unchanged and pay for all the potential compensation claims which 

may result in case of an accident. This disregard of safety was punished in the 

aforementioned case. 
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However, it should be acknowledged that the vehicle safety is not high up on all 

country's lists of priorities. In some countries, airbags are not a common feature 

amongst the vehicles being driven, and this is particularly relevant in developing 

countries encompassing most of Africa, Asia and parts of South and Central America, 

where the average GDP per person is below US$1 000. For such people, it is enough 

just to own and run a motor vehicle and it is unlikely that the governments in these 

countries would be wi lling to enforce legislation that wou ld compel drivers to pay for 

ever more expensive equipment. Also, it is clear that that there are more pressi ng 

issues with regard to road safety, such as the poor quality of the road surface, lack of 

regulated traffic control measures etc. 

It is thought that consumers in developed countries, mainly in the EU and the US, 

would be the markets which would be more wi lling to embrace such safety 

technology. This is because there is a higher emphasis on the quality of life and a 

greater avoidance of risk exhibited in these societies, and where there are 

govemmental standards and guidelines that govern many aspects of the li ves of the 

citizens . 

There have also been studies undel1aken which have estimated the economic costs 

and that traffic accidents cause to the national economy, and in the UK alone, thi s has 

been found to cost in the region of tens of billions of pounds sterling per annum . 

When the reader considers that the annual GDP of the U.K is of the order of 1000 

billion pounds sterling, this is a significant cost, and one that can be reduced by 

implementing improved technologies. The higher car ownership per population, the 

higher disposable incomes and the fact that more car journeys are made, mean that the 

EU and the US would be the two car markets where an advanced airbag system would 

be most welcomed. 

1.6 Scope of the Research 

As was explai ned earlier in this thesis, the scope of the title ' Investigation of Low 

Cost Infrared Sensing for Intelligent Deployment of Occupant Restraints' is a 

relatively wide area, but the focus of this project is on the investigation of sensory 
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technology that would provide an autonomous system able to di scriminate different 

types of occupant in order to decide whether to deploy the airbag or not. 

It is proposed that the work will be carried out using a low resolution, rel atively low 

cost pyroelectric 16 x 16 pixel array thermal imaging camera developed by IRISYS, a 

small to medium sized manufacturer of thermal imaging equipment, and p rovided to 

the Mechatronics Research Centre at Loughborough Univers ity, U. K. 

The appl ication of the thermal imaging camera for the purpose of vehicular occupant 

detection and positional tracking has, thus far, not been done befo re. Traditiona l 

Charged Coupled Device (CCD) cameras have been used for such an activity, but it 

was felt that the thermal image had the potential to be more useful than these devices 

by giving similar information about the scene inside the car cabin , but also with added 

benefits over the CCD camera. These benefits outweigh the di sadvantages, as is 

illustrated in fi gure 1-3: 

Pros Cons 

Works in all lighting conditions Low resolution images, relatively low detai 
of images 

Low level of image processing required, Cannot work in high temperature 
lower computing processing required conditions 

Impersonal , more likely to be accepted by Bul ky size 
car drivers 

Cost approximately £1000, still 
more than CCD cameras 

Figure J-3: Table o/pros alld COilS o/the JRISYS thermal imager 

It must be stressed that a complete, fully operational, automated system, ready to be 

fitted into a car cabin was not the objective of thi s project in this time-sca le, rather it 

was hoped that the investigation would provide data and a methodology which could 
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be built upon in future years so that the goal of an autonomous airbag deployment 

system could be realised. 

It is proposed that a test rig simulating a typical car cabin will be built and used for 

the experimental trials using members of the public volunteers. The technique used 

for thi s work is image processing, which involves the collection of image data of U,e 

volunteer drivers, and the processing of this data. 

This chapter has set the scene for the reasons behind the research and the general 

scope of activities. A detailed history of vehicle safety developments, airbag restraint 

technology and research into occupant detection will be presented in chapter 2 via a 

literature review. 

22 



Chapter 2 Literature Review 

The review of literature described in thi s chapter was sourced from a wide variety of 

different media. This included the following types of media: 

• Journal Papers. 

• Text Books. 

• Published Print Magazines/Newspapers. 

• Internet Searches: Google, Yahoo, Teoma. 

• Internet Databases: Emerald, Science Direct. 

• Specific Internet websites: NHTSA, SAE. 

Although traditionally the review of literature was focussed on studying peer­

reviewed scientific papers published in scientific and engineering journals, and which 

dominates the li terature survey conducted for th is project, nevertheless the internet 

was used extensively to find articles and papers which were not readily available by 

traditional means. Care was taken to use websites that were of reliable and renowned 

organisations, such as the NHTSA, and the SAE. 

Specialist internet databases such as Science Direct and Emerald were invaluab le as 

they allowed the user to obtain published scientific journal papers from a variety of 

di fferent publishers and journals. 
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2.1 A History of Car Safety 

Ki ng et al [51 say that earl y work in car safety was concerned with protecting the 

dr iver in the event of a front-impact, which led to the concept of crash energy 

absorbing crumple zones that we have today. In fact according to Lovsund 161, the 

1953 model Mercedes 180 was designed with a deformable front end, and the interior 

was padded with energy absorbing material to reduce the crash load exerted onto the 

occupants. Restraint systems such as the seatbelt came after this and fi nally in the last 

two decades, the airbag was introduced. Scholz 171 working for Daimler Benz 

explains how the company spent 14 years in research and development to be able to 

put thei r airbag system into their model year 1982 cars in the North American market. 

Lt consisted of 4 basic components: the sensor, the gas generator, the airbag and the 

knee bolster. They designed the driver airbag to be oval shaped; it consisted of 

neoprene - coated nylon and fu lly expanded it had a vo lume of 60 li tres and dep loyed 

withi n 25-35rns. They also produced a passenger side airbag which was trapezoidal in 

shape, held 145 litres and deployed within 40-50ms. Both airbags were fi lled with 

95% nitrogen gas. Fleming [81 describes some of the problems associated with fitting 

airbags into lower - class range of cars. He says that the distance between the fron t 

end and passenger compartment was shorter and therefore the passenger compartment 

absorbed more of the energy. The structural rigidity of joints, components and load 

bearing members was lower, and so the passenger compartment itself someti mes 

deformed. This meant that the airbags in these cars had to be of higher sti ffness to 

absorb more of the occupants' energy. 

The NHTSA of the U.S grew so concerned about the number of airbag related deaths 

and injuries sustai ned by motorists that they drew up some new requirements that the 

automotive manufacturers had to abide by concerning airbags. Hinger et al [91 explain 

that the new requirements of FMVSS 208 are scheduled to come into effect over a 

gradual seven year period, in two phases. The first phase requires light vehicle 

manufacturers to have 100% of their new vehicles to be compli ant with such 

teclmologies as airbag suppression and mUlti -compartment inflation by September 1 SI 

2006 at the latest. The second phase of the ruling concerns restrained occupants, and 

stipu lates that the speed of the frontal barrier tests that they perfo rm with belted 50th 
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percenti le male dummies be raised from 48 kmlhr to 56 kmlhr by September I SI 20 10 

at the latest. 

The NHTSA have also estimated some costs and benefits regarding this ruling in their 

Final Economic Assessment [10]. The benefits are that not only will up to 95% of 

ai rbag related injuries caused by low speed deployments be eliminated, but also 

propel1y damage savings could reach up to US$ 1.3 billion for the life of the vehicle. 

However, it is thought that the economic cost to automobile manufacturers wi ll be 

about US$2 billion annually to comply with the regulations. 

Many people have studied the problem of improving the safety of airbags, seatbelt 

restraints and the in-car safety of the passenger and driver overall. The problem with 

current airbag and seatbelt teclmology as explained by Galer-Flyte Ill] is that they 

would operate regardless of what the di stance the driver was to the steering wheel , or 

what size the driver was. There is a general consensus that to improve safety, the 

individual physical characteristics of the dri ver or passenger needs to be measured 

and the safety equipment tai lored exactly for his needs. But, there is di sagreement 

within thi s community over how to go about collecting this data and to what degree it 

should influence the activation of the safety restraints. Others wish to introduce more 

factors into the decision making process. Breed 1121, for exanlple, wishes to link the 

airbag inflation rate to as many different factors as is relevant such as the size, 

posi tion, and relative speed of the occupant, seat and back rest positions, vehicle 

velocity and tlle severi ty of the crash. However, there is a danger that having too 

many data variables to collect and process and to decide upon may prove difficult to 

do within the required short space of time. 

The teclmology that many of tile researchers have proposed using in their systems is 

not new and has been around for many years. These include strain gauges, load cell s 

for weight measurement and infrared and ultrasonic sensors for distance and height 

measurement. Visible light (standard or CCD) cameras are also being used to track 

the position of the car occupant in real time. 

Such is the level of concern about airbag related injury that there are some companies 

that sell switches that turn on and off the airbag deployment mechanism. One such 
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company is 'The Airbag Switch Company' [13). It claims it can fit its airbag switches 

to virtually all passenger vehic les. This is useful in that it can switch off the front seat 

passenger airbag when there is a child safety seat or whether the driver is particularly 

vulnerable to ai rbag related injury such as the small adu lts, chi ldren or the elderly. 

However, the problem with this switch is that it is manually controlled - the driver 

can decide whether to switch it on or off, and so human error is always a danger. The 

driver may switch on the airbag when it is not needed and vice versa. The system 

proposed in this thesis would be able to take this decision automatically. It should be 

noted that some car manufacturers are providing similar technologies. For example, 

on some 2005 year Mercedes Benz models, there is an 'intelligent' switch which 

identifi es whether there is a child seat on the front passenger seat and automatically 

deactivates the airbag. However, this will only work with the child seat provided by 

Mercedes Benz. 

2.2 Accident Analysis and Cause and Effect of Airbag Related 

Injury 

Accidents wil l always happen as long as cars are subject to human control and 

therefore subject to human error, and so injuries and fatalities should be expected. 

However, some studies have been conducted to explain the risks that the vehicle 

occupants undertake. Evans, in hi s paper published in 1994 [14l, used Newtonian 

mechanics to explain the premise that drivers in lighter/smaller vehicles are more at 

risk of inj ury and fatali ty than drivers in heavier/larger vehicles. This is a common 

view. What is surprising, however, is the scale of the risk. Evans describes how if a 

car crashes into a car twice its own weight, the occupant in the lighter car is 

approximately 12 times more likely to be ki lied than the occupant in the heavier car, 

and is given as a an equation be low: 
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R=J.1U 

where: 

1.1 = m2/m 1 = mass of heavier car / mass of lighter car 

R = probability of driver fatality in lighter car/probability of driver fatality in heavier 

car 

u = 3.53 

This can be explained by the fact that the heavier car will have a higher kinetic energy 

and inertia compared with the smaller and lighter car, and it is these factors which 

will cause more danlage to the lighter car. 

Mock et al [1 SI in their experiment, study the relationship between body weight and 

the risk of death and serious injury in motor vehicle crashes. Data from the 

Crashworthiness Data System (COS) from the NHTSA of the United States was 

obtained, speci fically analysing the crash data between the years 1993- 1996, and 

restricted to people 15 years of age or older. This meant that data on 36,206 

occupants, and weight and height data for 26,727 (or 75%). Approximately 54% of 

the people were male, with a mean age of 34.4 years. Proper seatbelt use was reported 

for 76% of occupants. Airbags deployed for 74% of (he crashes. The mean change in 

velocity in the crash was 20. 1 km/h, and 59% of all the crashes were frontal crashes. It 

was found that increased body weight and increased Body Mass Index (BMI) was 

associated with increased ti sk of mortality. The adjusted odds ratio for death was 

1.007 for each kg increase in body weight, when weight was considered as a linear 

variable. Simi larly, the adjusted odds ratio fo r death was 1.014 for each unit increase 

in BML Although thi s increased mortality was mainly due to increased co-morbid 

factors in overweight occupants, nevertheless Mock et al do admit that this could be 

due to increased severity of injury. This could confirm tbe hypothesis that heavier 

people would suffer more inj uries as a result of a crash due to the theoretically hi gher 

momentum of the heavier driver hitting the steering wheel and the interior with 
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greater force, and is partially confirmed by Mock where he states that chest injuries 

were more likely to occur with higher weight and BM!. 

The position of car drivers sitting in cars was studied by Parkin et al (16). Their 

experiments consisted of filming drivers whilst in general traffic flow willlst the 

drivers were unaware of the presence of the cameras. The camera was positioned at a 

right angle to the direction of travel of the vehicle, in other words, the drivers were 

filmed side on from the driver' s side. The camera was 15-20 metres away from the 

car, with the cars travelUng at approximately 30 mph. The analysis of the results show 

that female drivers are much closer to the steering wheel than male drivers, by 6.2 cm 

at the 50 percentile level, whilst 5 percentile female drivers are 2 1.5 cm closer to the 

steering wheel than the 95 percentile female driver. Older drivers (old drivers being 

classified as 55 years or above) also sit closer to the steering wheel by [cm than 

normal , but such a small distance is not statistically significant. However, male 

drivers were said to be more at risk of 'head strike ' . Parkin also says that 14.6% of the 

male popUlation is likely to suffer head strike with the metal structures at roof level , 

compared with just 2.6% of female drivers. This report adds weight to other research 

which argues that the small female driver is more likely to suffer airbag related injury, 

since they sit closer to the steering wheel than other drivers. 

In a study published in 1996, Kuner et al [171 set out to study (in the form of a 

questiOlmaire, the effects the airbag had in affecting the incidence of certain injuries 

caused during a road traffic accident. One hundred and forty-seven hospitals in 

Gennany participated in his study, as well as twenty-six car manufacturers whose 

combined manufacturing output amounted to 95% of the country's total output. The 

injuries that were attributed to the airbag itself were as follows: 

• 14.8% of patients received bruises and abrasions to the face 

• 5% had bruising to the thorax 

• 3.3% had these injuries to the forearm and the wrists 

However, the results showed that 74.6% of all head and neck injuries suffered by 

airbag protected victims were superficial injuries (AIS [) whilst 67.2% were thoracic 
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and 79% were abdominal. Nevertheless, the airbag did cause eye injuries from 

smashed lenses of spectacles, and this is one of the areas of concern and one which a 

smart airbag system would hope to detect and to prevent. 

The analysis of Niru la et al [IS) provides stark evidence of how head injuries occur to 

the occupant in a crash situation. They studied the 15 severe head injw-y cases 

(ATS>4) that were identified from the 101 cases in the Seattle CIREN database. There 

were 10 side impacts and 5 fron tal impacts in the 15 that were chosen for further 

study, and it was found that the majori ty of head injuries were caused by the striking 

of the B-pillar inside that car by the head. Jt is interesting to note that of the 15, only 2 

people di ed, one of which was an elderly woman (aged 77) who was involved in a 

fTo ntal impact and the 'head contact site' (RCS) was the airbag. This confmns the 

dangers of ai r bag head strike to certain members of the driving public. 

The attempts of Fi ldes et al )19) to compare the costs and benefits of the airbag and 

face bag was highl ighted by thei r paper which was published in 1994. There was 

some argument between those advocating the use of the Euro bag (40 litre vo lume, 24 

km/h fi ring threshold, s low deployment) and the American full size airbag (70 litre 

volume, 16 km/h firing threshold, rapid deployment) with the argument for the ' Euro 

bag' being that the belted European occupant would not require rapid airbag 

deployment, therefore the 'Ew-obag' would be less injurious to the occupant. The 

concept of ham1 was introduced by Fi ldes as being the product of unit cost and 

frequency of a particular type of injury, resulting in a total cost of that injury in 

millions of dollars . This is an important consideration because car manufacturers will 

usually be looking for ways to avoid cost and risk, and this wi ll get their attention. Tt 

was found that the full size airbag had a 'benefit to cost ratio' (BCR) of 1.17 

compared to the best 'Eurobag' or 'Facebag' BCR of 0.98, which suggests that the 

full size airbag was the airbag worth having. It must be noted, however, that the cost 

data Llsed in this study dates [Tom as far back in time as 1993, therefore the BCR 

could be altered since it is probable that the manufacturing costs of both airbag types 

have been reduced. It is thought that an intell igent airbag deployment system would 

be beneficial to the car industry as it will provide an extra feature or accessory which 

can be used to make the car attractive to the customer. Generally, the hi gher the leve l 

of detai l or specifi cation a car has, the more desirable it is for the customer. 
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Figures 2- 1 and 2-2 are pictures of automobile airbags, denated and innmcd. Figure 

2-1 was takcn from the website \\ \\\\ .cnginc27.colll and figure 2-2 was takcn from 

the wcbs ite W\\'\\ .peugeOl.eo.La and are reproduced here for illustration purposes 

only. The reader will notice how far the driver's airbag in figure 2-2 intmdes into the 

forward occupant pace between the dri ver and the steeri ng whecl. Thc depth of the 

innated a irbag is relatively deep, and thi s is because it must decelerate thc forward 

motion of the head to a safe ve loc ity before triking the steering wheel. 

Figllre 2-1: Deflated lIirbllgs 
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Figure 2-2: Driver alld passenger illflated airbags 

Lehto et al (201 sought to study the possible ocular (eye) injuries that were sustained 

fTom the airbag deployment during a crash situation. This was done by using 

observational studies and also by conducting a literature survey using data bases such 

as the widely ava ilable MEDLlNE database of medical articles. In his paper, Lehto 

begins by explaining that ocular injuries can be categorised in two groups: 

The mechanical force of the airbag causes blunt trauma to the face and the eye 

regions, and also causes perforations by indirectly interacting with other objects such 

as spectacles or smoking pipes for example, and these are pushed up into the eye 

regions causing perforation injuries to occur. Chemical bums also occurred from the 

chemical reactions involved in the deployment of the airbag. Lehto's team studied 

two sets of data, the 'Fatal Accident Series', and the' Airbag Study'. Combining this 

data, the results show that 4 out of 161 occupants who did not wear eyeglasses 

suffered eye injury, whilst 3 out of 83 who did wear eyeglasses suffered an injury to 

the eye, thus showing that there is not a large increase in the risk of eye injury if 

spectacles area worn or not. But it must be said that thi s is there is still the potential 
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for eye injury to be caused, and since this is a very important organ of the body, as 

much care as possible should be used to protect this from damage. 

Evan' s study of literature and data obtained from the 'Fatal Accident Reporting 

System ' (FARS) between the years of 1975 to 1983 produced an estimation of the 

effectiveness of restraint systems, lap/shoulder belts and airbags to prevent fatalities 

[2.11. It was fOLUld that in frontal and near-frontal crashes that airbags were 

approximately 18% +/-4% effect'ive in reducing driver fatalities, and about 13 +/- 4% 

effective in reducing fatalities for the right sided passenger. The total fatalities would 

be reduced by 6.5% if the airbag was installed for all drivers in the V.S, and this 

wo uld improve to approximately 8.2% for all dri vers and right s ided passengers, 

when compared with cars with no restraint systems at all. 

In another study of the available literature, Evans (221 attempted to investigate the 

links, if any, between the type of crash, driver age and alcohol concentration in the 

blood to ai rbag effecti veness. This study used F ARS data from the years 1975 to 1986 

inclusive, and it was found that the airbag was more effective in preventing fatality in 

two-car accidents (21%) than one-car accidents (16%). Driver age and alcohol 

concentration in the blood, however, did not greatly affect the effectiven ess of the 

airbag for the driver. 

The process, by which the occupant was injured inside the car during a car crash, was 

the subject of a study conducted by Stefanopoulos et al (231. They used crash data 

from their local area, Patras in Greece, where 109 collisions were studied and 48 of 

which were selected for further analysis by the team. From this, they found that 41 

vehicles had no compartmental intrusion (containing 70 occupants), whilst the 

remainder had significant compartmental intrusion, which accounted for 11 

occupants. They classified the incidents into different categories, into SWl, CPI and 

WSI accidents, which stand for ' Steering Wheel Involvement ', 'Control Panel 

Involvement' and 'Windshield Invo lvement' respectively. The team 's conclusions 

found that in vehicles without compartmental intrusion, the more structures that are 

deformed, the higher severity of the injury will be to the occupant. Also, back seat 

occupants are not seriously injured, and WSI and SWI are more significant factors in 

front-seat occupant injury than CPI. 
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' Airbag crash investigations' was al so the title of a stud y undertaken by Chidester and 

Roston [241, and published by the NHTSA. They investigated car crashes which 

invo lved the airbag being deployed during the incident. From May 1998, the NHTSA 

started to report unconfirmed airbag fata lities in their monthly reports, and it was 

fo und that up to January I 2001, there were a total of 232 cases (172 confirmed, 60 

unconfi nned) where ai rbag deployment had caused a fata l injury to the occupant 

dlu'ing a low speed crash. Out of thi s total, 145 were children ( 102 confimled, 43 

unconfi lmed) and from th is total, 125 (83 confinned, 42 unconfimled) were child ren 

in a ' rear facing child safety seat ' (RFCSS). The predominance of child fatali ti es was 

to be expected because the ai rbag was not origin ally designed to protect them, they 

were designed to be used by the adult dri ver, and later for the passengers as well. [n a 

typical airbag crash situation, the unbelted child would be moved into the 'out of 

posit ion ' (OOP) zone which is in fro nt of a typical ad ult driver seating position. The 

airbag would inflate and would rapidl y deploy into the face, li ft ing the head off the 

neck, resulting in atlanto-occipital fractures, with possibly a transection of the spinal 

cord and brain stem injuries being the other possible injuries suffered as a resul t. 

Chidester and Roston also confi nn that the majori ty of airbag-related fatalities occur 

to drivers who are 66 inches or less in height, and that 60 % o f the dri vers who are 

fatally injured are 50 years of age and over. 

Kang et al (25) studied the effects of airbag loading on the 5th percentile female 

Hybrid 3 dummies. It was found that the neck responses of the dummy were highl y 

dependent on the way in which the airbag came into contact with the dummy. Three 

different modes of airbag interaction with the dummy were investigated. The fi rst 

interaction mode is where the airbag directl y loads the head. The second mode is 

when the airbag is trapped between the chin and the jaw region of the occupant, and 

the third interaction mode occurs when the airbag is trapped behind the j aw, in the 

neck-jaw cavi ty. Static tests were done to investigate these airbag interactions with 

the dlunmy, with the test dummy being positioned leaning towards the instrument 

panel, in a full-forward passenger seat. The results showed that in the first airbag­

neck interaction mode, the head is directly loaded by the airbag, and the neck shear is 

pos itive, and the head is pushed back. In the second interaction mode, the neck shear 

is negative, meaning that the head is pulled forward relative to the neck. However, the 
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major part of the neck loading is due to the inertia load of the head pulling the neck 

forwards , and the direct loading due to the airbag on the neck. In the third interaction 

mode, the airbag is positioned underneath the chin of the driver, thus causing the head 

to be lifted up from the neck when the airbag inflates. It should be noted, however, 

that this study is very limi ted as it dealt with in-position occupants, in other words, 

occupants who were correctly and safely seated. Also, this study indicates that the 

responses of the dumm y to airbag loading may not be accurate in a real -world 

situation, and so the design ofthe dwnmy may need to be modified . 

The work done by Buzeman et al [261 was concerned with investigating what effects 

certain parameters had on the fatality rates in car crashes. He builds OD the work of 

others who have studied this field, such as Evans, who have studied injury risk, and 

developed a formula for finding the predicted injury and fatalit y rates. This 

calculation, explained in this paper, calculates that there would be 235 .7 severely 

injured occupants, and 34.8 would be killed per 100,000 registered vehicles . Other 

notable results are that by reducing co ll ision speed by 10 %, this would reduce 

casualties by 34 % and fatalities by 40 %. However, the changes in the mass of the 

vehicle fleet were not as important a factor. 

Hobbs [271 says that approximately two thirds of car occupant accidents are front 

impact or oblique frontal impacts. He also says that although over 90% ofU.K drivers 

wear' seatbelts, the majority of belted driver's injuries result when he comes into 

contact with the car interior. The airbag was designed to prevent the occupant from 

hitting the hard components of the steering wheel and dashboard, and has been largely 

successful. However, according to the National Highway Traffic Safety 

Administration (NHTSA) of the U.S.A [281 , the number of deaths caused by the 

airbag by October 2001 was 195. There are approximately 2 deaths per 100 people 

saved by the airbag, and many more people have been injured by it. According to 

Segui-Gomez [291, this is because the airbag increases the amount of energy released 

during the crash that will act on the occupant. She says that airbags in the U .S.A were 

designed to meet Federal standards. These required the forces acting on a male 50th 

percentile dummy's head, chest and thighs to not exceed a certain level when a crash 

occurs at 48 kmlhr. 
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The severity of airbag related injury was evaluated by Segui-Gomez USing 'The 

Abbreviated lnjury Scale' , with scores that range from I, minor injury, to a maximum 

of 6. No injuries have a score of O. She collected data from 13,092 drivers from the 

years 1993-1996 from the National Automotive Sampling System Crashworthiness 

Data System (NASS COS). Her results show that in frontal or near-frontal crashes, 

the airbag is effective in reducing the most severe injuries. However, in low-severe 

crashes, the airbag actually causes injuries, particularly amongst females , with 

abbreviated injury scale scores of between I and 3. Huelke et al [301 describes in his 

paper 27 case studies of traffic accidents which resulted in the deployment of airbags 

in the U.S. The drivers sustained a variety of injuries as a result of airbag deployment. 

He found that 30% of drivers sustained injuries to the head, i. e. erythemia or skin 

abrasions to the face or neck. Bums to the hand and wrist by the venting of hot gases 

from the back of the airbag depends on the position where the airbag vents are 

located. Vents located on the 9 o'clock and 3 o'clock positions caused more incidents 

of burns than when the vents were located on the II o'clock and 1 o'clock positions 

at the back of the airbag. Also, tethering the centre of tbe airbag to stop it full y 

expanding can also reduce minor facial injuries. Tests conducted by other researchers 

have shown that the greatest risk of injury occur when the occupant's torso is 

positioned so that it is fully against and covering the airbag module at the time of 

deployment. 

Langweider et al [31[ confirms that the typical 'out of position' ai rbag injury situation 

occurs to a female front seat passenger (157cm, 67kg) who had moved her seat too far 

forward and therefore suffered the large force of the airbag deployment. In this case 

study, the victim suffered massive dislocation trauma to the head and neck; and 

hyperextension of the cervical spinal column caused broad dislocation between the I SI 

and 2nd cervical vertebrae. Two-thirds of all front seat passengers, he says, suffered 

facial injuries when the head hit the airbag, with contusions and abrasions being most 

common. A few suffered bums to the forearm caused by the hot gas escaping at the 

rear oftbe airbag during deflation. 

Up to now, there had not been much ' real world ' testing of some of the newer ai rbag 

technologies to see how they reduced the incidence of airbag-related inj my. However, 

Augenstein et al (32) have recently collected crash and injury data on 141 drivers and 
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41 passengers during the period from the years 1992 to 2000. These included 28 cases 

where the newer depowered airbags were fitted. It was found that the depowered 

airbag has not, thus far, caused any fatalities ei ther to the driver or to child passengers 

at low speeds. Also, no significant injuries occurred to belted drivers and passengers 

at low speeds. 

2.3 Advances in Airbag Technology 

Since the safety concerns about current airbag technology came to light, some 

companies have collaborated to develop a more sophisticated airbag. Miller et al 133J 

report that the NHTSA have in recent years revised the Final Rule for Federal Motor 

Vehicle Safety Standard (FMVSS 208) - Occupant Crash Protection. This specifies 

new safety compliance tests that airbags will have to meet and is due to come into 

effect for use in the year 2004 model vehicle. Hence, much research is being done in 

improving occupant safety technology. A case in point is the co llaborat ion between 

the Fraunhofer institute fo r Chemical Technology, and car and component 

manufacturers, as reported by 'The Engineer' website news service [34J. Their design 

incorporates sensors that locate the driver's position and a time delay mechanism 

which regulates the flow of gas into the airbag so that the driver does not receive the 

full force of the airbag straight away. 

Other people are also working on reducing the force of the airbag. Ryan 135) explains 

how an airbag can be variably powered using a variety of methods e.g. separate 

inflators, a primary and secondary airbag inflator which operates independently of 

one another to provide multiple levels of airbag in.f1ation . The primary in fl ator would 

dep loy for low or medium severity impacts. But both primary and secondary inflators 

would deploy for high severity impacts. A similar principle is used in the 'Dual 

Chambered Pyrotechnic Inflators' and 'Dual Heater Hybrids'. A so ca ll ed 

' Pyrotechnically Actuated Venting' system controls airbag inflation by allowing a 

portion of the ai rbag gas to vent out of the ai rbag at a controlled rate, thus varying the 

pressure inside the airbag. 

Rohr et al 136J discuss in their paper the future technologies that are being developed 

today. Their 'Integrated Safety System' (ISS) list of requirements after an accident 
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has occurred contains such questions as 'what are the vital signs of the occupants?', 

' how many occupants are there?', and 'is there a fire?' These could all be answered 

by the thermal imaging system that this research proposes. It must be stressed that 

some of the requirements that Rohr talks about are difficult to achieve and could take 

many years for car companies to perfect, particularly in the field of collision 

avoidance. 

One problem with trying to develop the concept of an intelligent automo ti ve occupant 

sensing system to monitor height, position, weight etc is the fact that the crash and 

deployment of an airbag takes literally fractions of a second to complete. Hollingum 

1371 says that the complete cycle (rom airbag triggering to full inflation takes about 

50msec. In all, 150msec from the beginning, the airbag has inflated and deflated and 

the occupant has hit the airbag and returned to his normal upright driving position. To 

put this all into perspective, blinking of the human eye takes a relatively pedestrian 

200111sec. 

To enable the reader to understand just how quickly the driver will impact with the 

steering wheel in the event of a car crash, figure 2-3 shows how far the driver moves 

forward with respect to time elapsed. 
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Figure 2-3: Diagram Showillg Forward Head Displacem ent 

with Respect to Time (Reproduced from Mackay et all 

Mackay et al (381 have also observed that a more intell igent airbag is required. 

However, their emphasis is on a combined restraint strategy with more emphasis on 

smarter sealbelts, and they have only given a rudimentary description of an occupant 

monitoring system, and advocate an advanced collision warning system to prepare the 

restraints. 

It is not just people with short legs (and who therefore must sit very close to the 

steering wheel) and small children and females who are at risk of airbag related 

injury . Galer and Jones [391 have written that for people over 60 years of age, the 

probability of serious injury or death increases by 70% compared wi th a 20 year old 

person. Tlus is mainly to do with the G-forces that seatbelts exert on very small , 

localised areas of the body such as the neck. Although the airbag distributes these 

forces over a larger surface area (and so cushioning the blow), they are also 

dangerous for them. Libertiny 1401 reveals that of the 70 year olds who suffered 

severe trauma inj uries, 92% never return to their previous level of independence. 
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However, elderly drivers compensate for this increased risk by driving larger 

vehicles, using seatbelts, driving less miles and not drinking alcohol prior to driving. 

Pressure sensors in the car seat are a popular method for calculating the weight of the 

driver. For example, on the Cadillac Seville (2000) 1411, there is a plastic coated 

pressure mat embedded into the foam of the seat. Changes in weight correspond to 

changes in electri cal resistance in the pressure mat, and this coupled with a pattern 

recognition system, can detect whether an ad ult or a child is sitting on that seat. If it is 

the child, then the airbag wi ll not deploy. 

Breed et al [421, whose work has been partially supported by the NHTSA and 

• Auto liv', have developed a sensor system that can detect, monitor and identify 

objects that are in the car cabin. It llses ultrasonic transducers, together with a pattern 

recognition algoritlun in order to differentiate between a rear facing child seat and an 

adult occupant ou t of position. The four ultrasonic transducers operate at 40 kHz and 

emit unfocussed wide beam pulses directly onto the occupants. The echoes are 

retllmed with in 10msec, and are therefore fast enough to be used in an airbag 

deployment sequence, as the occupant posi tion wi ll hardly change within that time. 

However, Breed himself admits that whil st a single ultrasonic transducer can 

detemline the distance an object is, it cannot determine its exact location within the 

cabin. Therefore he uses four ultrasonic transducers. This adds to the complexity and 

to the cost and so a one thermal camera based system may prove cheaper. Another 

disadvantage of Breed's ultrasonic system is that it cannot distinguish between an 

adult or small children or animals, which the thermal camera can. 

Car manufacturers like Mercedes are not only motivated by occupant safety but also 

by reducing the running costs for the motori sts. For example, the driver would not 

want his airbag to be acti vated unnecessarily as is sometimes the case, particularly 

when considering that they cost approxinlately US$2000 to replace and set according 

to Paula [431 . That is why they have installed a weight sensor into the driver and 

passenger seat, which will deploy an airbag only when there is a load greater than 26 

pounds on that seat. This weight limit is set so that if a small baby is left on that seat, 

because he would generally weigh less than this, the airbag should not deploy and 

harm him . However, it doesn't take into account the fact that people may leave heavy 
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bags of shopping or luggage on that seat, and so there is sti ll the potential for the 

airbag to be activated needlessly. Mercedes have also introduced the 'BabySmart ' 

system into its range of cars. This system sends out a low power signal and if a reply 

signal is sent by tlle resonator built into the child seat, then the airbag wi ll not deploy 

and a light on the dashboard alerts the driver to this. 

The theoretical application of electric fi e lds generated around the human body was 

the subject of an investigation by Jinno et al (44(. They fitted four electrodes into a 

car seat, which generated very weak electrical fields, and the deflection or di sturbance 

of these fields when an occupant or an object was on the seat was measured. It was 

fo und that a child in a safety seat could be detected, and that the system was not 

adversely affected by external factors such as heat, light, dust, sound, humidity, or 

type of cloth ing. This method has been used by others in the occupant safety research 

fie ld to produce their own similar occupant sensing systems. 

Lu et al 145J, working for the BMW group, use two sensing systems to classify the 

occupant as he sits in the car seat. A force-sens itive resistor sensor array within the 

seat measures the imprint of the person's buttocks. The second system uses capac itive 

plates within the seat to generate an electric field around the seat. This electric field 

will change due to the conductivity of the body, and using these two sys tems, Lu et al 

have developed an algoritlun to know if there is an empty seat, a child in the seat or 

an adult in the seat. 

Another ingenious occupant sensor is the 'Proximity Array Sensing System ' (PASS) 

developed by Advanced Safety Concepts, Ine (461. It basically uses a capacitor sensor 

installed in the ceiling directly above the driver's head. It measures the dielectric 

constant of the body (about 80), which is much higher than that of air (1) or other 

luggage (2-4). Therefore it is almost impossible for it to mistake a piece of luggage 

with a person. Also its estimated manufacturing cost is US$4 and so price is not an 

issue. What is an issue is that it could be fooled into thinking that an animal such as a 

dog is a human, because animals contain water and sa.lts as humans do, and so the 

dielectric constant may be much closer. Paula also goes on to say that some have 

tri ed to modify the airbag itself by dividing it into two or more compartments with 
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each having a gas generating chamber, and so each compartment has half the power 

of a conventional airbag, thus reducing the impact onto the driver. Kimherl ey 1461 

says that other companies have also tried to modify the airbag shape. TRW, for 

example, have created a 'donut airbag' so-called because its shape resembles that of a 

don ut when in flated. Its mass is reduced, it has no direct cover contact and so it also 

exerts less force onto the driver' s head. 

Birch [47] has written in an arti c le about the developments that are being made by a 

company renowned for its emphasis on safety: Volvo. It' s 'EyeCar ' system has a 

video camera and infrared li ght soW'ce, and this system is able to locate the posi tion 

of the driver' eyes and to adjust the position of the seat, steering wheel and even the 

pedals. Another Volvo device measures the di stance from the ceiling to the top o f the 

driver's head by measuring the small electrical current of the driver. This will 

fluctuate according to the water content of the body. One device not directly related to 

airbag deployment is the ' Volvo Personal Communicator', which incorporates a 

heartbeat sensor which can inform the driver if a child or animal is still in the car. 

This could ac t as an occupant sensor also, although again it may have the problem of 

being unable to distinguish between people and animals. 

Kosiak and Rohr 1481 are attempting to combine crash sensing and severity data to 

predict the restraint strategies that would be required in the event of an accident. They 

argue that one sensor at least should be in the front end of the car, and not to rely too 

heavi ly on sensors located in the passenger compartment. This is because the front 

end and passenger compartment are a di stance away from each other and the crash 

pulse from the fTont may di ss ipate as it travels along the car to give an unreliabl y 

small signal in the passenger compartment. Kosiak and Rohr argue that weight 

sensors are the short - ternl solution for occupant classification. One method is to 

have a fluid fill ed pad in the seat cushion, and the fluid pressW'e gives the occupants 

weight. A pressure sensitive mat on the backrest and seat is another suggestion. 

However, although weight sensing can give some information about the driver, it can 

be fooled into measuring obj ects other than the occupant, and cannot give vital 

occupant position measurements. 
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One aspect that has not been fully explored is whether the driver would want a system 

to deacti vate the airbag. As mentioned earlier, drivers in the U.S.A are allowed to buy 

and install swi tches that manually deactivate the airbag, but thi s is not common in 

Europe. Also, manual switches put the burden of responsibility onto the driver, and 

humans can make mistakes. Henriksson et al 149) have addressed this issue. The 

resu lts of their questionnai re revealed that most people preferred an automatic airbag 

deactivation system, but with the ab il ity to override it manually. 

One novel idea that has been researched by Mao and Appel 1501 with regards to 

reducing airbag-related-injury is the airbag folding pattern. Four airbag patterns were 

investi gated - leopreUo (Conventional), raff fo lding, stoichiastical folding and z­

fo lding; which can be abbreviated as L, R, Sand Z folding. L-type folding means that 

the airbag is folded down into the airbag module in accordion type layers . R-type 

fo lding is where the airbag is formed into a concentric 3-D wave structure aro und the 

innator and then packed rad ially around the centre airbag module. S-type fo lding has 

very irregular folding lines with the airbag pressed down into the centre, and Z-type 

fo lding is simi lar to L-type folding in that it folds down into a concertina type pattern . 

Tests showed that L-type fo lding has a higher potential for afnicting injury to the 

driver because it has a higher opening pressure which means that the airbag ' punches 

out' towards the occupant much harder than the other folded airbags do. 

2.4 Sensors 

Sensors have been used for decades for control and measurement purposes. However, 

these were usuall y heavy, mechanical devices and often device specific. They have 

also had the problem of being 'contact' sensors, in other words, they have to be in 

contact with the object in order to measure its length or take its temperature etc. 

Slazas 1511 agrees that non contact sensors are the only viab le method for some 

difficult data measurements. Non-contact sensors currently available include infrared, 

ultrasonic, acoustic technology, and they have a variety of uses. For example, Ogawa 

et al [52) have used a variety of different sensors in order to monitor the activities of 

people in a house, with their goal being to improve safety around the home. They use 

infrared sensors and carbon dioxide sensors for occupant detection, which is similar 
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to the occupant detection work that is proposed in this project. Lambert (531 has also 

considered a similar system. He explains how the passenger s ide airbag could be 

suppressed when there is a child safety seat on the front passenger seat by using direct 

thennal detection. The temperature of the surface of the front passenger seat is 

compared with that of the driver's seat, and if the two temperatures differed by more 

than a predetel111ined amount, then the ai rbag would be suppressed. However, the 

response time for this system to detect such temperature changes is a little slow, being 

in the region of 5 to 10 seconds. 

Teuner et al (54( explains that passive motion sensing (i.e. detecting motion with a 

stationary camera) can be perfol111ed by analysing dynamic changes in different 

image sequences. To do thi s, he suggests using such approaches as detect ing pixel 

intensities in consecutive frames, and estimating motion vector fields. He also goes 

onto say that high speed imaging can be used to contro l ai rbags by recognising certain 

situations and depowering or deactivating them. The author agrees with a vision 

based system controlling airbag deployment but is wary of being invo lved with actual 

physical changes with the airbag like reducing the volume or slowing down the 

deploynlenl. This is because it would add a much greater complexity, and be difficult 

to integrate with the airbag control system. There are infrared and other optical range 

finders available on the market, but they are usually used for measuring distances 

between large, straight walls, for example. Novotny and Ferrier (55] explain that in 

order to find the range from a particular surface, the surface properties (e.g. 

reflectance) have to be known. It would therefore be difficult to find the range from a 

human face or body for example because not all people are alike. There would be 

differences in contours, skin colour (hence reflectance), facial hair, and differences in 

the type of clothing. Others have tried different approaches to distance measurement. 

Miller et al (56(used a vision system onboard their robot. It can find its position from 

a single frame, and thi s is one of the goal's of thi s research - to find the position of 

the driver inside the passenger compartment from just one thel111al image. 

A related work has already been done by Fukui et al (57(, who have designed a side 

airbag occupant position detection system. This works by using a specially 

constructed passenger seat which has six height sensors built into the seatback in a 
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linear pattern, and one head sensor vertically located near where the side airbag is 

installed. The sensory system relies on the changing impedance. For example, if the 

sensor detects the occupant's head near the side airbag's deployment zone, the ai rbag 

operation is inhibited to prevent the airbag firing and causing injury to the occupant's 

head, which, again, is simi lar to the research proposed in this project. The one 

drawback with Fukui's system is that it requires a specially built car seat so that the 

sensors can be fitted inside, and this would be expensive to manufacture and to 

maintain throughout the product's life. 

It is not just the Mechatronics Centre at Loughborough University which is 

experimenting with infrared sensors. Hashimoto et al [58) explain in their paper the 

development of a one-dimensional eight element pyroelectric array detector which 

was made out of PBTi03. This was made primarily for the application of people 

counting in a closed space i.e. a building, or a room. Their claimed resolution is up to 

a maxi mum of 48x 180 pixels, which is done by the use of interpolation methods 

(neighbour output averaging scheme). Using thi s equipment, the number of people 

inside a room, as well as other objects such as a lighted cigarette and high temperature 

regions in electrical wiring, can be detected. This work provides ex tra independent 

corroboration of the validity of using a themlal imager for use on human subjects. 

In their paper, Gitelman et al [59) describe a long range infrared video-oculargraphic 

system for recording driver eye movements in real-time, in a 2-D format , using MRI 

technology. He describes how three volunteers were asked to perform some 

behavioural tasks which were intended to induce spatial attention shi fts. It was found 

that a task based on covert shifts of spatial attention led to 'Frontal Eye Field' (FEF) 

activation, even though the volunteers' eyes remained centraUy focussed. This work 

uses tec\mology that is more advanced than the infrared thermal imager being used in 

this project. 

Wetzel's team at the TEMIC centre )60) have developed and tested their occupant 

detection system. Their detection philosophy was to detect the rear facing child seat, 

the passenger and the empty seat, with the highest priority being the child safety seat. 

The system used optical distance measuring by triangulation. The contour image 

detected by the CCD array is compared to an image stored of an unoccupied seat. 
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Another advantage of Wetzel's system is that the optical and e lectronic equipment 

can be fitted into a package of relatively compact size (10cm x 3cm x 2.5 cm) and so 

can be fitted into the headrest of the car seat, for example. Other activities detected 

include such driver activities as newspaper reading, book reading, feet on the 

dashboard, crossed legs on the seta or feet on the seat, and having a bag on the lap. 

However, it was felt that for the purpose of thi s proj ect, such driver behavioural 

instances were not relevant as it was felt that these were rare and unusual activities for 

a driver to do in side the car. 

2.5 Methods to Measure Height 

A driver's height, particularl y the upper body height, is important to know because 

thi s detennines al l SOl1s of dashboard adjustments. For example, a taller driver wo uld 

need the steering wheel angle to be raised so that it faces more upwards towards him; 

the seat needs to be pushed back away from the pedals etc. There is another, more 

important reason to want to know the height of the dri ver, and that is to know where 

the driver's head wi ll hit the steering wheel. In the event of a crash, the head and 

upper body wou ld pivot abo ut hi s waist and arc towards the wheel. The head of a tall 

driver will be posi tioned higher up from the base of the seat than an average sized 

driver. Conversely, a short driver will have their head positioned lower down from 

that of an average sized driver. Therefore, in the event of an accident, tbe head will 

be forced up over the airbag (in the case of tbe tall driver) or forced underneath the 

ai rbag (i n tbe case of the short dri ver). In both cases, the driver would suffer severe 

neck injuries . Traditional methods used to measure this include having pressure 

sensors located up along tbe backrest of the seat at measured intervals, and this wou ld 

give a less precise but cheap estimate of height. 

2.6 Methods to Measure Weight 

There are three impacts that occur when a car crashes into another vehicle. Firstl y, 

there is the impact of the two vehicles co lliding with each other. Secondly, there is the 

impact of the head striking the steering wheel. Thirdly, and not widely known, is the 

internal organs jolted forwards and hitting the rib cage and skull. Parenteau et al [611 
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have analysed U.S statistics from the NASS-CDS wh.ich confirms that weight of the 

driver affects the severi ty of the injury. For example, she says that for belted drivers 

invo lved in crashes of low to moderate severity (Equi valent Test Speed less than 24 

m.p.h), drivers who weighed less than 55 kg had the highest rate of severe injuries. 

V.S and U.K drivers who weighed more than 86 kg had the highest rate of moderate 

injuries. 

It should be noted that the total body weight need not be measured but rather the 

upper body [Tom tJl e waist upwards as this will pivot forward in the event of a crash. 

Many car manufacturers use simple instruments to measure weight. Pressure mats 

inserted under the driver seat give can measure the upper body weight of the 

occupant. For example, Billen et al (621 explain an occupant classification system that 

uses a seat pressure sensor mat which is able to identify a number of different types of 

occupant such as chi ldren and adu lts, and children in child safety seats. It analyses 

their pressure profiles - a compact seat pressure profile indicates a human whi lst a 

spread out pressure profile suggests that there is a child safety seat sitting on that seat. 

Also the width between the buttocks is an important parameter as this is indicative of 

the occupant's wei ght 

Other researchers use variations of thi s technology. Kuboki et al (63) use a flexible 

tactile sensor, which is similar to the membrane switches that are used in computer 

keyboards. However, the difference is that whilst the keyboard membranes have only 

two positions, an ' on' and ' off position, the flexible tactile sensor has e lectrodes with 

pressure sensitive ink which means that as force is applied, the electrical resistance 

vari es proportionately and so thi s would produce a more accurate reading. 

It must be stressed that pressure mats embedded inside the drivers seat will only give 

a reading of the upper body weight of the driver when he is sitting still and not 

touching other parts of the cabin. In a real life driving situation, some of the body 

weight wi ll be exerted down onto the seat, some onto the backrest of the seat; the 

driver would put pressure onto the steering wheel and onto the pedals I floor through 

his feet. Other problems with weight sensors embedded into the seat are that they 

work we)) when the car is moving in a straight line at constant speed, but problems 
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arise when the car is accelerating or decelerating or turning around corners. The 

centripetal force that occurs when the car is cornering is most troublesome because it 

IS: 

Where 

F = force (N) 

m = mass (kg), 

v = velocity (m/s) 

r = radius (m). 

F = mv2 
/ r 

The dominant factor in thi s equation is the velocity of the vehicle, not the mass, and 

so the use of weight sensors wou ld lead to inaccuracies in some situations. 

It would be ideal to have a non-contact sensor that could estimate the weight of the 

driver' s torso as soon as he steps into the car seat for the sake of driver comfort. Also, 

it is desirable to use as few a number of sensors as possible since it would reduce cost 

and more importantly reduce the risk of systems failure by reducing the number of 

parts needed. One initial idea was to use the thermal imager to estimate the surface 

area of a part of the body such as the driver's hand, and then rearranging the equation 

that calculates surface area from weight and height, to find the weight of the hand and 

scale it up to find the whole weight of the body. However, it was soon realised that 

this would produce large errors since the body weight is not distributed evenly around 

the body, in temlS of bone size and body fat. Body fat generally settles around the 

waist and the thighs, not in the hands or fingers, so this idea proved to be non viab le. 

Others have also tried to produce a non-contact weight sensor. Chandrasekaran et al 

164) have demonstrated a system that uses two optical fibres. One carries light from a 

remote source to the target whose displacement is going to be measured and the other 

optical fibre receives the reflected light from the target. The weight sensor has a 

47 



- - - - -- - - -------------------------

spring that allows it to displace when there is a weight acting on it, and as the weight 

sensor is di splaced, the intensity of the light varies. However, thi s is not a true non­

contact weight sensor since there still has to be a weight acting on the weight sensor 

for it to di splace. 

2.7 Out of Position Measurement 

Height and weight measurement are important factors to be considered when 

developing a more intelligent system, but also the position of the driver is equally 

important, if not more so. It is common sense that a driver should not be too close to 

the steering column in the event of an airbag deployment, but the driver should also 

not be too far left or right laterally from the normal dri ving position in the car seat. 

This is because the head could get trapped or be pushed extremely hard between the 

inOated ai rbag and the door, for example. Another problem is that the driver may be 

pushed to one side, but hi s body wo uld not be supported in the direction of the car's 

deceleration. This would result in high dynamic forces being experi enced by the 

driver. 

It is important, therefore, that the position of the diver's body, and more importantl y, 

the driver's head, should be measured. There are many sensors that can achieve thi s, 

but deciding upon which sensor to use is dependent upon what level of sophisticahon 

the intelligent airbag system should be. It may be found that a rudimentary level of 

detection would be suffic ient, for example, detecting whether the driver's head is 

leaning too close to the steering wheel or not. The level of measurement accuracy 

would also impact the complexity and cost of the ai rbag system, and this needs to be 

taken into account. 

2.8 Video Systems for Occupant Detection 

A popular way to determine if indeed there is anyone sitting inside the driver or 

passenger seat is to use one or two video cameras attached to the inner cabin of the 

car with it tilted and looking down upon the person. Krumm and Kirk [65J used 
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monochrome cameras bolted onto the ceiling to view the scene inside the car. Their 

experimental work cons isted of taking pictures over a number of days in variab le 

lighting conditions in order to detect whether the seat was occupied or had a 'Rear­

Facing Infant Seat' (RFIS). A process termed 'image matching' was used to classify 

the images - basically an image of an empty seat and one that had a RFIS on it were 

obtained as the control and subsequent images were taken. If the later images did not 

match that of the contro l images, then the image was classified as occupied. 

Owechko et al (66] describe a system which uses a pair of vision sensors mounted 

near where the rear view mirror is in order to capture video footage of the driver, so 

that they could identi fy the occupant, identify an out of position occupant etc. Its real­

time frame rate is quite fast at around 20 fram es per second and they claim that their 

occupant classi fication system is over 98% accurate. They detect occupant motion by 

taking the differentialmeasllre between three successive images so that the history of 

the dri ver' s movement is known and so the system can react accordingly. 

Ran and Liu [67J have detailed their work on a vision based system to detect vehicles 

for hazard detection and tracking for the goal of co lli sion warning and avoidance. 

Although it is to view exterior objects, whereas the focus of thi s project is to work on 

an interior imaging system, the principle is simi lar. However, Ran and Liu are using a 

single CCD camera mounted just behind the windscreen, and they admit that they are 

having some problems with the lighting conditions, something that does not affect the 

thel111al imager. 

Victor [68), in his work at Volvo, used stereo cameras to record real-time data of the 

driver. Its novelty is that it can detel111ine the direction of the driver' s gaze as his bead 

moves, thus eva luating whether he is attentive to the road or not. 

It IUust be noted that the major problems with using video cameras to record footage 

of the driver in his car are that it can onl y work in good, constant lighting conditions 

and takes longer for image processing than for a thermal imager. To reduce cost and 

time of image processing, Haro et al [69) used a black and white camera with infrared 

lighting. They claim that they can detect the eyes of a ll people indoors using Kalman 
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trackers, wi thout any camera calibration. Their system runs at a fast 25 frames per 

second. Eye detection can be, and has been used in various forms to detect the 

presence of an occupant, and it can also be very useful in determining whether the 

dri ver is attentive or drowsy. 

Russakoff and Hemlan 1701 beli eve their stereo data head tracking system can 

overcome the lighting problems that Ran et al describe, by building up a 3-D model of 

the head. Once the head has been located, and the camera focal length and baselines 

are known, the head 's position in 3-D co-ordinates can be determined. This stereo 

system does not encounter problems with differences in skin colour etc. However, the 

quoted processing time per frame on a dual 350MHz Pentium II processor is I 

econd, and thi s is far too slow to use for airbag deployment strategies. 

There are slight vari ations on thi s theme. Boverie 1711 fo r example uses the principle 

of the time of fli ght of light to calculate the linear distance measurement between 

dashboard and dri ver. Using video cameras and a backlight, a 3-D image of the dri ver 

is bu ilt up by estimating the distance of each pixel in the array. 

Siemens Automoti ve also demonstrates other uses for video cameras, such as 'dri ver 

vigilance monitoring', 'dri ver vision enhancement ' and its 'electronic mirror' 

systems. 

Other manufacturers have been involved in producing video camera systems to 

monitor dri ver fatigue. In a report by 'The D etroit News' [721, Nissan' s CQ-X car has 

a small camera mounted into the dashboard and an infrared sensor that detects 

whether the driver' s eyes are blinking or narrowing which would suggest that he is 

feeling sleepy. It then sounds an alarm and finall y releases a scent through the air 

conditioning system, which is designed to bring the driver back to full alertness. 

Drowsiness is another factor which has been proven to have caused road accidents. In 

their paper, Verwey and Zaidel [731 quote research from the U.S.A where between 

1.2 % and 1.6 % of all the police reported accidents, and up to 3.2 % of all fatal road 

accidents, are caused by dri ver drowsiness. Fatigue and drowsiness are defined as 
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conditions that impair infornlation processmg of the driver, thus increasing the 

likelihood of various perceptual and attention errors. 

There are two categories of in-vehicle driver alertness devices. One type is to detect 

and to warn about driver drowsiness; the second type is concerned with maintaining 

constant driver alertness by activation of the driver throughout the trip. Verwey and 

Zaidel studied this using a fixed base driving simulator to study the onset and effects 

of the drowsiness on 112 candidate drivers. Their results showed that providing the 

driver with 'mental activity' (in this case, a 'games box' where the driver was set 

some interesting tasks to do) helps prevent drowsiness from setting in. This work has 

relevance to thi s project because it is hoped that the themlal imager wou ld also be 

ab le to detect some typical driver behavioural movements and signs, and to use thi s 

for the driver's benefit. 

Recently, there has been an advance in the fi eld of driver monitoring by a company 

called ' Seeing Machines' in Australi a by a team of 20 international scienti sts, and 

they have come up with a system called 'FaceLab' /74J. Figure 2-4 shows the 

arrangement of the cameras, of which there are 2 cameras spaced apart and mounted 

on the dashboard and connected to a computer in the boot of the car which does the 

processing. Two cameras give an offset of the face from which a 3-D model of the 

face is produced. Once thi s is done, the eyes and mouth are used as reference points in 

order to detemline the driver's angle of the head and number of times the eyes are 

blinking, to tell whether the driver is attentive or not. 
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Figure 2-4: Equipmellt used ill Face/ab 

Driver fati gue is a larger problem than people may think - it is estimated in thi s report 

on the BBC website that of the 700,000 road deaths that occur worldwide, as much as 

30% is the result of driver fatigue , and so a system like thi s would be an important 

safety feature to have on vehicles. 

There are imilarities bet\¥een the propo ed research in this thesis and the FaceLab 

system in that both use a camera system connected to a computer with hopes of 

reducing both size and hence cost substantially in the next few years. However, the 

thermal imaging system will aim to derive more information about the driver than 

FaceLab. Also, it is believed that a thermal imager has more advantages than a normal 

camera or video camera system, as will be explained later. 

An interesting procedure for measuring the gaze direction of the driver was described 

by Mita et al 1751. where the authors make a distinction between the facial direction 

and eye gaze direction. They point out that a driver who turns h.i s head 30' to the left, 

and the eyeball moves 30' to the right, he would still be looking towards the centre 

and fronl. In the experimental work done by Mita and his coll eagues, images were 

captured by projecting pulsed infrared light for a short time onto the driver, and a 

CCD camera with polarizing fi lm and IR pass filter combined, is used to capture the 

images. A separability filter is used to extract the eye area from the face of the driver. 
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Predicting how a driver behaves once inside the driver's seat of the car is a topic that 

has been examined by Lit! and Salvucci [76]. They have attempted to model driver 

behaviour by assuming that the driver has a large number of internal cognitive states 

wi th their own individual control behaviour, which are in turn responsible for short 

tenn behavioural actions such as passing and tuming, and also the long term 

behavioural actions such as lane keeping. It was found from the preliminary results 

that the driver changed his eye gaze direction many times when undertaking an 

activi ty such as lane changing, as well as di scovering that there is increased gaze 

acti vi ty towards the inside mirror approximately one second before the driver 

executes a lane change manoeuvre. Their further work wi ll attempt to use Markov 

Dynamic Models to detect these changes. 

One interesting theory is expounded by the work of Wouters and Bos [77]. He 

suggests that drivers who are aware of being observed by others wi ll tend to modi fy 

their behaviour, and it is claimed that thi s infonnation can be used to encourage 

people to drive more safely, and could have two benefits . Firstly, dri vers who know 

that they are being filmed or watched may improve their driving, and secondly, data 

record ing could be used to provide feedback to the driver after their car journeys have 

taken place. 

The work of McAllister et al [78J in hand and foreann tracking is interesting in its 

potential application as an in-vehicle driver fatigue and behaviour detection system. 

In the paper published, the hands of the driver were tracked by taking image 

seq uences inside a real car and images were also taken of the dri ver operating the 

steering wheel. A 2-D geometrical model of the hand and the forearm was created and 

used to fit onto the hand and forearm in the image. The movement of the hands and 

steering wheel was found by plotting changes of the x and y co-ordinates. Using the 

data, simple graphs were plotted, such as the differences between the x-coordinates 

and the y-coordinates of the two hands. When the driver executed a right tum, for 

example, the y-coordinate di fference shows positive maxima, thus indicating that the 

right hand is positioned lower than the left hand, and so this must be because the 

steering wheel is turned ri ght. During a left turn, there is a negative minima, and so 

the driver is turning left. McAllister's research has proven that hands and forearms 
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can be tracked in order to determine what actions the dri ver is doing inside the car, 

and this is similar to one of the goals of the work proposed in this project. The 

purpose of the hand and fo rearm tracking is that it is able to tell whether the dri ver is 

behaving in a responsible way, for example, to tell whether the dri ver is turning the 

wheel the correct direction and degree. It can be argued that a steering wheel encoder 

could have been used, but thi s would add to the cost and number of components to 

install into the car, which is to be avoided i f possible. 

2.9 Safety Through Improved Design 

There have been many di fferent approaches to so lving the problem of airbag related 

injury. Many have concentrated their effo rts on advanced sensor systems that would 

take into account the posi ti on of the vehicle occupant before the crash occurred, 

whereas others focussed on other areas, such as the airbag itself. Zhang et al [791 have 

optiI11 ised the design of an airbag using Finite EleI11ent Analysis (FEA) I11odels, where 

they I11 ade simplified models of three different airbag chamber des igns; H, V and A 

shaped chambers. Their analys is showed that the V - shaped airbag chamber des ign 

inflated with greater ease and had fewer problems with locali sed pressure build up. 

This is because the geometry of this chamber is much simpler than the other designs; 

there is onl y one bend in the chamber and so the airbag inflates at a faster rale than 

the other airbag designs. 

Nishi mura et al [80) also focus on improving airbag designs for occupant safety. They 

describe the development of new polyester fabrics to be used for the airbag itself, in 

order to fi nd an improvement on the nylon 66 fabrics which were used at the time of 

wri ti ng. They found that calendared polyester fabric (C-PET) and uncalendered 

polyester fabric (V-PET) had high strength, low and stable gas permeability, longer 

li fe and had lower costs than current fabri cs. Also, it was gentler to the sk in and so 

was less prone to causing the occupant skin abrasions. 

From the literature reviewed up to this point, it has been evident that the general 

consensus amongst researchers and car manufacturers alike, that the way forward 

towards an advanced airbag deployment system has been to use imaging. These 
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imaging devices have usually been of the visible light variety, CCD cameras and such 

like. The proposed research has also concluded that imaging of the car occupants is 

the way forward , but not necessarily using the same equipment. rt is proposed that a 

thermal imager may prove to be more beneficial with regards to occupant detection 

and monitoring than traditional CCD devices. The reasonjng behind this decision is 

explained later in chapter 2. 

2.10 The History and Theory of Thermal Imaging 

All objects that have a higher temperature than absolute zero (-273°C) emit infTared 

radiation 1811 and this is what makes infrared sensors so useful, because it means that 

virtually any object can be detected. 

Modem thermometry really developed after Kirchoff developed his ' Kirchoffs Law ' 

in 1859. It stated that 'a substance's capac ity to emit light is equivalent to its abi lity to 

absorb light at the same temperature' 1821. In 1860, Kirchoff introduced the 

' blackbody' concept, which proved to be very important in the development of 

radiation thermometry. He defined a blackbody as being an object that absorbs all 

frequencies of radiation when it is heated, and gives off this radiation when it cools 

down. 

Josef Stefan developed 'Stefan's Law' which stated that the total radiation that a 

blackbody emits is proportional and varies to the fourth power of its abso lute 

temperature 1821. This law was later modified by Boltzmrum, and he introduced the 

equation : 

where: q = blackbody radiation emitted (W.m2). 

cr = Stefan-Boltzmann Constant = 5.67 x 10'8 (W/m2.K4). 

T, = absolute temperature (K). 
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For a non - black body, tbe heat transfer rate per unit area is given as: 

where: T.r = surface temperature (K). 

T.ur= surrounding temperature (K). 

a = absorptivity, where 1.0 = ideal blackbody. 

q = blackbody radiation em itted (W.m\ 

cr = Stefan-Boltzmann Constant = 5.67 x 10.8 (W/m2 K4). 

Although idea l blackbodies have an emissiv ity (&) of 1.0, all objects and surfaces 

have emissivity values of less than 1.0. Emissiv ity is defined as the ratio of thennal 

radiation emitted to tbe radiation emission of a blackbody at tbe same conditions. A 

corrected equation of beat transfer of a real surface i.e. whose objects have an 

ell1issvily ofJess than 0.9 is given below: 

where: 

q 4 
E.cr.Ts 

q = blackbody radiation emitted (W.m2
). 

cr = Stefan-Boltzmann Cons tant = 5.67 x 10-8 (W/m2K4). 

s = emissivity (fraction). 

T. = absolute temperature (K). 
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2.11 Pyroelectric Detectors 

The pyroelectric effect was first discovered by the Ancient Greeks, 200 years ago 

183). They found that when tounnaline was placed in hot asb, there was a noticeable 

change in the electric charge on the surface. The tounnaline would attract the ashes 

when it was hot, but repel them when it was co ld . 

The basic operation of a pyroelectric detector, as described by Rogalski 184) is that 

they are made up of materials that exhibit a, 'temperature dependant spontaneous 

electrical polarization'. Under equilibrium conditions, the electrical asymmetry is 

balanced by the presence of free charge, but when there is a rapid temperature change 

which is faster than the rate at which the free charge can redistribute themselves, then 

an electric signal is observed in the material. One such material is lithium tantalite 

1831 and to encourage beating and absorption, the material is coated with gold black, 

carbon black and organic black. 

Depending on the number of elements, pyroelectric detectors vary considerably in 

price. Porter et al [85) explains that this is dependent on the number of elements used. 

A complete unit with between I to 4 elements can cost under £ 10, whi lst arrays up to 

100,000 elements can cost up to £20,000. 

2.12 The IRISYS Thermallmager 

IRISYS is a company that manufactures low resolution pyroelectric thermal imagers 

at a relati vely low cost. Their imagers were used for this project. 

Porter et al 1851 describe tbe development of thei r low cost pyroelectri c themlal 

imager. Their IRISYS thennal imager is a 2 dimensional array, which is uncooled, 

with an operational temperature range of - 10°C to 70°C, and has a themlal resolution 

of better than 2°C. Due to the fact that detection of moving objects was required for 

some of the app lications, then it was thought that pyroelectric detectors would be the 

answer. The 256 pixel resolution from the ]6 x 16 element array provides just enough 

resolution to be able to detect moving objects. However, the abi li ty to 'see' moving 

objects is made possible by fitting a rotating 'chopper'. This is basically a plate with 

holes in it that spins arollnd a shaft between the detector array and the lens. If the 
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array were to view a static object or scene, the image would soon disappear. When the 

chopper is added, however, the array sees the object, then the chopper, then the 

object, then the chopper and so on. This constant change of scenery means that a 

constant image of any object, moving or static can be generated. The perceived 

resolution can be increased by approximating the sub-element intensities, so the 

viewer can effectively see a resolution of up to 128 x 128 pixels. Figure 2-5, 

reproduced from Porter et al shows a simple sketch of what a pyroeleclric array is 

composed of. 

Pyroelectric 
ceramic 

Integrated 
circuil 

Top 
electrode 

Contact 
metalisation 

Bollom 
eleclrode 

Conducting 
bond 

Figure 2-5: Schematic cross-sectioll of detector array, referellce 1851 

Another useful feature of the IRISYS imager is Ihat it can act as a radiometer, i.e. it is 

ab le to tell the temperature of the image or different parts of the image. This is done 

by referencing the image data to the known temperature of the chopper. 

2.13 Applications of Thermography 

It must be stressed that thermal imagers and infrared cameras are not a new 

development. Indeed, these developments were the result of military research 

conducted in the 1970's into thermography, and to this day, infrared technologies are 

used by the armed fo rces of principal developed countries, such as the U.S.A and 

much of Western Europe. The air fo rces in these countries, for example, use such 

weapons commonly known as 'heat-seeking' missi les; and thermal cameras are used 
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by the pi lots of military aircraft to detect enemy forces during missions conducted 

under the cover of darkness. 

This is only one application of thermal imaging. Some examples of civilian use of 

thermography are given in the table shown in figure 2-6, reproduced from the book 

written by Burnay et al [861, titled 'Appl ications of Thermal Imaging' . 

Application Industries Description 

Inspection of fluid and gas Petrochemical and Hotter -or-colder·than-ncrmallemperatures can be an indication of damaged , worn or 
flow relief valves steel Inefficient valves 

Inspection of steam traps Petrochemical Malfunction usually shows up 85 higher-than-normal temperature due 10 steam leakage 

Delec1ion of leakage 'lom leakage due 10 various causes (e.g. corrosion, 'aully welding elc) will show up as localised 
underground pipeS Petrochemical sudace temperature anomalies 

Determination of flu id, gas or Temperature differences usually exist between different phases and this enables the 
sol id levels in pipes or Petrochemical and presence and/or level of each phase \0 be determined f rom the outside of the vessel 

process vessels steel Temperature differences may arise from dynamics of the process, or external heatinQ etc. 

Abnormallemperature distributions and hot or cold spots are an indication of a build up of 
Inspection of heat Petrochemical and solids (which could lead to reduced effidency and now rate), or a thinning of wans (which 

exChanQers steel could lead to wall failure) 

Petrochemical and Where lndi\lidual tubes are cooler than average this usually indicates Ihatthey are par1ially 
Inspection of ai r coolers steel or co~etely blocked by a build-up of solids 

Inspection of insulaled Petrochemical and 
vessels and pipelines steel Oamaqed or inadequate insulation will show UP as cold or hot areas 

Comparison of tube temperatures with design temperatures may be used as an indicat ion 
Evaluation and Inspection of Petrochemical and of poor flame patterns, internal coking or external deposits. The adequacy of cleansing or 

furnaces steel decoking processes may also be assessed In this way 

MoOilonng of electrical Higher. than-normal temperatures are an Indicallon of a changed resistance due to 
sWltchg.f!'ar Various corrosion, defective Insutalion or mechanical damage 

Inspection of transformers l ow Oilleve1s, which could lead to failure, show up as higher-than-normal operating 
and circuit breakers Various temperatures 

Monitoring of etectrolylic 
cells for fluorine and Chlorine Chemical Poor connections In individual cells lead 10 inefficient operation 

Safely of coal, slag and Potential areas of spontaneous oombusllon can be established by monitoring temperature 
refuse tips Coal and others of tips 

Temperalure measurements over reador vessels, furnaces, etc can be used for 
Determination of thermal determining heat flows (losses and gains) and hence the thermal efficiency of a particular 

efficiendes Various . plant 

Measurement of 
temperature distribution in Metal , gtass and The temperature distribution can be measured during the period when they are open. 

moulds and dies etc plastic Quality of mouldings is affeded by temperature distribution 

Figure 2-6: Table describillg uses of thermal imagillg 

Other civi lian uses of thermal imaging can be found in the building industry [86], fo r 

example, where thermography has been used for boiler maintenance. The thermal 

imager was used to measure the rate of change of temperature decay from the walls of 
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the boiler, which would give the user a measure of the internal corrosion of the steel 

pipes, and also how effective the thermal lagging of the pipes was. The corrosion of 

the pipes was detected because of the slower rate of temperature decay that occurs 

from corroded pipes. 

Meteoro logy has also benefited by the advent of thermography [86[. Satellite thennal 

imaging has been used by civilian and military satellites to measure different aspects 

of the ecosystem on earth. They have been used to measure the effects of 'global 

wanning' by detecting the levels of desertification on land, and also the rise in sea 

temperatures. Meteorological satellites such as Meteosat can be used to detect the 

presence of clouds. Land, sea and clouds have approximately the same emissivity, 

and the temperature differences between these bodies are used as the basis for the 

images. A Ithough there is a very small temperature difference between land and sea, 

there is a much more noticeable difference with clouds, as clouds are generally colder 

than either land or sea, and so they can be readily identified. Thernlal imaging has the 

advantage over visible light imaging as they can 'see' throughout the day and night, 

and also because more information can be interpreted from the image, such as cloud 

temperature, which also means that cloud height can also be measured. Cloud height 

can be measured because the way in which varyi ng height affects temperature is well 

understood by meteorologists. 

Medical thernl0grapby is another civi lian use of thermal imaging cameras (86[, and is 

successfu lly used as a medical diagnosis tool. Although thermal imaging may not be 

as useful as an X-ray machine or an MRl scanner, which are both ab le to detect 

intemal organs and other parts of the body, they are however able to measure skin 

surface temperature, which in turn could give some information about intemal 

physiological problems. For example, in an ambient temperature of 22°C, the skin 

temperature of a healthy, unclothed, average adult would be between 22°C to 3SoC, 

from the feet to the sternum. At this temperature range, peak infrared emission occurs 

at the 10 micro-metre wavelengths. 

Temperature measurement is a useful diagnostic measurement [86J . The core 

temperature of a healthy human being wi ll be 37°C. Below 3SoC, hypothermia starts, 
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whereas if the person has a severe fever or illness, then temperatures can reach up to 

40°C to 41 °C. Skin temperature is, however, affected by factors such as: 

• Age - different thermal patterns are observed on the back of a human subject 

depending on the age of the person . 

• Obesity - an excess of subcutaneous fat wi ll distort the temperature profi le. 

Areas where there are excess fat deposits will show up as cooler regions than 

normal. 

• Environmental temperature - this would also affect the skin temperature. As 

the ambient temperature rises, there will be less difference in temperature 

between skin and the air. Sweating and evaporation may dominate body heat 

loss. 

• Exercise - this would increase the skin temperature from the nOITIlal skin 

temperature, particularly in the muscle regions in the legs and arms. The 

increased blood flow through the body as a result of exercise would mean that 

more heat is released through the skin, thus increasing overall skin 

temperature. 

Thennal imagers can be used for the fOllowing medical applications: 

• lJ,f1ammatory conditions 

• Pain and trauma assessment 

• Vascular disorders (deep vein thrombosis, identification of varicosities, 

vascular disturbance syndromes, assessment of arterial disease) 

This is illustrated by the thennal images shown in figure 2-7 and figure 2-8. These 

images were taken from the 'FUR Systems' website, www.fli r.com. Figures 2-9 and 

2-10 were also taken from the ' FUR Systems' website, and all these pictures are 

reproduced here for illustration purposes only. 
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FLI R Systems is one of the largest and most important manufacturer of thermal 

imagery equipment, although they usually produce equipment which has a higher 

resolution than the IRISYS thermal imager, although the downside to this is the extra 

cost o f the FUR equipment. One image shows the thermal image of a man with 

varicose veins, whil st the other image shows a man with a back spasm. 

Figure 2- 7: Thermal image ofa pafiellf lI'ifh varicose veills 

F igure 2-8: Thermal image of {/ pafiellf lI'ifh a back spasm 

In recent times, applications of thermography have included oon-contact condition 

monitoring for a wide range of industries such as the monjtoring of bearings and belts 

used in the U.K Royal Mai l post process ing machines. Generall y, they are fixed and 

set up to discover abnormally high temperatures emanating from the equipment. If 
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thi s happens, it is usually taken to be a s ign that the apparatus is malfunctioning in 

some way, because the temperature is outside the limits of normal operation. This is 

perhaps best illustrated in fi gure 2-9 and fi gure 2-1 0: 

Figllre 2-9: Motor allll gearbox o/baggage halldlillg machine at 

Heathrow airport 

Figure 2-10: Thermal image 0/ the motor amI gearbox. showillg 

illtemalwimlillg problem 
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Other civi lian uses ofthennal imaging are as follows: 

• Mechatronics Centre research into applying thennal cameras for condition 

monitoring. 

• Emergency fire serv ices using thennal imagers to look for people in smoke 

filled buildings and also to detect people trapped under rubb le a ft er 

earthquakes. 

• Police forces usmg thennal cameras mounted onto helicopters for traffic 

monitoring at night. 

There remains the question of whether thernlOgraphy is suited for use on people. 

However, it was fe lt that thennography was very well suited for use in detecting 

humans because: 

• Humans are wann-blooded mammals and therefore emit constant thennal 

radiation. 

• lmportant parts of the body are not usually covered by clothing, such as the 

head. 

Thenll al imagers can also be used in all lighting conditions, light or dark, day or 

night. Vari ab le lighting condi tions are more common ly experienced by the veh icle 

occupant than is initially reali sed, because a car journey may invo lve: 

• Driving through tunnels. 

• Poor road and street lighting. 

• Height density of foliage covering the road and restricting light incidence onto 

the road. 

• Variable cloud cover, particularly in temperate regions of Western Europe 

(e.g. U.K). 
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2.14 Advantages of Thermography 

The advantages of using themlOgraphy [86) are li sted below: 

• Remote sensing - thennal imagers are ab le to measure temperature without 

direct contact with the object. It can be used to measure temperatures from 

long distances and also be able to be used in hazardous areas (e.g. hazardous 

areas where there is high voltage, poisonous gases). 

• Two-dimensional data acqui sition - images of two dimensions are able to be 

produced. 

• Fast response. 

However, thi s does not explain whether them10graphy is a better option than standard 

CCD cameras. However, the thennal imager does have advantages over the CCD 

camera, and these are explained in the following section. 

2.15 Advantages of Thermal Imager over a Standard Camera 

The majority of research done on developing a driver monitoring system invo lves a 

standard visible light or CCD camera pointing at the driver in question. There is 

nothing wrong with this, indeed it was considered for use for this project, but it was 

fe lt that there were other alternatives that could be suitable, such as the IRISYS 

thel111 al imageI'. Infrared thern1al imagers are not new, but they have been in the past 

extremely expensive and hence not economicall y viable for some app lications. 

However, the low cost thennal imager from IRISYS, although has relatively low 

resolution with its 16 x 16 pixels, does have advantages over the standard camera 

such as: 

I . Them1al imagers work during variable natural lighting conditions i.e. during 

the day and night time. Visible light cameras have problems with too little 

sunlight or too much sunlight, and they would not work well , if at a ll, in the 
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dark. Also it would have problems when the car travels from two extremes of 

lighting conditions i.e. when the car enters a tunnel or is in the shade. 

2. Thermal imagers only 'see' the person in front of it and very little background 

infol111ation, whilst the camera sees the person and everything else in the 

background. Therefore the thennal imager will not have the problem of 

separating the important image of the driver from the unnecessary background 

image. 

3. Because the thermal imager 'sees' only the driver and little else, its images 

can be processed faster than those of an ordinary camera, and thi s is a crucial 

point because of the fact that airbag deployment takes place over milli seconds. 

4. The cost of the thermal imaging system wi ll therefore be cheaper because it 

will not need the expensive and faster computers to process the infonnation 

that a CCD camera would. 

5. The privacy of the driver would be protected with the thermal imager and so 

people would be more inclined to accept it into their cars than they would a 

normal camera. The driver would not feel that there is a ' Big Brother' 

watching over every move that the driver makes, which could be used to 

incriminate him in the event of an accident. 

These clear advantages make thermography an attractive and novel method of 

occupant sensing within the car cabin, and was why it was chosen ahead of the CCD 

camera. 

2.16 Summary of Literature Review 

JI1 summary, the review of the available literature has shown that extensive work has 

been carried out by other researchers in the fie ld of occupant safety, and specificall y 

for the aim of improving airbag safety. Injuries of di [fering severity are caused by the 

action oftbe occupant hitting the ai rbag, and the mechanisms of thi s process have 
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been discussed. It has also been established that some occupants are more at risk of 

injury or fatality than others, and these have been identified as being infants in child 

safety seats, and small female drivers, although it was also realised that all front seat 

vehicle occupants are at risk of air bag induced injury if they are positioned within the 

airbag deployment zone. 

The NHTSA of the United States of America has recognised the danger aller keeping 

track of the available crash statistics, and have ultimately passed new regulations 

which new vehicles have to adhere to, and which will come be enforced in the coming 

years. This has led to various interested parties, from car manufacturers to 

engineering research establishments to develop methods and technologies for 

combating this problem. Many of the solutions proposed rely on vision systems with 

CD cameras, others use weight sensors built into the car seat. However, they are 

also limited in their scope, and seek only to measure or detect one aspect such as the 

weight of the occupant. Nor do many use multiple sensors in their systems, and there 

are questions about the viability of the systems due to the high cost of some of the 

components used. 

2.17 The Scope of the Research 

The review of the available literature has shown the need to detect occupants inside 

the car cabin, and to be able to differentiate between adults and children; and between 

men and women, if possible. Also of equal importance is the need to obtain 

infollllation on whether the driver is OOP. With these criteria, and having already 

discussed the reasons why infrared thermal imaging was the method of doing this, the 

main objectives of the proposed research were defined as: 

• To detect the presence of a human being on the seat. The detection system 

must also be intelligent enough to detect whether the thermal profile it detects 

is that of an animal or another object such as luggage or bags of shopping. In 

these cases, the airbag should not fire. 
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• To measure the occupants height and position inside the car. He could be 

leaning forward to use the radio or to get something out of the glove 

compartment or could be leaning to the side for an overtaking manoeuvre. 

This would be termed 'out of position ' and the airbag should not activate. 

• To identify the type of occupant i.e. whether it is male or female and whether 

it is a small child or an elderl y person. In some of these cases, the decision to 

activate the airbag would need careful consideration since it could injure the 

elderly and chi ld occupants. 

• To identify any other possible factors that may have safety issues such as 

whether the driver is smoking or no\. 

Some of the work described in the literature review and the work being described in 

the literature review and the work being proposed in this research project is perhaps 

leading to ever more advanced technology being developed for use inside the car. 

[ndeed, the following chapter will present the reader with other issues of what is 

Imown in the industry as the ' intelligent vehicle' concept. The next chapter explains 

what developments are being made to advance the ' intelligent vehicle ' concept, and 

where ' intell igent deployment of occupant restra ints' fits in this field of research. 
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Chapter 3 Context of Research 

3.1 Introduction 

The literature survey conducted in the previous chapter has commented upon the research 

conducted in the fie ld of advanced airbags and the sensors used in these systems. This 

chapter wi ll put the research conducted in the field of advanced airbags into context with 

regards to the broader area of the 'intelligen t vehicle'. The issues that wi ll be addressed 

in this chapter are: 

• The purpose of intelligent deployment. 

• The meaning of 'Out of Position ' (OOP). 

• The advantages of using thermography. 

• A discussion of other developments wh ich are happening in the ' intell igent vehic le' 

fi eld. 

3.2 The Need For An Intelligent Airbag Deployment System 

It can be demonstrated that there is a genuine need for the ' intelligent deployment of 

occupant restraints' for three reasons. The first reason can be explained by detailed 

research (as reported in chapter 2) which has shown that the airbag has caused death and 

injury to the car occupant. The essence of this research shows that there have been over 

\ 00 deaths and many more injuries which have been attributed directl y to the act of 

airbag deployment, and not as a result of injuries caused by the crash itself. The research 

has also shown that these injuries and deaths occur mainly to a select group of vehicle 

occupants, and these are: 

• Small female drivers under I 65cm tall. 

• Small children and infants in rear facing infant seats on the passenger seats. 

In order to prove that the act of airbag inflation could indeed cause serious damage to an 

occupant, a simple calculation was carried out, taken from Frey et al. 1871. Actual data 
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(e.g. type of material used, weight of material , propellant, expansion force, rate of 

expansion, heat discharged etc) of a real production airbag could not be obtained from 

car manufacturers as, naturally, they were rel uctant to make such information about their 

components and parts open to the public and their competitors. Therefore, some 

assumptions abo ut the airbag di mensions were made by Frey et a!. 

A basic calculation of the force required to fill an airbag is given below. It is assumed 

for the purposes of this calculation that a typical airbag has a weight of approximately 

2.Skg. This is reasonable bearing in mind that the airbag needs to be of sufficient strength 

and construction to be able to withstand the initial rapid expansion of the airbag, to hold 

up to 60 litres of gas for a short period of time; to withstand the impact of the occupant 's 

head and upper body, and to withstand the heat generated from the explosion of the 

propellant used to expand the airbag. 

Assuming that the front surface of t he airbag, 

u=O m/s 

v = 200m . p . h or 89 . 4 m/s 

d = thickness of fully inflated airbag 

y2 u 2 + 2ad , 

y2 _ u 2 = 2ad , 

a = y2 - u 2 /2d , 

a = 89 .4 2 
- 02 

/ (2 x 0 . 30) , 

a = 1.33 x 102 m/5 2
• 

30 cm 

Assuming that the weight of a non-inflated airbag 

F = ma , 

F = 2 . 5 x 1.33 x 1 0' = 3 . 33 x 10'N . 

2 . 5 kg , 

The next question to consider is whether this force of 33 kN is sufficient enough to cause 

serious damage to a car occupant. TIlis can be answered to some degree by the research 
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done by Nahum et a11881. The ir research provides some usefu l information on the forces 

requ ired to break bones in the face and head of an average sized adu lt. In his book, 

Nahum documents some experiments which were conducted . These experiments 

consisted of using blunt instruments wh ich impacted onto the skull or heads of cadavers, 

and then measurin g the force req uired to fracture certain bones in the head. Simi larly, 

the airbag cou ld also be sa id to be a blunt instrument, as the pressure inside the airbag is 

so great at peak inflation th at it acts as a hard, so lid object. The results of these 

experiments are shown in the tables below (reproduced from Nah um et al): 

F et r F ce of Facial Bones '" u. m 
Force 

Bone Range (N) Mean (N) Sample size Impactor area (cmA2) Author (reference 

Mandible 

Midsymphysis 1890·4110 2840 6 6.5 Schneider 

Lateral 818·2600 1570 6 25.8 Schneider 

Mandible 4460 · 6740 5390 5 127 Hopper 

Maxilla 623·1980 1150 " 6.5 Schneider 

Maxilla 1100 · 1800 1350 6 20 mm diem.bar Allsop 

Maxilla 788 788 1 20 mm diam.bar Welboume 

ZY90ma 970 · 2850 1680 6 6.5 Schneider 

Zygoma 910 - 3470 1770 18 6.5 Nahum 

lygoma (a) 1120· 1660 1360 4 6.5 Hodgson 

Zygoma (a) 1600 - 3360 2320 6 33.2 Hodgson 

Zygomas (b) 2010 - 3890 3065 4 25 mm diem.bar Nyquist 

Zygomas (b) 900 - 2400 1740 8 20 mm diam,bar Allsop 

Zygoma 1499 - 4604 2390 13 Approx. 2S mm diam.bar (steering wheel) Yoganandan 

Zygoma 1452·2290 1739 4 Steering wheel Yoganandan 

Naison 1875·3760 2630 5 25 mm diam.bar Welboume 

Full face 0 >6300 5 181 Melvin 

Superior orbits 4780 · 11040 8000 ,. 41 mm diam.bar Porta 

(a) Multiple Imapcts prior to fracture. 

!b) Both zygomas below suborbital ridges. 

(c) Greater then 6300 N for fractures other than nasal. 

Figure 3-/ : Table showing JraclureJorce oJJacial bones 
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F t F orce 0 rae ure f/h Sk 11 e u 

Force _. 
Rlnge (N) _.(NI SamPle.1za Impactor.reI (c:rn"2) Author (reference) 

Fromal 2670·6850 4930 '8 6.45 Nahum 

Frontal 4140- 9880 5780 '3 6.45 Schneider 

Fronlal 2200 - 8600 4780 13 20 mm diam.bar AUsop 

Frontal 5920·7340 6370 • 6.4 mm diam,bar Hodgson 

Frontal 8760·8990 8880 2 25.4 mm dlam.bar (5899;la) (a) Hodgson 

Frontal NfA 6550 , 50.8 mm diam.bar (90 durometer. sagittal) (a) Hodgson 

Frontal NIA 6810 , 203 mm radius hemisphere Hodgson 

Frontal 4310 - 5070 4690 2 76 mm radius hemisphere Hodgson 

Frontal NfA 5120 , 50.4 mm diam.bar (sagittal) (a) Hodgson 

Left frontal boss 2670 - 4450 3560 2 25.4 mm diam.bar Hodgson 

Temporoparietal 2215 - 5930 3490 ' 8 6.45 Nahum 

Temporoparietal 2110·5200 3630 ,. 6.45 Schneider 

Temporoparietal 2500 - 1000 5200 20 5.07 Allsop 

Temporoparietal 10976 ·11662 11366 3 178 Mcintosh 

Parietal 5800· 17000 12500 " 50 AlIsop 

Zygomatci arch 930 ·1930 1450 " 6.45 Schnekler 

Occipi tal 4655· 10290 7272 • '76 Mcintosh 

(a) Major axis of bar parallel to sagittal plane 

Figure 3-2: Table showing the fracture force of the skull 

Sfff I ness of the F ace an d Sk 11 u 

Stiffness (Nlmm) 

Bone Range(N) Mean (N) Sample Ilze Impactor area (cmA2) Author (reference) 

Maxilla 80· 180 120 6 2Q.mm..(jia bar AlIsop 

Zygoma Force (N) - [displacement (mm)]"2.5 6 2§..mm..(jia bar Nyquist 

Zygoma 90 · 230 '50 8 2Q.mm..(jia bar Allsop 

Frontal 400·2200 '000 '3 2Q.mm.Qia bar AlIsop 

Temporoparietal 700· 4760 1800 20 6.45 Allsop 

Parietal 1600·6430 4200 11 50 AIlSOp 

Figure 3-3: Table showing the stiffness of the face and the skull 

Frey's calculation of the airbag ' punch out' fo rce (a lbe it using some assumptions) shows 

that the force is ap prox imately 33kN, This is significant as figure 3-1 shows that the 

max imum recorded force required to fracture a facial bone (the 'superior orbits') was 

onl y 17kN', This proves that the ai rbag ' punch out' force can indeed cause severe 
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damage to the human body if the occupant's head is positioned close enough to the 

airbag during its inflation phase. This certainly proves the danger of airbag deployment 

and highlights the necessity of having an intelligent airbag deployment system, such as 

the one proposed in this thesis. 

The first reason why legislation was necessary in the US, and not in the UK or the EU IS, 

was that the US airbag was designed to be much larger than the EU airbag (inflated 

volume of 70 litres and 40 litres respectively). The second reason is because drivers in 

the US have historically tended to wear the seat belt less than their European 

counterparts. Traditionally, there has been less enforcement of wearing seatbelts in the 

US than in the UK for example. Although seatbelt wear rates have increased in the US 

during the 1990's, it is still lower than in the UK or the rest of the EU. Hence, the airbag 

designed for the US market was designed to be the primary method of protecting the 

driver from crashing into the dashboard and steering wheel , whereas in Europe, the 

airbag is seen as the secondary device. The seatbelt would prevent most drivers from 

striking the steering wheel in the event of a frontal impact. If it did not, the airbag would 

have deployed and protected the driver in this instance. 

Halldin et al [89J have also recognized that impact to the head and associated injuries to 

the brain and neck regions are a major cause of death to the driver and occupant. Whilst 

other researchers have focused on prevention of accidents by the use of advanced 

systems to improve driving and reducing the number of deaths and injuries on the road , 

the work done by Halldin et al is involved in the protection of the driver in the event of 

an accident, and to try to limit the damage caused by an accident. They have developed 

an 'experimental head restraint concept' (EH RC), which basically works as a safety belt 

for the head, and was des.igned to reduce crash forces being exerted onto the head and 

neck in the event of a full frontal car crash. The purpose of doing this work is explained 

by Halldin et al when they say that traumatic brain injury accounts for more than 40% of 

all neurotrauma (injury to the central nervous system) injuries occurring in traffic 

accidents. They argue that by reducing the head acceleration prior to impact, brain injury 

can be significantly reduced. The EHRC consists of a curved aluminium pipe containing 
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a linear elastic spring (with a spring constant of 1.5 kN/m), a verti ca l aluminium plate. 

The function of the EHRC is to decrease the G forces exerted on the head , and to prevent 

impact of the head with other objects inside the car cabin. 

Sled tests were conducted to evaluate tbe effectiveness, and the readings taken were of 

head resultant acceleration, moment in neck around the occipital condyles, ax ial and 

shear fo rce in the neck, and resultant acceleration in the thorax. The impact speed for 

these tests was 11 mls. These results sbow how effective tbe EHRC device was. Peak 

tTanslational acceleration of the centre of the head was reduced by 32%. Peak axial and 

shear fo rces in the neck were reduced by 37% and 43%. Adding the EHRC with the 

seatbelt and the airbag configuration improves the head injury criterion (HIC) value to 

68%. TIlese results strongly indicate that if thi s safety device was fitted into motor 

vehicles, then severe neurotrauma injuries would be significantl y reduced. However, it 

remains to be seen whether thi s type of dev ice would ever be install ed inside a vehicle, 

regardless of its safety benefits. The major problem is that it severely restricts the 

movement of the driver in tbe car cabin, as well as causing the driver to enter and exit the 

vehicle slower. 

The th ird reason why an intelligent airbag deployment system is required is because of 

legislation being passed in the US where the vast majori ty of recorded airbag-related 

fatality and injury incidents have occurred. The NHTSA have been fo rced by thi s 

mounting evidence, to pass amendments to their Federal Motor Vehicle Safety Standard 

(FMVSS). In particular, FMVSS No. 208, which specifies the standards which 

manufacturers must follow for the provision of airbag occupant protection, has been 

amended. In hi s paper 'Development of Occupant Classificati on System for Advanced 

Airbag Requirements' Nozumi 190J says that FMVSS No. 208 was upgraded to include 

' advanced airbag requirements' which were to be designed to protect small adults and 

children on the front passenger seat. Nozumi , on behalf of the Mitsubishi Motors 

Corporation (MM C), explains that the new crash test procedures al so give the car 

manufac turer two methods of reducing the risk of 'out of position ' (OOP) occupants 

being injured. These metbods are to either automatically suppress the inflation of the 
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airbag, or to allow a low-risk deployment which means deploying the airbag in such a 

way that it minimizes the risk of airbag inflicted injuries. Due to current airbag 

teclmology not being advanced enough to satisfy the requirements of the latter, then 

airbag suppression was the method used. Nozumi reports that their occupant 

class ifi ca ti on system (OeS) is now used in Mitsubishi GALANT vehicles produced in 

North America, and consists of four strain gauges (mounted in the front and rear of the 

seat) which produce signals that correspond to load inputs which are received from 

sensors located under the passenger seat rails. This load is representative of the weight of 

the seated occupant, and using this data, the oes is able to detennine what size of 

occupant is seated on the seat. Nozumi explains that this technology complies with the 

legislation, and indeed, other major manufacturers such as Mercedes and BMW have also 

introduced similar systems (based on weight sensing and measurement) as has been 

documented in chapter 2. It is thought that this not only provides important reasons for 

conducti ng research into intelligent deployment of occupant restraints, but also further 

strengthens the case for using them10graphy. Vision based sensing in genera l can be 

better utilized to provide occupant classification with more subtlety and accuracy than 

weight sensing, as well having the advantage of being non-intrusive and less expensive to 

maintai n (over the lifetime of the product) than direct contact, seat based sensors. 

3.3 The Advantages of Using Vision Based Systems 

The question of why a vision based system was selected and not other metJlOds or 

systems is exp lained by Bertozzi et al (91 J in their paper titled 'Vision-based intelligent 

vehicles: State of the art and perspectives'. They argue that tactile sensors and acoustic 

sensors are of no use due to their low detection range. Acoustic sensors are affected by 

factors such as sound pressure dissipating over distance, and also by objects or barriers 

between the sensors and the source of the sound emitter. Also, it would be difficult to 

find a cO/Telation between the sound emitted inside the car cabin and the position or the 

distance of the driver to the sensor. Background noise would also reduce the 

effectiveness of an acoustic sensor, therefore this technology is unsuitable for use in thi s 

application. 
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Other sensors which could be considered are laser based sensors and millimetre wave 

radars, which detect distance between objects by measuring their time of flight. 

However, as Bertozzi mentions, their disadvantages are that they have low spatial 

reso lution and slow scanning speed. This is where vision based sensors have the 

advantage over laser or radar sensors in that vision based sensors can scan and acquire 

data in a non-invasive way. 

3.4 Advantages of Using Thermography 

In order to explain why the thennal imager was chosen as the main sensor in tlli s project, 

it is impo11ant to consider the alternatives to this technology. These were: 

• Pressure sensors/weight sensors/strain gauges/load cells. 

• Ultrasonic sensors. 

• CCD cameras/video cameras. 

Pressure and weight sensing were not favoured because they had the major disadvantage 

of not being able to provide accurate positional measurement data about the occupant on 

the seat. This was investi gated further in chapter 4, the findings of which are also 

di scussed in chapter 4. Another disadvantage is that these types of sensors are 'direct 

contact' sensors, which means that they must come into contact with the occupant in 

order for them to produce a measurement. Although weight sensors and strain gauges 

could be mowlted on the seat frame, this would reduce the impact on the driver but 

possibly at the risk of reacting slower to changes in the load exerted on the seat, as they 

would be mounted a distance away from the point of impact of the load. Direct contact 

sensors cause problems as this type of contact can affect the driver and even cause some 

degree of pain. This is a serious issue as it would provide an unwanted level of 

distraction for the driver and could compromise safety of the vehicle if driver 

concentration levels drop. Repeated direct contact between the occupant and the sensor 

may also cause damage to the sensor and possibly cause it to malfunction. 
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Ultrasonic sensors are non-contact sensors, just like the infTared imager, however, they 

too have their disadvantages, namely, that they can only provide positional measurement 

data. They operate by measuring the time of fli ght of the ultrasonic beam leaving the 

source, hitting its target and then retuming to the detector array. Many ultrason ic sensors 

are required to provide a reliable measurement of distance, and this adds both to the 

complexity and cost. Also, the major drawback with this is tbat the ultrasonic sensor is 

unable to provide any additional information which would be useful in an airbag 

deployment system, such as what type of occupant was seated, whether the occupant was 

human or some other object etc. Vision systems, however, have the capabi li ty to provide 

this extra infonnation. 

Perhaps the c losest cha llengers to the thennal imager are the CCD (Charged Couple 

Device) and the CMOS sensor. Supporters of this technology may argue that thi s 

leclUlology has been 'tried and tested ' and is not as new and untTied as themlography. 

Also, CCD cameras are readil y available and can be purchased for relatively small sums 

of money. However, the thennal imager does have one major advantage over the CCD 

camera and it is its ability to 'see' or obtain information in all lighting conditions, which 

the CCD camera cannot. This is extremely important as the advanced airbag deployment 

system must be able to operate all the time throughout the journey. It must operate 

during the day or nigbt or during variable lighting conditions as would be experienced 

when dri ving through tunnels, or through heavily forested areas, or overcast conditions. 

Another significant advantage that the the011al infrared imager has over its CCD 

counterpart is that it is able to distinguish the human occupant far more clearly from the 

background, whereas the CCD camera would show not only the occupant, but also 

unimportant infomlation sllch as the objects in the background. To process this CCD 

image wi th it ' s far larger number of pixels, would require longer processing time, and 

would require more expensive equipment and necessitate the need for more complex 

image processing software and/or algorithms. [t is for these reasons that the decision was 

made to use thermograpby as the basis of its sensing system. 
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3.5 Out of Position (OOP) Occupant 

The tenn 'out of position' (OOP) has been coined by people within the automotive safety 

industry to describe a driver or occupant as being not in the correct seating position for 

driving, or being in a potentially dangerous position should the driver or passenger side 

airbag dep loy. As has been mentioned in previous chapters, the NHTSA have 

recommended that al\ drivers and front seat passengers should keep a distance of 10 

inches from the surface of their breastplate to the front surface of the airbag module 

contained in the centre of the steering wheel. This advice is designed to ensure that Ulere 

is a large enough space between the occupant and the steering wheel in order to ensure 

that the airbag is able to fully inflate without hindrance by some object, which would 

tend to be the occupant. This advice is necessary when one considers the deaths and 

injuries caused by inappropriate deployment. 

In their paper titled 'Measuring Airbag Injury Risk To Out of Position Occupants ' . 

Morris et al 1921 have explained how and why deaths and injuries occur to 'out of 

position' occupants. They explain that there are two phases of airbag deployment, the 

' punch out ' phase and the 'membrane loading phase ' . The punch OUl phase only 

becomes an extreme danger when, for some reason, the occupant is leaning extremely 

forward of his nOJTl1al sitting position and is resting on the steering wheel. This could be 

if the driver is unconscious. If this happens, the gas pressure within the airbag rapidl y 

increases, resulting in a high force being exerted against the occupants' body. However, 

this injury risk can be significantly reduced if there is a small separation between the 

airbag module and the occupant, and it is fo r this reason that the NHTSA recommend that 

the occupant should be a minimum distance of 10 inches away from the airbag module at 

all ti mes. 

Injuries are also caused during the membrane loading phase, which occurs when the 

airbag has been released from the module. According to Morris et aI, the injuries to the 

driver are caused when the inflating airbag wraps around the occupant in its path. This is 

very serious as there is danger even when there is some separation between the occupant 

and the airbag module. This is particularl y worrying because there are some types of 
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driver who have littl e option but to si t close to the steering wheel either because of thei r 

short stature or for medical reasons (e.g. failing eyesight). An intelligent airbag 

deployment system could reduce this risk, and is another reason for conducting research 

into this problem. 

3.6 Other Developments in Advanced Vehicle Systems 

TIle field of advanced airbags is but one of a myriad of different areas of research and 

development being undertaken under the umbrella of the ' intelligent vehicle' concept. 

There are so many different organizations involved that to keep track of all the new 

research ideas and developments is difficult. However, an attempt bas been made in the 

UK to do just this very exercise. Foresight Veh icle is a co llaboration between the UK 

Government, industry and academia, and was set up by what was known then as the UK 

Department of Trade and Industry. They produced a comprehensive document (which 

was freely avai lable from their website) entitled 'Foresight Vehicle Technology 

Roadmap: Technology and Research Directions for Future Road Vehicles' , and was 

published in August 2002 (93) . The document's stated aim was to identify and 

demonstrate technologies for sustain.able road transport. More than 130 'experts' in the 

road transport field and 60 organizations were brought together to form views about 

predicting developments in vehicle markets, products, and technology in the next 20 

years . Of particular interest (with regards this project) were the potential developments 

in the health , safety and security fields. Foresight Vehicle has estimated that the 3,500 

road deaths and 40,000 serious injuries which occur in the UK each year have a huge 

social and economic impact. The economic impact of automobile acc idents is estimated 

to be 2% of the Gross Domestic Product (GDP) of Europe, and this is an extremely large 

amount of money when considering that the GDP of the UK is approximately $1 ,700 BN 

per annum. Reducing this cost by reducing the number of people killed and injured on 

the roads is another important reason for conducting research into intelligent deployment 

of occupant restraints. 
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Foresight Vehicle also reveals that there are politica l considerations to take into account 

as well. The UK Government has set up a ten year transport plan, in which one target is 

to reduce the number of deaths and serious injuries on the road by 40% and to have 50% 

fewer children killed or seriously injured by 20 10. The intelligent airbag deployment 

system will also contTibute to thi s effort, and should ensure favorable publicity for the 

manufacturer(s) who install such systems into their vehicles. 

In temlS of teclmology, the Foresight Vehicle has identified that there could be advances 

in software and sensors that are able to provide passive warnings and infonnation 

services; development of sensors for control of vehic les, and active support to the driver. 

These developments are expected between the years 2006 to 2013 . Other aims are to 

have systems which are capable of driver classification; driver characterization (useful 

for automatic setting up of the vehicle tailored to the dri ver's size); and identifi cation and 

characterization of the passenger. From 10 to 20 years in the future, it is hoped that there 

wi ll be such fea tures as intelligent speed adaptation; vehic le fingerprinting; dynamic 

route guidance; remote anti-theft (vehicle control) and vehicle to vehicle control. 

Beyond 20 years in the future, it is difficult to predict accuratel y, but the Foresight 

Vehicle team have identified that automated highway control driving is likely to be 

intToduced, ostensibly to reduce congestion on the roads . This is not surprising as earlier 

in their report they estimate that congestion on the roads cost the UK economy between 

£15-20BN each year, whicb isjust over 1% of the GDP of the UK. Indeed, the Foresight 

Vehicle team agrees tbat safety is of the utmost importance. They rated each market 

requirement as to what their importance in the year 2020 would be, with '5' representing 

the most important, and ' 0' the least important. Safety of the travellers and bystanders 

was given a rating of '5', higher than other issues such as energy use or reliability. This 

provides independent continnation of how important safety related research is, and 

provides fu rther justification for conducing this research into intelligent deployment of 

occupant restraints. 

Other developments in the ' intelligent vehicle' field are given in figure 3-4. The figure 

shows that intelligent or advanced deployment of airbags is but one of many of different 
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research and development topics being pursued under the banner of "intelligent vehicle". 

Many different sources have been used to compile this diagram, from journal papers, 

articles in the print media as well as from personal experience of working in this field . 

Although not complete, it nevertheless shows some of the major areas of research within 

the field of intelligent vehicle. Some of the aims orthe research groups are to reduce the 

number of deaths on tbe road down to zero. Although this is a laudable aim, it is also 

perhaps too optimistic to hope for if vehicles are to be controlled by humans, as humans 

are always prone to make mistakes. 

However, there is some debate as to whether some of the systems being investigated are 

actually necessary. Although safety systems are necessary, the driver infornlation 

systems are not as important, as it could be argued that the vehicle drivers of earlier 

generations did not need such technology. However, it could be argued that anything 

which makes the task of driving easier, also makes driving safer for the driver, the 

occupants and other road users and pedestrians alike, therefore, such technology is 

worthwhile. 

Vehicles of the future wi ll not only require advanced safety systems or driver aids, as can 

be seen in figure 3-4. More fundamental changes will occur in the way in which the 

veh.icle is powered, and the research and development for this to take place is already 

being done today. There are competing technologies for powering the vehicle of the 

future. These are fuel cells, batteries and highly efficient internal combustion engines. 

Fuel cells are popular because they can be powered by hydrogen, and they do not 

produce hamlful 'greenhouse' gases such as carbon dioxide or nitrogen dioxide. The 

fuel, hydrogen, is an element which is in plentiful supply in water. Electrolysis is one 

method of separating the hydrogen from the oxygen molecules, however, this requires a 

lot of energy, and the energy required to power the electrolysis process would need to be 

derived from a renewable source in order to obtain the full benefits of having a fuel cell. 

If vehicles were fitted with fuel cells, yet the power required to produce the hydrogen 

came from existing coal or gas fired power stations, there would be considerable doubt as 
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to whether there was any significant benefit to the environment from switching from the 

internal combustion engine to the fuel cell. 

Other technical challenges are explained by Pischinger et al (94) . Their paper analyses 

the requirements of CUITent automobile technology. For example, Pischinger writes that 

today's veh icles require fast response to load changes, and fast acceleration. He also 

gives figures for what the energy requirements could be for a future vehicle. For 

example, 500 kWs is required to accelerate a car (weighing 1850 Kg) from 0 to 85 KmIh 

as long as there is 50 kW of constant mechanical power, and also I kWs is required for 

the air compressor. Other requirements include the need to heat the engine or fuel cell to 

a it's operating temperature, from 20·C to 80·C, and this is estimated to take up to 4000 

kWs. What all these examples show is that a large quantity of electrical power is 

required from a future fuel cell/electric vehicle in order for it to match the performance 

oC current vehicles . It is important for the future vehicle to at least match that of the 

cun'ent intemal combustion engine powered cars, otherwise thi s would be a problem 

because it would be difficult to sell the fuel cell powered car if its perfom1ance was 

significantl y poorer than that of the intemal combustion engine cars. 
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3.7 Potential Problems with the Intelligent Vehicle Concept 

Before some of the 'intelligent vehicle ' features can be installed into the vehicle, national 

laws governing road safety may require amendments or complete replacement. For 

example, some manufacturers wish to develop a vehicle which uses so ca lled 'steer by 

wire' teclUlology. This causes a problem as there is a statement in ex isting regulations 

which requires the steering wheel to have a mechanical link to the drive wheels. Also, 

there are potential safety concerns such as if the electrical supply to the motor vehicle is 

stopped mid way through a journey. It is likely that this would cause an accident, which 

could be fatal if it occurred in a high speed environment such as when driving on a 

motorway. 

Some have questioned whether flllther research into an 'intelligent vehicle' is necessary. 

It is true that the large milestones in the field of occupant safety have already been made 

in the past 50 years. These have been, firstly, the advent of crumple zones in the front 

end of vehicles which were specifically designed to deform at a particular rate in order to 

absorb most of the crash pulse, thus protecting the occupant from the worst of the crash 

energy. The next major innovation was the three point safety belt, originall y developed 

by Volvo, a Swedish manufacturer (now owned by the Ford Motor Company). The 

introduction of this device led to a major reduction in the number of road deaths and 

injuries. The third major innovation was the driver airbag. Although primarily designed 

as a secondary restraint device, it has nevertheless been directly responsible for saving 

the lives of thousands of car occupants and many more injuries. In the US, this was most 

useful as until recently, there was a culture where drivers and other occupants did not 

wear seatbelts. It can be argued that the safety features and devices which have been 

introduced afterwards have not been as important. These include devices such as the roll 

cage, passenger side airbags, side airbags and knee bolsters and side impact bars. 

Although these have all contributed towards making the car occupant safer in the event of 

a crash, these features are not standard, nor are they compulsory and so their impact on 

road accident statistics has been lessened. 
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In any future intelligent vehicle, it is desirable for all the various systems to be able to 

communicate with one another. This could present some problems as there are many 

different organizations trying to develop their own systems for a future intelligent 

veh icle, and they will invariab ly use different communication interfaces (e.g. Can BUS). 

The problem is that at this time, it is not clear who or which organization wi ll produce a 

system which will be adopted as the industry standard, in the same way that the three 

point safety harness design was adopted as the standard seat belt in passenger vehicles . 

This means that between now and then, there will be little coordination between different 

systems, and this may delay the implementation of an intelligent vehicle in the near 

future. 

However, some research is being done to prove that different motor vehicles can 

communicate with each other for the mutual benefit of both vehicles and their occupants. 

Real world trial s to eliminate or reduce causes of accidents have been researched by Kato 

et al 1951. They have attempted to reduce the number of co ll isions that occur at 

intersections in the road by the use of communication between the two vehicles 

concerned. 

They have also attempted to use this technology to implement ' platoon driving' whereby 

vehicles are queued up behind the lead car on a motorway, for example, and there is a 

constant distance between each vehicle as all the vehicles maintain a constant speed. 

This is not a new idea, as it has been mooted many years previously, however, Kato et al 

have demonstrated the technology by which ' platoon driving' may be possible. The 

potentia l benefits of such ordered driving could be in terms of lower overall vehicle fuel 

consumption (due to reduced braking and acceleration) , and also lower vehicle accident 

rates. 

Kato et al have shown a few potential uses of the wireless ALN and 5.8 GHz DSRC 

technology, and how it can benefit the driver in tenns of road safety, but there are other 

possible applications of tbis technology. For example, it may be possible to use these 

same communication devices to alert the emergency services of a possible accident or 
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emergency affecting that particular vehicle, and the technology would be able to guide 

the emergency vehicles towards it. The technology could also be used to communicate 

wi th road management co-ordinators to give up to date information about congestion on 

the road. 

If every vehicle on the road had the ability to communicate with other vehicles, then it is 

likely that with this extra information, drivers of the future would be able to make more 

informed decisions on the road, which may be able to reduce the numbers of accidents 

that occur on the road. Although much work still needs to be done, the work described by 

Kato et al has shown that cooperative communication between vehicles is an achievable 

goa l. 

Perhaps another potential problem is that although providing information to the driver is 

generall y thought to be a good idea, as it can improve overall safety and efficiency of 

travelling between locations, it must be remembered that the main purpose of the driver 

is to drive the vehicle. This is not meant to be a facile statement, but as a warning that 

there is a danger that too much visual and audible information may contribute to the 

driver losing concentration on viewing the road scene and controlling the vehicle to a 

high standard. 

There have been reports in the print media in the UK over the past few years about high 

profile advertisements on large roadside billboards wllich have caused a few drivers to 

lose momentary concentration and to cause an accident. This phenomenon has also been 

scientifically researched by some, with Piechulla et al 196) being one such research 

group. Piechulla et al have also researched this in their paper and say it is commonly 

accepted that driver information overload can compromise driver safety. However, in 

Uleir paper, Uley argue that a more intelligent solution to solve the problem of 

information overload is possible by means of an adaptive man-machine interface that is 

able lo filter infonnation to the driver according to situatiooal requirements. They 

estimate the workload of the driver by using a software module which is able to predict 

the mental strain of the driver and can reduce mental workload by postponing or even 
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cancelling what it regards as less important information and messages to the driver. 

Piechulla et al tested this by doing a field experiment using a mix of young drivers (aged 

between 21 to 29 years old), 6 male novice drivers (average age of 18.26 years old), and 

experi enced drivers, holding a drivers license for an average length of time of 6.80 yea rs . 

Each driver drove the experimental ro ute 3 ti mes. The tasks that the drivers had to 

perfollll were varied. For example, the drivers were asked to answer the telephone by 

pressing a button integrated into the steering wheel. The drivers were also set 10 simple 

mental arithmetic tasks, for example, adding the number 12 to a number in the range of 

II to 93 and saying the number out aloud. For the average person, these are simple to 

do, but it is thought that they become more challenging tasks when the person is doing 

another task, such as driving a motor vehicle. The driver's mental effort was measured 

by taking an electrocardiogram (ECG) and heart rate variability (HRV) of each of the 

driver. HRV was considered useful as it is known that a decrease in HRV is known to 

cause an increase in menta l effort. The resul ts showed that beginner drivers experienced 

a higher amount of mental strain than experienced drivers. However, the adaptive man­

machine interface module did manage to reduce the mental workload significantly for 

experienced drivers, and has at lest demonstrated that this technology is available and can 

be useful for the driver of the future . 

Although car manufacturers and researchers are keen to stress that the driver will remain 

in overall control of their vehicle there is still some concern at the prospect of some 

decisions being taken or advised upon by a central command computer. Even if the 

driver has ultimate control of the vehicle, there is still bound to be a celtain amount of 

doubt as to who is in charge of what function inside the car. This is especiall y perti nent 

when it comes to safety systems - the computer responsible for the safety system may 

make a decision which it feels is in the best interests of the driver, but the driver may feel 

differently. At one end of the scale, this would be mildly irritating to the driver, at the 

other end of the scale, this could have dangerous implications. 

Who is ultimately in control of the vehicle has also been asked in another article titled 

'Drivers Take A Back Seat' which appeared in the ' Professional Engineering magazine 
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on the 141h December 2005 [97J. In it, the article explains that according to the 1965 

Vienna Convention on Road Traffic, the (human) driver is required to be in overall 

command of the vehicle, and it is understood that this is still the case today. However, 

with the advent of the intell igent vehic le and systems, there is a question posed in this 

art icle as to who would take responsibility fo r the road accident, the driver or the driver 

assistance system? 

The al1icle also expresses a concern that although the technology is available, people may 

not be prepared to purchase the technology as the article reports that in the 10 years that 

Bosch first introduced the first electronic stabi lity system, 67% of new Gernlan vehicles 

have been fitted with the system, compared with a relatively small 38% in the UK. TIlis 

confin11S that one of the fears that take up of intelligent vehicle systems would not be 

hi gh is a rea l one, and needs to be addressed. Ways in whicb this could be addressed 

include: 

• Advertising to promote the benefits of in telligent vehicles and technologies. 

• Including the feature as a standard item, and increase the overall cost of the car 

accordingly, rather than have it as an optional extra. 

• Legislation to require advanced vehicle systems to be included into all new 

vehicles . 

• Offer the incentive of reduced insurance premiums for drivers whose cars have 

intelligent safety systems fitted in them. 

Some of these suggestions are more feasible than others, but the onus ought to be on the 

vehicle manufacturer to promote these features better and to show how it can aid the 

driver. 
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Another potential problem is that having too many safety features may cause drivers to 

drive carelessly. It has been said before that if cars were designed to be less safe, then 

drivers would tend to naturally reduce speed and drive with more care and attention. 

However, when comparing death and injury rates from 30-40 years ago, at a time when 

ca rs were not as safe as they are today, there were far more deaths and injuries on the 

road than there are today. There is no ev idence to suggest that drivers in previous years 

drove slower or more carefully as a result of the relatively high death rate. Therefore, it 

is thought that improving driver safety features wi ll have a negligible impact upon the 

driving habits of car drivers, and in overall terms, should reduce the number of people 

ki lled and injured on the road. 

Researchers and designers alike strive to anticipate and to address future eventualities . 

However, some of the benefits of the intelligent car program calmot be fu lly determined 

at thi s stage due to the early nature of the program. What can be estimated are the 

potential benefits which are hoped for, and these are in terms of reduced il~ury and death 

on the roads. This is perhaps the most important reason for conducting research into the 

field of intelligent vehicles, and it is often said that one cannot put an amount on a human 

life. However, this is exactl y what risk analysts and cost estimators have to do. 

Governments and manufacturers alike have to make such decisions when it comes to 

implementing safety features, and they have to make a decision based on the number of 

li ves saved for a period oftime against the capital and running costs. In recent times, the 

UK government has delayed the installation of a comprehensive automatic tTain 

protection system because it was Felt that the high cost of developing and installing such 

a system could not be justified against the relatively few number of train passengers it 

would potentially save during the lifetime of service of the system. 

Finally, it is unclear what tbe market is for tbe intelligent vebicle. Part of the reason for 

this ambiguity is the fact that some or most of the proposed developments are still at the 

concept and research stage and are many years from ever being a realized. Therefore, 

predicting the market for such systems in the future is a risky business. However, an 

educated guess can be made. Since today's market has shown that car buyers do like to 
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have added functionality installed into their cars, then there will be a large enough 

demand for the new intelligent vehicle features . As mentioned before in chapter I, such 

vehicles wi ll onl y be realistica ll y attractive for consumers in the US or EU or in other 

economically and technologically advance countries such as Japan, South Korea, the 

Middle East. In other consumer markets, it is unlikely that such technologies can be 

afforded let alone required or desired. 

One potential problem that has been discussed before is the lack of enthusiasm on the 

part of the driver for intelligent vehicle systems. Marchau et al [98] present results of a 

series of questionnaires about whether they were willing to accept some limitations in 

their dri ving control imposed by advanced technology, and whether they would be 

prepared to purchase such systems. 

One good reason for having advanced driver assistance inside the vehicle is also given by 

Marchau et ai, who quote another source which says that 90% of all traffic accidents can 

be attributed to human failure e.g. lack of alertness, fatigue, poor decision making etc. 

The potential benefits of' Advanced Driver Assistance Systems' (ADAS) are potentiall y 

huge. They have estimated that if there was large scale implementation of collision 

avoidance systems, there could be a decrease of up to 45% in road fatalities . ' Intelligent 

Speed Adaptation ' (ISA) could reduce injury accidents by 40% and reduce fatal accidents 

by 59%, which are clearly signi fi cant improvements in road safety. However, whilst 

these statistics are impressive, yet the problem remains of how to convince drivers to 

install these systems inside their vehicles, as the results given by Marchau et al in their 

questionnaire illustrates. Only 40% of correspondents think that speed enforcement on 

motorways is important, and the majority would not accept an ISA system which could 

not be overruled in their vehicle on a motorway, preferring instead an advisory or 

warning system. This shows the reluctance, still, of drivers to accept an intelligent driver 

aid inside their vehicle. However, 80% of correspondents would be prepared for a 

system which could act autonomously (i.e. make its own decisions) in exceptional 

weather conditions, such as when there is heavy fog or snowfall. 
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The work done by Garvil et al 199) also highlights the difficulties that intelligent 

automotive devices have in being installed into the vehicle. They report that of the 

13,400 car owners who were contacted in their study, only 38% of them were prepared to 

let the ' Electronic Speed Checker' (ESC) be fitted into their car. Again , drivers had 

vastly different opinions on 'warning' systems and 'controlling' systems. Drivers who 

were speeding were more positive to the warning speed checking system. However, 

they did not approve (generall y) of the ISA system which could intervene and contro l the 

speed of the vehicle. This study reinforces Marchau et al and confirms the problems that 

the intelligent vehic le will probably face . 

The crucial question is whether people would buy such a system. The results show that 

drivers would definitely not purchase a system if it cost more than 150 Euros, and only 

30% would buy a system which had the ability to make decisions independently of the 

driver in a non-overrule able way. This proves the difficulty that intelligent systems will 

have in the funlre of getti ng into the market and be used by a signiiicant proportion of the 

diving pUblic. 

3.8 Summary of Chapter 3 

In conclusion, the necessity of having an intelligent airbag system has been explained, 

and the type of sensor to be used for such a system has been justified. 

Also discussed were the developments being researched and planned in the field of the 

' intelligent vehicle' , and this provides evidence that should the work in this project be 

successful, there is a probability that car manufacturers would be interested in using this 

work in the future. 

Potential issues have been discussed such as the importance of an intelligent airbag 

system, the importance of vehicle safety systems in general, what other developments are 

being done in the field of the intelligent vehicle, and what other possible issues may arise 

in the near future. 
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As with all the systems being created for the intelligent venicle, the way in which these 

systems are tested are by using members of the general driving public to test the systems 

in a mock up of the real vehicle. The vo lunteers would then be asked to use the said 

devices/systems and to use it whi lst ' driving' the vehicle on the simul ator. At the end of 

the test, they wou ld then be asked to rate the system in terms of effectiveness, ease of 

use, in order [or the system developer to see how well it is performing, and if necessary, 

to make some modifications 10 it. This principle was the basis for the experimentation 

which was conducted for this research projecl, and this is described in greater detail in 

the next chapler. 
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Chapter 4 Experimental Work 

In the previous chapter, the concept of the ' intelLigent vehicle and how the ' intelligent 

deployment of occupant restraints' concept fitted into this scheme. This chapter will 

focus on the experimental work which was done in order to progress the development 

of a smart airbag system. Tt is also important for there to be a rea lisation of the 

limitations of what experimental work can achieve, and this will be made clearer later 

in the chapter. 

4.1 Preliminary Work 

Initial testing using the IRISYS thennal imager was done to enable one to be familiar 

wi th the use and operation of the equipment. The preliminary work was also useful to 

do because it enabled one to examine the limits of the thermal imager' s perfomlance 

when imaging people, and would answer such questions such as whether the thennal 

imager could detect humans, what the range of detection was, what level of detail 

could be detected and so forth . 

The themlal imager acquired from ffilSYS Lld is a pyroelectric, uncooled thermal 

imaging device. The lens has a fi eld of view of 20°, and the imager has a temperature 

range of between _20°C to 90°C. It is able to capture images of 16 x 16 pixels 

resolution, but the software supplied by IRISYS Lld is able to modify this to 32 x 32 

pixels, 64 x64 pixels and finally up to 128 x 128 pixels resolution. This improved 

reso lution was made possible by interpolation methods, and did not actua lly add any 

ex tra information; it merely was a too l designed to aid the visual perception of the 

user. Its maximum frame rate is 6 Hz. 

The intemal components of the imager are housed in a die cast aluminium box of 

dimensions 100 mm x 100 mm x 60 mm, which weighs approximately 1.3 kg. 

For the preliminary work, the imager was mounted onto a tripod as shown in figure 4-

I. This was placed approximately 140 cm away from the surface of the driver's face, 

facing directly towards the driver. 
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IR ISYS thermal 
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Figure 4-1: Diagram showillg selllp ofprdim/lIllIY lestillg. 

Figure 4-2: Tesl rig used f or prelimillary work 
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Figure 4-3: Vo/uI/teer il/side test rig. 

The test ri g in question was constructed \0 mimic a bas ic car cabin of a typ ical car. 

' ome of the components such as the stcering wheel mechanism and driver and 

passenger seats were taken from a real car and mounted onto the test rig. The steering 

wheel could be tilted up and down to su it any particular driving style and the seat was 

mounted on a moveable platform which was able to raise the seat up and down, and 

also movc the seat backwards and forwards . The entire structure of the test rig was 

also able to be lifted, and all these options enabled drivers of dilTering sizes and body 

shape to enter the test ri g comfortably. 

The vo lunteers were selected at random and a ked to perform some basic driving 

manoeuvres and tasks that one would expect a driver to do inside a car. These 

included performing a series of left and right turns, operating the gear shift lever, and 

looking to the left and right side and up and down. These movements were to simulate 

the actions that the driver is supposed to perform wh il st in control of the car. 

The data \ as then transferred via the RS232 link to a PC for storage purposes so that 

it could be extracted later. This initial work was done for a variety of reasons: 



I . To check the resolution of the images. 

2. To determine whether the driver could be distinguished from the background. 

3. To check how fast the refresh rate was i.e. how long did the image on the 

screen take to match the real time movement of the driver? 

4. To see if other objects could be detected apart from the driver such as cell 

phones, cigarettes etc. 

5. To detemline what other details could be detected. 

From visual inspection of the results, it was clear that the themlal imager was capable 

of not only identifying the presence of the driver, but also detecting his body and 

facia l movements and identifying other extraneous features, for example, the presence 

of a lighted cigarette or whether the driver was in possession of a hot and cold drink, 

or whether the driver was wearing spectacles. 

The thennal imager was also capable of showing the differences between an adult 

seated in the car driver seat, and a small child and a household pet such as a dog. It 

was also apparent that the thel11lal imager could show the driver looking either to the 

left or right side as he would be expected to do ifhe was at aT-junction. 

It was hoped at the begirllling of the project that the thennal imager cou ld also detect 

the gender of the driver and also identify exact ly each driver from the image. From 

the male and female volunteers that sat in the test rig for the initial testing, there were 

slight differences between their head profiles. For example, the head profile of an 

adu lt male was on the whole larger and more square shaped, whilst the head profile of 

the female driver is smaller in size and also much rounder, almost oval in shape. 

However, with regards to identifying the specific driver exactly, this would appear 

from the initial results to be unattainable. The resolution of the thel11laJ imager is only 

16 x 16 pixels per frame and can be resolved greater to 256 x 256 pixels using 

interpolation . Even at the maximum resolution possible, the driver appears at best to 

be an orange/yellow shape in the middle of a dark background. There are almost no 

identifiable facial features such as the nose or eyes or mouth. It is only when the 

driver is wearing spectacles or when the diver opens his mouth that these features can 

be identified. Therefore detecting a specific driver inside the car driver seat would 

seem to be perhaps Wlfealistic jUdging by the limitations of the equipment. 
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Figure 4-4 to fi gure 4-1 5 illustrate clearl y just how 10\ the reso lution of the thermal 

imager is: 

Figllre 4-4 Large male adlllt Figllre 4-5: Child ill ill/allt sellt 
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Figure 4-6: Driver looking right Fig/lre 4-7: Driver lookillg slrllighl 

Figllre 4-8: Driver lookillg lefl Fig/lre 4-9: Driver holdillg cold drillk 



Figure 4-10: Driverleallillg left 

Figure 4-12: Driver usillg mobile pholle 

Figure 4-11: Driver smokillg 

Figure 4-/3: Simulated drolVs), 
driver 
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Figure 4- 14: Short Ilrh'er Figure 4-15: Mediu", drh'cr/spec/fldes 
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Figllre 4-1 6: Tall driver with spectacles Figure 4-17: Fenwle driver 

Fig llre 4-18: A I!mtilJII dog 

The images above were all captured using the thermal imager mounted on to a tripod 

and facing the driver vo lwlteers inside the test ri g. Us ing standard norms of visual 

perception. the hot areas where there is greater thermal radiation emission are 

represented by the . warm . colours such as red, yellow and orange. The cooler areas of 

the image are represented by the 'cooler' co lours such as black and bl ue, and the use 

of these two d isti nct sets of colours enabled the important regions of the image to be 
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clearly defined such as the head and body of the driver volunteer from the 

background. 

Figure 4-4 is of a tall male driver with spectacles. What is striking is that the thermal 

imager can clearly detect the face, the torso and even one hand on the steering wheel , 

whil st there is very little background information, which is useful as it is known that 

the less number of pixels in an image, the less amount of ti me it takes to process the 

image. Notice also how tbe face is elongated, and that the spectacles can be seen. 

Figure 4-5 is the image of a 2 year old infant as he si ts in a child safety seat. It would 

appear that the thermal imager is ab le to distinguish between a child and an adult. The 

chi ld' s head has a much rounder profile, when compared with that of the adult in 

figu re 4-4. 

Figures 4-6, 4-7, and 4-8 are images of the driver behaving as he should do at a 

junction. Figure 4-6 shows him looking to hi s right, figure 4-7 is him looking straight 

ahead, and figure 4-8 is the driver looking to hi s left. There is a clear di fference in the 

shape of the head as he moves his head to eitber side. The image of the face is angled 

towards the direction he is looking in. In tenns of dri ver monitoring, it is important to 

know whether the driver is perfomling correctly i.e. looking towards both sides at a 

junction, for example. 

Figures 4-9, 4-10, 4-11 and 4-12 show a selection of typical in - car driver activ ities. 

Figure 4-9 shows him holding a cold drink, with the co ld drink showing up as a blue 

area against the rest of his body In the centre. Figure 4-1 0 shows the dri ver leanlng to 

his left, operating the radio or searching through the glove compartment. The driver is 

smoking a cigarette in figure 4-11 , clearly seen by the very light area just below his 

chin . Notice that because the cigarette is so much hotter than the rest of the body, the 

image of the driver pales into the background. Figure 4-12 is the thermal image of the 

driver holding a mobile phone to hi s ri ght ear. The image of the driver and the phone 

is very bright - perhaps the result of the radiation emitted by the phone, although this 

would need to be tested full y. 
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It is clear that the driver in figure 4-13 is not attentive, or that something is wrong 

with him. His head is angled down to one side and his shoulders are slumped from its 

normal position. This driver was mimicking the effects of drowsiness, however, some 

may argue that the driver in this image may have been simply leaning down to reach 

something, and so more work needs to be done in a controlled environment to study 

the body movements of a sleepy driver and to differentiate this from other situations 

or movements. 

Figures 4-14 to 4-16 show a se lection of different drivers. Figure 4-14 shows a short 

driver without spectacles, figure 4-15 is of a medium build driver with small 

spectacles, and figure 4-16 is a tall driver with large spectacles. The imager can detect 

the spectacles and also show slight differences in height. A woman driver is shown in 

figure 4-17. otice that the profile of her face is more oval than those of the men, and 

women are generally shorter than men, as can be seen if one were to contrast figures 

4-16 and 4-17. To be able to distinguish between a male and female wou ld be useful 

for an intelligent restraint system, as women are more likely to get injured by the 

airbag and so the restraint strategies should be different. 

It is obvious that the occupant in figure 4-18 is not human. The upside down 

triangular face and large ears at the top are those of a large Alsatian dog in the 

passenger seat. This is useful because airbags can be activated unnecessarily by a 

small impact fi'om another motorist, and the driver may not want to spend US$2000 

on replacing the airbag, which has fired to protect his pet. 

4.2 ITAI Crash Test Event 

Some of the findings that resuJted from the initial experiments were shared with the 

transport division of the Ergonomics and Safety Research Institute (ESRI), who are 

working in a similar field. They were impressed with the clarity of the image data that 

the thennal imager could provide, and communication with a member of ESRI (Mr 

lames Lenard) was particularly productive. The response from him was extremely 

encouraging, considering that he was also involved with determining European Union 

road safety standards. It was from this contact that an opportUJ1ity arose to participate 
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in a car crash test meeting, which was arranged at the Darley Moor race track. A 

group of researchers from the Mechatronics Centre was invited to attend and to set up 

the thern1al imaging equipment in one of the moving impact cars. Although the 

thermal imager worked well in the test rig, doubts were raised concerning the 

' sun1ivability' of lhe thermal imager and the associated equipment (Iaptop computers) 

in the event of a real - world impact. 

One day before the event was due to start; the equipment was installed into the car. 

Due to safety concerns abo ut placing a heavy object in the forward space of the 

driver, it was agreed that one imager could be set in the front passenger side foot­

well. This imager was tilted at an angle and bolted into place so that it wou ld capture 

the driver's head and torso at an angle. A second imager was attached to the left back 

- seat pillar, facing diagonally across to the left side of the driver's head and front 

space to the dashboard. This was a good view considering that it wou ld capture the 

dri ver's torso and head movements and also capture the firing of the airbag. The car 

hit a stati onary car at 45 mph wi th the stationary car offset at an angle of 45° to the 

direction of the moving car, and this is best shown in figure 4-19: 
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Bullet 
car 

Target 
car 

Figllre 4-19: Diagram of /ocatiolls of bllllet car ami target car. 

The thermal imager and the rest of the equipment survived the impact and streaming 

data was captured of the events inside the passenger compartment. Figure 4-20 is a 

thermal image of the driver from the thermal imager located at the rear: 
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Figure 4-20: Thermal al/(l visible image of Rlll"Y Haigh' illside car cabi". 

The ITAI crash test event and the preliminary work presented the author with the 

opportunity to be able to capture moving images of the dri ver inside the car. Thi s was 

useful in the 'ense that thi s illustrated how exactly the dri ver wo uld behave in a real 

li fe crash test situation. These short video fi lms are presented on a compact di sc for 

viewing on a per onal computer using ' rea l player' so ft ware, which is freely available 

to be install ed by the reader. 

In the fil e ' Darl ey Dale/BBC-MiniCam-58 ' on the compact disc, the crash test dri ver 

Rusty Hai ght is seen inside the car as he prepares to drive the ' bull et car' into the 

' target car', The impact is over in a split second, and both the dri ver and front 

passenger airbag inflate. The fil e ' Dadey Dale/Crash 5' shows an external view of 

this crash. The video camera for this film was located on the side of the road, 

approximately 150 metres away. From thi s video, it can be seen that the crumple 

zones o f the two cars work very well, they deform by absorbing most of the crash 

energy. and the cars are left a very short distance away from each other. This is an 

inelastic collision, whereas in an elasti c collision, the cars would have collided and 

sprung apart with more or less the same force and be much further apart from each 

other. 



Accident investigators and researchers from across the UK were present at this IT A1 

event, and it was deemed important enough that a popular and long running BBC 

television show called 'Tomorrow's World' attended the proceedings, interviewed the 

main protagonists, and set up their own equipment in one of the 'bullet cars'. Fi le 

'Darley Dale/tworld 29 May 2k2' is a video clip of the feature that aired on U.K 

telTestrial television on the 29th May, 2002. Also in the folder 'Darley_Dale' are two 

A VI files which show the moving themlal images of the actual crash, from inside the 

car. The file ' Infrared_camera_back ' shows the test driver Rusty Haight in the bullet 

car, driving into and hitting the target car. There is some distortion in the image; 

however, the thermal imager is able to detect the action of the airbag deployment at 

the end of the A VI film. This sequence was filmed by another thermal imager in a 

different location (in the front seat passenger foot well) and is shown in the fi le 

nanled ' infrared_camerajront'. This A VI film also shows Rusty Haight driving 

towards the target car, and again there is a lot of 'noise ' in the image. The driver's left 

am1 can be seen moving and operating the steeri ng wheel, and at the end, the airbag 

deployment is clearly seen. These A VI films demonstrate that first ly, the thennal 

imager is able to withstand the impact of a typical car accident, and secondly, it can 

distinguish the car driver from other objects inside the car cabin. 

The AV] files in the ' Vehicle Safety' folder are taken from the NHTSA website. The 

file ' Vehicle Safety/crash bag ' shows a crash test dummy in a saloon car which hits a 

wall, and shows the driver airbag inflating. Notice how large these U.S airbags are 

when compared with European sized airbags. The U.S airbags are larger because they 

are more important in the restraint strategy for the driver because U.S drivers are 

more reluctant to wear a seatbelt compared with European drivers. The file 'Vehicle 

Safety/Crash both' contains a video clip showing two crashes, one where there is an 

airbag, and one without an airbag. This is interesting as it allows the viewer to 

compare how well each driver fares after the impact. It is clear from this just how 

effective the airbag is in restraining the driver 's natural forward momentum towards 

the steering wheel. The fi le 'Vehicle Safety/crash dummy' shows a sa loon crashing 

into a wall, and no airbag deploys. From this video clip, it is quite clear just how 

extreme the danlage would be caused to the driver's head in the event of an accident. 

The force involved is so powerful that the driver's body deforms the steering wheel 
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and assembly, and would have definitely caused the driver severe Injury, with 

possibly fatal consequences. 

[n the folder ' Preliminary work', there are some short duration thermal imaging 

' movies' for the viewer to examine. The fil e 'Dog_animated2' shows the action of the 

Alsatian in the car seat of the test ri g. This was done to check whether the thermal 

imager was able to detect difference between human and non-human facial 

characteristi cs, and this was clearly evident here. The file 'Woman l _animated' shows 

a medium sized female 'driving' in the test rig. It is interesting to compare th is with 

the files 'Car3_anim' and 'Car 4_anim' where a male adult is driving in the test rig. 

The viewer will notice that there is a slight difference in that the female adult's head 

and face is more oval shaped, and smaller than that of the male adult. Other things 

that the viewer will notice in the latter two fil es, are that the male adult in question 

picks up a cold drink and proceeds to drink it. This is clearly shown by the blue object 

set against the warm red background of the male adult's body. In 'Car4_anim', the 

male adult ex its the car seat towards the end, and it can clearly be seen that the car 

seat has been warmed by the driver's body, although this cannot be mistaken for the 

actual human driver as the temperature in this region is lower and the shape of the 

warm region is much different. There are also still images in the folder nanled 

' Images' avai lable for viewing. These are images of the ITAI car crash event, and 

also pictures from the preliminary work that was done. 

To summarise, the infomlation gained from the crash testing which took place at the 

ITAI event was useful in a number of ways. The images showed how quickly the 

airbag deployed, the temperature of the airbag once it had deployed. From this, it was 

then possible to appreciate how and why the airbag injuries described in chapter 2 

could occu r. Perhaps of even greater significance, the images obtained from the crash 

test showed that the equipment could wi thstand the crash impact and remain 

operational during this time. 
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4.3 Experiment Using Talley Pressure Monitor for Occupant 

Seating Position Measurement 

It was felt that a different type of sensor system was needed in order to corroborate 

the data obtained from the thennal imager. Since the thernlal imager was a non­

contact sensor system, a direct contact sensor system would be a good alternative and 

would make a good comparison.. There was a slight concern that to rely on one, as 

yet unproven, sensor system for such a safety critical system would provide 

misleading results. This is why a seat pressure monitoring system was used, as it was 

a tried and tested commercially available product, and had a proven track record of 

being used by other research organisations such as the Ergonomics and Safety 

Research Institute (ESRI). The Talley Pressure Monitor (TPM) consists of a thin 

flexible pressure pad which could be fitted on top of the seat base, or seat back. The 

flex ible mat is rectangular in shape, and fixed onto it were fl exible ru bber inflatab le 

cells, circular in shape. They were placed in groups of 3 rows across, and 4 columns, 

giving 12 cells in total per matrix. In all, there were 8 matrices, giving a grand total 

of96 pressure cells in total as shown in the figure 4-21. 

These cells were able to inflate because each matrix was connected via a flex ible hose 

to an electronic control unit. This control unit pumped air through the eight hoses and 

inflated the pressure cell s. 
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Fig 4-21: Diagram o/TPM pressure pad 

4.4 Operation of the Talley Pressure Monitor (TPM) 

The procedure to operate the TPM is described below: 

• Press start to allow the cells to inflate. Once the pressures of the cells have 

been scanned by the internal computer housed within the control unit, a hard 

copy print out of the results was automatically produced. This data was used 

as the control data. 
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• When measuring the seat pressure profile of each volunteer, they were asked 

to remove any items from their back pockets, as this may have created an 

artificially high pressure concentration on a particular pressure cell when 

sitting on the pressure pad. 

• The vo lunteer was asked to si t in a particular seating positi on and remain 

motionless until the TPM had completed its scan of the pressure profile. There 

were 3 different seating positions for the vo lunteer to si t in , and were as 

follows: 

I. Volunteer sitting back, in their normal driving position, wi th back leaning 

gently along the backrest. 

2. Volunteer sitting halfway between the steering wheel and the backrest of the 

seat. 

3. Volunteer leaning forward wi th their head touching the centTe panel of the 

steering wheel. 

The thinking behind these seating positions was to investigate whether a seat pressure 

instrument could be used to detect the occupant's position on the seat, and in turn, get 

an estimate of the driver's position inside within the car cabin space. 

The li terature review in chapter 2 has already explained how similar technology has 

been used by certain automobile manufacturers to measure the body weight of the 

occupant. Using this information, they are able to make crude but informative 

classifications about the occupant sitting in the seat, for example whether the 

occupant is a child or an adult. Within this project was an attempt at using the TPM 

more creatively by using it to seek other information about the seated occupant, 

namely the detection of certain driver positions, as described above. If this was 

possible, then this would be useful in providing a second method of detecting the 

position of the occupant, thus ensuring greater reliability of the system. 
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Fig 4-22: Piclure of pressure pad 0 11 car seal 

Fig 4-23: TPM cOlllro/lllrit 

The resu lts were printed out in hard copy fo rmat and the data was input into a 

Microsoft Excel worksheet. This proved to be easier to work with and the data could 

be accessed and manipulated more easily. The pressure readings from the control 

experiment were subtracted from each of the pressure profile readings from each of 

the vo lunteers, as this would give the pressure exerted by the person onto the pressure 

pad. 

112 



4.5 Talley Pressure Monitor Results 

The pressure readings from the TPM are presented below in a graphical format and 

show the comparison between the three distinct seating positions that the driver 

volunteers were asked to position themselves in . 

The graphs show the mean average pressure reading from the back of the pressure 

pad, which is situated near the backrest of the driver's car seat, to tJle front of the 

pressure pad, which is located at the front of the seat, nearest to the steering wheel, 

and below is a diagram which shows the layout of the pressure cell s within the 

pressure pad. 

As can be seen from the figure 4-21 , the pressure pad is 16 pressure cell s long by 6 

cells wide, and thi s was designed to cover the mai n inset base of the seat where the 

vehicular occupant wou ld nonnally position themselves into . Although figure 4-2 J 

does not show this, the pressure cells were slightly set apart at tbe front of the seat so 

that a V shape was produced, and this was done so that the pressure pad mirrored the 

shape of the legs of the human body wben seated where the legs tend to position 

themselves outward diagonally from the waist. 

Figure 4-24 to figure 4-38 show the pressure distribution for each volunteer whilst 

sitting in each of the three di fferent seating positions. 
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Figure 4-24: TPM Results for Volunteer No.! 
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Figure 4-25: TPM Results for Volunteer 0 .2 
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Figure 4-26: TPM Results for Volunteer No.3 
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Figure 4-27: TPM Results for Volunteer No.4 
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Figure 4-28 : TPM Results for Volunteer No.S 
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Figure 4-29: TPM Results for Vo)ullleer No.6 
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Figure 4-30: TPM Results for Volunteer No.7 
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Figure 4-3 / : rPM Results for Volun teer No.8 
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Figure 4-32: TPM Results fo r Volunleer No.9 
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Figure 4-33: TPM Results for Volunteer 0.10 
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Figure 4-34: TPM Results for Voltillteer No. l! 

100 
90 
80 

Cl 70 
I 60 E 
E 50 
Cl> 
~ 40 :J 

'" 30 '" Cl> 
~ 20 a.. 

10 
0 

-10 

TPM Readings for Different Driver Seating Positions for 
Volunteer No.11 

--Sitting Back 

--Sitting mid-point 

--Lean forward 

10 --1~ --20 

Pressure Cell No. 

Figure 4-35: TPM Results for Volunteer No. ! 2 
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Figure 4-36: TPM Results for Volunteer No.13 
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Figure 4-37: TPM Results fo r Volunteer No. 14 
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Figure 4-38: TPM Results for Volunlcer No.15 
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Figure 4-39: TPM Results for Volunlcer No.16 
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As can be seen from the majority of the TPM graphs for the various driver volunteers, 

there does not seem to be as large a difference between the plots of the pressure 

variance for the three different driver seating positions (i.e. sitting back, leaning 

forward to the mid-point, and finally leaning forward with head resting on the steering 

wheel). However, it is possible to see that there is a general trend emerging. From a 

cursory inspection of the results shown in the graphs, it can be seen that the peak 

pressure exelted by the driver occurred when the driver was sitting in position number 

2, where he is sitting in the mid-point position, halfWay between the furthest forward 

and furthest back position. This was true in 7 out of 16 cases. In 8 out of 16 cases (or 

50 % of cases), the highest pressure exerted occuned when the driver was sitting in 

position number 3, when he is leaning forward with his head up against the steering 

wheel. More conclusive results are shown when taking into account the lowest 

pressure. For 11 ou t of 16 cases, or approximately 69 % of all cases, the lowest 

pressure occurs when the driver is in position number I , when he is sitting back up 

against the backrest, in his default driving position. 

This result came as a surpnse because it was thought originally that the highest 

pressure would be exerted when the occupant is sitting back up against the backrest 

where his back would be in an upright position and exerting a force vertically 

downwards onto the pressure pad. In the other measured positions, the occupant ' s 

back is at an angle to the horizontal and so it was thought that the weight of the upper 

body would not exert so much pressure onto the 5th pressure cell location, but would 

spread the load onto other pressure cell locations further up the pressure pad. 

The results are somewhat disappointing as it was hoped that there would be a larger 

and more significant difference between the plots for the three different seating 

positions that were measured by the TPM. Ideally, it was hoped that there would have 

been different peaks at different pressure cell references (I to 16) along the pressure 

mat, and so the different seating positions could have been differentiated more 

straightforwardly tban it can at present, and that this would have provided a secondary 

source of occupant position sensing within the vehicular occupant's cabin space. 

Nevertheless, there are some clear trends, notably that in a large majority of cases, the 

lowest pressure was found to be exerted by all drivers when they were sitting back up 
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against the backrest, and thi s infornlation could be used to identi fy when the driver is 

in an OOP dri ving scenario. 

The TPM experiments have given much useful information. For example, the results 

have shown that it is possible to deduce occupant position inside the car cabin using 

pressure seat profi les. Another insight is that it is also possible to learn some extra 

infomlati on about the di ver. When comparing the pressure profil e graphs of 

volunteer number 15, for example, with the pressure profile graph of vo lunteer 

number 16, it is clear that the graph fo r vo lunteer number 16 has high pressure spread 

across more cell s than vo lunteer 15. This would suggest that the dri ver is a larger or 

heavier person than volunteer 15. Although many more tests wo uld need to be done 

in order to verify that this can be detected repeatedly, nevertheless, this information 

would be useful to know as a personalised restraint strategy could be developed fo r 

drivers of different body mass and shape. 

4.6 Driving Simulator Trials 

The main experimentation was done using a fac ility owned and used by ESRl, who 

kindly allowed it to be used as the focal point of this experimental work. The bui lding 

contained a full-sized dri ving simulator on the first fl oor. It was housed inside a large 

darkened roO I11 , with a small room next to it where the experi mental co-ordinator 

could monjtoT the experiments as they were in progress, and it also contai ned the 

major compu ti ng equipment. The dri ving simulator itself consisted of a Ford Scorpio 

model car which had its engi ne removed so that the major dri ver controls could be 

iustrumented up. The steering, brake and accelerator were connected up to encoders 

and a data acquisition card . The volLmteer dri ver would operate the contro ls as per 

usual and the movements of the steering wheel, brake and accelerator pedals would 

move the encoders which would then transfer a signal to the data acquisition card 

inside a personal computer which was running the simulation, and the software would 

interpret the dri ver's actions on the screen in front of him. Thjs apparatus is more 

clearly shown in figure 4-40: 
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The driving simulation software used was a commerciall y avai lab le simulation 

created by Systems Technology, Inc_ This company has a long history and hi gh 

repulalion for making simul ati on so ft wa re, and was chosen as the bas is for thi s 

ex periment. Although there are obvious shortcomings o f any dri ving s imulator such 

as the audio and visual scene complex ity are not as high as in rea l life, and there is a 

lack of motion feedback exerted on lO the driver, nevertheless, it does have some 

advan tages_ These include the fact thal it is a method of doing repeatable test and 

resuHs; it is relatively low cost and it mimics a -real life- situation, but in a controlled 

and safe manner. Figure 4-41 shows the computers that were used to run the 

simulation program, and figure 4-42 shows the actual driving simulator in actio n: 

Monitor showing journey 
information and statistics 

Monitor showing road scene 
from driver's viewpoint 

Computer runn ing the 
simulation software 

Figllre 4-41: Compllters used Jor rllllllillg simlllator software 
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Figllre 4-42: Drivillg simlllator ill actioll 

The experimental procedure for conducting this experiment was as fo ll ows: 

I . The volunteer was asked to sit inside the driver' s seat. They were allowed a 

practice run of the driving scene, so as to be familiar with the controls and 

level of car response, as this was slightly different to that of a real car. 

2. After approximately 5 minutes, the driver was asked to stop and ex it the car. 

3. The driving scenario was selected and started. The data capture software was 

switched on. 

4. The driver was asked to si t inside the car cabin through the driver's entrance, 

and to put on the seatbelt. He was then told to follow the verbal instructions 

that would be given to him by the experimental co-ordinator who was standing 

outside of the car, to the side and out of the field of view of the thermal imager 

and webcam. 
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5. The dri ver was told to look over their shoulder and reverse the car for a small 

predetermined distance. The driver was also told to look in the rear-view 

mirror as often as necessary. 

6. The driver was asked to wind down the window and reach outside with hi s 

ri ght al111 and touch a panel which was set up on the right side of the car. Th is 

was to mimic the operation of a 'swipe card' system for entering and ex iting a 

car park, or other premises. 

7. The driver was to ld to drive forwards and to keep to existing speed limits and 

traffic n0I111S . 

8. At a red traffic light, the driver was asked to s low down, stop, look to the left 

and to the right, before slowly accelerati ng upon receiving a green signal from 

the tra ffi c li ght. 

9. The driver was asked to overtake s lower cars once reaching a dual 

carriageway, and to lean to his right side in order to view oncoming traffic in 

the opposite direction of travel. 

10. During the course of the joul11ey, the driver was asked to do a number of 

typical driver actions. He was told to lean to his left and operate the car radio 

on the centre console; to use a mobile phone which was placed on the front 

passenger seat and to lean slightly forward at random. 

11. Finally, at a specific time during the driving simulation, the driver was to ld to 

increase his speed and to deliberately crash into the back of another veh icle. 

Upon crashing the car, the driver was told to move his upper body and head 

suddenly onto the steering wheel and to sit back up again, in order to mimic 

the dri ver response during a car crash. 

12. The driver was told to slow down, park by the side of the road , unbuckle hi s 

seatbelt and ex i t the car. 
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The results obtained from the testing done using the driving simulator and the thennal 

imaging equipment was different from the data obtained from the previous trials due 

to a number of reasons: 

• Different image acquisition software and storage. 

• More sophisticated experimental procedure implemented. This meant that 

there was a set of repeatable instructions for the volunteers to follow, which 

meant that the data sets for the different volunteers could then be compared 

with one another. Also, the volunteer was surrounded by a more 'real life' 

driving situation, and the level of driver interaction with the contro ls was 

higher than it had been in the initial experiments described at the start of the 

chapter. 

• Greater number and variance of images captured. 

ow that the experiments had been completed and the data captured, the nex t step 

was to process the data. The next chapter will describe exactly what kind of 

processing the image data taken from this experiment was undertaken; what 

techniques were used and why. The reader wi 11 understand the benefits and also the 

limitations of what analysis was done, and will be guided through the remaining 

analysis done in Chapter 6. 
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Chapter 5 Image Processing 

This chapter wi ll describe some of the more common techniques used for the 

processing of images and how it could be applied to the data obtained from the 

experiments done in chapter 4. The experimental analysis is described later in this 

chapter. What is also shown is the evolution of the algorithms written in MatLab, 

ranging from the simple to the relatively complex. The problems encountered are 

highlighted and discussed , and the possible so lutions to them put forward . This 

provides the context for the artificial neural network analysis (ANN) which was done 

and explained in chapter 6, as there was a clear need for a more deterministic method 

for recognizing and matching the images. 

The purpose of Section 5.1 is that it will provide an appreciation of what work has 

been done previously in the field of image processing, and whether it could be used 

for processing infrared images. Where possible, 'tried and tested' techniques were 

used as it was considered that reliability was a key factor in any safety system. 

5.1 I mage Processing Techniques 

Digital image processing has been established III research and industry for many 

years, with machine vision to low level image enhancement work, and as such, certain 

techniques have become common, and some of them will be described in tbis chapter. 

Paraphrasing from Burdick (in hi s book entitled 'Digital Imaging Theory and 

App lications') [JOO!, neighbourhood operations are operations that use a certain area 

or cluster of pixels around one target pixel in order to produce an output pixel , and 

this differs fTom 'point operations ' because a point operation relies on one pixel to 

produce one output pixel. 

Convolution is perhaps the most important 'neighbourhood operator' and it works by 

rolling a small area ofpixels to produce a resultant pixel. Convolution works by using 

a convolution mask, or kernel, M, which has individual elements iJ. The elements in 

the mask are multiplied by the conesponding pixel in the neighbourhood of tbe input 
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image, P, which has elements px.y. These are added together and the sum is divided by 

the sum of the mask values to produce a pixel, cx.y, in the convolved image, C. 

Convolution presents a problem in that the computing power required is very large. 

For example, to perform a 3x3 convolution on a I024x l024 pixel image would 

require 27 million multiplications, 24 mi llion additions and 3 mi ll ion divi sions. 

Poin t O pera tions 

A point operation is one where the output image is a function of the grey-scale value 

of the pixel at the corresponding position in the input image. A histogram is a 

graphical representation of the frequency of the pixel intensities that occur in the 

image. In a typical histogram, the x-axis (or abscissa) represents the grey- level value, 

whil st the y-axis represents the frequency or number of pixels at that particular grey 

intensity level. 

Image Brightn ess Modification 

Image brightness adjustment is the simplest pixel operation. This operation wou ld 

move the cluster of pixels from one end of the histogram to the other end of the 

histogram. This operation can be thought of as add ing or subtracting a constant value 

from the pixel intensity values in an image, depending on whether increasing or 

decreasing brightness is required, and thi s would move the histogram to the right on 

the abscissa and to the left along the abscissa respectively. Image brightness 

modi fication can be expressed as: 

P' = A + P 

Where P' = pixel value after modification 

P = pixel value before modification 

A = constant 
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Contrast Enhancement 

Contrast enhancement involves multiplying the pixel values by a factor to stretch the 

histogram over the full range of the abscissa. This operation ensures that the brightest 

pixels are set to 'peak white' intensity, and contrast enhancement is traditionally used 

for image restoration. 

Negation 

Negation is where black images or pixels are mapped as white pixels and vice versa. 

This can be done by subtracting the pixel value fTom the maximum grey-level va lue 

of the image, and can be expressed by the following equation: 

P' = 2' - P 

Where I = number of grey-level bits used. 

T hresholding 

Thresholding is an operation where tile image is segmented into a background and 

foreground region. Traditionally, this is done by selecting a threshold value which 

enables the separation of the foreground image from the background. Selection of the 

threshold value can be done more accurately by studying the histogram and finding 

the point where there is a trough in the histogram between two peaks. 

From the image processing techniques described in this section, thresholding was 

perhaps the most appropriate technique to use as it works well with images of 

di fferent resolution, is simple to incorporate into computer programmes or functions, 

and wi ll be ab le to separate the infrared images into different regions of interest. How 

this was done is explained later in the chapter. 

5.2 Image Processing of the Data from the STISIM Car 

Simulator Experiments 

The dataset of each volunteer driver had been stored onto the removable hard disk 

using compression techniques . The data was extracted and then imported into MatLab 
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version 6.5 using a special ly coded program which had been coded using Nati onal 

Instnlments Labview/CVl tools. This program enabled the operator to visualise both 

the visual light eamera image of the volunteer driver next to its corresponding thermal 

image, as can be seen in the figure below. The fi gure below shows the' graphical user 

interface' (GU I) software app lication developed for accessing tlle image data fil es and 

exporling the data inlo the MatLab software workspace. Whal this GU I applicalion 

allowed was the ab ility to see each individual frame or image captured by Ihe Ihermal 

imager and Ihe CCD 'webcam' by the user, and to enable him to pick speci fie images 

in order to further process them. 

I'IMoIIIo-RoI ...... - I~~-'=:'" 
~.,,_I Ill' 

l_.u... LM.o __ 
,"- or_"_ 

.~- ..... -... ----

.' I, ,I 

Figure 5-1: Graphical User IlIter/ace used/or the selectioll o/thermlll images 

The data collecled posed a problem as it was found that the number of thermal images 

collected by the data acquisi tion software varied for each volunteer driver. Also, 

all hough 111e driver response lesl procedure had been the same for each of the 

volunteer drivers, their responses also varied ·ignificantly. For example, if the driver 

was asked to lean to the right to s imulate the driver leaning to gel a view of the 

opposite lane, some leaned far further than others. Another problem was that some 
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driver's responses to the stimuli was quicker than other volunteer drivers, and all 

these minor differences made it difficult for 'like for like ' image comparison and 

analysis. 

Lt was necessary to obtain the relevant images so that they could be studied further. 

Although in some instances the data sets for some volunteer drivers contained over 

SOD thermal images, it was not necessary to use all of them because most of these 

images were not relevant as they were of the driver sitting upright, looking straight 

towards the road, hands on the steering wheel. For analysis purposes, only a handful 

of these images were necessary for comparison studies with images of the drivers in 

other situations. Although it could be argued that all the images of the same situation 

should have been processed for the purposes of completeness, it would have taken 

many more months to complete and the higher accuracy which would result was not 

deemed high enough to justify spending so much extra time. 

The thermal images contained in each dataset for each volunteer were inspected 

visually one al a time for instances where the driver displayed some behaviour or 

action that differed from the nom). [n olher words, if the driver was in a di fferent 

position to his standard position of sitting back in the seat, head and gaze of the driver 

straight towards the road scene ahead, then the frame numbers of these images, and a 

description of the image was tabulated so that it could be reviewed later. Once this 

was done for the data of all the driver volunteers, these images were extracted from 

their datasets once again for image processing. 

The images were reshaped and imported using MatLab version 6.5 software. They 

were displayed as 121 x 121 pixel images and not as 16xl6 pixel images because of 

the greater clarity and the scope for more accurate segmentation of the images. 

The data acquisition program and the program used for the importing and displaying 

of the image data files ('compareiq2') was developed and the data acquisition code 

was written using commercially available 'Lab Windows/CVI' from the company 

'National Instruments ', and was chosen as it supported most hardware interfaces, and 

was relatively easy to use, and used standard ANSI C code. 
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The dataset for the first driver volunteer was opened up using the 'compareiq2' 

software program, as shown in figure 5-1. All the images were viewed manually 

using the scroll function of the program. Any images that were of interest were 

marked for fmther analysis later. Of particular interest were the images which showed 

the driver vo lunteer in differing positions or perform ing certain actions that were not 

the nonn. These images were as follows : 

I. Looking straight ahead. The driver's gaze is straight towards the scene in !Tont 

of him and the head is in the centre of the image. 

2. Looking up. The driver's gaze is directed upwards towards the region where 

the rear view mirror is located. The head is angled upwards. 

3. Looking to the right. The driver's gaze is towards the ri ght, simulating typical 

driver' s actions at T-j unctions, crossings. The head is rotated to the right. 

4. Looking to the left. The driver's gaze is towards the left, simulating a typical 

driver's actions at T-junctions, crossing etc. The head is rotated to the left. 

5. Head leaning forward , on the steering wheel. The driver' s head is resting on 

the steering wheel, simulating the position of the driver in the event of a 

vehicle crash situation. 

6. Leaning to the left. The head and body are positioned to the left, simulating 

the act ion of a driver reaching to buckle/unbuckle the seatbelt or operate the 

controls on the centre panel of the car. 

7. Using mobile phone. The driver was asked to pick up a mobile phone which 

was placed on the passenger seat prior to the start of the experiment. 

8. Reach right. This action was to mimic the operation of a barrier for entry into 

a car park or building. 
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All these images were put into a table which included information such as their frame 

number in the dataset, a Sholt description of what the image showed. This process was 

done for all tbe different dri ver scenarios that are described above. 

5.3 Threshold Images 

In order to further analyse the images of the volunteer drivers, the images themselves 

would have to be modified in order that the important regions were given prominence, 

fo r example the head and facial areas, whilst the other sections (such as the 

background) were removed from the image. For the purposes of this project, the head 

region was the focus of the analys is because thi s was the part of the body which was 

the mOSI li kely to come into contact with the steering wheel or other parts of the 

dashboard, and would be mos t at risk from airbag related injury in the event of a crash 

incident. 

The di fferences or regions in the 128x 128 pixel images were clearly des ignated by the 

differences in temperatures. For example, on visua lly inspecting the thermal images, 

it was clear that the background was at a lower temperature than that of the rest of the 

body, and the torso of the driver was at a lower temperature than the head and hands 

of tbe driver. Thjs was obviously because the skin on the face and hands was 

uncovered, whilst the rest of the driver's skin was covered by clothing, resulting in 

lower themlal emission. 

One of the simplest methods of processing the images was to use a t1u·eshold function 

on them. This was a process whereby certain parts of the image, or segments, were 

visually enhanced, whilst other parts of the image were removed. For the purposes of 

the thermal images collected from the experimental work, it was clear that the most 

impOltant regions of the images were: 
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• HeadlFace regions. 

• Hands. 

• Upper body. 

• Background. 

Clearl y the most important region was the head and facial regions as thi s was the part 

of the body that was most at risk from airbag related injury as it would be the first pan 

of the body that would collide with the steering wheel first. Therefore it was thought 

that separating the head/facial areas from the rest of the body and the background 

would visuall y aid the analysis of the images . 

The different regIons were shown by the di fferent temperatures that they were 

des ignated wi th . For example, on visually inspecting any thermal image, it was clear 

that the background was at a lower temperature than the head and fac ial regions, and 

these di fferences were shown up as di fferences in colour. The lower temperatures 

regions were designated the 'cooler' colours such as blue and black, whilst the higher 

temperatures were shown as the yellow and red regions. Using this colour scheme, it 

was possible to distinguish between different sections of the body. However, in order 

to analyse the images, temperature and not colour was used as the variab le. Before 

thi s could be done, however, it was important to know what the temperature readings 

were for the various regions in the image were. It was also important to obtain thi s 

information fro m as wide a range as possible of images of as many of the vo lunteer 

dri vers as possible, in order to maintain the accuracy ofthe results . 

The fi rst dri ver scenario that was examined was the driver scenario or pos ition which 

would be the most common, the dri ver looking straight ahead, towards the road ahead 

and in his normal dri ving position. This image was viewed using the 'compareiq2' 

program, and the data was exported into the MatLab command environment. The 

command to bring up the value of any pixel of the image was called 'xval', and thi s 

enabled the researcher to use the computer mouse device to hover above any region of 

135 



interest in the image, click on a particular pixel and thus find its resultant temperature 

reading. A number of random pixel temperatures were measured in this way for all 

the different regions of the image (e.g. head, upper body, hands, background), and the 

modal average of the temperatures were found. Thjs process was done for a selection 

of the vo lunteers, and the results tabulated and displayed in figure 5-2. 

However, it was clear that the temperatures for the same region (head, body etc) 

differed by a few degrees Centigrade for each different vo lunteer. The threshold 

technique chosen to distinguish the head region apart from the rest of the regions in 

the image was a simple one. The head region was set at a particular temperature (say 

30 degrees Celsius). A short Mat Lab function program was written using a standard 

• fF ' argument structure which basically said that if the pixel was at a temperature 

higher than the threshold limit, then that pixel would have a value of I , but if any 

pix el had a temperature less than the threshold limit, then that pixel would be set to O. 

The resultant image would show the head and neck regions only, and would be set 

apart fro m the background. 

Setting the threshold temperature was crucial to the success of this project as it would 

be wri tten into a MatLab program which would be used to threshold a ll the relevant 

images for all the volunteers. A mean temperature may have been suitable for one of 

the volunteers but if used as the threshold limit for other volunteer's images, may 

have resulted in distorted head region sizes and shapes, because that vo lunteer's 

temperature readings were slightly lower than the norm. Therefore the temperatures 

of the relevant regions were checked for a selection of the volunteers and the lowest 

temperature was used as the threshold limit. Using the lowest temperature value for 

human ski n was thought to be a satisfactory solution as it was found that by analysing 

a random selection of images from all the volunteers, the surface facial skin 

temperature was found to be higher than 30 degrees Celsius at standard room 

conditions. Of course, this wou ld not apply where the ambient temperature was over 

30 degrees Celsius, but it was rationalised that drivers would not wi llingly remain in a 

car cabin which was at thi s high temperature. They would probably turn on the air 

conditioning system in order to maintain an ambient temperature in the region of 20-

25 degrees Celsius, and is therefore not a real concern. 
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Figllre 5-2: SlIr/ace temperatures a/variolls body parts/or selected vollll/teers 

Using information obtained from the table given in figure 5-2, the following function 

was written using MatLab. This was a simple IF argument which classified individual 

pixels according to their temperature values. Pixels over a certain temperature 

threshold were assigned a value of I , whilst pixels which were below the threshold 

were assigned a value of O. The threshold value could be determined by the user by 

changi ng the value of'l' , whilst the image was written as a matrix, 'x'. 

The MatLab function was as follows: 

function y = thresh(x, t) 

% AVERAGE Mean of vector elements. 

% A VERAGE(.X), where X is a l'ector, is the mean of l'ector elements. 

% Non-l'cctor input results in an error. 

[m,n) = sizc(x)j 

if (m<=11 n<=I) 

errorelnput must be a 2D matrix') 

end 

y=Xj 

for i=l:m 
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for j= l :n 

if x(i,j)<t 

y(i,j)=O; 

else 

y(i, j)= I ; 

cnd 

cnd 

cnd 

Us ing thi s threshold function, it was pos ible ror the user to process the images, and 

examples o r this are shown in fi gure 5-' to fi gure 5- 10: 
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Figure 5-3: Thermal image and threshold image of driver looking straight. 
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Figure 5-4: Thermal image and threshold image o r dri ver looking ri ght. 
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Figure 5-5: Thermal image and threshold image of driver looking left . 
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Figure 5-6: Thermal image and threshold image of driver leaning forward 
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Figure 5-7: Thermal unage and threshold image of driver with head on 

steeri ng wheel. 
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Figure 5-8 : Thermal image and thresho ld image of dri ver leaning ri ght. 
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Figure 5-9 : Thermal image and thre 'ho ld image of dri ver reaching right. 
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Figure 5-10: Thermal image and threshold image of driver leaning lef1 . 

140 



Figures 5-3 to 5- 10 show the thennal image and the corresponding threshold image 

for one of the driver volunteers used in the experiment. The driver in figure 5-3 is 

'looking straight ahead', which is the defaul t position for all the drivers. Figure 5-4 

shows the same driver when he is ' looking right'. As can be seen from the thresho ld 

image, the area of the threshold region has migrated to hi s right side, when compared 

with the threshold image shown in fi gure 5-3. 

Figure 5-5 shows the driver as he is ' looking left'. It can be seen that the centroid of 

mass of the threshold image has moved towards his left side. Although at first glance 

there may not appear to be much di fference between this image and the driver as he is 

looking straight, it can be proved that there has been head movement. To test this, an 

imaginary line was drawn down the centre of the image (vertically), and a function 

was written in Matlab to count the number of 'hot' pixels on the left and the right side 

of the image. The function wo uld deteml ine which side of the image had the highest 

number of ' hot' pixels and it could be sa id that the dri ver's head had moved to that 

s ide of the image. Also, it is noti ceable that the width (or minor ax is length) of the 

threshold region is slightly larger compared with the threshold region of the driver 

'look.ing straight ahead', which could also indicate that a head positional change had 

taken place. 

The driver in figure 5-6 is 'leaning forward' towards the steering wheel. Due to the 

fact that the head is facing downwards, the overall area of the face that can be viewed 

by the thennal imager has reduced in size, and this is seen in the threshold image in 

figure 5-6. This is even more pronounced in fi gure 5-7, which is of the driver with hi s 

' head on the steering wheel' . With the head being in thi s position, only a small part of 

the driver's face is visible, and this is shown very clearl y by the Ulfeshold image. The 

thresho ld region is now a flatter shape, and also the centroid of mass of the region has 

shifted considerably towards the bot10m of the image. The contrast between this 

image and that of the driver whilst in his default position of 'looking straight ahead' is 

very clear. 

Figure 5-8 is the dr iver whilst he is ' leaning ri ght'. In this position, the centroid of the 

threshold region has moved signi fi cantly towards hi s ri ght side, and also the major 
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axis is also at an angle, leaning towards the rigbt side. These differences should 

clearl y distinguish it from the image of the driver 'looking straight ahead' . 

Figure 5-9 shows the driver whilst he is in the 'reach right' position, i.e. when he has 

hi s ri ght am1 outstretched out of the window in order to operate a roadside barrier, for 

example. The tIu'eshold region has also moved towards his right side, however, it is 

different [om1 fi gure 5-8 in that the area of the threshold region is considerably 

sma ller. 

The driver in figure 5-10 is 'leaning left'. In this image, the driver was unbuckling his 

seatbel t. The threshold region is positioned on the left side of the image (from the 

driver's view), and also the area of the region is smaller and the shape is flatter. 

Once the threshold images were obtained for each of the different driver actions, the 

mathematical properti es of the threshold shape was fOllnd using the 'regionprops' 

command in MatLab. These properties are the mathematical or geometrica l 

properties of the region which is left after the threshold function has operated on the 

original infrared image. These properties include the x and y coordinates of the 

centroid of mass of the region (in pixels), area, major axis length, minor axis length. 

The data exported into MatLab from the 'compareiq2' GUI enabled images sllch as 

the one shown below to be created. As can be seen, the head region is clearly defined 

from the rest of the background and from his torso as well. Note also how the eye 

regions show up clearly as cooler areas of the face. This is due to the fact that thi s 

volunteer was wearing eye glasses. 

5.4 Analysis of Threshold Images 

The threshold technique was done for a specific purpose, i.e. to reduce the amount of 

infom1ation (pixels) from the original thermal image down to a more manageable size 

for both the researcber and the computer to handle. Once this was completed, another 

MatLab command was used to analyse the resultant head and neck region. This 

command was called 'regionprops ', short for ' region properties'. Using this command 
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enabled the operator to automatically conduct a series of mathematical measurements 

applied to the threshold region. This provided scope for the researcher to use this data 

to discern any changes using a more reliable and quantifiable method than the 

previously used method of visual inspection. The mathematical operators that could 

be calculated using the 'regionprops' command were as follows: 

• Centroid. 

• Area. 

• Eccentricity. 

• Orientation. 

• Major Axis Length. 

• Minor axis Length. 

• Bounding Box. 

Although there were other measurements that could have been found , it was fe lt that 

these represented the main measurements that were necessary for adequate processing 

of the images. These variab les were decided upon by comparing the values of these 

variab les for different scenarios (e.g. look straight, lean forward, lean right etc) . It 

was found that these variables exhibited significant change when the driver' s position 

or movement changed in the image, and this was important when it came to using this 

data in the neural network analysis described in chapter 6. 

Area, measured in pixels, was a useful measurement as it would provide a measure of 

the size of the head and neck regions, as indeed would the Major and Minor Axis 

Lengths. The centroid of the mass of the region was given as an x and y co-ordinate 

(in pixels) and was useful as it could provide information relating to both driver 

behaviour and head position. 

5.5 MatLab Region Properties of Threshold Images 

The threshold regions that resulted from the image processing done were then 

subjected to mathematical analysis in order to differentiate them from each other. 

This was done using the 'regionprops' command in MatLab, a tool specifically 

designed for use on segmented images using the threshold technique. These 
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mathematical properties are presented below, and were determined from a number of 

sources 11011, 11021: 

Perimeter 

The perimeter is the di stance in pixels around the circumference of the object. One 

pixel is given a nominal unit of I . 

Area 

The area is the area inside the foreground of the threshold im age and the boundary of 

the object, measured in number of pixels, and this provides a measure of the size of 

the object. 

Major Axis Length 

The major ax is length is the length of the threshold object measured along the longest 

or major ax is of the object, or is the di stance between the major axis endpoints, and 

can be expressed by the following equation : 

Major Axis Length = "(xz - XI)Z + (Yz - Ylf 

Where (XI,YI) and (xz,Yz) are the major axis endpoints. 

Minor Axis Length 

The minor ax is length is the length of the threshold object measured along the shortest 

or minor ax is of the object, or is the distance between the minor ax is endpoints, and 

can be expressed by the following equation: 

Minor Axis Length = "(xz - XI)Z + (yz _ YI)Z. 

Where (X]'YI) and (xz,Yz) are the minor axis endpoints. 

The major axis angle is the angle that is made between the major axis of the object 

and the x-ax is of the inlage, and can range from 0° to 360°. The major axis can be 

expressed in the form: 
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Major Axis Angle = tan-'[(i - y')/(x z - x')]. 

Centroid 

The centroid or the centre of mass of the object is the point of the object where there 

is an equal mass above, below, left or right of that point This is expressed as an x and 

y coordinate. 

Eccentricity 

Eccentricity is the ratio of the distance between the foci of the ellipse and its major 

axis length, and is normally given as a value between 0 and I . An eccentricity of 0 

denotes that the ellipse is actually a circle, whilst an eccentricity of I denotes that the 

ellipse is a line segment. In other words, this property approximates the shape in the 

image to an ellipse. 

Ori entation 

The orientation is the angle in degrees between the x axis and the major axis of the 

ellipse that has the same second-moments as the region. 

EquivDiameter 

This is the diameter of a circle which has the same area as the region in question, and 

is calculated as the square root of the sum of 4 times the area of the region, divided by 

pI. 

5.6 Graphical Treatment of the Images 

Once the 'regionprops' command was applied to calculate the various mathematical 

and graphical properties of the segmented image, the first batch of results were 

tabulated and are presented in figures 5-11 to 5-17. The data contained in these tables 

allowed images to be scrutinised to a greater degree than merely by examination by 

the naked eye. 
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LOOKING STRAIGHT AHEAD 1 Centroid I I 
Fa ce 

Data from threshold x co- yeo- MaJor Axis Minor Axis 
Name Test No. Frame No. value ordinate ordnate Area Length Length Eccentricity Orientation 

degree C plxel plxel plxe l pl xe l plxe l plxel plul 

AmJad I 1 30 47.8945 68.865 2200 91.6722 37.7847 0.9111 89.7935 
Andy 2 1 30 53.7368 53.2115 2052 103.3856 35.9161 0.9377 86.2382 
BBa] 3 4 30 55.5731 55.8697 2195 94.3566 39.4544 0.9084 85.5635 

Fa ... 4 2 30 51.5214 48.2212 4204 112.3702 49.3043 0.8986 .s6.9914 
Ga'vin 5 9 30 59.0489 47.7226 3864 110.3529 45.9159 0.9093 -89.3627 
mrao 6 85 30 57.4392 63.3274 2639 79.4537 43.6608 0.6355 -83.7612 
Jame. 7 34 30 53.9757 68.362 2555 85.2537 41 .1153 0.876 .sB.6045 
M""'H 8 17 30 51 .3361 60.8919 3859 94.9595 52.5254 0.6331 -89.5546 
Slepilen 9 1 30 68.9616 72.9317 2476 72.4965 46.2711 0.7698 .sB.6807 

Val 10 39 30 50.5772 65.0979 2216 67.557 42.8535 0.7731 -78.8909 
Oiming 11 22 30 58.0509 55.836 3202 94.3873 44.4771 0.882 82.7668 

Figure 5-11 : Table of region properties of threshold shape when looking straight. 

; LE .. ICentrold I 
Fa ce 

Data from threshold! x co· yeo-
~~n91h Name Test No. IFrame No. ng va lue ordinate oronate A .. a Len91h 

de9 .. e C pl .. 1 p'", pl .. 1 p'", p"el p'''' pl .. , 

Amjad 1 362 30 

i _ 52.5021 2828 85.3913 45.3365 0.64'4 ..... m 
An<!y 2 lOB 30 62.1486 2611 90.6026 39.0941 u.""" 72.2398 
6'tal 3 15 30 '.11 73 3001 81.4939 48.7909 0.801 -82.9005 

" ... 4 174 30 '."53 1.5682 26" 74.8400 

~ 
0.7859 75.0367 

ca.n 5 102 30 ilO.'53' 1.4992 4299 104.7962 0.8552 -89.283 
Imran • 143 30 ..... " 66.6163 3001 79.5942 0.7653 72.5216 
James 7 310 30 68.5703 59.7712 2002 82.2692 45.4399 0.833' 63.5403 
Mar\( H 8 402 30 63.6807 58.9905 3883 87.6417 ""."'''' 0.7641 82.932 
Slephen 9 116 :J{) 80.8638 .14.8168 3149 73.6749 56.2555 0."" 51.',," 

Vat 10 110 30 70.7348 62.4321 2002 76.1307 34.9853 0.8882 74.5769 
l> min9 11 534 30 71 .2755 60.008 3252 90.2815 46.7949 0.8552 -88.6403 

Figure 5-12: Table of region properties ofthreshold shape when looking left. 
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LOOKl NG RIGHT Centrold 
Face 

Da ta from thresholdl x eo- y co- Major Axis Minor Ax is 
Name Test No. Frame No. n9 value ordinate ordnate Area Length Length Eccentricity Orie ntation 

degree C plu l phee l plxa l pixel pixai pixal plxel 

AmJad 1 360 30 40.3246 54.0339 3007 86.8821 45.6376 0.8509 -63.7241 
Andy 2 107 30 40.3587 64.7334 2746 88.4693 41.6815 0.8821 -62.6451 
Bilal 3 110 30 55.1557 51.5427 3114 82.0083 50.4837 0.7881 -ll2.2999 

Faraz 4 171 30 53.2086 65.7784 2689 78.1 023 45.3931 0.81 36 -63.7296 
Ga~n 5 104 30 50.1019 44.3275 4367 102.2713 56.4695 0.8336 ·75.2071 
Imran 6 139 30 49.8409 67.26 2954 79.3201 50.164 0.7746 ·71.9672 
James 7 312 30 31 .2028 70.365 2974 93.51 97 41.8068 0.8945 ·54.2463 
Mark H 8 400 30 48.6973 61 .0795 3622 89.6212 54.9282 0.7902 -68.5276 
Slephen 9 22 30 44.8179 75.9285 2756 70.61 28 52.1362 0.6744 ·33.3023 

Val 10 108 30 47.5845 64.7378 2277 82.2829 37.8406 0.888 -68.1437 
Diming 11 30 66.1661 68.8268 3289 93.6745 46.177 0.8701 ·778319 

Figure 5-1 3: Table of region properties of threshold shape when looking right. 

'" T-SIDE, DU OF I 

Fac. 

M~:~~1h ... " Data from th re sholdl x co- y co- I 
Name Test No. Fram. No. ng value _o" lI nal. ordna te Area L. n91h 

I d' 9ree ' plxel plx .1 plx. 1 plx.1 plxe l plxel plx.l. 

Amja, 1 21 30 104."''''' 

I ~ 
m. " .• ' 0 

~i: 
0.6596 .... U"'. 

And, 2 25 30 
:~ 

n17 635736. . 5.1, u .... , 15.2143 
Bilal 3 .10 JU 2785 70.3964 56.· 0.5977 -44.576 
Fara, 4 26 30 10'."'" W .• "". 1>40 01.WI , "".1' 36 0.8293 ·4l1.029Z 

Ga'n 5 
Inlran 6 
James I 
Mar'<H 8 27 30 102.5604 e 2566 74.0871 46.bJZO 0.7771 ....... 1 
SI.phen 9 2B JO 100.705 1400 54.7576 35.321 0.7641 ·21.2163 

Val 10 Z' JU 119.12 50 11.8555 5.679; 0.8778 84.9351 
Diming 11 21 30 1OZ."I, . 1." ' . '''''. .... "". "'.Ul66 0.7559 ·50.495< 

Figure 5-1 4: Table of region properties of threshold shape when leaning left . 

LEAN RIGH r-S IDE, OUl OF I Centroid 
Face 

IM~:~g~IS Data from x co- y co- Major Axis 
Nam. T.s1 No. I Fra m. No. I ng vs l" onllnate o~na la Area Lenglh i 

I . a9'" C piu I pixel pixe l pixal plxe l plxe l plxe l 

~ Amj.d 1 49 JO 24.2636 67.4236 1994 63.6403 42.3]19 0.7461 
Andy 2 ., JU 20.0322 85.6014 BJlj lB .3422 34.1969 0.899, 
8i1 .1 3 3.1 30 35.022 1 56.324' 2992 82.7353 52.0841 0.1l1 ·"'.",,1' 
Fara, 4 JO ' 5.09' 8 66.1685 265. 82.2369 42.' 363 0.8566 -55.7'24 
u .. n , 156 JO 

5. " .1'" 3'" " l.3Z14 ' • . 4136 0.9089 -61.'''' 
Inlran 6 361 JO 66.3152 2805 83.9656 44.1936 0.8503 -58.4'83 
James 7 380 30 66.1052 2671 92.9171 40.039 0.9025 -65. lBOJ 

Ma'" 8 
Sleph.n • 21 9 JO " .• 56. 75.1509 2565 72. 1274 47.06'3 0.7577 -65.1119 

Vai 1. 159 30 33.3131 . 2.1'.' 2." 74.2'28 45 .• 11. O.!,,' ·IU401 
Oiming 11 531 JO 66.1681 68.8258 3289 93.6745 46.17, 0.8701 ·77.831, 

Figure 5-15: Table of region properties of threshold shape when leaning right. 
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ILOOK UP TO REAR VIEW MIRROR Centroid 
Face 

Data from threshold! x co· y ea· Major Axis Minor Axis 
Name Test No. Frame No. ng value ordinate ordnate Area length Length Eccentricity Orientation 

degree C plxel plxe1 pixsl pixel pixel pixel pixel 

Amjad I 7 30 45.3032 55.0496 2599 92.7549 42.6856 0.8878 -80.6746 
Andy 2 

Bilal 3 695 30 56.5723 54,1946 2076 79.2906 39.4312 0.8676 -79.6376 
Faraz 4 

Ga>.1n 5 
Imran 6 
James 7 
Marit H 8 356 30 56.337 55.5354 ,...2 96.5248 46.2458 0.8778 -81.8453 
Slephen 9 12 30 63.5096 71.1215 2651 76.4243 46.0922 0.7977 -87.247 

Val 10 383 30 66.2925 61.2369 2537 74.3617 46.9243 0.7758 -89.8159 
Oiming 11 11 30 60.0979 55.4536 3117 92.1757 44.782 0,8741 80,8574 

Figure 5-1 6: Table of region properties of threshold shape when looking up. 

IHEAO ON a 'NEAR' Cen"old 
Face 

cAxls Data from )I. co· co· Major 
Na","- Tesl No . IFcame No, n9 ,,'ue onl lnale o;"nalB A",- Le n9lh Lenglh 

.eg .. e c piu I pilei pilei plx" plael plul plx el 

Amiad 30 9~ -"'- 12.1' 1.' /22 0.7192 36.0164 
Andy 2 347 30 55.75/3 65.7791 62. 60.1727 21 .906 0 .9314 ·1.863 
BHal 3 650 30 

=¥.i 
85.8820 1986 67.8577 58.6054 0.5041 

Fala' 4 ~1 30 92.' ,~ 19.0113 10.'585 0.2163 -31 .4442 

G"n 5 ' 63 30 17.555 555 109.4191 67.2812 0.7886 78.1594 
"'lan 6 304 30 

~i! 
74. 

i= I 2503 
62.1275 

~ ~ 
03 • . 3945 

James 498 30 93.1 , ... ,J. ....>942 
Man< H 6 1,,7 30 1>.' 74.5907 66i 0.4539 -31.3614 
SlepMn 9 313 30 . 8.5095 63. '96 1894 53.9751 " )2 0.4766 -4.3188 

Val 10 663 30 73 85 9 ,u.m J -'" 0 .99'" 90 

Ulmln9 '" 30 61.0211 11 .6013 3263 73.1241 60.9745 0.552 030.004 

Figure 5-17 : Table of region properties of threshold shape when head is on steering 
wheel. 
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Figure 5- 18: Centroid positions when looking straight ahead. 
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Figure 5-20: Minor axis length vari ation when looking straight ahead . 
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Graph Showing Variance of Centroid coordinates 
when Driver Looks to the Left 
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Figure 5-2 1: Centroid variation when looking to the left. 
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Fi gure 5-22: Centroid posi tion for mu lt ip le dri ver scenarios. 
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151 



100 
90 

J!! .. 80 

" 70 '0 
~ 

9 60 
0 

" 50 
:>. 

40 "0 e 30 
C 20 .. 
u 

10 
0 

0 

Mean Average Centroid Position for Different Driver 
Actions 

• '" 
• Look Right 

• Look Straight Ahead • • ,. • 0. Look Left 

. Lean Right 

x Lean Left 

• Head on Steemg Wleel 

20 40 60 80 100 120 

Centroid X co..ardinate 

Figure 5-24: Average centroid pos itions [or multiple driver scenarios. 
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Figure 5-25: Area variation for multiple driver scenarios. 
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Variance of Minor Ax is Length of Threshold Reg ion 
when Gaze Direction is Changed 
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Figure 5-26 : Minor ax is length variation for multip le driver scenarios 

5.7 Discussion of the Graphs 

Figure 5-18, showing the centroid position when the volunteer driver was looking 

straight ahead, illustrates a varied pallcrn of x and y co-ordinates, but it can be said 

that they mostl y lie within the 50-60 x co-ordinate band, and the 45-70 y co-ordi nate 

range. This concentration of centroid positions wi thin a particularly defined region of 

the image does indicate that there is a similarity of driver head position and gaze 

directions for different driver height and build. 

Figure 5- 19, showing the head area variation throughout the volunteer population, 

shows a large variation wi th areas ranging from 2000 to 4000 pixels. This could be 

the result of the threshold temperature being set at 30 degrees Centigrade and some 

volunteers hav ing lower facial skin temperature readings than others, thus resulting in 

an artificiall y smaller facial area due to the simplicity of the MatLab ' thresh' function. 
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There is as expected, a clear correlation between the Minor Axis length of the 

threshold head region and its area, as shown in figure 5-20. Most of the vo lunteers 

have a minor ax is length, or head width (which is essentially what the minor axis 

length represents) in the 40 to 50 pixel range. 

Figure 5-21, showing the vari ation of the centroid positions when the vo lunteer 

driver' s gaze is directed the left , shows a spread of data points within the 60 to 80 x 

co-ordinate pixel range. This clearly demonstrates that there is correlation between 

the gaze direction of the vo lunteer dri ver and the centroid position of the threshold 

head region, and that thi s can be determined from the analysis of the resultant images. 

Figure 5-22 and fi gure 5-23 present the centroid posi tions of the vo lunteer dri vers 

when the driver exhibi ts numerous different eye gaze directions and head positions. In 

figure 5-23, which shows the centroid positions fo r the volunteer driver looking left, 

right and straight ahead, it is evident that the centroid position changes unmi stakably 

as the dri ver vo lunteer changes his gaze direction. Therefore, centroid position can be 

used as a method for detenn ining the dri ver' s gaze direction. Figure 5-23 shows the 

average centroid position or different gaze directions and head movements and 

positions . It revea ls that the centro id pos ition shi fts to the right when the driver looks 

to the right, to the left when the dri ver looks to the left and remains in the centre 

between these two data points when the driver' s gaze is towards the road scene ahead . 

This is illustrated more clearly in fi gure 5-24, where the mean average centroid 

position fo r all the various gaze directions and head positions are presented. The 

average height of the three different gaze directions (to the left, to the right, and 

straight ahead) are on the 60 pixel mark which suggests that the head does not move 

up or down , but the x co-ordinate of the data points of aLl three gaze directions 

changes considerably. The average x co-ordinate when looking left is 65 pixels, 

compared to 55 pixels whilst looking straight ahead and finally the average fo r when 

the driver is looking to the ri ght is 48 pixels. If the y co-ordinate had changed 

significantly, then it could be said that the driver 's overall head position was 

changing, therefore indicating another driver activity or response. However, since the 

y co-ordinate for all three gaze direction data points is approximately 60 pixels, thi s 

does not apply in this case and therefore it can be argued that the this shows that the 
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head has rotated slightly about the major length axis, i.e. turned towards a particular 

gaze direction. 

The x co-ordinate when the driver leaned to the left is 99 pixels, whilst it is 

approximately 38 pixels when leaning right. This is a significantly large difference 

between the two and is considerably different the three different gaze direction 

positions than was mentioned before. 

The centroid position for when the driver has brought his head towards the steering 

wheel seem like an anomaly. The x co-ordinate of 60 pixels is very similar to that of 

the driver looking straight ahead, but that is where the similarities end because the y 

co-ordinate of 85 is much higher than the 59 pixels value when the driver is sitting in 

hi s n0n11al sitting position and looking straight ahead. This seems puzz ling at first, as 

it would surely be expected that the y co-ordinate of the data points for when the 

driver has hi s head near the steering wheel to be less, and not higher than before. 

Perhaps this can be explained by the fact that as the driver pivots about his waist and 

brings his head down towards the steering wheel, the head is moved closer towards 

the thernlal imager, thus enlarging the image of the head on the thennal image, and so 

the centroid will move higher up than when the driver is in his nonnal sitting position. 

Figure 5-25 presents the apparent head area variation when the gaze direction is 

changed, and shows the areas to vary considerably between the 2000 pixel mark and 

the 4500 pixels mark. Ideally, the head area should remain the same regardless of 

whether the driver moves gaze direction or not, but in reality it does change because 

the rotation of the head to the left or the right exposes the side of the head, neck and 

other parts of the head, thus increasing the effective skin surface area exposed to the 

thennal imager, thus increasing the threshold region area. This is borne out by the 

spread of the data points on the graph. The data points corresponding to the driver 

looking straight ahead is generally the lowest with most points being between the 

2000 and 2500 pixels mark, whi 1st the left and right side gaze direction data points 

have higher values and area almost identical to one another. 

Figure 5-26 displays how the Minor Axis Length vanes for varying driver gaze 
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directions. As can be seen, the data points for the scenario of the driver looking 

straight ahead have the lowest Minor Axis Lengths ofthe three. 

5.8 MatLab Detection System 

Weight, height, and overall size of the volunteer dri ver are signi ficant fac tors to 

investigate in the search for better understanding and so lving of airbag related 

incidents. However, by far the most important factor according to the NHTSA, is the 

diswnce between the steering wheel and !lle driver/occupant measured linearly 

between the centre of the airbag cover compartment and the breastbone 0 f the 

occupant. This in turn means that the position of the driver relative to the fixed in -

car furniture such as the dashboard, steering wheel and the contro ls is the most 

important factor to consider firstly, in the pursuit of a viab le airbag safety system. As 

has already been described by the NHTSA, if the occupant is closer than 10 inches 

(measured linearly between the steering wheel central console and the breastbone of 

the driver), then he is at ri sk of serious inj ury and even death. 

Once the images were captured using the data acquisition software, and stored, the 

next priority was the examination of the images. Processing of the images was done 

using the commercially available MatLab version 6.5 software. The data images were 

stored in a portable external hard disk and transported back to the laboratory for 

further processing omine. 

The rationale behind analysing the image data was to detect the principal information 

contained wi thin the images themselves. The info rmation to be detected was: 

• Linear position. 

• Gender. 

• Size. 

• Driver actions inside the vehicle (e.g. look left, lean forward). 
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One important point that needs to be made is that the detection of different factors and 

driver actions inside the vehicle are easily done by human visual inspection and the 

thought processes of the brain. However, the goal was to automate this process using 

a stand alone computer based system that would replicate this process to some degree. 

A human, for example, is able to distinguish whether the occupant driver in the image 

shown is leaning forwards towards the steering wheel, and is ab le to perceive that thi s 

is different to the image of a driver sitting back against the backrest of the car seat. 

The human is able to recognise this by relyi ng on past experiences and making 

appropriate estimates as to the likely position of the driver from viewing a random 

sample of images. However, this is beyond the scope of a computer as it has not the 

experiences of the human, and cannot make a judgement as to what one particular 

image represents and what the response should be to that image. The computer needs 

to be programmed in order to be able to do this. This is where artificial neura l 

networks become very useful , as thy allow the user to 'train ' the network into 

recognising certain pattems through repeated learning. This will be explained in 

chapter 6. 

For Mat Lab infrared detection, the variab les that could be deduced were: 

• Linear longitudinal position between the steering wheel, or the closeness of 

the driver to the steering wheel. 

• Driver's head, body apparent size is larger than when the driver is sitting back 

onto the backrest. 

• Higher average temperature of the image is detected when the driver is leaning 

forward and thus filling the image with the hotter parts of the face. 

• Lower number of ' cold ' or background pixels in the image when the driver is 

close to the steering wheel and the thennal imager. 

• Changing position of the ' hot' and 'cold ' pixels when the driver moves into a 
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di fferent position in successive images. 

• Width of the driver's bead increases when the driver leans forward to the 

steering wheel and tbe thermal imager. 

• Apparent height of the driver increases when the driver is closer to the 

steering wheel. This is true for cases when the camera is mounted straight 

ahead, in front orthe driver. 

5.9 Visual Warning System 

The next step after the dri ver posi tion and behavioural infomlation has been 

detennined from the images is to display the corrective action instructions. In a real 

car, this would entail the airbag to be switched off by a command from the airbag 

safety system. However, since this system has not been built yet, other methods had 

to be employed to do this, and the simplest method to show this was to have an on 

screen display showing the corrective action required. 

5.10 MatLab Functions 

Using some simple reasoning, it was possible to write some functions in MatLab that 

would be able to detect specific characteristics of the occupant within each frame. 

The smart airbag system is required to first be ab le to tell whether there is an occupant 

present in the driver or front passenger seat or not. To do this, a simple MatLab 

function was written using an IF argument as the basis of the function. It works by 

using the assuI1lption that a human occupant will exhibit thermal radiation wbicb can 

be 'seen' by the thermal imager, whereas an unoccupied seat will exhibit little or no 

thermal radiation greater than the background level. Therefore, in the function script 

below, tbe programme is asked to find a pixel within the centre of the image which is 

greater than 30°C, the lowest value for skin temperature detected using this thermal 

imager in the trials. The centre pixel was used as this from experience, this would be 

located within the facial region of the occupant in the image, tbe hottest part of the 
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image. Tlus was a reasonable technique to use as the face of every image of the 

driver looking straight ahead covered the centre pixel of the image, and this was 

usually the hottest part of the image for a random selection of images which were 

examined. However, further testing would be needed to establish whether thi s is the 

case in all instances. 

function y = detect(x, t) 
% AVERAGE Mean of vector elements. 
% AVERAGE (X) , where X is a vector, is the mean of vector 
elements. 
% Non-vector input results in an error. 
[m, nl = size (x) ; 
if (m<=l I n<=l) 

end 
y=x; 

error (' Input must be a 2D matrix') 

for i=1:12l 

end 

for j=1:12l 

end 

if x(60,60»30; 
disp 'living occupant detected'; 

else 
disp 'no occupant detected'; 

end 

A similar assumption was used for the following function . This assumed that if the 

occupant was leaning to one side, either to the left or to the right, this would be shown 

in the thennal image by high temperature pixels located either at the extreme left or 

the extreme right of the image, and this would indicate that the driver's upper body 

position had moved in that frame, thus causing the smart airbag system to recognise 

that the occupant was in an 'out of position ' situation, and so the airbag should not 

fire . It was felt that this was a reasonable strategy to employ. Taking into account the 

low resolution of the images, some definite patterns needed to be detected, and a 

cluster of 'hot' pixels on the ex treme right or left of the image would suggest that the 
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driver's position had indeed changed from his default position of sitting in the centre, 

looking straight ahead. If the images were of a higher resolution (i.e. had more 

pixels), then a distribution analysis would be more robust perhaps. 

function y = detect(x, t) 
% AVERAGE Mean of vector elements. 
% AVERAGE (X) , where X is a vector, is the mean of vector 
elements . 
% Non-vector input results in an error. 
[m,n) = size(x); 
if (m,,=l I n<=l) 

error('Input must be a 2D matrix') 
end 

if x(60,60»30; 
disp ('living occupant detected'); 

else 
disp ('no occupant detected'); 

end 

if x{60,llS»30; 
disp ( 'occupant leaning to the left'); 

if x{60, 5) >30; 

else 

end 

end 
end 
end 

disp (' occupant leaning to the right' ); 

( 'occupant positioned in centre'); 

The function below is sljghtIy more sophisticated as it can detect whether the driver's 

head is slightly positioned to the left or to the right, i.e. whether the driver is looking 

to the left or to the rigbt. This is done by assuming tbat the face of the occupant is 

normally in the centre of the image, wi th both left and right balves of the face equally 

pos i tioned on the left and the right of the imaginary verti cal centre line running down 

the middle of the image, and that there is an equal and opposite area of the facial 
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region on the two sides. Again due to the low number of pixels per image, a 

simplified approach was best employed. However, it is acknowledged that this 

approach would have problems dealing wit exceptional circumstances such as if the 

camera is misaligned and offset, or if the driver had an unusual feature such as the 

wearing of an eye patch. 

From visual inspection of images where the driver is looking to the left or to the right, 

a sligh t shift in facial area is visib le to the naked eye. For example, when the driver 

looks to the left, the head turns to the left and the majority of the facial and head 

region visible in the image has now moved to the left of the imaginary vertical line, or 

it can be said that the centroid of the facial region has shifted to the left. This principle 

has been used in the function below. Again using an [F argument, it calculates the 

mean temperature of the left side and the right sided of the facial region either side of 

the imaginary line, and whichever side has the highest average temperature, then it 

concludes that the majority of the facia l region resides on that side of the imaginary 

line and therefore concludes that the driver is looking in that direction . The evidence 

for thi s is that this function was tried on a number of different images where it was 

known that the driver was looking to the left. or to the right, and it predicted the 

correct driver action in the vast majority of cases. However, further work would need 

to be done in order to 'tune ' this function to provide the correct answer in all cases. 

for i=1:121 

end 

for j=1:121 

end 

if mean{mean{x{:,20:59»»mean{mean{x{:,61:80» ) 
disp{'drivers head leaning right') 

else 
disp{'drivers head leaning left') 

end 
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- ------------------------------------, 

Below is a short function that is programmed to determine whether the occupant is 

weru·ing eyeglasses or not. From viewing many different images of occupants with 

and without eyeglasses or spectacles, an imaginary bounding box can be drawn onto a 

random image whose boundaries would encompass the occupant' s eyeglasses, should 

he be wearing them. Also from analysing some of the images, the eyeglasses are 

shown as circular/elliptical blobs near the top of the face, and the temperature of thi s 

region is much lower than the temperature of the rest of the face, approxlmately in the 

region of 26°C, plus or mjnus 1 degree Celsius, compared to the face and the head 

which is over 30°C for all occupants. Therefore, the function was programmed using 

a simple IF argument which states that if a pixel within the bounding box region is 

within a certain temperature range (in this case between 25°C and 27°C), then this 

wo uld mean that a cooler temperature object was present within this region, with a 

high probability of this object being a pair of eyeglasses. Therefore, if thjs was 

detected, then the output should di splay that the eyeglasses have been detected , 

otherwise it should display that there are no eyeglasses present within thi s region. 

This is shown in the script below. The fu nction is called 'detect8 ' . As can be seen, 

the logic contained within this function is very simple. The 'x' refers to the image as a 

matrix. Lines 2 to 8 ensure that the input 'x' is given as a 2 dimensional matrix, 

otherwise the function will give an error message. 

function y = detect8(x) 
% AVERAGE Mean of vector elements. 
% AVERAGE (X) , where X is a vector, is the mean of vector 
elements. 
% Non-vector input results in an error. 
[m, nl = size (x) ; 
if (m<=l I n<=l) 

error('Input must be a 2D matrix') 
end 

if 25<max(max(x(25:45, 30:70)))<27 
disp ('spectacles detected'); 

else 
disp ('no spectacles detected'); 

end 
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5.11 Summary 

These functions would be run on the MatLab programming screen and show the result 

of the functio n as a one line sentence on the screen, indicating whether one of the 

statements about the driver in the image is true or not. For example, in the function 

labe ll ed ' detect 8', the user wi ll see on the screen of the computer ei ther 'spectacles 

detected ' or 'no spectacles detected '. This is because the function has a statement 

which 'tells ' it to ' djsp (spectacles detected,), or to 'disp ('no spectacles detected,), 

on the command screen. 

It was clear, however, that this approach was limited in the sense that it relied too 

heavily on human visual perception to make the distinctions between the images, and 

also the scope of what these functions could detect was also limited. This was because 

it re li ed on large changes being observed with regards to the di stribution of the hot 

and cold pixels within the image. A more nuanced method was needed in order to 

detect more scenarios, and also one which was autonomous, as the eventual goa l was 

to have a system that could detect and make decisions without the need for human 

involvement, and an example of this was required in order for th is project to be 

successfully moving towards that goal. 

The reasons why artificial neural networks were used as the main method of 

analyzing the processed image data is also explai ned. An explanation is also given as 

to why neural networks were chosen ahead of other contemporary types of artificial 

intell igence such as fuzzy logic. 

The results of the analysis are presented in chapter 6 and a commentary is given so 

that the reader is able to understand the importance of the results that he is reading. 

This leads onto chapter 7, the conclusions of the entire body of the work. The results 

are stated in clear terms. 
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- -------------------------------------------------------------------------------, 

Chapter 6 Use of Artificial Neural Networks (ANN) 

This chapter wi ll explain the work done on understanding and implementing ANN on 

aspects of tbe experimental work done on this project. It will provide background 

knowledge on ANN, how tbey came into being, what they can be used for and how 

they will be applied here. The results of the ANN are presented here in this chapter 

and di scussed at length. (A number of sources were referenced and used for this 

section [103 - 105J.) 

6.1 Background 

The inspiration behind neural networks and the whole field of artificial intelligence in 

general was research done in the 1960's and onwards, when researchers and scientists 

tried to rep licate the human brain's neural systems wi th simple models [1 03J. 

The human brain has over 10 billion (10,000,000,000) neurons which are connected 

together, with each lJeuron being cOlmected to another by thousands of 

interconnections. 

A neuron can be considered to be a specialised cell which produces an 

electrochemical signal. The branching output structure of one cell is connected to the 

dendrites (branching input structures) of another cel l via a synapse. An 

electrochemical signal is transmitted along the axon when a neuron is activated. The 

signal is transferred along the synapses OlJto other neurons, which can also transmit an 

electrochemica l signal, if the signal received from the dendrites exceeds the ' firing 

thresho ld ' . The signal strength received by a neuron, and by implication, its 

probability of transmitting a signal , is dependent on the efficacy of the synapses. The 

synapse itself actually contains a gap over which a neurotransmitter sends a signal. It 

has been considered by others such as Donald Hebb that the act of leanling could be 

achieved by altering the strength ofsynaptic connections. One such experiment to test 

this theory was the 'Pavlovian Dog' experiment into conditioning. It basically 

involved a bell being rungj ust before the dog was given food every day. This process 

was continued over a period of time, and so over time, the dog came to realise that the 

ringing of the bell was a signal that food was about to be served. 
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[t must be stressed that an artificial model of the human biological neural system 

calIDot be reproduced at the present time of writing, nor is it likely in the foreseeab le 

future. Nevertheless, by using a number of simple units which are capable of being 

programmed to perform a weighted sum of its inputs and then transmitting a binary 

signal if a certain sum total has been reached, then complex models and accurate 

resu lts can be accompli shed. 

6.2 Definition of an Artificial Neuron 

A neuron receives a number of inputs, and these inputs can either be from the output 

of other neurons, or from original data. An input comes from a connection that has a 

certain 'weight ' , and this weight represents the synaptic efficacy of a bio logical 

neuron. There is only one threshold value per neuron, and 'activation' , or ' post­

synaptic potential ' (PSP), of the neuron is calculated by subtracting the threshold 

value from the weighted sum of all the inputs. The output of the neuron is produced 

by passing an activation signal through an 'activation function' , otherwise known as a 

' transfer funct ion.' 

6.3 Why Use ANN? 

Neural Networks can accurately model complex functions and systems accurately. 

They also are non-linear models which are very useful when linear approx imations 

are not valid in certain circumstances. Another reason to use ANN is their ease of 

use. The usabil ity of a neural network is very high because they ' learn by example'. 

The tlser does not need any detailed knowledge to use it, which he wou ld need to do if 

he were trying to app ly linear statistical methods to a problem. The basic requirement 

for the user to be able to competently app ly neural networks is that he should be able 

to select appropriate data, select a neural network fit for the job, and to be able to 

interpret the results correctly [104) . 

The problem solving ability of ANN should not be ignored either. The ANN is ab le to 

confront, and in most cases, so lve problems without prior knowledge of the 
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probability distribution of the data produced by a process. They learn by example and 

can recognise these patterns or correlations in other data sets, patterns that are too 

complex to be recognised by human perception, or indeed other computational 

techniques. They are commonly used in the following: 

• Pattem recognition 

• Pattern classification 

• Function approximation 

• Optimisation 

The major advantage is that the ANN has the ability to solve a problem more 

accurately and faster than human capabilities, and when the data suffers from noise 

and incompletion. Other types of art ificial intelligence (AI) were considered, such as 

'Fuzzy Logic' which is becoming an increas ingly popular tool amongst researchers. 

However, a decis ion was made to use ANN for two reasons. One, ANN has been 

availab le for many more years than Fuzzy Logic, and can therefore be said to be a 

' tri ed and tested' tool. ANN has also been used in critical application in the past 

successfull y, for example, they have been used in banking trading systems and also in 

the computer systems in flight decks within aeroplanes. This track record strongly 

suggests that ANN is a reliable tool to use, and reliabi li ty is thought to be essential for 

any safety system. The second reason is that it was found that the outputs from both 

ANN and Fuzzy Logic were similar in that they would ultimately produce a number 

which would either be very close to the ' target' number, therefore signifying that the 

AI tool had successfully recognised the pattern and made the correct choice. 

Conversely, if there was a large difference between the number that the AI tool 

produced and the target number, it wou ld suggest poor pattern recognition by the Al 

tool. Since the outputs were similar in format, Fuzzy Logic did not offer any 

significant advantages over ANN and so ANN was used as the sole A1 tool in this 

project. 
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6.4 The 8ackpropagation Neural Network 

Literature reviews have shown that the most commonly favoured neural network 

structure is the so called 'backpropagation' neural network or the 'feed-forward 

backpropagation' (FFBP) network. Due to their simplicity and their effectiveness, 

they have been used in a wide range of important applications such as: 

• Voice recognition 

• Medical diagnosis 

• Automatic control 

• Image pattern recognition 

One slight drawback is that it is also a network which requires supervised learning' . 

It has ' n' number of neurons connected together to form an input layer, a hidden layer 

and an output layer. An example of a simple feed-forward neural network is shown in 

figure 6- 1, [reproduced from the book ' Arti ficia l Intelligence Illuminated' by Coppin] 

11051, 

Input 
Layer 

Hidden 
Layer 

0---
Output 
Layer 

Figllre 6-1: Schematic diagram of a feed-forward "eura/lletwork 
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Backpropagation is a widely used algorithm for training a 'multi-layer perceptron' 

(MLP) under supervision. This means that the data inputs need to be trained to find 

certain user-specified targets in order to be able to create a good correlation between 

inputs and targets. Backpropagation is a 'gradient descent algorithm ' which means 

that the weights are moved along the negati ve of the gradient of the performance 

function. The FFBP network was used in this case because previous work has shown 

that it produces reasonable results when it is faced with input data that it has never 

encountered before. It follows that it is possible to train a network on a representative 

set of input and output target pairs and be ab le to produce good results without the 

need for training the network on all the available input/output pairs. In the case of the 

ANN analysis for this project, where there was a limited supply of data, using the 

FFBP network was the correct network to select. 

For a given problem, it is difficult to determine which of the many training algorithms 

to use, as deciding which one is best for a part icular situation is dependent upon a 

number of factors , which are: 

• the number of data points in the training set. 

• the number of weights and biases. 

• error goal. 

• the purpose of the network - pattern recognition (discriminant analysis) or 

function approximation (regression). 

After some research, a decision was made to use the Levenberg-Marquardt training 

algorithm, as its main advantage over the other training algorithms that were 

considered was that the Levenberg-Marquardt algorithm can resolve its training 

between 10 and 100 times faster than the others. This algorithm is also popular with 

other researchers in the field of pattern recognition, and with this track record, it was 

reasonab le to use it for the purposes described in this chapter. 
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6.5 Issues with ANN 

According to Zorriassatine [104], there are a number of issues that need to be 

understood before tackling ANN, and these are: 

Data Preparation for Training and Testing of ANN 

The data used for training should highlight the patterns that should be detected. The 

pattern sets should be distinct, which means that they should not overlap one another, 

although in practice this can prove problematic. 

The size of the data set depends on the ANN designer. Some choose to include large 

data sets or even all of the avai lable data; others choose to use a small representative 

sanlple size. Having a large data set for training enables the network to view a large 

number of different changes, and is ab le to detect them later. However, thi s comes at 

the price of network solving speed, and may bias the network in favour of detecting 

large process changes, and may have trouble detecting slight but significant changes. 

Feature Extraction 

The purpose of feature extraction is to obtain characteristics wnich maximise the 

similarity of patterns in different classes. 

Standardisation or Normalisation of Training and Simulation Data 

This is important because it enables all the data to be standardised for data with 

different ranges and scales. The trainin.g and simulation data was standardised 

between the values 0 and 1. 

Number of Layers 

A typical ANN wi ll consist of 3 layers, an input layer, a hidden layer and an output 

layer. Previous li terature argues that a classification problem would need only I or 2 

hidden layers, any more could lead to noise entering the network, requiring the need 

for a larger train.ing set. 
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umber of nodes (Neurons) 

It has been said by Zorriasatine's thesis review that the number of nodes or neurons 

that a layer has should be greater than 5 and less than 60. 

Transfer' Functions 

The characteri sti cs of the transfer function are largely responsible fo r the behaviour of 

a neural network. A transfer function can be used as a threshold dev ice to limit the 

output of each processing element to a certain range, and it can also fi lter out small 

signals to prevent them from having an effect on the PR. Transfer functions can be 

linear or non-linear, symmetrical or non-symmetrical. In this project, a linear and 

symmetrical transfer function was used. 

Problems of T raining 

Underfitting occurs when there is a large error on both the training and simulation 

data sets. The capacity of the network is too little, and so can only be trained with a 

small size training set of data. 

Overfitting occurs when the capacity is large and perfonns very well to recognise the 

training set, but badly when it comes to the simulation set. 

6.6 Neural Network Analysis Results - In-Car Driver Activity 

Detection 

Onc of the goals of the ANN analysis was the detection of different types of dr iver 

movement (from which driver activity could be deduced) that a typical driver would 

conduct during the course of a car journey. The results of the analysis are presented 

below. However, some brief notes are needed to understand the resu lts. There are 23 

different graphs (see Figure 6-15 to Figure 6-37), one for each of the driver volunteers 

who took part in the experiments. There are two different graph lines shown in eaeh 

figure . One graph line represents the ' targets' and is shown in bold. The targets were 

assigned to specify a different driver activity. For example, target number I would 

represent the driver ' looking straight ahead'. Target number 2 may be assigned to 

'dri ver looking left' , target number 3 may be assigned to 'driver leaning right' , and so 
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on. The second graph line represents the neural network simulation. This is from a 

completely different set of data which was inputted into the same neural network as 

the first ' training' set of data was inputted into, and the ' goal ' of the simulation was 

detennined. The 'goal' is a percentage inputted into the MatLab workspace to 

detennine how close the simulation output had to be to the targe\. Naturally, it was 

desirab le to ensure that that the simulation output was as close to the target as 

possible, but thi s had to be balanced by the need for the network to resolve itself, 

hence, it was decided to use the Mat Lab suggested figure of 0.01 as the va lue of the 

' goal'. 

If the simulated results match those of the first set of results, then it could be said th.at 

the neural network analysis is 100 percent accurate in detecting each type of driver 

position (hence diver activi ty) inside the car. [t must be noted that the number of 

different types of driver activity that could be gleaned from the image fil es of the 

ex perimental trials varied for each vo lunteer. This was due to the fact that although all 

vo lunteers perfonned the same actions, some of the images captured were not of a 

high enough standard for processing. This occurred when there were only a few 

images of a particular driver position or activi ty within the dataset, and when these 

images did not show fully the head or face of the driver in the image. This meant that 

there was uncertainty as to what exactl y the driver was doing, and so these images 

had to be discarded. 

The MatLab neural network toolbox graphical user interface (GUI) is shown in Figure 

6-2. As can be seen, it is very easy for the inputs, targets and network to be created 

using thi s GU l, as it saves time spent on writing tex t in the MatLab command 

workspace. 
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An example of how the network resolves itselfis given in figure 6-3 . As can be seen, 

the network resolves itself very quickly at the start and the errors are reduced 

significantly, before the gradient of the graph flattens out considerably as the goal is 

slowly reached. In most cases, the training of the ANN was completed within 100 

epochs, although this was dependent on the number of neurons, and the number of 

inputs and targets. A few networks took far longer to resolve themselves and an 

example of this is shown below: 
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Figure 6-3: MatLab neural network training in progress. 

In the following pages, the reader wi ll see graphs (figures 6-4 to 6-14) which 

represent the ANN analysis work that was done using the ' regionprops ' data obtained 

from the experiments on all the volunteers. This was for the purpose of detecti ng 

driver activity inside the car cabin. The y-ax is of the graphs show the absolute 

difference between the target and its corresponding simulated output; and the x-axis 

shows the number of tbe volunteer diver. For there to be a good match, the difference 

shou ld be small, although this was not the case sometimes, thus indicating a poor 

match. 
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--- ------------------------- ----------------------

Figure 6-4 shows the results of the ANN analysis done when the driver was sitting in 

his normal driving position and looking 'straight ahead'. The results of all the 

vo lunteers are included in these graphs, in order to provide a visual comparison 

between the results of each of the vo lunteers. It should be realised that these graphs 

si mply present the results of the analysis done. These graphs show the difference 

between the target and the related simulation outputs. Ideally, there would be no 

di fference between simulation outputs and the intended targets, but in reality thi s was 

not always the case. 

From the graph shown in figure 6-4, it can be seen that a large number of simulation 

outputs are indeed on or very close to their simulation targets. In fact 32 out of 65 

simulation outputs 'match ' the target, where a 'match' is said to have occurred when 

the simulation output is within 5 units of the intended target. This value of 65 outputs 

is more than tbe 23 volunteers, and may seem incongruous at first, but it mllst be 

remembered that some volunteers had more data available for processing than others, 

and so it was possible for a volunteer to have 2 or even 3 simulation outputs. This 32 

out of 65 target match by the simulation outputs represents a success rate of 

approx imately 49 %. 

Figure 6-5, the results of the ' look up ' detection analysis, shows that 8 out of 17 

simulation targets match their intended targets, a success rate of 47 %. In figure 6-6, 

the results of the 'look right' detection, only 16 out of 59 simulation outputs match 

tIle target, giving a low 27% success rate. This could be explained by examining the 

images of when the drivers are looking either to the left and to the right, and in some 

orthe cases, the image is similar to that of the driver when he is leaning to the left and 

to the right . This means that some of the ' regionprops' data would have overlapped, 

and when fed into the neural network, this could have resulted in confusing the ANN 

into thinking the driver was leaning to the right when in reality he was merely looking 

to the right. 

Figure 6-7 shows the results of the 'look left' detection. The success rate is a 

reasonable 51 %, where 28 simulation outputs match their intended target. However, 

the success rate in figure 6-8 ('lean forward ' detection) is only 35 %, where only 11 
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out of 31 simulation targets match. Again this could be because there is some 

confusion as to whether the driver is leaning forward or has his head on the steering 

wheel. This is borne out when examining the results of the 'head on wheel' ANN 

detection shown in figure 6-9. Only 4 out of22 simulation outputs match their targets, 

giving a very low 18 % success rate. The results of figure 6-10, the 'lean ri ght' 

detection, are much more encouraging. Here, 25 out of 41 simulation outputs match 

their intended targets, giving a relatively high 61 % success rate. Figure 6-11, the 

results of the ' lean left' detection, show only a 36 % success rate, where 10 out of28 

simulation outputs match their intended targets . This level of accuracy is also shown 

in figure 6-12 (, reach right' detection) where 8 out of21 targets are matched by their 

simulation outputs, giving an accuracy of 38 %. This illustrates the point of the neural 

network being confused by the overlap of some of the ' regionprops ' data, thus giving 

inaccurate results in some of the graphs. Figure 6-13 shows a much higher success 

rate of 67 %, however. In this graph, the ' use mobile phone' driver scenario was to be 

detected , and this was done to a reasonably successful degree with 10 out of 15 

simulation outputs matching their intended targets. Figure 6-14, the ' look back ' 

detection, shows again the problem with overlap of data. Here, only 2 out of II 

simulation outputs match, giving a low success rate of 18 %. 

However, it is clear that whilst the ANN had some success in identifying the various 

actions and positions that the driver was undertaking whi lst in the car seat, however, 

this accuracy could be improved. There were many possible reasons why the accuracy 

of the ANN was not as high as one would have liked. Although it was anticipated 

that there would be some problems, it was thought that by using many different 

variables to differentiate the images would have mitigated this problem. One of the 

main reasons is that there were too many di fferent variables whose patterns or cluster 

of data points overlapped one another. For example, in order for the ANN to 

distinguish between an image of the driver ' looking straight' and a driver ' leaning 

left' , for example, data inputs need to have been fed into the GUl of the neural 

network toolbox in MatLab which highlight these differences. For example, when 

attempting to distinguish between the 'look straight' and 'lean left' images, some 

variables proved to be better at making this distinction than other variables. 
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The x-coordinate of the centroid of mass wou ld change depending on whether the 

driver had changed his posture from 'looking straight ' to ' leaning left', whereas the y­

coordinate of the centroid would not have changed by any significant amount. 

Likewise, the major ax is length did not change by much. 

Another factor that could explain the relatively low accuracy of the results from the 

ANN analysis, and perhaps one of the most important, was the sheer number of 

targets that the ANN was tasked with detecting. The ANN for some of the volunteers 

had upwards of 9 separate targets to match by the simulated outputs, and clearly thi s 

proved to be very challenging for it to do successfully. Therefore, new networks were 

created using MatLab ' s toolbox. The number of driver positions or activities to be 

detected was reduced, and the number of vari ab les used was also reduced in order to 

improve the accuracy of the neural network analysis results. 

The results are shown in fi gure 6- 15 to 6-37. A note to explain the graphs. The targets 

are assigned values of 10, 20, 30, 0 etc and increases in units of 10, and this was done 

to provide a large distinction between the targets. The simulation outputs or goa ls are 

given as crosses, and should ' match ' the target. For there to be a match, the cross has 

to be within 5 units of its intended target. 
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Figure 6-15: A Results to detect OOP Scenarios for Volunteer I 
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Figure 6- 16: ANN Results to detect OOP Scenarios for Volunteer 2 
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Figure 6-17: ANN Results to detect oap Scenarios for Volunteer 3 

Graph of Targets lIS Simulation Outputs for Selected Data from Volunteer 3 
60 _ Using 7 Variables to Delect Drher. OOP Scenari~s 

• Targets 
Simulation Outputs 

50 • • • 

'" S 40 • • 0-
S 
0 
c 
.9 30 • • .. 
"5 
.!; 
<f) 

20 .., • • • c 

'" '" 0; 
eo 10 • • • 
'" I-

0 

-la 
0 2 4 6 8 10 12 14 

Data PoInts 

Figure 6-18: ANN Results to detect oap Scenarios for Volunteer 4 
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Figure 6-19 : ANN Results to detect OOP Scenarios for Volunteer 5 
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Figure 6-20: ANN Results to detect OOP Scenarios for Volunteer 6 
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Figure 6-21 : ANN Results 10 delect OOP Scenarios fo r Volunteer 7 
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Figure 6-23: ANN Results to detect OOP Scenarios for Volunteer 9 
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Figure 6-24: ANN Results to detect OOP Scenarios for Volunteer 10 
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Figure 6-25 : ANN Results to detect OOP Scenarios for Volunteer II 
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Figure 6-26: ANN Results to detect OOP Scenarios for Volunteer 12 
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Figure 6-27: ANN Results to detect OOP Scenarios for Volunteer 13 
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Figure 6-28: ANN Results to detect OOP Scenarios for Volunteer 14 
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Figure 6-29: ANN Results to detect oap Scenarios for Volunteer 15 
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Figure 6-30: ANN Results to detect oap cenarios for Volunteer 16 
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Figure 6-31: ANN Results to detect OOP Scenarios for Volunteer 17 
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Figure 6-32: ANN Results to detect OOP Scenarios for Volunteer 18 
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Figure 6-33: ANN Results to detect OOP Scenarios fo r Volunteer 19 
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Figure 6-34: ANN Results to detect OOP Scenarios for Volunteer 20 
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Figure 6-35 : ANN Results to detect OOP Scenarios for Volunteer 21 
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Figure 6-36: ANN Results to detect OOP Scenarios for Volunteer 22 
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Figure 6-37: ANN Results to detect oap Scenarios for Volunteer 23 
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For the purpose of detecting whether the driver was out of position or not, and could 

therefore be classed as being at risk of airbag induced injuries, not all the scenarios 

presented earlier need be included. Although the value of detecting whether the 

occupant was looking to the left or to the right was not questioned, what was 

questioned was whether it was necessary to be able to detect the driver looking left or 

ri ght fo r the purpose of detecting whether the driver was out of position . Clearl y, 

onl y the 'out of position' scenarios need be included because ultimately it was these 

posi tions which would determine whether the occupant was at risk of airbag related 

injury. The most important driver actions to focus on were: 

• look straight. 

• lean forward. 

• head on the wheel. 

• lean right. 

• lean left. 
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The ' look straight' position of the driver was the default potion, which would entail 

the driver being seated with his back set up against the backrest of the seat, and the 

driver's gaze looking directly at the road ahead . The ' look straight' position was 

included because it was important to compare the other 'out of position' scenarios 

with it. If the neural network could distinguish the 'look straight' position from the 

' lean forward' or ' Jean right' or 'lean left' position, then this would represent success 

and real progress towards the goal of an occupant detection system for intelligent 

airbag deployment. The importance of detecting whether the occupant is leaning 

forward or is leaning so far forward as to have his head resting up against the steering 

wheel cannot be overstated, as to be in such a position would render the occupant 

extremely vu lnerable to serious injury which would be experienced should the airbag 

be deployed whilst during these scenarios. 

Although it is not commonly thought of as being 'out of position' , the ' lean right ' and 

the ' lean left ' driver actions were inc luded because it was considered that to be in 

such a position was to be outside the normal, 'safe' seating position of the driver, and 

so detecting whether the occupant was in such a position was important. 

As can be seen from the graphs shown in figures 6-15 to 6-37, generally, there is a 

much closer 'match' between the simulation outputs and their respective targets . In a 

lot of the graphs, the simulation outputs markers are on or very close to their targets . 

The graph for volunteer I, for example, shows two different driver actions. There are 

4 targets in total , and 3 of which were successfully matched by their corresponding 

simulation output, giving an accuracy of 75%. 
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Figure 6-38: Table showing accuracy of revised ANN analysis 

, . Number 1_" Number o~,p 
Volunteer Number of of I ~~~ Simulation Percentage 
Number Scenarios Targets IOirtp~ Match Accuracy 

1 2 4 3 75 
2 4 6 5 83 
3 5 13 9 69 
4 5 9 8 89 
5 5 10 7 70 
6 5 10 9 90 
7 3 8 6 75 
8 3 7 7 100 
9 3 6 5 83 
10 2 6 5 83 
11 3 8 8 100 
12 4 8 5 63 
13 5 11 7 64 
14 4 9 7 78 
15 4 12 5 42 
16 5 9 5 56 
17 3 6 3 50 
18 5 9 7 78 
19 4 10 5 50 
20 3 8 7 88 
21 5 11 6 55 
22 2 6 5 83 
23 4 10 3 30 

As can be seen from the table in figure 6-38, the overall accu racy of the ANN 

analysis has improved considerably up to an overall of 72 %, which is far higher than 

before, In fact 13 of the 23 vo lunteers had an accuracy higher than 75 %, and 17 had a 

success rate of 60 % or higher. 

6,7 Discussion of Accuracy of Neural Network Analysis for the 

Detection of In-Car Driver Activity 

As was di scussed previously, initial results derived from the neural network analysis 

conducted for the purpose of detecting different driver actions, gave mixed messages, 

For the neural network analysis to be considered a perfect success (100% match 

between simulated output and target), the fo llowing conditions should have been met: 
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• The neural network training process should have resolved itself within the 

parameters set by the user. These parameters included number of iterations, or 

'epochs', and accuracy. 

• The outputs produced by the data used in the simulation process should be 

exactly the same or very similar to the outputs produced by the training set of 

data . 

This would mean that it could be said that the neural network analysis can detect 

certain in-car driver actions and gaze directions with perfect reliability. The reality is 

somewhat less clear. There is positive evidence to suggest that artificial intelligence 

can be trained to recognise driver activity, but not in all cases. 

Less than perfect results are to be expected whenever one is using raw experimental 

data, as was the case in this instance. 

6.8 Neural Network Verification 

Due to the fact that the initial ANN results were of mixed success, it was thought that 

perhaps the method of using the neural network toolbox in MatLab was wrongly 

carried out. So, in order to check whether the neural networks created were 

functioning correctly, a simple and quick test was done. The data used for the training 

process of the neural network, pi, was exported from the Microsoft Excel spreadsheet 

where it was housed and into the MatLab workspace as the matrix , pi . A FFBP 

network was created, initialised, input ranges reset and trained with inputs pi , to 

target, tl. However, instead of using a separate training set of data, si , for the 

simulation process, the same training set of data, pI, was used in the simulation 

process instead. The outputs from the simulation process matched the targets with 

negligible or no errors. This was the result expected if the simulation set of data had 

numerical values close to the training set of data, and so this confirmed that the neural 

network was functioning correctly. 
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This proved that it was not the network or method of conducting the analysis that was 

at fault, but the data itself which was somewhat varied, and so led to somewhat 

inaccurate results in some cases. This is the reason why a second neural network 

analysis was done with fewer variables and fewer targets to match, and the results 

shown in figure 6-15 to 6-38. 

6.9 Discussion of Possible Causes and Solutions of Neural 

Network Analysis Inaccuracy 

In the first instance of using neural network analysis for the sole purpose of in car 

driver action detection, many different examples of in-car driver activity were 

selected for targeting. These actions were: 

• Look Straight Ahead. 

• Look Right. 

• Look Left. 

• Lean Right. 

• Lean Left. 

• Lean Forward. 

• Position Head onto steering Wheel. 

• Look Back over Shoulder (car reversing action). 

• Reach with right hand outside driver window (swipe card gate opening 

action). 

• Look up (looking at rear-v iew mirror). 

All these different scenarios entailed the driver having to move his upper body and 

head position to slightly different positions, to varying extents in order to carry out 

these instructions. This meant that the images of the head would be in a slightly 

different position and/or have a different shape when the image was processed with 

the threshold function . This enabled the user to obtain a large quantity of data for each 

individual image using the ' regionprops' command in the MatLab software 

workspace, and could therefore be used, in theory, to differentiate between each 

image and therefore positively identify what action the driver was doing inside the car 
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cabin. However, to allow the neural network to tell apart different types of driver 

activity with any great certainty, the regionprops data needed to show distinct 

patterns. For example, the x-coordinates of the threshold region in the images of the 

driver looking straight ahead should ideally have been completely dissimilar to the x­

coordinates when the driver was leaning to his left. Initial inspection of some of the 

regionprops data for some of the driver volunteers indicated that there was some 

overlap of groupings of data points for different driver activity. For example, the y 

coord inates for one particular driver vo lunteer did not significantly change when the 

driver was undertaking the variety of actions when he was driving in the car 

simulator. 

Other possib le factors to explain the inaccuracies of the initial ANN analysis include: 

• Volunteer driver height and build. 

• Variance in interpretation of commands. 

• Lack of driver mobility. 

The height of the drivers selected varied from short to medium height to tall drivers, 

and of course, thei r build and body shape differed as well. Although head length was 

found not to have varied sign ificantly, the height of the driver determined the position 

of the head in the image, and so a tall driver's head would be higher up in the image 

than that of the average height driver. This would mean that different drivers doing 

the same movement or activity (e.g. look straight) would still have different data 

values, and would not be as similar as one would have hoped. In this case, the y­

coordinate would vary significantly, and so the accuracy of the neural network 

analysis would be affected. 

Perhaps of even greater significance is the tendency for different people to 

misinterpret the commands during the experiment. The volunteers are human beings 

after all and are prone to make mistakes and interpret things differently to others. One 

person may move their head further forward onto the steering wheel than another 

driver would, for example. Such inconsistency would also lead to varied and 
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dissimilar data values, which would reduce the accuracy of the neural network 

analysis. 

Lack of driver mobility ties in with the point given above. Since some people used in 

this project's experiment were considerably older than others, it was to be expected 

that their mobility would not be as great as the younger members of the experimental 

volunteers used. This is because it is known that as one tends to grow older, the 

mobility of the joints will tend to decrease, as will reaction times. In terms of the 

experiment, this could have meant that some of the movements of the drivers may not 

have been as discernible as others, and hence the images produced would not have 

been as distinct from one another, which would have made it difficult for the ANN to 

find some distinct pattern and therefore lead to errors in judgement by the ANN. 

Although speed of movement did not make a major difference in this experiment as 

the frame capture rate of the thermal imager was set at 2 frames per second, the 

thermal imager is capable of 5 frames per second, and speed of body movement 

would then become an issue at this point. 

Another point to be aware of is that the driver, with the best will in the world, was not 

able to remain positioned in the same position throughout the duration of the 

experiment, This would have mean that the data for the driver 'looking straight ahead' 

or for any other driving activity, was not constant for the same volunteer. Even 

though this error was reduced by ensuring that images were taken from the entirety of 

the dataset in order to train the ANN with as many different variations of the driver 

'looking straight ahead', nevertheless, the reader ought to realise that this would have 

had an impact on the accuracy ofthe ANN. 

6.10 Detection of Tall and Short Drivers 

Since driver 'out of position' had been successfully identified by the ANN, it was 

thought that the ANN could be used to detect other potentially important factors about 

the driver. Driver height has been explained previously to be an interesting factor in 

terms of driver airbag safety, as the upper torso height from the seat will drastically 

affect the location at which the head will interact with the steering wheel column and 
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or the airbag andlor the dashboard. A tall driver may strike the airbag over the top of 

the steering wheel, whilst a short driver would have their head pushed underneath the 

airbag, and such an event would have caused serious injury to the driver concerned, 

and that is why it is important that any proposed occupant detection and classification 

system ought to be able to recognise different types of drivers. 

Again, ANN analysis was used in the first instance to demonstrate this. Tall and short 

drivers were selected from the database of volunteers, although since most volunteers 

were of average height and build, the number of tall and short volunteers was limited. 

The images from which the data was extracted were the images where the drivers 

were in the 'look straight' position. This was because this would provide the most 

accurate representation of the driver's torso height, as they would invariably be sitting 

upright and in their most natural position. Using other positions such as the 'lean 

forward' or the 'lean left' position would not be a fair representation of the driver's 

height, as different people would interpret these commands in different ways and 

would lean left or lean forward to varying degrees. 

Again, the FFBP neural network was selected with 15 neurons in the first layer using 

a Tansigmoid transfer function, and 1 neuron and a purelinear transfer function in the 

second layer. The tall drivers were assigned targets of 10, whilst the short drivers 

were assigned targets of value 20. Training data was used to train the network, which 

resolved itself within 284 epochs, and the simulation set was used. The results are 

shown in figure 6-39: 
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Figure 6-39: ANN Results to detect Tall and Short Drivers 

Graph of Targets", Simulation Outputs for Classification of Tall and Short Drl",rs 
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It can be seen that the results are very accurate. All the targets are matched by the 

simulation output within 2 units. Although the nwnber of data points is relatively low, 

nevertheless this is clear evidence that it is possible to identify variations in driver 

sitting height using an automated method, such as ANN. There were 19 targets to 

match by the simulation outputs, and as can be seen, they were matched by every 

single simulation output, a perfect success rate. 
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Chapter 7 Conclusions 

The previous chapter has processed the experimental data obtained from the main 

experimental work that was done in chapter 4, and has successfully used ANN as the 

basis for a future, fully functioning intelligent airbag deployment system. This chapter 

will now comment upon the objectives and results obtained from this investigation. 

This thesis has given an extensive account of the work done for the purpose of 

investigating the application of thermography for use in an advanced airbag system. 

At the beginning of the project, the objectives which were initially formalised were as 

follows: 

1. To detect the presence of a human being on the seat. The detection system 

must also be intelligent enough to detect whether the thermal profile it detects 

is that of an animal or another object such as luggage or bags of shopping. In 

these cases, the airbag should not fire. 

2. To measure the occupants height and position inside the car. He could be 

leaning forward to use the radio or to get something out of the glove 

compartment or could be leaning to the side for an overtaking manoeuvre. 

This would be termed 'out of position' (OOP) and the airbag should not 

activate. 

3. To identify the type of occupant i.e. whether it is male or female and whether 

it is a small child or an elderly person. In some of these cases, the decision to 

activate the airbag would need careful consideration since it could injure the 

elderly and child occupants. 

4. To identify any other possible factors that may have safety issues. 

The first objective has been fulfilled completely. The various tests done have 

conclusively proved that is possible to differentiate the human occupant from the rest 

ofthe background, and to differentiate it from other objects such as an Alsatian dog, a 
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wann car seat etc. The IRISYS thennal imager is also capable of monitoring the 

human occupant in real-time and show movement and changes of position. This is 

possible because the thennal imager has a maximum frame rate of 5 frames per 

second, and is sufficient to detect most of the driver's movements inside the cabin as 

soon as they happen. 

The ANN analysis described in chapter 6 has gone a long way to meeting the second 

objective. The ANN analysis conducted in chapter 6 proved that it was possible to 

successfully detect specific and subtle changes in driver position, which manifested 

itself as the driver was perfonning certain actions. Detection of the crucial OOP 

scenarios that the driver experienced, proved to be the most successful of the ANN 

analyses done (shown in figures 6-15 to 6-38) and it proves that a repeatable and 

autonomous method of detecting driver behaviour and position is possible with 

current technology. 

The third objective has also been met. The preliminary experiments, which were done 

in chapter 4 and shown in figures 4-4 to 4-5 and 4-16 to 4-17, have shown clear 

differences between male and female drivers, as well as even more apparent 

differences between the head shape of a small 2 year old infant, and a large male adult 

driver. This work was expanded further by using ANN analysis to distinguish 

between tall and short drivers, and this was done with a 100 % success rate, as was 

shown in chapter 6, figure 6-39. 

The final objective was also satisfied. It was shown in chapter 4 by the preliminary 

work that miscellaneous driver actions such as the act of smoking, wearing spectacles, 

both of which have serious implications for the severity of the injuries which the 

driver would suffer in the event of an accident, could be detected. Further analysis in 

chapter 6 showed that the act of using a mobile phone could also be detected. 

Other notable discoveries that need to be mentioned are the fact that the IRISYS 

thennal imager and associated equipment (laptop computers) have proved themselves 

to be robust enough to withstand the effects of a sudden impact into another vehicle, 

as was demonstrated by the fact that it survived intact during the crash tests and was 

able to transmit clear images of the driver inside the car cabin. The importance of this 
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should not be underestimated as the ability of any future airbag deployment system 

ought to be able to function properly in the event of a crash. Failure to do so would 

render the system redundant. 

In conclusion, the experimental work and analysis of the results has successfully met 

the obj ectives set in the beginning. The next chapter will describe what work should 

be done in order to progress this project towards the ultimate goal of a fully 

functional, stand alone system incorporated into the cabin ofthe vehicle. 
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Chapter 8 Future Work 

It was concluded in chapter 7 that most of the objectives which were initially set at 

the start of the investigation were satisfied as a result of the literature review done in 

chapter 2 and the experimental work and analysis which was done in chapters 4, 5 and 

6. It can therefore be argued that this investigation has been a success in reaching the 

goals set. Now, the challenge is to build upon the foundations that this thesis has laid 

down. 

It is proposed that the following tasks would need to be done in order to mover further 

towards realising an intelligent airbag deployment system: 

1. The experimental work using the STISIM driving simulator needs to be 

expanded to encompass drivers of different ages. More elderly (otherwise 

known as 'third age') drivers and female drivers need to participate in these 

trials in order to make them more representative of the driver popUlation. This 

is deemed necessary because it was established earlier in the thesis that 'third 

age' (otherwise known as elderly) drivers and occupants are one category of 

people who are particularly at risk of suffering airbag induced injury and 

death. Therefore, the more information that can be obtained about their 

reactions and movements inside the car cabin, the easier it would be to 

understand their needs. 

2. Other 'at risk' occupants also need to be tested on this apparatus, such as 

infants inside a rear facing child safety seat on the front passenger's side. 

More tests need to be made to confirm the work that children and small infants 

can indeed be detected by the thermal imager. Although this is affected by the 

imager mounting position, using a wide angle lens could possibly enable the 

imager to view both tall drivers and children who are positioned low down on 

the seat. 

3. A robust thermal imager and computer set up needs to be created in order to 

go to the next step of the testing process - real life in-car trials. This would be 
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fitted into the dashboard or head lining of the car cabin and images would be 

produced of the driver as the car was driven around a specified journey. This 

is important as it would test the capabilities of the thermal imaging system 

under normal driving conditions, and would be subjected to vibration, shock, 

and random lighting conditions, and differences in thermal environment. 

4. The next step would be to create a real-time thermal imaging tracking system. 

This project has used 'off line' data, but 'real time' data needs to be used. This 

would be used to determine whether the car occupant was in the danger zone 

of airbag deployment during the car journey. 

5. Other autonomous techniques need to be explored, other than ANN. Although 

ANN may be the best method for 'off line' work, it may not be suitable for 

use on 'real time' imaging. 

6. The IRISYS thermal imager's size would need to be reduced somewhat in 

order to be fully integrated into the car cabin and become unobtrusive. It is 

thought that this device would need to be built into the dashboard or the 

ceiling of the car cabin, and in order for this to be safe and practical; the size 

needs to be reduced into something less bulky. Also, the associated computer 

required to run the equipment and software needs to be reduced in size and 

cost for it to be fully integrated into the car cabin. This was not done during 

this project as this research was primarily concerned with proving that such 

technologies and methods could be used for solving this problem. 

7. The capabilities of the thermal imager need to be tested under real road 

conditions, in a real life situation. This would subject the equipment to: 

• Varying temperatures, with the air conditioning being used, the windows 

being opened and closed, and different background temperatures during the 

daytime and at night. 
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• Extreme lighting conditions, such as light and dark, during day and night, as 

well as the less obvious conditions of under bridges, in tunnels, and in heavily 

forested areas. 

• Vibrations and shocks due to uneven road surfaces, as well as the effects of 

sudden accelerations and braking by the driver. This could affect the 

performance of the thermal imager, particularly the operation of the moving 

parts such as the chopper, as well as the computer. 

Upon completion of this work, it is anticipated that the goal of achieving a reliable 

and autonomous airbag deployment system would be achieved, and would be 

recognised as making a significant contribution to the safety of the vehicle occupant. 
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ABSTRACT 

It is a long accepted fact that the advent of vehicle restraint systems such as seat belts 
and air bags have reduced injuries during collisions and saved many lives. Despite 
the acknowledged benefits it is still a matter of concern that there are a small number 
of cases where death results as a direct consequence ofthe use of the restraint 
systems. 

In such cases, it is often found that there are contributory factors, which may 
predispose a seat occupant to belong to a high-risk category. Such factors may be 
age, gender, body morphology and, possibly, even fitness. There have been many 
attempts to address some of these (eg, weight detection for babies - smart seats for 
motorcycles, determination of skeletal bone density) with varying degrees of success. 
It is felt by the authors that the route to success lies in integrating a range of sensory 
techniques in order to intelligently assess vehicle occupants for gender, age, height, 
and fitness. It is believed that simple time-history of occupant motion will enable the 
determination of head position in 3 dimensions and encumbrances (eg cigarettes, 
spectacles) at the time of impact. This will enable a truly sensitive deployment of 
restraints governing seat-belt pre-tensioning and front/side air bag inflatant injection 
profiles. 

The paper describes the current work being undertaken by the Mechatronics Research 
Centre at Loughborough in conjunction with IRISYS Ltd concerning a low cost infra­
red sensor integrated with other sensors in the cabin of a vehicle in order to determine 
and categorise a range of the above-mentioned parameters identifying occupants as 
high-risk. 
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The construction of a static test rig is complete. This allows for the testing of a range 
of people with age, gender, morphology and fitness differences in order to permit the 
generation of algorithms on embedded controllers to identify risk parameters and pass 
deployment parameters to the restraint systems. The embedded controllers 
communicate via CAN-bus in order to integrate with accepted automotive standards. 

Although the experimental programme is at an early stage, it is clear that a wide range 
of cockpit occupancy situations and driver behaviour patterns can be reliably 
detected. It is anticipated that the project will provide valuable information and 
experience in order to seek further commercial partners with a view towards 
developing a proposal to seek funding for a major research & development 
programme. 

INTRODUCTION 

Crash energy absorbing crushable front-end structures combined with active seatbelts 
and multiple airbags in the vehicle cockpit have improved the safety of automotive 
vehicle occupants [I]. 

Although wearing seatbeits reduce death and injury by 50% [2], there is a severe 
limitation in that there is a need for a zone ahead of the occupant such that he can 
move forward and be slowed down by the belt. At rapid decelerations from 50 km/hr, 
the head arcs forwards and down, and thus impacts the steering wheel or dashboard. 
It was this type of accident that the airbag was designed for. 

~," OipiGCtIWI\ C<ti'l 

Figure 1 Crash Progress 

A head on crash and the 
deployment of safety restraints is 
over within one second. Figure 1 
(redrawn from Mackay et al [2] ) 
shows that the head of the driver 
strikes the top of the steering 
wheel after 90 ms have elapsed. 

With the introduction of the 
airbag in the late 1980's, it 
seemed that finally a device had 
been found that would protect the 
driver from striking the steering 
block in the event of a front end 
impact. However, whilst the 
airbag has been credited with 
saving thousands of lives over the 
years, there have been a steady 
trickle of reports, particularly in 
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the U.S.A, of unwanted side-effects, namely that they have caused injuries 
(sometimes fatal) to the occupant. The total confirmed airbag related fatalities in the 
U.S.A, between the period of 1990 to 2001 inclusive was 195. This number includes 
119 children, 68 adult drivers and 2 adult passengers [3]. 

Although it must be stressed that the ratio of people killed by airbags to the number of 
people saved by airbags is small, nevertheless it is somewhat of an embarrassment to 
the car industry as a whole to see that a device designed to save lives, can also kill. In 
fact, such is the concern in the U.S.A about the safety of airbags that the NHTSA has 
allowed companies to produce and install airbag switches that allow the driver to 
deactivate the airbag when required i.e. when a child or elderly person is in the 
passenger seat. However, since this switch is manually operated, there is the potential 
for the driver to forget to activate or deactivate the airbag, when inflated, could cause 
injury. 

BACKGROUND RESEARCH 

Progress is being in developing intelligent methods of activating the safety restraint 
systems. For example, one idea is that not all crashes require the need for an airbag to 
deploy - a seatbelt on its own could adequately restrain the driver and secure him to 
his seat. In order to utilise this method, the on-board processor needs to know if the 
driver is wearing a seatbelt or not. Such an approach has been adopted by Mercedes­
Benz [4]. 

The problem of accidental or unwanted activation of the airbag is not only a safety 
issue, but also an economic one. ill fact it is estimated that it costs approximately 
€2000 to replace and reset an airbag [4]. Therefore one of the most important criteria 
for activating an airbag is that the airbag should not activate if there is no-one in the 
driver or passenger seat! Although it sounds obvious, there have been occasions in 
the past where the airbag has fired with no occupants, although this was the result of 
vandals hitting the front end of the car with baseball bats. To stop unwarranted 
deployments, Mercedes-Benz have installed a weight sensor into the front seats - ifit 
detects a load of more than 26 pounds, then the airbag will activate [4]. The weight 
threshold is designed so that if babies are left on the seat, the low weight exerted 
would mean that the airbag should not fire. However, there is still the problem of 
heavy luggage or other cargo being left on the seats which would be detected and 
therefore could cause unnecessary airbag deployment. 

Some of the casualties caused by airbag inflation are the result ofthe driver not seated 
correctly, when he is said to be 'out of position'. He could be leaning forward or 
leaning to the side, which would render him too close to the steering wheel at the time 
of impact. When the airbag inflates at more than 200mph, and is fully inflated less 
than a second from the initial impact, the high pressure inside the airbag makes it a 
surprisingly solid object to hit, and a driver who is too close would sustain injury. 
Methods to overcome this problem are being examined. For example, one method is 
to have the airbag not so 'hard' or solid when the driver strikes it, by reducing the 
pressure inside the airbag or having the airbag inflate at slightly slower speeds. This 
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makes sense because the harder or more solid the airbag is, the more it tends to be an 
elastic collision and so due to Newton's 3rd Law (action and reaction) more of the 
force is rebounded onto the driver himself, thus causing him his injuries. If the airbag 
was softer, more of the impact energy would be absorbed by the airbag and the gas 
inside it as it deforms, thus softening the blow to the driver. Other methods of doing 
this have been to separate the airbag into different compartments and inflate each of 
them at different times, although this would make it more expensive and more 
complex. 

Volvo's 'EyeCar' uses a video camera to scan the driver's head and to locate the 
centre of each eye [5]. This is used by the on-board processor to adjust the driving 
seat to the optimum height. Volvo's second innovation is its driver height 
measurement system. It uses a sensor above the driver's head to measure electrical 
current patterns, which change according to the water content of the body, which in 
turn depends on the height of the body. 

Galer and J ones [1] postulated that having advance warning of an impending accident 
would allow time for the priming of appropriate secondary safety features, for 
example to activate seatbelt pre-tensioners or adjust the position of head restraints for 
rear impacts. In fact, the airbag has inflated and completely deflated within 150ms, 
which is extremely fast when you consider that it takes 200ms for the human eye to 
blink! [6]. 

Conventional methods for accident prediction have all involved the use of sensors 
located on the front of the vehicle to detect objects that are immediately in danger of 
colliding. Breed [7] also explains how the severity of the crash can also be forecast by 
using an accelerometer to measure the deceleration that occurs in a crash and so prime 
the airbag to be inflated to the correct volume. 

EXPERIMENTAL PROGRAMME 

The work being conducted by the Mechatronics Research Centre at Loughborough 
University [8] is concerned with the use of low-cost sensing to characterise 
parameters of individuals in order to more effectively deploy restraint systems. The 
objectives of the research are to 

• Discover whether an individual is present - if a seat is unoccupied, or is 
occupied by an inanimate object (eg shopping) then air bag or seat belt 
tensioner deployments are unnecessary and costly to reset. 

• Identify the type of person - if the person is a child, then deployments need to 
be different from those for adults. A person with a large body structure will 
have different needs form those with a petite structure. Aged females with 
osteoporosis will require different deployments from fit young males. 

• Identify positional factors - is the person facing straight ahead or to the side? 
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Is the person leaning forwards, or well back in the seat? Is the person 
reaching down to the radio/cassette or a door storage pocket? Is the person 
slumped across the steering wheel (fainted or sleepy)? 

• Identify other factors which may influence optimal deployments - eg is the 
person wearing spectacles, or smoking, or drinking? Is the person wearing a 
thick coat or in shirtsleeves? 

The work centres around sensor fusion, the 
combination of information from a range of 
sensors, to provide a broad range of data 
giving different facets of the cockpit 
occupancy scenario and enabling cross 
correlations to enhance confidence levels of 
predictions. The most important sensor in this 
work is a low-cost Infra Red Array Based 
Device (ABD), based on pyro-electric 
technology, supplied by our collaborator 
IRISYS Ltd (Figure 2). The array is a l6xl6 
matrix. It is expected that the sensing system 
may be reduced in size to fit into the head 
lining of a vehicle cockpit band thus be 

Figure 2 Infra Red Array Based Device unobtrusive. Despite the small number of 
pixels, useful image data can be extracted. The benefit of IR over conventional 
imaging techniques is that vehicle users do not feel that their privacy is being 
invaded. 

In order to progress the work at a rapid pace an industrially sized imager is being used 
for preliminary work (Figure 3). This is set up outside of a static vehicle simulation 
rig (Figure 4). The simulation rig is an instrumented version of a vehicle cockpit 
which allows for excessive adjustment of seat height, rake and lateral position. 
Vehicle height and door width can be adjusted across a range simulating two and four 

to vehicles. 

RESULTS 
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The driver position and a corresponding infra-red image are shown in figures 5 and 6. 

Figure 6 shows the driver (Figure 5) being a tall person. In the lower third of the 
image, the hands can both clearly be seen in the classic "ten to two" position on the 
steering wheel rim. The nose and mouth area are well identified (north east of 
centre). The head position is discernible and the fact that this driver wears spectacles 
(hence the cooler area around the eyes). 

Figure 7 depicts a driver in his normal position. The image is embedded in a software 
display giving various amounts of information including a temperature reading for the 
pixel identified as (12,4) - ie a horizontal position of 12 and vertical of 4 with the co­
ordinate origin (0,0) at the top left of the 16x 16 matrix. Figure 8 shows the same 
driver having leaned forward so as to be closer to the windscreen; the head is depicted 
to he much larger - as would be expected. 
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Various tests have been carried out with tall and short drivers, with and without 
spectacles, drinking (hot and cold) and in a range of situations expected in vehicles. 
Figure 9 shows a driver operating a mobile phone and Figure to a driver who is 
smoking. 

DISCUSSION 

It should be noted that the IR images obtained are all of a 16xl6 pixe! resolution. The 
images shown have been processed by interpolation to a 128x 128 pixel size. Any 
image processing work is carried out on the raw images as no extra data is present 
from the interpolation, however it aids visualisation for humans. 

It is clear from the relatively sparse set of results presented here that we can identify 
tall and short drivers. We can also see how close a driver is to the windscreen. Of 
course it could be a person with a large head far back or one with a small head close 
to, this cannot be differentiated in absolute terms with a "snapshot". If, however, one 
takes time history of a journey into account, one can determine the full extent or range 
of forward/reverse head positions. When taken in conjunction with the reasonable 
range of possible positions (given seat longitudinal position) we can postulate 
instantaneous head position with some confidence (in three axes). 

In addition we can identify other significant factors, eg that a person is wearing 
spectacles. This may be important as an excessive air bag deployment could cause 
glass breakage with concomitant risk of eye damage (and perhaps liability claims in 
litigious environments). Another detection possibility is that of smoking, this may 
have no direct impact on air bag deployment, but in an intelligent traffic environment 
this information could prove useful to crash team personnel; the information could be 
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passed by the car communication system to the emergency services warning of 
potential fire risk. The ability to detect use of a mobile phone may have no direct 
impact again. However the knowledge may prove useful in determining the level of 
potential awareness of a driver in assessing blame in accidents and even insurance 
liabilities. 

CONCLUSION 

The paper describes work being undertaken by the Mechatronics Research Centre at 
Loughborough in conjunction with IRISYS Ltd concerning a low cost infra-red 
sensor integrated with other sensors in the cockpit of a vehicle in order to determine 
and categorise a range ofpararneters identifying levels of risk of damage to occupants 
by crash restraint deployments. 

Although the experimental progranune is at an early stage, it is clear that a wide range 
of cockpit occupancy situations and driver behaviour patterns can be reliably 
detected. It is anticipated that the project will provide valuable information and 
experience in order to seek further commercial partners with a view towards 
developing a proposal to seek funding for a major research & development 
programme. 
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ABSTRACT 

Safety is still the main priority for automobile manufacturers. A novel approach to 
driver monitoring is being tested at Loughborough University using low cost infrared 
technology. This is motivated by the significant number of people killed and injured 
by the activation of airbags that are unsuitable for some drivers and occupants, with 
particularly severe consequences to the elderly and the young, and small women. An 
autonomous system is proposed that will be able to detect, track and measure his 
position in real-time, and also to detect any other safety risks. This system is to be 
comprised of an infrared thermal imager connected up to a computer system to 
perform image processing in real-time. 

1 INTRODUCTION 

The introduction of passive safety systems such as front end deformable crush zones 
(1), together with seatbelts and multiple airbags seemed to be the final answer in the 
quest for road safety. Indeed, wearing seatbelts is said to reduce death and injury by 
50% compared with not wearing them (2), although its limitation is that it needs a 
zone ahead of the occupant so that the driver can be decelerated by the belt, which 
risks contact with the dashboard. At rapid decelerations of 50 km/hr, the head is 
thrown towards the steering column and it was this type of accident that the airbag 
was designed for. However, airbags have unwittingly been the cause of some fatalities 
and injuries, particularly in the U.S. The National Highway Traffic Safety 
Administration (NHTSA) website (3) reports that the total confirmed airbag related 
fatalities in the U.S between the period of 1990 to 2001 inclusive was 195, including 
119 children. The number of child fatalities is particularly high because the airbag 
was originally designed for use on an average sized male adult. Figures 3b and 3c 
compares and adult and child occupant. It is clear that the child's head is 
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approximately the same height up from the seat as the adult's chest. This means that 
in the event of a front impact crash, the child's head is more likely to hit the edge of 
the steering wheel or other parts of the dashboard, thus resulting in severe injury or 
death. It must be stressed that the ratio of people killed by the airbag to the people 
saved by the airbag is relatively small, nevertheless it concerns the automobile 
manufacturer because it could leave them exposed to potential legal action from the 
victims. So concerned are drivers associations in the U.S. that the NHTSA has even 
allowed companies such as 'The Airbag Switch Company' (4) to fit switches onto 
cars that deactivate the airbag when required, for example when a child or elderly 
person is in the passenger seat. There is a risk that the driver may forget to activate 
the switch, and so the driver monitoring system proposed in this paper would, among 
other tasks, be able to take this decision automatically and safely. 

2 CURRENT TECHNOLOGY 

Automobile manufacturers and other researchers have mainly been concentrating on 
measuring one or two factors such as weight or height. For example, some Mercedes­
Benz cars have weight sensors embedded in the front seats so that if a load greater 
than 26 pounds was measured, then the airbag would activate (5). However, this 
system is not intelligent enough to recognize other objects such as luggage on the 
seats, which would exert such a load and so there is the potential for unnecessary 
airbag activation. Note that unnecessary airbag deployment is also an economic 
consideration as well, particularly when it costs the motorist approximately US$2000 
to replace and reset an airbag (5). 
BMW has developed a driver classification system (6). It uses a force-sensitive 
resistor sensor array within the seat to measure the imprint of the person's buttocks. 
Then, capacitive plates within the seat generate an electric field around the seat. This 
electric field changes due to the conductivity of the body, and using these two 
systems, the system could detect if there is an empty seat, a child in the seat or an 
adult in the seat. 
Volvo's 'EyeCar' system uses a video camera to scan the driver and locate the centre 
of each eye (7). An on-board processor adjusts the driving seat to the correct height. 
They have also developed a system to measure driver height. A sensor above the 
driver's head measures the electrical current patterns emanating from the driver, and 
this changes according to the water content of the body, which also varies according 
to the driver's height. 

3 INFRARED THERMAL IMAGER 

Humans emit infrared radiation that can be detected by an infrared imager. The 
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radiation is converted into an electrical voltage by the imager, and is then read by a 
computer system for image analysis. The IRISYS low-cost infrared imager used in 
this research work is an improvement on current infrared thermal imagers because it 
combines good performance, small size with Iow cost. The images produced consist 
of256 pixels only, but this is enough to provide useful image data. 

The reasons why an infrared thermal imager is being used and not a video camera are 
because: 

1. The thermal imager can view the scene during the day and at night. The video 
camera can only work in good lighting conditions i.e. during the day. If the car 
was travelling under a bridge or in a tunnel or travelling at night, then it would 
not be possible to view the scene. 

2. The thermal imager only sees the image of the driver and little else. The video 
camera sees not only the driver but the entire background as well, which is not 
needed (see figure I). This extra detail means that the video cameras pictures 
would take longer to process and require larger and possibly more expensive 
equipment. 

3. The thermal imager respects the privacy of the drivers because it shows an 
image of the driver that does not closely resemble the driver himself. This may 
be an issue because some people may not like their behaviour being recorded 
because in the event of an accident, it may be used to incriminate them. 

(a) Camera picture (b) Thermal image 

Fig. 1 Comparison between camera and thermal imager 
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4 EXPERIMENTAL WORK 

A test rig was built to replicate the layout of a modern car cabin. Only the main pieces 
of equipment were fitted onto the test rig i.e. the seats, the steering column and 
steering wheel, the pedals and the gear lever. Figure 2 shows the test rig: 

Thermal imager 

(a) Imager set-up (b) Driver in test rig 

Fig. 2 Test rig being used 

The seat position could be moved forwards and backwards (relative to the steering 
wheel) using a remote control. The length of the door and the floor of the test rig 
could also be adjusted. These adjustments enabled drivers of different heights and 
shapes to be tested within the test rig. The volunteers were set everyday tasks such as 
entering and exiting the car, to 'drive' by operating the steering wheel, pedals and 
gear lever, and to also use a mobile phone and to smoke a cigarette whilst 'driving' 
the car. Ten people were selected for the initial demonstrative work, with an equal 
split between male and female. The IRISYS thermal imager was mounted upon a 
tripod and set into position looking down onto the driver's seat. Each volunteer was 
asked to perform the same routine of actions and this was captured using the video 
stream function of the imager. Images were extracted that showed the test subjects to 
be in approximately the same position inside the car (i.e. sitting up straight, looking 
directly at the imager). 

5 RESULTS 

Table 1 below shows the characteristics of each of the volunteers used. The final two 
columns show torso image height and the head image area measured manually from 
the hardcopy images. 
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Table 1. Test subject's data 

Torso Head 
Subject Weight Age image image 

No. Gender Category Category height area 
years rn rn' 

1 Male Heavy 20-30 0.21 0.0049 
2 Male Heavv 50+ 0.19 0.0056 
3 Male Medium 30-40 0.19 0.0051 
4 Male Medium 20-30 0.18 0.0039 
5 Male Liaht under 5 0.10 0.0033 
6 Female Medium 20-30 0.17 0.0049 
7 Female Medium 20-30 0.18 0.0044 
8 Female Medium 20-30 0.19 0.0040 
9 Female Medium 20-30 0.18 0.0040 
10 Female Medium 20-30 0.17 0.0042 

(b) Male adult 

(e) Look ahead 

(g) Cold drink (h) Lean left (i) Smoking 

Fig. 3 Thermal images of seat occupants and typical driver behaviour 

242 



----------.~-----------~~~~~~~~~~~~----------------------------

6 DISCUSSION OF RESULTS 

6.1 Occupant detection 
Elementary observations have shown that it is possible to detect the presence of a 
hrunan person in the car seat. When a person sits on the driver's seat, the imager 
shows a light coloured shape of that person, and so it is clear that the seat is now 
occupied. The thermal imager's default colour scheme is set so that light colours 
represent the 'hot areas' (Le. humans) whilst dark colours represent 'cold' areas (Le. 
background). When the driver leaves the seat, a heat pattern on the seat remains due 
to the heat emitted by the body (figure 3a) but the temperature of this heat pattern is 
much less than that of the body and there is a clear difference between the images 
shown in figures 3a and 3b. Hence, the imager can be used for driver detection. 

6.2 Occupant type 
The risk of airbag-related-injury depends on the type of occupant. For example, the 
elderly (65+ years) are more likely to be injured by the impact of the airbag than a 
healthy adult because they tend to have lower bone density making their bones more 
likely to fracture. Small children and babies are at risk because of their smaller size. 
The thermal imager is able to distinguish between an adult and a small child because 
it is easy to tell that the image of the adult's head is oblong shaped (figure 3b) 
compared to the rounded baby's head seen in figure 3c. Also, it is clear that the adult 
is taller - the top of the baby's head is approximately at the same height as the chest 
of an adult. It may also be possible to tell whether the occupant is male or female, and 
this is important because the typical 'out of position' airbag injury occurs to a female 
front seat passenger (157cm, 67kg) with her front seat too far forward (8). Table 1 
shows that generally men are taller than women and also that they are larger, in this 
case, the head area viewed by the imager is larger, although further methods to 
distinguish between men and women would be required. 

6.3 Occupant behaviour and activity 
Figures 3d, 3e and 3f show typical driver behaviour at a junction. Figure 3d shows 
him looking to his right, looking straight ahead in figure 3e, and looking to the left in 
figure 3£ It is clear that the driver is looking either to the left or to the right because 
of the area of the head and face has moved to the left or to the right, compared with 
the image of the driver looking straight ahead, whose face is in the centre of the 
image picture and is not inclined at an angle. Figures 3g, 3h and 3i show a selection 
of typical in- car driver activities. Figure 3g shows him holding a cold drink, with the 
cold drink showing up as a dark area against the rest of his body in the centre. Airbag 
deployment now would cause the cup to strike the face and if he had a hot drink that 
spilt, this would cause bum injuries. The driver is leaning to one side in figure 3h, 
possibly to operate the radio. This driver is 'out of position', and the airbag should not 
fire because this would expose the driver to the effects of the airbag sudden expansion 
and heat emissions. In fact the NHTSA has recommended being a safe distance of 10 
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inches away from the steering wheel. The image of the driver in figure 3i has a very 
high 'hot spot' near the driver's chin, caused by the driver smoking a cigarette. Notice 
that because the cigarette is so much hotter than the rest of the body, the image of the 
driver fades into the background. Airbag deployment in this case would be dangerous 
because of the risk of fire. 

7 CONCLUSION AND FUTURE WORK 

The problems of current automotive occupant safety work in this field, and the 
advantages of using infrared technology have been explained in this paper. Initial 
analysis of the infrared data has shown that an intelligent system capable of detecting 
a variety of occupant types and behaviour is an attainable goal. Future work will 
consist of developing a computerised image processing system that will analyse the 
data in real-time so that it can be implemented into an integrated, automatic occupant 
safety system. 
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Appendix 2 Tables of Image Properties Data 

The tables presented here are the 'regionprops' data that was used for the basis of the 

ANN analysis done: 

DriverVolunleer 1 

Frame description 

482 look straight 
7 Look up (rearview mirror) 
5 Look up (rearvlew mirror) 

360 look tight 
B6 Look right 

362 Look left 
90 Look left 

18B lean forward 

, 
500 Look straight 
447 Look up (rearview mirror) 
451 Look up (raarvlew mirror) 

97 look right 
64 look right 
93 Look left 

363 look left 
192 lean forward 

482 look straight 
7 Look up (rearvlew mirror) 
5 Look up (rearvlew mJrror) 

360 look right 
66 look right 

362 Look left 
90 Look left 

; 
500 look straight 
447 Look up (rearviaw mirror) 
451 Look up (reaf'oliew mirror) 
97 Look: right 
64 look right 
93 look left 

363 Look left 
192 lean forward 

41.3338 
42.6856 
43.5618 
45.6376 
45.9279 
45.3385 
46.4789 
45.6831 

0.8875 
0.8878 
0.8817 
0.8509 
0.8804 
0.8474 
0.8296 

0.805 
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Driver Volunteer 1 

482 
188 

!=rame descripllon 

straight 
forward 

; 
500 Look straight 
192 Lean forward 
191 

482 Look straight 
188 Lean forward 

500 

192 lea" 'oewae' 

, 
Face 
threshold co- Major Axis Minor Axis 
value Eccentrlclty 

0.8875 
0.805 

247 



Driver Volunteer 2 
ALL DATA 

Frame description value 

6 took 
63 Look 
41 Lean extreme right 
37 Look right 

107 Look right 
37 Look right 

108 Look left 
59 Look left 

224 Look up 
225 Look up 
574 Lean forward 

65 look 
203 Look 
43 Lean extreme right 
56 look right 

106 Look right 
317 Look right 
108 Look left 
319 Look left 
226 Look up 
227 look up 
571 lean forward 

I 
6 look straight 

63 Look straight 
41 Lean extreme right 
37 look right 

107 Look right 
37 Look right 

t08loak left 
59 Look left 

224 look up 
225 look up 
574 Lean forward 
284 

65 Look straight 
203 look straight 
43 Lean extreme right 
56 Look right 

106 look right 
317 Look right 
1 08 Look left 
319 look left 
226 Look up 
227 Look up 
571 lean forward 
285 Lean left 

yco-
ordnate 

47.4187 60.3985 
47.9982 55.7539 
20.0322 85.6014 
48.0602 62.9591 
40.3587 64.7334 
48.0602 62.9591 
62.2225 62.1486 
55.7783 53.5726 
54.8787 53.1279 
54.702 52.2029 

51.6577 57.6005 

SO.7219 55.5651 
55.7783 53.5726 
20.8902 85.6217 
42.4275 59.33 

47.03 60.3113 
51.5642 56.6655 
62.2225 62.1486 
62,4987 59.8746 
53.4406 50.3178 
52.3053 51.8409 
51.6577 57.6005 

Major Axis Minor Axis 
Length Eccentricity 

I I 

2763 92.5824 92.5824 0.94011 
2166 105.1684 41.2767 0.9198 

838 78.3422 34.1969 0.8997 
2642 92.1772 43.9358 0.8791 
2746 88,4693 41.6815 0.8821 
2642 92.1772 43.9358 0.8791 
2611 90.6026 39.0941 0.9021 
2246 2.9814 39.3712 0.924 
2721 102.3299 41.8881 0.9124 
2795 103.4795 41.3257 0.9168 
2781 102.2641 48.676 0.8795 

1OS.1322 39.1897 
102.9814 39.3712 
78.9222 32.3279 
90.7702 40.1337 
90.8187 38.6607 
94.5824 42.0857 
90.6026 39.0941 

100.1411 42.1143 
102.2653 38.33 
103.0649 38.3698 
102.2641 48.676 
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Driver Volunteer 2 

Frame description 

65 Look 
203 Look straight 

43 Lean. extreme right 
571 Lean forward 

6 Look straight 
63 Look straight 
41 Lean extreme right 

574 Lean forward 
Leanfeft 

85 Look straight 
203 Look straight 
43 Lean extreme right 

571 Lean fOM'ard 
I 

Face 
threshold eo-

249 



0.83268 .0.276517 . 0.94766436 
:'0.730527 0.541277 "0.80125433 

0.772018 0.~4398 0.85856401 
: 0.6Ba783 _ 0.53355. 0.78811592 

0.751441 0.630735_ 0.526556 0.76146194 
: 0.751441 0.630735· 0.526556 0.76146194 

0.710375: 0.649141 0.487587 0.79173875 
0.678674 0.713683 0.612445 0.75627163 
0.522334 0.801309 0.487841 0.76794983 
0.543948 0.619397 0.489649 0.77616762 
0.157781 0.76467 0.199415 0.95804498 
0.157781 ' 0.76487· 0.199415 0.95804498 
0.206052 ' 0.64917 0.214265 0.9199827 
0.647983· 0.391384 0.815777 0.32569204 
0.896254 0.477052 0.758439 0.48529412 
0.278098· 0.434294 0.920351 0.26535467 ' 
0.175072 0.383811 0.940078 0.15592581 
0.393372' 0.525702 0.30971 0.62893599 

0.646096 0.212984 0.91955017 
0.637963 0 
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Driver Volunteer 3 
1 

Frame description 

Face 
threshold co-

·u"" .. ,"" 0.132645' 0.799527 ·~.~~~;:~i·.~.~~~:;~~:~~ 

r-i~~~~~:~:--~n:~i:l:;l!::~~~i 0.249404',0.741029 0.276517 '().64575t: ';' 0.55685, 0.e12445 
: 0.,473392 : 0.3$2923: 0.487841 
',0-49722 '0-410918; 0.489649 

• U."'9707 '0.832407 0.058008 0.815777' '0:32569204' 
0.885624 0.190602 '0.758439 0,48529412 
0.20413' 0.124423 0.920351 0,26535467 

0.090548 '0.046268' 0.940016,' 0.l5592561 :'~l:~:::~::1 0.331215 '0.265901 0.3097,1 .. 0.82893599' 
u'"" ..... ",o,;uu,'~ 0,452244" 0.212984 : 0.91955017 
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Driver Volunteer 4 

Frame description 

i 
306 Look straight ahead 
117 Look straight ahead 
174 Look left 
173 Look left 
193 Look left 
171 Look right 
194 Look right 
196 Look right 
26 Lean extreme left 
24 Lean extreme left 

316 Lean to right, overtaking 
318 Lean to right, overtaking 
779 forward 
781 

442 Look ahead 
748 Loo!< ahead 
276 Look left 
204 Look left 
385 Look left 
244 Look right 
409 Look right 
681 Look right 
25 Lean extreme left 
27 Lean extrem e left 

320 Lean to right, overtaking 
327 Lean to right, overtaking 
19 Lean forward 

306 Look i ahead 
117 Look slraight ahead 
174 Look left 
173 Look left 
193 Look left 
171 Look right 
194 Look right 
196 Look right 
26 Lean extreme left 
24 Lean extreme left 

316 Lean to right, O'v'ertaking 
318 Lean to right. overtaking 
779 Lean forward 
781 

442 Look ahead 
748 Look straight ahead 
276 Look left 
204 Look left 
385 look left 
244 look right 
409 look right 
681 Look right 
25 lean extrema left 
27 Lean extrema laft 

320 Lean to right. overtaking 
327 Lean 10 right, overtaking 
19 lean forward 

50.9884 
62.5788 
64.9553 

63.745 
70.6638 
53.2086 
55.0432 
57.1027 

102.3208 
92.3354 
45.094S 
41.8343 
55,8294 

56.6605 
69.2376 
74.6066 
72.6445 
71.6098 

57.345 
47.2879 
52.4809 

99.948 
105.5348 

41.189 
45,5322 
55.4257 

""'a 

48.0577 4318 113.0485 50.548 0.8945 
47.5091 2797 82.0025 44.4537 0.8403 
65.5682 2617 74.8406 46.2823 0.7859 
64.7329 2726 76.8968 46.922 0.7923 
64.2849 2766 79.1759 45.4653 0,8167 
65.7784 2689 78.1023 45.3931 0.8138 
64.9895 2570 79.6843 42.1263 0.8488 
64.6758 2619 79.5099 42,9573 0.8415 
90,13669 1540 61.0977 34.1438 0.8293 
82.7624 2054 59.057 45.6687 0.634 
66.1685 2659 82.2389 42.4363 0.8566 
66.0476 2860 85.398 44.0598 0.8566 
72.0202 2327 66.5172 45.5707 0.7285 

62.4239 2536 79.1855 41.3779 
62.2853 2597 76.0706 43.13011 
86.2934 2618 77.4899 50."'1"'3 
66,7697 2505 77.4163 43.9898 

64.85 2627 79.1509 42.9263 
65.012 2504 77.8542 42.3149 

66.2844 2664 76.6673 44.7633 
65.4158 2469 77.2411 42.2171 
90.0299 1805 621199 38.9041 
93.3068 1092 60.6582 25.0127 
66.3812 2878 84.9078 44.3509 
63.8384 2685 83,3079 43.5397 
69.9514 2119 62.5608 44.1979 
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Driver Volunteer 4 

306 
117 

Frame description 

26 lean extreme left 
24 lean extreme left 

316 Lean to right, overtaking 
318 lean to right, overtaking 
779 lean fOlWard 

442 
746 
25 Lean extreme left 
27 lean extreme left 

320 Lean to right, overtaking 
327 lean to right. overtaking 

19 Lean forward 

306 
f17look straight ahead 
26 lean extreme left 
24 Lean extreme left 

316 Lean to right, overtaking 
318 Lean to right, overtaking 
779 Lean fOlWard 

OOPDATA 

F",. 
threshold 
value 

yc<>-
ordnate Area 

48.0577 
47.5091 
90.8669 
82.7624 
68.1685 
66.0476 
72.0202 

4318 
2797 
1540 
2054 
2659 
2860 
2327 

Major Axis Minor AxIs 

113.0485 
82.0025 
61.0977 

59.057 
82.2389 
85.398 

66.5172 

Eccentricity 
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Driver Volunteer 5 
Name: Gavln Walker 

Frame description 

112 Lool<5""9hl 
102 Look left 
349 Look left 
352 Look right 
353 look righl 
460 Lean fOlWard, before crash 

96 Lean forward 
463 Head on steering vAleel 
156 lean tight. overtakIng 
186 Lean right. overtaking 
288 Lean right, overtaking 

17 Lean left 
18 Lean left 
37 Reach 

1-.....,,;;;';:== I 
588 Look straight 
350 Look left 
351 Look left 
354 Look right 
105 Look right 
460 Lean fOlWard 
724 lean fOlWard 
462 Head on steering vAleel 
529 lean right. overtaking 
642 Lean right, overtaking 
643 lean right, overtaking 

20 Lean left 
23 Lean left 
39 Reach right 

112 look straight 
102 Look left 
349 look left 
352 Look right 
353 Look right 
460 Lean fOlWard, before crash 

96 lean forward 
463 Head on steering vAleel 
156 lean right, overtaking 
186 lean right. overtaking 
286 lean right. overtaking 

11 lean left 
18 Lean left 
37 Reacl'l right 

588 Look straight 
350 Look left 
351 look left 
354 Look right 
105 look right 
460 Lean fOlWard 
724 lean fOlWard 
462 Head on steetJng v..fJeeJ 
529 Lean right, overtaking 
642 Lean tight, overtaking 
643 Lean right, overtaking 

20 lean left 
23 lean left 
39 Reach right 

All DATA 

I· 

F""" 
threshold 00- yoo-
value ordnate 

56.5354 45.6779 
60.7637 44.4992 
61.9301 46.1655 
46.905 45.7741 

45.2555 45.7176 
56.3027 49.5501 

55.46 53.443 
40.9928 77.555 
28.9904 47.7548 
38.029 46.0622 

50.2809 54.8493 
95.736 69.0088 

98.8269 65.0292 
36.5091 48.7434 

53.7854 46.9632 
63.0257 48.0705 
60.1069 45.3224 
44.9844 45.6663 
49.7117 44.4816 
56.3027 49.5501 
53.5288 51.1849 
42.4041 70.8363 
40.7331 46.343 

33.78 52.0778 
29.3181 53.8541 
93.0326 60.0033 
95.1017 62.212 
45.4041 46.1022 

Major Axis Minor Axis 
IW. Eccentrtcity 

I 

3670 108.6373 44.7401 0.9113 
4299 104.7962 54.3204 0.6552 
4350 106.9522 53.6817 0.6649 
4410 108.6272 53.0851 0.873 
44go 106.5603 55.1401 0.8557 
4110 107.8246 49.5607 0.8881 
3833 97.227 51.5531 0.8479 

555 109.4191 67.2812 0.7886 
3939 111.3274 46,4136 0.9089 
3891 115.1304 47.0867 0.9125 
4261 157.1958 54.0646 0.939 
2379 66.2996 47.5463 0.6969 
2496 63.5859 54.9344 0.5036 
4333 101.3271 56.6703 0.829 

3780 110.7842 45.2485 0.9128 
4324 105.2885 53.7673 0.8597 
4181 106.2003 51.9876 0.872 
4423 106.6199 54.3856 0.8601 
4221 104.0134 53.3576 0.8584 
4110 107.6246 49.5607 0.6881 
4359 110.0488 51.7317 0.8826 

782 104.461 56.5756 0.8406 
3848 112.8062 45.169 0.9163 
3972 139.3627 52.7558 0.9256 
3687 121.8278 51.2381 0.9073 
2761 65.5224 56.0672 0.5175 
2694 60.5216 58.4198 0.2613 

106.1051 49.1187 0.8864 
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Driver Volunteer 5 

Frame descriptlon 

i 
112 Look straight 
460 lean forward, before crash 

96 lean forward 
463 Head on steering wheel 
156 lean right, overtaking 
186 Lean right, overtaking 
286 Lean right, overtaking 

17 Lean left 
I 

588 
460 Lean forward 
724 Lean forward 
462 Head on steering wheel 
529 Lean right, overtaking 
642 Lean right, overtaking 
643 Lean right. overtaking 

20 Lean left 
I 
I i 

112 look straight 
460 Lean forward, before crash 

96 Lean forward 
463 Head on steering wheel 
156 Lean right, overtaking 
186 Lean right, overtaking 
286 Lean right, overtaking 

17 lean left 
I 

588 Look straight 
460 Lean forward 
724 Lean forward 
462 Head on steering wheel 
529 Lean right, overtaking 
642 Lean right, overtaking 
643 Lean right, overtaking 
20 lean left 

I 

OOPDATA 

Fece 
threshold co~ yro-
value ordnate Area 

I 

Major Axis Minor Axis 
length Eccentricity Equivdiameter 

I I I 

44.7401 
49.5607 
51.5531 
67.2812 
46,4136 
47.0867 
54.0646 
47.5463 

0.9113 
0.8881 
0.8479 
0.7886 
0.9089 
0.9125 

0.939 
0.6969 
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Driver Volunteer 6 
Name: ImranAmln 

Frame description 

82 Look ahead 
129 Look ahead 
143 Look left 
339 Look left 
139 Look right 
69 (..ook rrgh! 

140 Look right 
182 Lean forwerd 
183 Head on steering wheel 
187 Head on steering wheel 
361 Lean right, overtaking 
217 lean right, overtaking 
224 Lean right, overtaking 
53 Lean left 
72 

529 '':; ::;:~:~ :::;:::~ 627l( ahead 
144 look left 
676 look left 
337 Look right 
654 Look right 
682 Look right 
304 Lean forward, towards steering whr 
188 Headonllteeringwheel 
512 Heed on !>teerlng wheel 
363 Lean right, overtaking manouvre 
428 lean right, overtaking manoulITe 
476 lean right, overtaking manouvre 

54 Lean left 
688 Reach' 

82 Look '."gm .rn,,, 
129 look ahead 
143 Look left 
339 Look left 
13'3 Look righl 
69 Look right 

140 Look right 
182 Lean forward 
183 Head on steering wheel 
187 Head on steering wheel 
381 Lean righl, overtaking 
217 Lean right, overtaking 
224 lean right, overtaking 

53 Lean [eft 
72 Reach 

i 
529 Look straight ahead 
627 look straight ahead 
144 look left 
676 Look left 
337 Look right 
654 Look right 
682 look right 
304 Lean forward, towards steering wh( 
188 Head on steering wheel 
512 Head on steering Wheel 
363 lean right, overtaking manoovre 
428 Lean right, overtaking manouvre 
476 Lean righl, overtaking mSIW!JIIT& 

54 lean left 
688 Reach 

ALL DATA 

61.7305 
64.6652 
62.6142 
49.6409 
49.9015 
49,9296 
62.6163 
58.9471 
63.9681 
36,6998 
36.9744 
35.0669 
94.8932 
36.8968 

54,2782 
50.1433 
64.6582 
62.4835 
55.8951 
45.5938 
51.0251 
57.9696 
62.5946 
57.7037 
39.9164 
40.7999 
38.6126 
72.9366 

33.71 

;. 

He. i ; 

42.7401 0,8446 
61.803 44.6596 0.8304 

66.6163 51.2345 0.1'653 
63.9173 2973 48.2251 0.7956 

67.26 2954 50.164 0.7746 
64.0134 2528 43.3429 0.8212 
67.0553 2927 48.365 0.7918 
78.3859 236' 52.4502 0.4331 
93.6351 1173 28.9021 0._ 
96.5664 1190 22.3416 0.9489 
66,3152 2805 44.1936 0.8503 

63.396 2770 44.3483 0.8435 
63.0557 2782 46.1597 0.6343 
99,0945 1227 24.6211 0.9312 
65.9562 2646 49.0857 0.7071 

60.0957 2768 
62.0245 2812 81.9147 44,8279 
66.955 3087 79.8862 50.9535 

63.8174 2459 68.6527 46.503 
63.4951 2773 79.4838 45.5764 
68.7983 2474 72.5597 44.5795 
66.1427 2754 74.1079 48.0006 
74.4942 2503 62.1275 52.2685 
S8.7823 2205 70.8171 40.839 
99.1074 540 57.7121 16.0328 
65,2522 2728 81.7013 44.1591 
64.3527 2784 82.3396 44.6157 
64.1812 2803 84.3843 43.9891 
95.1045 1120 62.3537 23.6145 
76.1663 3445 82.7354 55.0929 
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Driver Volunteer 6 
I 

Frame description 

82 look ahead 
129 look straight ahead 
182 lean forward 
1 B3 Head on steering wheel 
187 Head on steering wheel 
361 lean right, overtaking 
217 Lean r~l, overtaking 
224 lean right, overtaking 

529 look i ahead 
627 look straight ahead 
304 lean forward, towards steering wrn 
188 Head on steering wheel 
512 Head on steering wheel 
363 leBf1 overtaking mal'lOUvre 
428 lean manouvre 
476 lean i manouvra 

82 look straight ahead 
129 look straight ahead 
182 Lean forward 
183 Head on steering wheel 
187 Head on steering wheel 
361 lean right, overtaking 
217 lean right, overtaking 
224 lean right, overtaking 

529 Look ahead 
627 look straight ahead 
304 Lean forward, towatds $Ieering whl 
1 B8 Head on steering wheel 
512 Head on steering wheel 
363 lean right, overtaking manouvre 
428 lean right, overtaking manouvrQ 
476 lean right, overtaking manouvre 

lean left 

OOP DATA 

value 

ii 

yro-
ordnate Area 

Major Axis Minor Axis 
Length Eccentricity Equivdiameter 

79.83313 
80.1607 
58.1898 
53.8518 
70.8004 
83.9656 
82.5635 
83.7265 

I i I f 

42.7401 
44.6596 
52.4502 
28.9021 
22.3416 
44.1936 
44.3483 
46.1597 

0.8446 
0.8304 
0.4331 
0.8438 
0.9489 
0.8503 
0.8435 
0.8343 
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Driver Volunteer 7 
Name: James 

Frame description 

86 Look straight ahead 
207 Look straight ahead 
312 Look right 
362 Look right 
380 Lean right. overtaking 
546 Lean right, overtaking 
548 Lean right, overtaking 
42 Lean len 
43 Lean len 
26 Reach 

86 Look straight ahead 
207 Look straight ahead 
312 Look right 
382 Look right 
380 Lean right, overtaking 
546 Lean right, overtaking 
548 Lean right, overtaking 
42 lean 'ert 
43 Lean lert 
26 Reach 
35 

366 Look straight ahead 
545 Look straight ahead 
723 Look right 

3 Look right 
549 Lean right. overtaking 
550 lean right, overtaking 
552 Lean right, overtaking 
44 Lean len 
45 Lean left 
27 Reach right 
37 Look back 

ALL DATA 

,. 
F.", 

c0- yco-
ordnete 
I 

66.0321 
67.7413 
70.385 
69.434 

66.1052 
72.0449 
69.6456 

101.6278 
109.1604 
69.8467 

66.6265 
64.6811 
69.5975 
72.6473 
69.1828 
69.0076 
67.6928 

108.3537 
103.478 
71.1738 

"'e. 
I 

2678 86.6618 
2717 85.0954 
2974 93.5197 
2825 90.1647 
2671 92.9771 
2696 91.3823 
2844 93.7021 

677 43.8681 
26. 25.2408 

1484 54.9909 

2742 87.5268 
2709 87.6961 
2872 88.3059 
2835 82.4462 
2807 93.423 
2752 93.979 
2878 93.4143 

164 26.0243 
546 36.1623 

1582 58.6834 

86.6618 
43.4124 
41.8058 
41.6811 
40.039 

40.1708 
41.113 

20.9719 
13.8593 
36.2613 

43.0063 
41.9557 

43.274 
45.6439 

40.72 
40.0247 
41.4766 

8.7985 
19.9322 
36.4108 

0.8735 
0.8601 
0.8945 
0.8867 
0.9025 
0.8982 
0.8986 
0.8783 
0.8358 
0.7518 

0.871 
0.8781 
0.8717 
0.8328 

0." 
0.9048 
0.896 

0.9411 
0.8344 
0.7842 

258 



Driver Volunteer 7 

Frame description 

Look i ahead 
207 Look straight ahead 
380 Lean right, overtaking 
546 Lean right, overtaking 
548 Lean right, overtaking 
42 Lean left 

I 

366 ahead 
545 Look straight ahead 
549 Lean right. overtaking 
550 Lean right, overtaking 
552 lean right, overtaking 
44 Lean left 

yco-
ordnale Area 
I 

66.0321 
67.7413 
66.1052 
72.0449 
69.6456 

101.6278 

I 

66 ~~::~a~he:a~d:--1 ===""''' 
207 look straight ahead 
380 lean right, overtaking 
546 Lean right. overtaking 
548 Lean right, overtaking 
42 Lean left 

I 

366 Look ahead 
545 Look straight ahead 
549 Lean right, oVertaJ(ing 
550 Lean right, overtaking 
552 Lean right, overtaking 

44 Lean [eft 
left 

2678 
2717 
2671 
2696 
2844 
677 

Major Axis Minor Axis 
Eccentricity 
I 
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---------------------------------------------------------------------------------------

Driver Volunteer 8 
Name: Mark Harrlman 

Frame description 

i 
14 Look straight ahead 
66 Look straight ahead 

402 look left 
21 Look left 
22 Look left 

400 look right 
25 Look right 

106 Look right 
767 Head near steering wheel 
768 Head near steering wheel 
42 Lean extreme left 
43 lean extreme left 
17 look back 

491 
714 Look straight ahead 

24 Look left 
117 Look left 
11 B look left 
11Slook right 
100 look right 
794 Look right 
769 Head near steering wheel 
785 Head near steering wheel 

43 lean extreme left 
50 lean extreme left 
19 Look back 
20 

i 
14 Look straight ahead 
66 look straight ahead 

402 look left 
21 Look left 
22 Look left 

400 look right 
25 Look right 

106 look right 
767 Head near steering wheel 
768 Head naar steering wheel 

42 lean extreme left 
43 lean extreme left 
17 look back 

491 Look straight ahead 
714 look straight ahead 
24 look left 

117 look left 
118 look left 
115 look right 
100 look right 
794 look right 
769 Head near steering wheel 
785 Head near steering wheet 

43 lean extreme teft 
50 lean extreme left 
19 look back 

ALL DATA 

Face 
threshold 00-

51.6706 
60.0193 
63.6807 
78.1619 
76.7875 
48.6973 
62.4819 
45.9507 
66.3387 
64.7782 

116.3325 
117.2353 
56.4647 

61.4291 
62.9017 
75.1736 

63.817 
82.37 

49.146 
54.4761 
53.3291 
62.3845 
70.0489 

117.2353 
118.3556 
97.6787 

60.7519 3613 94.5304 52.1971 0.6337 
57.8716 3630 94.3831 50.0238 0.648 
56.9905 3683 67.6417 56.5394 0.7641 
65.2183 4699 92.0781 67.0974 0.6648 
64.4559 4330 88.0825 63.1969 0.6966 
61.0795 3822 89.6212 54.9282 0.7902 
57.6767 4549 90.1378 64.523 0.6983 
63.0696 3939 89.4066 57.1389 0.7691 
75.1707 3797 74.5907 66.4645 0.4539 
72.6392 4049 76.0194 68.9988 0.4197 
96.1765 391 44.1378 12.1491 0.9614 
97.4923 323 45.1715 10.0841 0.9748 
50.9062 3112 74.9848 54.0548 0.6931 

58.5112 3470 90.0723 49.B319 0.833 
59.6S07 3561 91.1937 SO.545 0.6323 
61.2559 4119 87.8114 60.8035 0.7215 
58.6945 3885 88.9525 55.8091 0.7767 
56.7616 3670 68.1794 53.2283 0.7973 
60.3224 3'68 91.4612 53.3155 0.8125 
58.7666 3621 92.0098 51.0467 0.832 
70.3336 4365 132.3776 71.8519 0.-6399 
68.6058 4211 81.4905 66.91 0.5708 
62.0546 3679 82.0075 57.B837 0.7084 
97.4923 323 45.1715 10.0841 0.9748 

100.3013 239 42.0723 7.9257 0.9621 
54.6651 2275 60.6263 50.5731 0.5515 

0.6035 
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Driver Volunteer 8 

Frame description 

14 look ahead 
66 look i ahead 

767 Head neat steering wheet 
768 Head neat steering wheel 

42 lean extreme left 
"ft , 

491 look straight ahead 
714 look straight ahead 
769 Head near steering wheel 
785 Head near steering wheel 

43 lean extreme left 
I 

14 look straight ahead 
66 look straight ahead 

767 Head near steering whael 
768 Head near steering wheel 
42 lean extreme left 
43 lean I 

491 Look 
714 look straight ahead 
769 Head near steering wheel 
785 Head near steering wheel 
43 lean extreme left 

I 

Fa", 
threshold 
value 

yc<>-
ordnate Area 
I I 

60.7519 
57.B716 
75.1707 
72.6392 
96.1765 
97.4923 

3813 
3630 
3797 
404" 

391 

Major Axis Minor Axis 
length length Eccentricity 

94.5304 
94.3831 
74.5907 
76.0194 
44.1378 

52.1971 
50.0238 
66.4645 
66.9988 
12.1491 

I 
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Driver Volunteer 9 
Name: Stephen 

Frame description 

4 Look straight ahead 
91 Look straight ahead 

116 Look left 
117 Look [eft 
22 look. right 

197 look right 
330 Look right 
219 Lean right, overtaking 
223 lean right. overtaking 

26 Lean extreme right 
20 Reach right 

256 Look. straight ahead 
421 Look straight ahead 
194 Look. left 
408 Loo!< !eft 
331 Look right 
409 Look. right 
118 Look. right 
226 Lean righ~ overtaking 
227 Lean right, overtaking 

27 Lean extreme right 
22 Reach i 

4 Look 
91 Look. straight ahead 

11$ Look left 
117 look left 
22 Look right 

197 look right 
330 Look right 
219 Lean right, overtaking 
223 Lean right, overtaking 

26 Lean extreme right 
20 Reach' 

256 Look straight ahead 
421 Look straight ahead 
194 look left 
408 Look left 
331 Look right 
409 Look. right 
118 look right 
226 lean right, overtaking 
227 Lean right, overtaking 

27 Lean extreme right 
22 R.each right 

ALL DATA 

67.7112 
61.2002 
80.8638 
8S.5951 
44.8179 
67.923 

43.3108 
49.4569 
40.3409 
98.9214 
56.8055 

60.336 
65.0331 
81.2863 
81.6921 
44.921 

64,9581 
71.3546 
40.6809 
41.6478 
99.7673 
44.8179 

72.798 2441 71.2852 46.3544 0.7597 
72.5263 2512 72.3477 46.8754 0.7617 
74.8168 3149 73.6149 56.255$ 0.6457 
75.2383 3156 74.8359 55.2522 0.6745 
75.9285 2756 70.6128 52.1362 0.6744 
72.2029 2947 78.1348 49.315 0.7757 
76.3422 3118 74.4339 55.0193 0.6735 
75.1509 2565 72.1274 47.0693 0.1577 
74.9825 2740 75.8437 47.7302 0.7771 
95.6064 1603 58.5218 37.5275 0.7673 
75.5291 3115 72.914 55.9877 0.6406 

73.4827 2482 69.7432 47,8274 0.7305 
71.3999 2606 71.455 48.5056 0.7796 
73.6098 3273 76.0317 56.3423 0.6715 
74.9253 3401 76.9018 58.7046 0.648 
75.41363 3090 16.3799 53.0935 0.7189 
74.8057 3171 74.6808 56.0119 0.6614 
76.873 2643 69.1007 53.6499 0.6267 

74.0913 2739 75.3834 47.9475 0.7716 
74.0247 2757 14.8288 48.4917 0.7616 
96.7903 1521 56.5575 37.3851 0.7504 
75.9265 2756 70.8128 52.1362 0.6744 
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Driver Volunteer 9 

Frame description 

256 Look straight ahead 
421 look. straight ahead 
226 Lean right, overtaking 
221 Lean right. overtaking 

Face 
threshold co-
value 

2441 
2512 
2565 
2740 

71.2852 
72.34n 
72.1274 
75.8437 

46.3544 
46.8754 
41.0693 
41.7302 
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Driver Volunteer 10 
Name: Valerie 

Frame description 

90 Look ahead 
304 Look straight ahead 
110 Look left 
111 Look left 
108 Look right 

3 Look right 
40 Look right 

159 Lean right, overtaking 
168 Lean right, overtaking 
170 Lean right. overtaking 

5 Reach right 

500 Look ahead 
98 Look I ahead 

331 Look left 
744 Look left 
328 Look. right 
666 Look right 
743 Look right 
173 Lean right, overtaking 
176 Lean right, overtakin'g 
237 Lean right, overtaking 

42 Reach right 

; 
90 Look straight ahead 

304 Look straight ahead 
110 Look left 
111 Look let! 
108 Look right 

3 Look right 
40 Look right 

159 Lean right, overtaking 
168 Lean right, overtaking 
170 Lean right, overtaking 

5 Reach right 

; 
500 LOOk straight ahead 
98 Look straight ahead 

331 Look left 
744 Look left 
328 Look right 
666 Look right 
743 Look right 
173 Lean right. overtaking 
176 Lean right, overtaking 
237 Lean right, overtaking 
42 Reach righ1 

ALL DATA 

ii 

56.3668 62.8552 
66.9809 61.428 
70.7348 62.4321 
78.9923 64.8788 
47.5845 64.7378 
47.3223 72.3941 
46.7283 65.341 
33.3137 62.1865 
31.8127 63.705 
24.1045 65.4029 
32.3159 51.3205 

56.6863 61.8005 
57.783 62.771 

73.5092 66.9522 
73.8674 70.1378 
53.1839 63.0949 
40.7709 64.5607 
47.0795 68.2888 
27.238 64.709 

30.6155 64.7118 
23.4261 64.6537 
47.0497 65.629 

; ; 

2383 71.184 43.5665 0.7908 
2411 71.1784 44.349 0.7822 
2002 76.1307 34.9853 0.8882 
1692 74.9412 31.65 0.9064 
2277 82.2829 37.8406 0.888 
1936 73.8151 42.0115 0.8222 
2135 71.2498 39.95;Z6 0.828 
2611 74.2428 45.9115 0.7859 
2590 73.1228 46.4949 0.7718 
2363 68.0443 45.2237 0.7472 
1298 46.1705 36.6014 0.6096 

2426 70.7768 44.6942 0.7754 
2341 69.2937 44.1028 0.7713 
1799 73.8213 32.9662 0.8947 
1734 87.6104 58.307 0.7464 
2170 78.4886 36.9969 0.8819 
1960 68.6006 38.0199 0.8324 
2012 115.3947 42.4499 0.9299 
2567 69.8598 46.2497 0.7232 
2429 69.1034 46.3252 0.742 
2342 69.4707 43.8766 0.7753 
1830 73.0452 34.2908 0.883 
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Oriver Volunteer 100 

Frame description 

90 Look straight ahead 
304 Look straight ahead 
159 Lean right, overtaking 
168 , overtaking 

Lex,,,,,,a,am ahead 
Lex,,,,,,a,gm ahead 

L"on "gm" overtaking 
, overtaking 

90 Look straight ahead 
304 look straight ahead 
159 Lean overtaking 
168 , overtaking 

Face 
threshold 00-

value 
ye<>­
ordnate 

2383 
2411 
2611 
2590 

71.184 
71.1784 
74.2428 
73.1228 

43.5685 
44.349 

45.9115 
46.4949 

0.7908 
0.7822 
0.7659 
0.7718 
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Driver Volunteer 11 
Name: Dimlng 

Frame description 

101 look '~:~:~ :~::~ 207 Look si 
534 look left 

4 Look left 
5 look left 

81 Look right, arm out of Window 
19 look right, arm oul of window 

422 Lean forward, near wheel 
158 lean forward, nearwhee( 

41 Lean left, extreme 
36 lean left, extreme 
38 lean left, extreme 

look up 

415 Look 
612 look straight aMad 

6 Look left 
475 look left 
534 Look reft 

80 look right, arm out of Window 
82 Look right, arm oul of window 

418 Lean forward, near wheel 
423 Lean fOlWard, near wheel 
40 lean left, extreme 
42 lean left, extreme 
43 Lean left, extreme 
10 Look up 

101 Look 
207 Look straight ahead 
534 look left 

4 look left 
5 look left 

81 look right, arm out of window 
19 look right, arm out of Window 

422 lean forward, near wheel 
158 Lean fmward, Ilearwheel 

41 lean left, extreme 
36 Lean left. extreme 
38 lean left, extreme 
11 LoOk up 

415 look 
612 Look straight ahead 

6 look left 
415 look left 
534 look left 

80 Look right, arm out of window 
82 look right. ann out of window 

418 lean forward, near wheel 
423 lean forward, near wheel 

40 lean left, extreme 
42 lean left. extreme 
43 Lean left, extreme 
10 Look up 

ALL DATA 

64.9264 
67.9918 
71.2755 
62.2236 
64.9197 
45.9738 
41.6188 
67.0277 
56.0362 

102.5578 
91.9208 
99.7831 
60.0979 

72.9223 
70.6196 
66.4167 

67.84a 
71.2755 
45.5751 
58.5484 
71.856$ 
69.8468 

101.4891 
101.5618 

99.599 
59.8601 

51.132 3219 92.3526 45.6885 0.8691 
56,3925 3292 93.7175 46.3256 0,8695 
60.008 3252 90.2815 46.7949 0.8552 

67.7231 3081 81.2564 49.957 0.7887 
66.9346 3'50 83.5916 49.7935 0.8032 
53.0801 339. 87.2546 51.5765 0.8066 

53 2324 68.3087 44.1557 0.783 
71.6013 3283 73.1241 60.9745 0.552 
63.3217 4252 95.5654- 58.5939 0.79 
67.8149 '66. 59.5995 39.0166 0.7559 
7a.0973 254. 73.3406 51.0761 0.7176 
86.4038 1798 61.5144 39.6656 0.7643 
55.4536 3117 92.1757 44.782 0.8741 

55.3853 3190 93.694 45.2117 
57.7438 3333 96.9205 45.7698 
63.1881 3249 66.6144 48.9849 
59.4322 3512 94.5809 48.3738 
60.008 3252 9O.2B15 46.7949 

57.9389 3255 82.5154 51.9894 
53.2734 3138 83.3037 48.9195 
65.1867 3797 87.3581 57.6479 
65.3718 3911 87.2332 60.0553 
87.1913 1793 60.427 40.6094 
86.5718 1796 59.3414 41.6523 
85.2407 1853 60.1049 41.4428 
55.8922 3172 93.1088 45.2558 
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Driver Volunteer 11 

Frame description 

101 
207 Look ahead 
422 Lean forward, near wheel 
158 Lean forward, near wheel 

41 Lean left, extreme 

36 ,e."", "mm" 

415 Look straight ahead 
612 Look straight ahead 
418 Lean forward, near wheel 
423 Lean forward, near wheel 
40 
42 

101 i 
207 Look straight ahead 
422 Lean forward, near wheel 
158 Lean forward, near wheel 

41 Lean left, extreme 
36 Lean left, extreme 

; 
415 Look straight ahead 
612 Look straight ahead 
418 Lean forward, near wheel 
423 Lean forward, near wheel 
40 Lean left, extreme 
42 Lean left, extreme 

F"", 
threshold co- y",. 
value ordnate Area 

3219 
3292 
3283 
4252 
166. 
254' 
1798 

92.3526 
93.7775 
73.1241 
95.5654 
59.5995 
73.3406 
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Frame description 

0.591072 ,0.39793702 ' 
262 Look ahead, ' . 0.94461 ~:O,387e2215 
413 Look straight ahead: 0,490797 0.48697068 
104 Look right ° 0.607532 0.214097 0.589468 0,41693611 
269 Look right 0.2824 ;' f 0.631535 0,951634 '0'.40716612" : 
476 Look right 0,62622 0,652131 0,327776 0.913468' 0.22204126 
174 Look left 0:41575 0,516335 0,212385 0,586661 0,41802389 
472 Look left 0.377 ' 0.576478 0,340616. 1 0.14956569 
160 Lean right 0,51467,;' 0.371655 0.514994, 0,24364 0,78257329 
162 Lean right, 0040756 " 0,463317 00472379 0,39261 0.68821064 
163 Lean right 0.47253 0.511397 0.511586 '0.329695 0.73669924 

30 Lean left 1 0 0,075368 0.284017 0,56324647 
287 Head on steering wheel 0.87]39;' 0.506772 0.089973 0.750445 0.1718241" 
185 Use mobile phone ,0.36907 0.781962 0.448589 0.923487 0.3072747 
186 Use mobile phone 0.796498 0.462911 0.90642 0.33170467 
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Frame description 
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Test Volunteer number 13 

Frame description 

60 Look i 
63 Look straight ahead 

499 Lean right 
16 Lean left 
18 lean left 
70 Lean forward 

164 Lean forward 
209 Lean for.vard 
212 Head on wheel 

; 
208 Look straight ahead 
307 Look straight ahead 
500 Lean right 

20 lean left 
19 Lean left 

60 Look straight ahead 
63 Look straight ahead 

499 Lean right 
16 Lean left 
18 Lean left 
70 Lean forward 

I 

OOP 
ii 

Face 

14.616 
80.0494 
75.6644 
90.1168 

66.77 
82.0665 
75.2727 
74.1094 
76.0531 

208 Look straight ahe;adr"----~~~~~~ 
307 Look straight ahe~ 
500 Lean right 
20 Lean left 
19 Lean left 

211 Lean forward 
266 Lean forward 
367 Lean forward 
295 Head on steering wheel 

I 

5542 114.4059 87.2291 0.647 
6556 119.1469 98.0888 0.5677 
6684 128.07 92.2323 0.6938 
5599 151.6812 60.5471 0.9169 
4786 134.4215 51.3694 0.9241 
6428 117.5598 92.5262 0.6169 
7348 126.2075 95.9934 0.6492 
7177 119.7699 101.7044 0.5281 
7230 131.2153 90.4192 0.7247 

98.6074 0.544 
98.4591 0.5267 
91.5383 0.7041 
52.6756 0.9363 
47.9575 0.9345 

101.9804 0.5229 
87.0003 0.7702 
95.4484 0.6409 
92.9787 0.4955 
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Test Volunteer number 14 

Frame description 

180 look 
11 look left 
12 look left 

I 

180 look right 
11 look left 
12 Look left 
13 look left 
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- -------------------------------------------------------------------------

Test Volunteer number 14 

Face 
threSholding 

Frame description value 
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--------------------------------------------------------------------------------------

" 
Y'~ 

Frame d$scriptlon or<lrlate Area 

0.415693 0.857B12 
0.342705 0.812503 

0.625253 0.512156 0.943467' 0.349874 0.97380952 ' 
1 0.356383 0.606393 0]87457 0.39708995 

O.SSOS5(J' O.39aS3& 0.738932 0.577275 0.6489418 
0.B23234 0.013678 0.488036 0.649109 .0.$848560B 
0.477168 0.31307 0.80178 0.354251 0.8042328 
0.490142 0.270517. 0.7e1694 0.369106 0.77539683 
0.716331 0.733283. , 0.251018 0.93677249 
0.193985 0.613222 0.71955 0.265603 0.80396825 

0 0.79,033 0.747532 0.239373 0.83121693 
0.007282 0.850304 0,913399 0.324757 O.8711~O2 
0.569429 '0.723404 0.752307 0.399247 0.7547619 
0.931597 0 0 0.327425 0 
0,747273 0,481003 0,5172133 O.43~3 O.IS724aen: 
0.786469 0,'462766 0.780686 0.676956 0.6.2010582 
0.611169, 0.908055 0.766'381 0.434958 0.74444444 
0.498002 . , 0.68769 0.737759 0.329871 0.78174603 
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Test Volunteer number 15 

Frame description 

25 Lean fOlWllrd 
154 Lean fOlWllrd 

Face 
thresholdlng 
value 

yro- Major Axis Minor Axis 
ordnale Hea Length Length Eccentriclty 
I I I 
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---------------------------------------------------------------------------

Driver Volunteer 16 

Frame descriptIOn 

i 
137 Look straight ahead 
261 look straight ahead 
274 Loo', ngnt 

303 lean right 
3f Lean /eft 

304 Lean right 
32 lean left 
34 lean left 

137 
261 
274 LOO" "Slnt 
384 

303leanriflht 
31 Lean (eft 
33 lean !eft 

304 l.ean right 
32 Lean left 
34 lean !eft 

yeo-
ordnate Area 

Major Axis Mfnor Axis 
length length Eccentricity EquNdiameter 

43.9395 
37.9194 
30.2804 

0.7939 
0.5297 
0.7973 
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Driver Volunteer 16 

Frame description 

304 Lean right 
32 Lean left 
34 Lean left 

303 Lean right 
31 Lean left 

304 Lean right 
32 Lean left 
34 lean left 

wheel 

ii 

Major Axis Minor Axis 
Eccentricity 

I 
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DrNeT Volunteer 17 

Frame description 

31 Look back 
252 Use mobile phone 
253 Use mobile phone 

Reach I 

Major AxIs MInor Axis 
Length Length Eccentricity Equlvdiameter 

I""",~;';;""'~~ ....... =-"~...,.,..,d 
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Driver Volunteer 17 

Frame description 
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Driver Volunteer 18 
Berna 

Face 
threshold x co- 'I ct> 
value ordinate ordnate Area 

MajOl' Axis Minor Axis 
Length Length Eccentrlclty 

I I I 
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Driver Volunteer 18 

Frame desCJiption 
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Frame description velue 
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Driver Volunteer 19 
Le, 

Fe", 

Frame description value 
yro-
ordnate Area 

Major Axis Minor Axis 
Eccentricity 

I 
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Frame description value 

109 L.ook 
173 L.ook 
182 L.ook 
193 L.ook 
691 L.ook 
121 L.ook I 
128 L.ook I 
125 L.ook left 
330 L.ean right 
331 L.ean right 
332 L.ean right 
523 L.ean forward 
702 L.ean forward 

37 L.ook up 
38 L.ook up 
39 L.ook up 
96 L.ook back 
97 L.ook back 
98 L.ook back 
se Reach 
61 

232 

333 L.ean right 
334 L.ean right 
335 L.ean right 
703 L.ean forward 
704 L.ean forward 

40 L.ook up 
41 L.ook up 
42 L.ook up 
99 L.ook back 

100 L.ook back 
101 L.ook back 
69 Reach 
70 Reach 

109 L.ook straight ahead 
173 L.ook straight ahead 
182 L.ook riOht 
193 L.ook right 
691 L.ook right 
121 L.ook left 
12B L.ook left 
125 L.ook lert 
330 L.ean right 
331 L.ean right 
332 L.ean right 
523 L.ean forward 
702 L.ean forward 

37 L.ook up 
38 L.ook up 
39 L.ook up 
98 L.ook back 
97 L.ook back 
98 L.ook back 
86 Reaeh right 
67 Reaeh right 

232 L.ook straight ahead 
423 L.ook straight ahead 
693 L.ook right 
894 L.ook right 
896 L.ook right 
126 L.ook left 
198 L.ook left 
199 L.ook left 
333 L.ean right 
334 L.ean right 
335 L.ean right 
703 L.ean forward 
704 L.ean forward 

40 L.ook up 
41 L.0Qk I!P 
42 L.ook up 
99 L.ook back 

1 00 L.ook back 
101 Look baelt 

y~. 

ordnllte A~. 
I I 

53.9058 
54.4694 
55.0817 
55.8687 
53.5955 
54.2607 
54.2208 
54.2175 
58.1488 
56.4328 

58.227 
96.024 62.2464 

67.8474 50.9568 
54.5661 
54.5615 
54.9594 
64.9214 
64.8316 

65.108 
64.8139 

53.6706 
53.1174 
53.6718 
53.4734 
53.8611 
58.4224 
57.4874 

56.721 
59.1307 
59.8243 
52.0485 
48.3831 
54.5743 

Eccentricity 

1953 68.837 43.1101 0.7842 
1975 88.2064 44.1&88 0.7618 
2094 68.2943 45.1308 0.7325 

""" 67.9711 45.7755 0.7392 
2062 64.5097 42.8784 0.7471 
2029 84.8888 45.5231 0.7124 
2097 65.1486 45.7812 0.7118 
2041 64.7551 45.7813 0.7072 
2099 73.0202 49.5488 0.7345 
2136 68.3829 46.8381 0.7286 
2018 88.5453 43.944 0.7675 
3202 96.5843 57.4746 0.8037 
3539 94.5547 55.8471 0.8069 
2028 65.2378 45.2587 0.7202 
1895 64.2004 44.8477 0.7186 
2042 65.3649 45.7971 0.7135 
2417 65.2289 48.0045 0.877 
2435 65.7914 47.7865 0.6876 
22" 63.3662 46.6648 0.6765 
2828 76.9489 48.4148 0.7773 

68.4403 
HI61 66.989 40.497 0.7964 
1984 62.5065 42.6806 0.7306 
2127 63.7654 43.6828 0.7255 
2106 53.4734 43.2843 0.7371 
2002 64.6978 44.6475 0.7237 
2450 70.3719 49.1148 0.7162 
2302 67.7036 48.043 0.7046 
2179 68.8273 45.928 0.7448 
2168 66.913 45.5573 0.7714 
2220 69.7368 44.9339 0.7647 

'44' 93.9803 55.5886 0.8063 
3213 89.7833 53.207 0.8055 
2152 65.29 46.2946 0.7051 
2090 84.9394 45.9475 0.7067 
2113 64.6rg2 46.1131 0.7012 
2280 83.5202 46.3744 0.6834 
2263 63.5328 48.3996 0.6831 
2648 66.8B86 50.1797 0.6851 
2628 75.2781 49.0945 0.7581 
2745 77.2955 49.8228 0,764S 
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Driver Volunteer 20 
Name: 

Frame description 

109 Look i 
173 Look i 
330 Lean right 
331 Lean right 
332 Lean right 
523 Lean forward 

; 
232 Look straight ahead 
423 Look straight ahead 
333 Lean right 
334 Lean right 
335 Lean right 
703 Lean forward 

109 Look straight ahead 
173 Look straight ahead 
330 Lean right 
331 Lean right 
332 Lean right 
523 Lean forward 
702 Lean forward 

232 Look straight ahead 
423 Look straight ahead 
333 Lean right 
334 Lean right 
335 Lean right 
703 Lean forward 
704 

Major Axis Minor Axis 
Length Length Eccentricity ECluivdiameter 

I i I 
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DrtverVolunleer 21 

Frame description 

36 Look left 
25 Lean right 
26 Lean right 

328 Lean left 
332 Lean left 

36 Look left 
25 Lean right 
26 Lean right 

328 Lean left 
332 Lean left 

yoo-
ordnate Area 
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Driver Volunteer 21 

Frame description 

26 Lean right 
328 Lean len 
332 Lean len 

Major Axis Minor Axis 
Eccentricity 

I 
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Driver Volunteer 22 
Phil 

Face 
threshold co-

Frame description value 
yea- Major Axis Minor Axis 
ordnate Area length length Eccentricity i i 

; I 
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Driver Volunteer 22 

ij 

Frame description 

205 Lean 
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DrlverVo\unleer 23 
Name: Nazll 

Frame description 
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Driver Volunteer 23 
11 

Frame description 
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o 
0.271818 
0.348192 
0.253927 
0.261719 

0.415346 
0.554833 
0.408473 
0.681954 
0.803884 
0.563306 
0.904633 
0.751602 

0.1036 
0.119444 

0.52444 
0.516886 

0.3589 
0.393214 
0.373634 
0.891968 
0.656139 

1 
0.892334 

0.87636 

0.091139 
0.121901 
0.230028 

0.23393 
0.250689 
0.814738 
0.767218 

1 
0.640955 

0.69146 

0.009004 
0.016748 

0.35376 
0.30556 

0.339315 
0.835073 
0.827978 
0.940287 
0.718199 
0.754038 

0.069764 
0.058296 
0.317706 
0.337337 
0.413769 
0.962534 
0.901625 

0.86174 
1 

0.079748 
0.110639 
0.10n02 
0.127197 

0.13745 
1 

0.795717 
0.970484 
0.752088 
0.799396 

0.63827365 
0.80460043 

0.9269623 
0.89637163 
0.89732037 

o 
0.3696941 

0.18164572 
0.34858904 
0.30187337 

0.8399336 
0.82025138 
0.90775433 
0.91249704 
0.92577662 
0.19587384 
0,12544463 

0.0844202 
0.50889258 
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Appendix 3 Tables of ANN Results 

The following tables were used for creating the graphs shown in figure 6-4 to figure 
6-14: 

LOOK STRAIGHT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target si s2 s3 si s2 s3 
1 10 10.72 9.69 0.7170 -0.3059 -10.0000 
2 10 21.94 12.52 24.75 11.9440 2.5150 14.7510 
3 10 65.00 75.15 2.62 54.9990 65.1540 -7.3844 
4 10 6.84 31.27 11.74 -3.1588 21.2700 1.7400 
5 10 10.00 40.00 0.0000 29.9950 
6 10 15.67 13.23 18.33 5.6740 3.2280 8.3300 
7 10 12.28 9.83 9.26 2.2820 -0.1660 -0.7397 
8 10 16.74 13.49 11.59 6.7360 3.4920 1.5900 
9 10 10.00 17.40 30.00 0.0000 7.4030 20.0000 

10 10 10.09 10.00 10.00 0.0880 0.0000 0.0000 
11 10 19.39 19.80 10.42 9.3910 9.7960 0.4200 
12 10 10.00 10.04 10.00 0.0000 0.0350 0.0000 
13 10 112.32 66.65 73.64 102.3200 56.6520 63.6360 
14 10 42.62 10.00 9.93 32.6220 0.0040 -0.0666 
15 10 36.36 58.93 45.95 26.3550 48.9330 35.9500 
16 10 13.22 23.57 2.48 3.2240 13.5680 -7.5235 
17 10 -0.46 -38.43 -10.4633 -48.4250 
18 10 10.13 8.17 0.1310 -1.8257 
19 10 15.45 41.26 41.10 5.4490 31.2550 31.0970 
20 10 10.18 29.81 10.00 0.1750 19.8130 -0.0011 
21 10 35.81 18.34 52.56 25.8060 8.3370 42.5580 
22 10 4.58 9.81 5.36 -5.4163 -0.1947 -4.6387 
23 10 10.08 9.99 9.88 0.0780 -0.0054 -0.1210 

292 



LOOK RIGHT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target s1 s2 s3 s1 s2 s3 
1 30 8.04 20.07 -21.9600 -9.9300 
2 30 28.41 29.43 50.52 -1.5900 -0.5700 20.5200 
3 20 36.17 -2.81 43.46 16.1700 -22.8100 23.4600 
4 30 30.85 45.32 33.61 0.8500 15.3200 3.6100 
5 30 30 30 0.0000 0.0000 
6 30 13.28 40.044 45.36 -16.7200 10.0440 15.3600 
7 20 13.33 12.73 -6.6700 -7.2700 
8 30 25.39 16.94 -6.64 -4.6100 -13.0600 -36.6400 
9 30 40 39.99 97.58 10.0000 9.9900 67.5800 

10 30 84.54 104.39 10 54.5400 74.3900 -20.0000 
11 30 73.85 74.3 43.8500 44.3000 
12 20 11.53 70 70 -8.4700 50.0000 50.0000 
13 20 -10.25 -4.94 -13.54 -30.2500 -24.9400 -33.5400 
14 20 52.47 10 32.4700 -10.0000 
15 20 31.74 30.95 17.24 11.7400 10.9500 -2.7600 
16 20 26.63 0.52 6.6300 -19.4800 
17 20 21.9 31.34 1.9000 11.3400 
18 20 70.44 21.83 50.4400 1.8300 
19 20 23.42 23.67 3.4200 3.6700 
20 20 21.53 22.08 33.83 1.5300 2.0800 13.8300 
21 20 16.69 30.06 -3.3100 10.0600 
22 20 28.96 22.07 26.07 8.9600 2.0700 6.0700 
23 20 3.14 10.92 10.5 -16.8600 -9.0800 -9.5000 
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- - ---~~~~~~~~~~~~~~~----------------

LOOK LEFT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target 51 52 53 51 52 53 
1 40 38.12 38.77 -1.8800 -1.2300 
2 40 40.00 65.20 0.0000 25.2000 
3 30 20.69 20.69 15.78 -9.3100 -9.3100 -14.2200 
4 20 48.7 15.46 9.11 28.7000 -4.5400 -10.8900 
5 20 0.01 0.57 -19.9900 -19.4300 
6 20 17.88 28.59 -2.1200 8.5900 
7 
8 20 17.58 19.04 18.8 -2.4200 -0.9600 -1.2000 
9 20 20 20 0.0000 0.0000 

10 20 49.98 -21.95 29.9800 -41.9500 
11 20 15.42 8.03 20 -4.5800 -11.9700 0.0000 
12 30 62.87 54.88 32.8700 24.8800 
13 30 58.23 74.88 29.65 28.2300 44.8800 -0.3500 
14 30 29.95 29.98 29.96 -0.0500 -0.0200 -0.0400 
15 30 65.2 22.63 17.6 35.2000 -7.3700 -12.4000 
16 30 29.89 29.99 -0.1100 -0.0100 
17 30 22.1 30.02 -7.9000 0.0200 
18 30 68.05 76.28 38.0500 46.2800 
19 30 34.08 34.9 25.42 4.0800 4.9000 -4.5800 
20 30 22.04 53.83 50.86 -7.9600 23.8300 20.8600 
21 30 33.92 31.25 3.9200 1.2500 
22 30 30 30 30.52 0.0000 0.0000 0.5200 
23 30 31.79 17.33 12.16 1.7900 -12.6700 -17.8400 
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-------------------------------------------------------------------------------

LEAN FORWARD Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target si s2 s3 si s2 s3 
1 50 9.67 ·40.3300 
2 60 60.00 0.0000 
3 60 60 41 0.0000 ·19.0000 
4 60 54.221 ·5.7790 
5 40 40 37.03 0.0000 ·2.9700 
6 40 54.02 14.0200 
7 
8 40 33.39 19.45 -6.6100 ·20.5500 
9 

10 
11 40 15.53 11.55 ·24.4700 ·28.4500 
12 
13 60 23.86 70.177 60.59 -36.1400 10.1770 0.5900 
14 50 21.5 67.95 ·28.5000 17.9500 
15 50 46.83 28.181 8.998 ·3.1700 ·21.8190 -41.0020 
16 60 81.7 21.7000 
17 40 43.44 43.11 3.4400 3.1100 
18 60 55.79 33.6 ·4.2100 ·26.4000 
19 60 74.7 14.7000 
20 50 56.34 ·18.55 6.3400 -68.5500 
21 60 58.38 55.034 ·1.6200 -4.9660 
22 
23 50 10.08 ·39.9200 
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HEAD ON WHEEL Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target 51 52 53 51 52 53 
1 60 52.69 -7.3100 
2 
3 70 18.366 78.116 -51.6340 8.1160 
4 70 76.13 6.1300 
5 50 24.94 -25.0600 
6 50 22.46 89.05 -27.5400 39.0500 
7 
8 
9 

10 
11 
12 60 49.58 -10.4200 
13 70 -1.663 30.951 -71.6630 -39.0490 
14 60 80.194 20.1940 
15 60 55.24 58.25 97.22 -4.7600 -1.7500 37.2200 
16 70 83.25 13.2500 
17 50 58.7 45.31 8.7000 -4.6900 
18 70 32.04 -37.9600 
19 
20 
21 70 63.76 -6.2400 
22 
23 60 55.407 16.21 14.85 -4.5930 -43.7900 -45.1500 
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LEAN RIGHT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target 51 52 53 51 52 53 
1 
2 20 
3 40 45.16 44.2 46.3 5.1600 4.2000 6.3000 
4 50 50.6 40.72 0.6000 -9.2800 
5 60 42.71 58.72 60.5 -17.2900 -1.2800 0.5000 
6 60 52.9 49.12 61.56 -7.1000 -10.8800 1.5600 
7 30 45.9 52.9 32.28 15.9000 22.9000 2.2800 
8 
9 40 40 40 0.0000 0.0000 

10 40 40 40 40.04 0.0000 0.0000 0.0400 
11 
12 40 6.91 6.8 -6.96 -33.0900 -33.2000 -46.9600 
13 40 41.67 1.6700 
14 
15 40 25.53 23.42 32.2 -14.4700 -16.5800 -7.8000 
16 40 36.22 44.72 -3.7800 4.7200 
17 
18 40 40.04 39.74 0.0400 -0.2600 
19 40 38.04 38.74 37.73 -1.9600 -1.2600 -2.2700 
20 40 40 40 40 0.0000 0.0000 0.0000 
21 40 36.75 34.43 -3.2500 -5.5700 
22 40 36.83 37.12 37.5 -3.1700 -2.8800 -2.5000 
23 
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LEAN LEFT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target s1 s2 s3 s1 s2 s3 

1 
2 
3 
4 40 34.92 27.35 -5.0800 -12.6500 
5 70 69.97 109.84 -0.0300 39.8400 
6 70 40.15 -29.8500 
7 40 31.84 45.74 -8.1600 5.7400 
8 50 50 50.42 0.0000 0.4200 
9 

10 
11 50 49.99 50 49.99 -0.0100 0.0000 -0.0100 
12 50 49.4 -0.6000 
13 50 51.03 84.7 1.0300 34.7000 
14 40 34.84 30.07 30.08 -5.1600 -9.9300 -9.9200 
15 
16 50 46.89 39.9 -3.1100 -10.1000 
17 
18 50 22.53 18.01 -27.4700 -31.9900 
19 50 45.8 38.13 42.933 -4.2000 -11.8700 -7.0670 
20 
21 
22 
23 40 -22.81 -18.47 -1.47 -62.8100 -58.4700 -41.4700 
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----------------------------------------

REACH RIGHT Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target s1 s2 s3 s1 s2 s3 

1 
2 
3 80 52.69 -27.3100 
4 
5 80 35.31 9.96 -44.6900 -70.0400 
6 80 50.53 50.87 -29.4700 -29.1300 
7 50 51.52 1.5200 
8 
9 60 30 -28.44 -30.0000 -88.4400 

10 50 97.5 97.53 47.5000 47.5300 
11 
12 
13 
14 
15 
16 90 90 90 0.0000 0.0000 
17 80 45.58 -34.4200 -80.0000 
18 90 92.34 62.344 2.3400 -27.6560 
19 70 69.76 98.431 91.16 -0.2400 28.4310 21.1600 
20 80 80 80 80 0.0000 0.0000 0.0000 
21 
22 
23 
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USE MOBILE PHONE Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target 51 52 53 51 52 53 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 70 70 70 70 0.0000 0.0000 0.0000 
13 90 88.26 80.512 -1.7400 -9.4880 
14 80 80.02 99.291 80.041 0.0200 19.2910 0.0410 
15 80 92.891 81.284 91.726 12.8910 1.2840 11.7260 
16 
17 70 45.58 -24.4200 
18 
19 
20 
21 90 85.709 93.274 87.445 -4.2910 3.2740 -2.5550 
22 
23 
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------------

LOOK BACK Absolute errors between 
Simulation Outputs Target and simulation outputs 

Volunteer Target s1 s2 s3 s1 s2 s3 

1 
2 
3 
4 
5 
6 
7 60 56.9 -3.1000 
8 60 39.993 38.93 -20.0070 -21.0700 
9 

10 
11 
12 
13 
14 70 30.63 -39.3700 
15 
16 80 25.454 -54.5460 
17 60 3.88 3.8 -56.1200 -56.2000 
18 
19 
20 70 69.823 101.13 54.466 -0.1770 31.1300 -15.5340 
21 80 51.43 -28.5700 
22 
23 
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