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Multiairport Capacity Management: Genetic
Algorithm With Receding Horizon

Xiao-Bing Hu, Wen-Hua Chen, Member, IEEE, and Ezequiel Di Paolo

Abstract—The inability of airport capacity to meet the growing
air traffic demand is a major cause of congestion and costly delays.
Airport capacity management (ACM) in a dynamic environment
is crucial for the optimal operation of an airport. This paper
reports on a novel method to attack this dynamic problem by
integrating the concept of receding horizon control (RHC) into a
genetic algorithm (GA). A mathematical model is set up for the
dynamic ACM problem in a multiairport system where flights can
be redirected between airports. A GA is then designed from an
RHC point of view. Special attention is paid on how to choose those
parameters related to the receding horizon and terminal penalty.
A simulation study shows that the new RHC-based GA proposed
in this paper is effective and efficient to solve the ACM problem in
a dynamic multiairport environment.

Index Terms—Air traffic control, airport capacity management
(ACM), genetic algorithm (GA), receding horizon control (RHC),
terminal penalty.

I. INTRODUCTION

A T BUSY airports, severe congestion during peak periods,
i.e., when air traffic demand exceeds available capacity,
becomes the everyday reality around the world, particularly
in the United States and Western and Central Europe [1]-[3].
The projected growth of the traffic demand will make the
situation worse in the near future if no action is undertaken
for capacity improvements. The role of airport capacity man-
agement (ACM) becomes especially significant. Many efforts
have been made in studying methods and tools in order to
provide an accurate and reliable prediction of airport capacity
and air traffic demand for strategic traffic management pro-
grams [2], [4]-[8]. These models and methods can be used by
traffic managers and controllers as an automated support tool
for decision making on traffic flow and capacity management
at airports during periods of congestion. In particular, for a
given time period, runway configuration, weather forecast, and
predicted arrival and departure demands for runways and fixes
(input data), theoretically, one can determine an optimal strat-
egy for managing arrival/departure traffic at an airport (output),
i.e., the maximum number of flights can be accepted (arrivals)
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and released (departures) during congested periods at the air-
port, how many flights are to be delayed, and how long.

Gilbo [2] reported a method for the optimization of airport
capacity by dynamic allocation of the capacity over time be-
tween arrivals and departures. In general, the optimal solution
provides time-varying capacity profiles that most effectively
solve a predicted congestion problem by reflecting the dy-
namics of the traffic demand and the operational conditions
at the airport. This approach was further extended in [9] to
a much more complex airport system where the runways and
arrival and departure fixes were considered jointly. The traffic
flow through the airport system is optimized by taking into
account the interaction between runway capacity and capacities
of fixes. The work in [2] and [9] mainly focused on how to
develop an effective optimizing algorithm for a static ACM
problem, where no system uncertainties were considered. Chen
and Hu [10] introduced the receding horizon control (RHC)
strategy to the method reported in [2] to attack a dynamic
ACM problem, where uncertainties in the predicted traffic
demands and operational conditions at the airport were present.
The RHC-related parameters and potential advantages were
investigated in depth, and the RHC-based method proved to be
more successful to optimize online the airport capacity profile
in a dynamic environment. However, in these three papers,
the modeling of the ACM problem was highly simplified such
that the capacity optimization could be formulated as a linear
programming problem, which could be easily and efficiently
resolved. Recently, research attention has been moving to air
traffic management in multiairport systems. Models and algo-
rithms developed based on single airport systems have been
extended to more complicated multiairport cases [11]-[13]. For
example, the cutting plane algorithm and integer programming
were applied to multi-ACM based on an open network model
in [11]; dynamic programming and network topology were
used for multiairport traffic flow coordination in [12]; and
methods to attack the multiairport ground holding problem
were particularly studied in [13].

This paper attempts to develop a new genetic algorithm
(GA) based on the RHC strategy to attack the dynamic ACM
problem in a multiairport system (MACM), where flights can
be redirected between airports in order to minimize delay.
Redirecting flights between airports makes the ACM problem
more complicated, and therefore, it is difficult to apply deter-
ministic optimization methods like linear programming to solve
the problem effectively. As is well known, a GA is a large-scale
parallel stochastic searching and optimizing algorithm, and it
is effective for solving a wide range of complex optimization
problems [14], [15]. The conventional way to apply GAs to
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the dynamic case of the ACM problem is to simply use a
GA to repeat optimizing capacity profile for the rest of the
operating day. Since it is so time consuming, the GA used in
this conventional way can hardly meet the demand of real-
time properties in practice. On the other hand, in a dynamic
environment, there is always some unreliable information in
the predicted traffic demands and/or the operational condi-
tions. For example, some flights may be canceled while some
unanticipated aircraft may ask for emergency landing, and
the weather is also to an extent unpredictable. Therefore, the
conventional way of optimizing capacity profile for the rest of
the operating day will not necessarily result in actually optimal
or even suboptimal solutions. To overcome these drawbacks of
a conventional GA, we introduce the concept of RHC to GAs
for the dynamic ACM problem. Simply speaking, RHC is an
N-step-ahead online optimization strategy. At each time inter-
val, based on current available information, RHC optimizes the
particular problem for the next NV intervals in the near future,
but only the solution part corresponding to current interval is
implemented. Clearly, since the RHC strategy only optimizes,
in each time interval, the capacity profile over an N-step-long
horizon other than the rest of the operating day, it can effec-
tively improve the real-time properties of GA and reduce the
influence of unreliable information. However, the introduction
of RHC could also make the new GA short sighted. To guaran-
tee the solution quality of the RHC-based GA, like [16], which
reported such an algorithm for aircraft arrival sequencing and
scheduling problem, some RHC-related parameters, such as
time interval, length of receding horizon, and terminal penalty
are investigated in depth.

The remainder of this paper is organized as follows: The
basic idea of RHC is briefly explained in Section II, the model
of MACM problem is given in Section III, and the novel
RHC-based GA for the MACM problem is proposed in
Section IV. Section V reports some interesting simulation
results. The paper ends with some conclusions in Section VI.

II. BAsIc IDEA OF RHC

RHC has proved to be a very effective online optimization
strategy in the area of control engineering and is very suc-
cessful when compared with other control strategies [17]. It
is easy for RHC to handle complex dynamic systems with
various constraints. It also naturally exhibits promising robust
performance against uncertainties since the online updated
information can be sufficiently used to improve the decision.
Within this framework, decisions are made by looking ahead
for N steps in terms of a given objective function, and only
the decision for the first step is actually implemented. Then, the
implementation result is checked, and a new decision is made
by taking into account updated information and looking ahead
for another N steps. RHC has now been widely accepted in
the area of control engineering. Recently, attention has been
paid to applications of RHC to areas like management and
operations research. For example, theoretical research work on
how to apply model predictive control (another name for RHC)
to a certain class of discrete-event systems was presented in
[18] and [19], and many practical implementations of RHC in

Determine parameters for RHC algorithm, e.g., set time interval
and choose length of receding horizon. Let k=0.

=

v
At time interval k, measure the current system states, and

collect or predict the environment information for future.
v
Based on the current system states and environment
information, make decisions for the period from the kth time
interval to the (k+N)th time interval.

Only implement the decision for the kth time interval, and
discard the rest decisions for the period from the (k+1)th time
interval to the (k+N)th time interval. Let k=/4+1.

No

Is k the end point of the dynamic process?

Yes +
Assess the performance of RHC-based algorithm.

Fig. 1. Flow chart of RHC.

(a). Offline optimization: Optimize capacity profile for the entire operating day
based on the predicted information before the operating day and generate a
static optimal solution. R
S N »

Start of operating day End of operating day

(b). One-step-ahead adjustment: Make adjustment only for the current time
interval based on the latest updated information and the static solution of the
offline optimization.

C #
Start of operating day k k+1 End of operating day
(c). Conventional dynamic optimization (CDO): Optimize capacity profile

over the period from the current time & to the end of the operating day, and

then execute the optimal sub-solution over the period from k to k+1. At

time k+1, repeat the same procedure based on new information. And so on.

Start of operating day k k+1 End of operating day

(d). Receding Horizon Control (RHC): Optimize capacity profile over the
predictive horizon (from the current time k to time k+N ), and then execute
the optimal sub-solution over the period from & to k+1. At time k+1, repeat
the same procedure based on new information. And so on.

E— S = > >

Start of operating day k k+1 k+N End of operating day

Fig. 2. Some optimization strategies.

the area of commercial planning and marketing were reported
in [20]. However, as mentioned in [21], research on applying
RHC to areas other than control engineering is just starting.
The basic idea of RHC for dynamic optimization problems
is illustrated by the flow chart given in Fig. 1. Fig. 2 compares
the RHC strategy with some other conventional optimization
strategies in an intuitive way. Due to system uncertainties,
the offline optimization strategy, as shown in Fig. 2(a), is
not suitable for dynamic optimization processes. However,
most algorithms in the literature on the ACM problem are
mainly tested by using the offline strategy: the so-called sta-
tic version; e.g., see [2] and [9]. The one-step-ahead (OSA)
adjustment strategy in Fig. 2(b) is often used in the real
practice of ACM due to its simplicity. OSA adjustment can
be considered as a special case of RHC, i.e., the length of
the receding horizon is N = 1. This special RHC is always
criticized for being short sighted. The conventional dynamic
optimization (CDO) strategy in Fig. 2(c) is another straightfor-
ward way to handle the dynamic ACM problem. This strategy
often suffers from heavy online computational burden, and its
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performance is relatively too sensitive to uncertainties on the
current predicted information. The RHC strategy in Fig. 2(d)
has good potential to retain/minimize the merits/demerits of
both OSA and CDO.

However, integrating the RHC strategy into a GA to develop
an effective and practicable method to solve the dynamic ACM
problem in a multiairport system requires much more than
simply using any kind of GA as the online optimizer in the RHC
scheme. To make them work in harmony, in the first place, the
GA-based online optimizer should be designed from a dynamic
point of view—more precisely speaking, from an RHC point
of view. Therefore, unlike other literature, we do not have a
so-called static version of algorithms in this paper but directly
design our RHC-based GA for solving the ACM problem in a
dynamic environment. As will be explained in depth later, some
RHC-related parameters, particularly terminal penalty, which is
widely used by the RHC in control engineering, are adopted to
design the online GA-based optimizer.

III. FORMULATION OF MACM PROBLEM
A. Basic Concepts

A multiairport system comprises one (or more) main airport
and some adjacent satellite airports. The main airport mainly
serves international passenger and cargo flights in and out of
the area, while the satellite airports focus on most national
flights and also serve as bases for certain airlines. Usually,
these satellite airports also have facilities to serve international
flights, and they have some regularly scheduled international
flights, most of which are cargo flights. Due to the congestion
at the main airport, it happens quite often that some arrival
flights (either national or international), which are originally
scheduled to land at the main airport, have to be redirected to
one of these satellite airports. Sometimes, due to bad weather
or other unexpected poor operational conditions, as well as
congestion at a certain satellite airport, some or all of its
scheduled arrival flights have to be redirected to other satellite
airports but usually not to the main airport. If such an oper-
ation of rearranging arrival flights is inevitable, cargo flights
should always be the first under consideration, then national
passenger flights, and then international passenger flights in
turn. This operation of dynamically rearranging arrival flights
between airports can effectively improve the traffic volume
in the area. A simplified scheme of a three-airport system
that reflects the arrival-departure processes in the system is
shown in Fig. 3.

Each airport comprises some arrival fixes, departure fixes,
and a runway system. There are separate sets of arrival
and departure fixes located in the near-terminal airspace area
(50-70 km off the airport) so that the arrival fixes serve only
arrival flow, and the departure fixes serve only departure flow.
The runway system on the ground serves both arrival and
departure flows.

The arrival flights are assigned to special arrival fixes, and
before landing, they should pass the fixes. After leaving run-
ways, the arrival flights follow the taxiways to the gates at
the terminal. The departure flights, after leaving the gates, are
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Fig. 3.

headed for the runways and, after leaving runways, go through
the departure fixes. The departing flights are also assigned
to the special fixes.

The arrival queues are formed before the fixes (see Fig. 3).
This means that the flights that pass through the fixes must be
accepted at the runways. If there is an arrival queue, a certain
number of flights should be delayed. Some of them are to be
delayed in the air and some of them on the ground at the
departure airports. Those delayed in the air could either wait
to land at its destination airport or be redirected to another
airport. The departure queue is formed before the runway
system, and flights can be delayed either at their gates or on the
taxiway.

The arrival and departure fixes have constant capacities
(service rate), which show the maximum number of flights that
can cross the fix in a certain interval. In this paper, except
where it is explicitly indicated, the time interval for capacity
allocation is 15 min long, and therefore, the traffic demand
for the airport is given by the predicted number of arriving
and departing flights per each 15-min interval in the operating
day. These capacities determine the operational constraints
in the near-terminal airspace. The operational limits on the
ground (runways) are characterized by arrival capacity and
departure capacity. These capacities are generally variable and
interdependent.

Basically, the runway system is the bottleneck resource of
the airport. One reason is that the total capacity at all arrival/
departure fixes is usually larger than the possible maximum
arrival/departure capacity on the runways. Another reason
is that arrival/departure flights can be reassigned to other
arrival/departure fixes if the previously assigned fix is saturated.
Like in [10], for the sake of simplicity, only capacities on the
runways are considered in this paper.

The optimal allocation of arrival capacity and departure ca-
pacity on the runways is crucial to air traffic flow management.
That is, if a large value is set for arrival capacity, more departure
flights have to be delayed; otherwise, more arrival flights have
to wait in the air. There are a number of major airports with
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Fig. 4. Airport arrival-departure capacity curves (15 min).

runway configurations that practice the tradeoff between arrival
and departure capacities. For these configurations, the arrival
capacity u and the departure capacity v are interdependent
and can be represented by a functional relationship v = ®(u).
Generally, given a time interval, the function is a piecewise
linear convex one. The graphical representation of the function
on the “arrival capacity—departure capacity” plane is called
the airport capacity curve [2], [7]. Fig. 4 illustrates a 15-min
capacity curve with the tradeoff area. The representation of
airport runway capacity through the capacity curves is a key
factor in the model.

Besides runway configurations, weather conditions also have
a significant influence on the arrival and departure capacities
at the airport. Weather conditions are clustered into four oper-
ational weather categories that reflect conventional limitations
on visibility and ceiling, namely 1) visible flight rules (VFR),
2) marginal VFR, 3) instrument flight rules (IFR), and 4) low
IFR. Capacity curves vary for these four different weather cate-
gories. For the sake of simplicity, only two weather conditions,
i.e., VFR and IFR, are considered in this paper. Fig. 4(a) gives
an example of the airport capacity curves for VFR and IFR
operational conditions, where the IFR capacities are approxi-
mately 30% less than VFR capacities.

In a multiairport system, each airport may have quite differ-
ent capacity curves, depending on its infrastructure and facili-
ties. The ACM problem in a multiairport system aims, based on
the capacity curves of airports and the operation of rearranging
arrival flights between airports, to dynamically allocate capacity
over time between arrivals and departures at each airport such
that the arrival demand in the area and the departure demand at
each airport are optimally met in terms of a specified objective
function. The choice of the objective function is an important
step in formulating the problem. The effectiveness of arrival
and departure operations in the system can be measured by
the total delay time of the flights being served (i.e., the total
waiting time in the arrival and departure queues) or by the
total number of flights in the queue during the operating day.
These two measures both reflect the physical essence of the
problem and are strongly correlated; larger queues mean longer
delays. Which of the measures to use in the objective function
depends on factors such as the type of input data available and
the simplicity of obtaining the optimal solutions. For the same
reason given in [2], the total number of flights in the queues
has been chosen to construct the objective function for optimal
capacity management.

B. Modeling of a Multiairport System

A constrained state-space-based model is given as follows to
describe the dynamics of the airport capacity system, i.e., the
functional relationship between the input data (airport capaci-
ties, traffic rearrangement, and predicted information) and the
output (arrival and departure queues)

x;(k+1) = max (O, x;(k)+a; (k) —u; (k) + ';&i_1 z;.i(k)

- 2

A 2,5 (k)
yi(k + 1) = max (0, y; (k) + di(k) — v; (k))

{ 2:(0) = 20

S i=1
vi(0) = yio

yeesny, g =1...,n (1)

subject to constraints
0 <wvi(k) < ¢i (k,ui(k)),
zij (k) <wi(k) + ai(k)

¢i (k,ui(k)) € @ (2)

i:l,...,n, ].:1,.‘.,’11, Z7é‘7 (3)
zim(k) =0 and z, (k) =0, if 2 ;(k) >0
h,jim=1,....,n, i#j, i#m 4)

where k is the discrete time index, n is the number of airports
in the system, x;(k) and y;(k) are, respectively, the arrival
queue and departure queue at the th airport by the beginning
of the kth time interval, a;(k) and d;(k) are, respectively, the
demand measured as the number of flights per time interval
for arrivals and for departures at the ith airport at the kth time
interval, u;(k) and v;(k) are, respectively, the arrival capacity
and departure capacity at the ith airport at the kth time interval,
zi,j(k) is the number of flights redirected from the ith airport
to the jth airport at the kth time interval, ¢;(k, u;(k)) is the ith
airport’s arrival/departure capacity curve function that depends
on the operational conditions (e.g., weather conditions) at the
kth time interval, and ®; is a set of capacity curve functions
that represent all runway configurations of the ith airport under
all weather conditions. z;(k), y;(k), a;(k), d;(k), u;(k), v;(k),
and z; ;(k) are all nonnegative integers. Clearly, in this system,
x;(k) and y; (k) are system states or output data and a;(k) and
d;(k) are input data, while the control signals include wu;(k),
Vi (]{1), and ZZ,](]{J)

The model describes the concerned dynamics in a very
straightforward way. For example, at each airport, the arrival
queue by the beginning of the next interval depends on the
arrival queue, the arrival demand, the arrival capacity, and the
operation of rearranging flights between airports at current
interval. If the current arrival capacity can cover all of the
existing queue, new demand, and rearranged flights for the
current interval, there will be no arrival queue by next interval;
otherwise, those flights out of current capacity will be delayed
as the queue at the beginning of next interval. The same goes
for the departure case. The interaction between the arrival
traffic and the departure traffic in the system is simply but well
described by z; j(k) and constraints (2)—(4). Constraints (3)
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and (4) are specially given for the operation of rearranging
arrival flights between airports. For example, constraint (4)
implies that each airport can either redirect its own arrival
flights to others or accept flights redirected from others but
cannot do both at the same time. In the above model, we assume
that the main airport is also capable of accepting redirected
flights from satellite airports.

As discussed before, the actual queues under the real de-
mands and real operational conditions in the system during the
operating day are the main concern of the algorithm. Therefore,
the performance of the proposed RHC-based GA will be judged
by the objective function defined as

n

T
n=33 <az—<k>xi<k> (1 (k) (k)
k

=11i=1

+ Bi(k) i Zj,i(k)> )

j#iG=1

where T" denotes the number of 15-min intervals in the operat-
ing day, the coefficient 0 < a;(k) < 1 determines the priority
rate for arrivals at the th airport at the kth time interval, the
corresponding priority rate for departure is (1 — a;(k)), and the
coefficient (; (k) determines the penalty for the operation of re-
arranging arrival flights between airports, which implies that the
ideal situation is for all arrival flights to land at their originally
scheduled airports. The determination of either «; (k) or 3;(k)
depends on air traffic scenario and system infrastructure.

IV. RHC-BASED GA FOR MACM PROBLEM

The methodology of designing our RHC-based GA follows
the common practice of GAs: Design the structure of chromo-
somes (data structures containing an evolvable description of
a possible solution to a problem), choose a fitness function,
define genetic operators, and introduce some necessary heuris-
tic rules. In addition, for each step, we need to take an extra
factor into account, i.e., how to integrate the concept of RHC.
For general GA-related terms and techniques, we can refer
to [14] and [15].

A. Structure of Chromosomes

In the RHC strategy, let us suppose that the receding hori-
zon is N steps long. Then, at each time interval in the dy-
namic MACM problem, the capacity management and traffic
rearrangement will be optimized online only for the current
N intervals into the future. In other words, at the kth time
interval, we just need to decide u;(k + I|k), v;(k + l|k), and
zij(k+1k),l=1,...,N. Hereafter, (.|k) means the associ-
ated variable is predicted or calculated at the kth time interval.
A chromosome represents a potential solution to the MACM
problem over the receding horizon and, therefore, is constructed
based on u;(.|k), v;(.|k), and z; ;(.|k). The capacity allocation
(u;(.|k),vi(.|k)) is subject to a certain capacity curve as de-
picted in Fig. 4, i.e., the point (u;(.|k), v;(.|k)) must be within
the area encircled by both the axes and the capacity curve. It
is easy to see that when choosing a point (u;(.|k),v;(.|k)) in
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Fig. 5. Structure of chromosomes.

order to optimally serve both arrival and departure demands,
we do not need to search the whole area encircled by the axes
and the capacity curve but only need to test those points on
or nearest the boundary of the tradeoff area, and we call these
points tradeoff points (TOPs). For example, in the case given in
Fig. 4(b), the four TOPs, represented by circles, can cover any
workout by other points subject to the capacity curve. TOPs can
be automatically determined by a computer program according
to the following rule: For a valid point, which has integer
coordinates (u, v) and is encircled by the axes and the capacity
curve, if there exists another valid point that has the same
arrival capacity u but a lager departure capacity v, or which
has the same departure capacity v but a larger arrival capacity
u, then the first valid point is not a TOP. By using TOPs, the
size of solution space will be significantly reduced without
sacrificing any performance. Suppose there are H;(k +I|k)
TOPs in the capacity curve for the (k + [)th time interval at
the ith airport. Then, the structure of chromosomes is given in
Fig. 5, where the ith (N + N(n — 1)) genes group represents
the capacity management and traffic rearrangement over the
receding horizon at the ith airport. For the ¢th airport, the first
N genes records the capacity profile over the receding horizon,
and h;(1) € [1,...,H;(k + l]k)] is the serial number of TOP
chosen for the (k + [)th time interval; while the following
N(n — 1) genes determine z; ;(.|k) for traffic rearrangement,
j=1,...,n,and j #i.

Each chromosome defines a potential solution for capacity
management and traffic rearrangement over the receding hori-
zon. By checking the TOPs related to h;(.), one has the values
of u;(.|k) and v;(.|k). Together with z; ;(.|k), one can calculate
x;(.|k) and y;(.|k) over the receding horizon according to the
model given by (1)—(4) and then assess the online solution
quality by the new cost function

n

Jo(k) = Z Ai(l) Z (O@(l)wl(k + k) + (1 —a;(l)

=1 i=1
x yi(k + k) + Bi(1) Z Zj,i(k+l|/€)> (6)
Jj#i,j=1

where \;(I) > 0 are weighting coefficients that determine the
contribution of queues and redirected flights in each interval to
the total cost.
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B. Fitness Function
Based on Jo(k), the fitness of the associated chromosome
can be simply defined as

f = (JQ,max(k) - JQ(k;)) /JQ,max(k) @)

where Jo max (k) denotes the maximum cost in a certain gener-
ation of chromosomes. In general, due to the RHC strategy, not
all air traffic for the rest of the operating day is considered in
each time interval. The implementation of this RHC-based solu-
tion will obviously have a certain influence on the management
of those flights out of the current receding horizon. Neither (6)
nor (7) does anything to assess this influence. This could end
up with a short-sighted algorithm.

In our RHC-based GA, the idea of using terminal penalty in
the RHC proposed in control engineering is borrowed to define
a novel fitness function as

Ta0) =10+ p 2 (Nac (k) ~ Mac(r)
y ( Nac (k) — Mac (k) ) / (MAc(k>>
T —min (T — 1, (k + N)) N
®)
I = (Tomax (k) = Ta(k)) [ To.max (k) ©)

where p > 0 is a weighting coefficient, T’ is the same as defined
in (5), Nac/(k) is the predicted number of total flights in the rest
of the operating day, Mac (k) is the number of those flights
under consideration over the receding horizon, Mac (k) is the
number of those flights that will be allowed to land or depart
over the receding horizon according to the optimization, and
jgymax(k) denotes the maximum J5 (k) in a certain generation
of chromosomes.

The second term on the right-hand side of (8) is the terminal
penalty, which assesses the influence of the current traffic
management on those flights outside the receding horizon.
From (8), one can see that the terminal penalty is a function
in terms of the average cost and the density of those flights
under consideration over the receding horizon and the number
and the density of those flights that are outside the receding
horizon after the current run of online optimization routine.
A larger average cost usually means fewer flights will be
allowed to land or depart during the current time interval,
and therefore, more flights will be left for future optimization
processes. The number of those flights that will be allowed
to land or depart over the receding horizon according to the
optimization M ¢ (k) is probably different from M e (k),
which is the number of those flights under consideration over
the receding horizon. Basically, a smaller M ¢ (k) means more
flights are delayed into future management. If more flights are
left for future optimization, or if the density of such flights, i.e.,
(Nac (k) = Mac (k) /(T — min(T — 1, (k + N))), is larger
than the density of those flights under consideration over the
receding horizon, i.e. Mac(k)/N, the current solution de-

termined by the chromosome will have a stronger negative
influence on the future. p is a constant weighting coefficient that
determines the contribution of the terminal penalty to jg(k)
Coefficient p needs to be chosen carefully. If the predicted
information is more reliable, p can be set relatively larger to
avoid short-sighted performance. However, if p is too large, the
influence of uncertain information in the future will become
unnecessarily significant. The choice of p also depends on the
maximum N ¢ (k). Specially, for a given p, if the maximum
Nac/(k) is very large, then the algorithm could also become
sensitive to uncertainties. Basically, for each different airport
system, extensive simulation studies and/or experiments are
necessary to find a proper value for p. In this paper, we set
p = 0.05 for Nac (k) < 500.

From (9), one has that if jg(k) is smaller, the fitness of the
corresponding chromosome is larger, and consequently, it is
relatively more likely to survive through the evolution and to
produce offspring.

C. Genetic Operators

In our RHC-based GA for the MACM problem, mutation
randomly changes the value stored in a gene within a certain
range that is related to the variable represented by that gene. For
example, h;(l) can vary randomly between 1 and H;(k + [|k),
and the change of z; ;(.|k) is subject to (3).

There are two kinds of crossover operators. In the first case,
we randomly pick up two chromosomes and then exchange
their genes associated with the (k + [)th interval. In the other,
for two given chromosomes, we exchange their genes that
determine capacity profiles or traffic rearrangement over the
receding horizon. Either kind of crossover could be chosen to
apply to a certain chromosome at the same probability.

D. Heuristic Rules for Setting Algorithm Parameters

To improve the solution quality as well as to increase the
converging speed of GA, special problem-oriented heuristic
rules are always introduced for setting algorithm parameters
in various practices of GA. The following are some heuristic
rules proposed for our RHC-based GA to resolve the MACM
problem.

* Since redirecting arrival flights to other airports will result
in penalty according to (6), such operation should be
avoided whenever possible in the first place. To this end,
when a chromosome is initialized, those genes associated
with capacity profiles are generated randomly first, and
then those z; ;(.|k)-related genes are filled based on the
result of capacity allocation. In other words, we need to
calculate new queues based on the capacity allocation
before generating z; ;(.|k)-related genes. If there is no
queue at the ith airport by the end of the (k + [)th interval,
then z; ;(k+1|k) =0for j =1,...,n, i # j. Otherwise,
z;.j(.|k) will be given small values at high probability.

e Whenever k + [ > T, all genes are set to zero.

* Basically, a larger N, i.e., the length of receding hori-
zon, means a larger solution space to search. Therefore,
Ny, which is the the maximum generations for evolution,
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According to the nature of MACM problem, set time interval and choose
N for the RHC based GA. Conduct offline planning with the offline
optimization strategy given in Fig.2.(a). Let k=0.

| dl

*‘

At the kth time interval, implement previous optimal sub-solution, i.e., let

ulk)= ufklk), v{k)= v{klk), and z; (k)= z;(klk). Predict traffic demands and
environmental information in the rest of operating day.

v

Conduct online optimization with GA for capacity management and traffic
re-arrangement over the receding horizon subject to Eq. (1)-(4). Let k=k+1.

No

Is k the end of the operating day?

Yes *

Implement the optimal sub-solution for the last time interval.

v
Assess the performance of RHC based GA according to J; in Eq. (5).

Fig. 6. Flow chart of RHC-based GA for MACM problem.

and N, which is the population of a generation, are set
according to N as

Ny =30+ 5max (0, (N — 8))
N, =40+ 10 max (0, (N — 8)).

(10)
(1)

» Self-adaptive crossover and mutation probabilities are in-
troduced to prevent excellent chromosomes from being
destroyed by evolutionary operators and to promote
the evolution of inferior chromosomes [22], [23]. The
crossover and mutation probabilities are calculated in (12)
and (13), shown at the bottom of the page, where P, and
P, are, respectively, the crossover and mutation proba-
bilities for evolving a certain chromosome in a certain
generation, fi,.x is the maximum fitness in the generation,
and f,ve is the average fitness of the generation. When
the generation converges to a local optimum (fimax — fave
is very small), according to (13), P,, will increase to
diversify the following generation. In the reverse case
(fmax — favg 18 very large), P, will increase to speed up
convergence. Furthermore, for those chromosomes with
larger fitness, their P, and P,,, will be relatively smaller so
that they can be protected effectively; otherwise, for those
with smaller fitness, a larger P. and P,,, will be applied to
improve them.

E. Flow Chart of the RHC-Based GA

With the above technical preparations, our RHC-based GA
for the MACM problem can eventually be developed by

simply following the framework of common RHC algorithms,
as illustrated by the flow chart in Fig. 6.

The successful design of the RHC-based GA partially de-
pends on a proper choice of the length of receding horizon N.
If N is too small, most useful information could be missed, and
therefore, the RHC algorithm could be short sighted and exhibit
poor performance. On the other hand, if N is too large, the
computational burden will become very heavy, and in addition,
much more unreliable information in the future will be used and
could degrade the solution quality of the algorithm.

To assess whether a RHC-based GA is properly designed as
well as to fairly compare with other relevant literature, the last
step in the flow chart uses the objective function in (5) to assess
the final performance.

V. SIMULATION RESULTS

For simplicity, we consider a two-airport system in this
section. Traffic flow data at each airport are initially predicted
over a 3-h period, and it is assumed that there is no traffic
beyond the 3-h period on that day, i.e., the operating day is
3 hours long. Each time interval is set as 15 min, so there are
12 15-min intervals in the operating day. Table I shows the
predicted arrival and departure demands at the two airports for
each 15-min interval of the operating day. The TOPs in capacity
curves for VFR and IFR operational conditions at each airport
are given in Table II.

In this section, the airport capacity allocation is optimized in
three different ways, namely 1) CDO-based GA (CDO_GA);
2) the proposed RHC-based GA (RHC_GA); and 3) the RHC-
based linear programming method in [10] (RHC_LP). In
CDO_GA, chromosomes have similar structures, as illustrated
in Fig. 5, but represent potential solutions for the rest of
operating day. In (6), N should be replaced by T'. Fitness is
calculated according to (7) rather than (9). Since RHC_LP in
[10] is just for the ACM problem at a single airport, in our
simulation, we apply it to each airport separately and then
assess its performance in terms of J; in (5). For RHC_GA and
RHC_LP, N = 3 in the simulation except explicitly indicated.
The weighting coefficient 8;(1) = 0.5. To make a fair compar-
ison with [10], the weighting coefficient A;(l) for the CDO-
based and RHC-based methods is, respectively, given by

I=1,...,12
I=1,...,4.

(14)
(15)

Ai(l) =13 -1,
Ai(l) =5—1,
Table III gives an example of capacity allocation and traffic

rearrangement during the operating day. The results are calcu-
lated under RHC_GA with «;(k) = 0.5 and N = 3 based on

_ 0'8(fmax - fav )/fa
Pe = {0.8, ’

m =

0.4,

(fmax - favg) < f
(fmax -

P = { 0'4(fmax - f)/(fmax - favg)a

Javg) > f (12)
(fmax - f) < (fmax — fav )
(fmax — f) = (fmax — favi) (13)
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TABLE 1
ARRIVAL FLOW AND DEPARTURE FLOW OVER OPERATING DAY
The kth interval 112 |31 4([5/6]17]8 |9 /(10(11 |12 |Sum
Airport 1 Arr. [26[ 38 [42]129 ] 6 14120 40 |25 |13 | 12 [278
Dep. (36|32 9|15 7[10]17|33 (3422 [13 1 229
Airport2 | Arr. |20 21 |14 [29 (30| 8 [I5]11 |9 [19 |30 | 8 204
Dep. |27 11 4[24 5] 7 [25]13 |7 [17 |25 1 166
TABLE II
TOPs IN CAPACITY CURVES FOR VFR AND IFR
TOPs 1 2 3 4 5 6 7 8 9 10 [ 11
AirPort 1 | VFR |17, 30[18, 2919, 28 20, 2721, 26{22, 2524, 2425, 2126, 1927, 1728, 15
[FR (12, 2213, 21| 14,20 |15, 19)16, 18]17, 17|18, 1519, 13]20,11| -- -
AirPort2 | VFR |14, 26|15,25]16, 24|18,23(19, 2221, 21]22, 1823, 154, 12| -- -
[FR |10, 19]11, 1812, 1713, 16]15, 15]16, 12/17,9] -- - - -
TABLE III
EXAMPLE OF CAPACITY MANAGEMENT BY RHC_GA (o (k) = 0.5)
kth 15- Airport 1 Airport 2
min time Arrival Departure Arrival Departure
interval Cap. | zp; [Que.| Cap. [Que.| Cap. | z, |Que.[ Cap. | Que.
1 19 0 7 |28 8 19 0 1 22 5
2 24 0 [ 21 | 24 16 22 0 0 18 0
3 25 0 [ 17 [ 21 4 23 21 | 2 15 0
4 25 0 [ 21 [21 0 21 0 [ 10 21 3
5 26 0 1 19 0 24 0 [ 16 12 0
6 24 0 0 | 24 0 24 0 0 12 0
7 21 0 0 |26 0 15 0 0 25 0
8 17 0 0 | 30 3 21 3 0 21 0
9 17 0 9 |30 7 23 410 15 0
10 24 0 [ 10 | 24 5 19 0 0 22 0
11 26 1 0 |19 0 21 0 8 21 4
12 24 0 0 24 0 21 0 0 21 0
Total 272 1 86 | 290 43 253 38 | 37 225 12
RHC_LP 278 - | 143 | 229 77 204 - |31 166 12
TABLE 1V
COMPARATIVE RESULTS IN STATIC ENVIRONMENT
Case 1 (0; (k)=0.5) Case 2 (0; (k)=0.7)
Arr./Dep | RA | J; ACT | Arr/Dep | RA | J, ACT
Queue Traf. (sec.) | Queue Traf. (sec.)
RHC_GA | 150/51 29 | 115 19.75 | 63/147 46 | 111.2 | 20.39
CDO_GA | 167/63 23 | 1265 | 321.5 | 81/186 40 | 132.5 | 3159
RHC_LP | 174/89 - 131.5 | 0.23 113/219 - 144.8 | 0.28

the assumption that no uncertainties are present, i.e., the actual
demands are the same as the predicted ones in Table I, and
two airports are always under the VFR operational condition.
From Table III, it is evident that the optimal solution provides
a time-varying capacity profile and traffic rearrangement, both
of which efficiently solve the predicted congestion problem by
reflecting the dynamics of traffic demand in the system. The last
row in Table IIT shows the total queues optimized by RHC_LP.
One can see that, at Airport 1, the total arrival/departure queue
under RHC_GA is 57/34 flights less than the corresponding
queue under RHC_LP at the small cost that the arrival queue
at Airport 2 increases by six flights. According to the common
objective function J; given in (5), RHC_GA achieves a value
of 108.5, which is much smaller than 131.5, which is the value
under RHC_LP. The main reason for this is that RHC_LP
does not support the operation of rearranging traffic due to the

linear-programming-based optimizer, while under RHC_GA,
a total of 39 arrival flights are redirected between Airports 1
and 2. However, before we can make further conclusions on
RHC_GA, extensive simulation study needs to be conducted.
One of the main purposes of this section is to compare
RHC_GA with RHC_LP and CDO_GA in order to assess our
new algorithm in terms of both performance and computational
efficiency. The RHC strategy is expected to bring benefits in
a dynamic environment, but it is still necessary to investigate
the performance of RHC_GA in a static environment, i.e., there
are no uncertainties, and the real arrival and departure traffic
and operational conditions are exactly the same as predicted.
Table IV shows some results of this comparison, where the
actual traffic demands are the same as the predicted ones in
Table I, and the operational condition is VFR. In each case,
the data related to either RHC_GA or CDO_GA are based on
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TABLE V
COMPARATIVE RESULTS IN DYNAMIC ENVIRONMENT

Case 3 (a;(k)=0.5) Case 4 (a;(k)=0.7)
Arr./Dep | RA J1 ACT Arr./Dep | RA J1 ACT
Queue | Traf. (sec.) Queue | Traf. (sec.)
RHC GA [ 381/151 53 12925 | 21.03 211/427 [ 71 | 311.3 | 21.98
CDO_GA | 409/189 [ 45 | 321.5 | 331.7 258/449 | 65 | 347.8 | 321.0
RHC LP 435/219 -- 327 0.25 305/482 -- | 358.1 0.27
TABLE VI
INFLUENCE OF N ON RHC_GA (TIME INTERVAL IS 15 min)
N 1 2 3 4 5 6
J1 120.7 113.6 115 116.1 118.9 1224
J1%3 362.1 340.8 345 3483 356.7 367.2
ACT(s) 8.73 14.47 19.75 25.14 39.62 85.39
TABLE VII
INFLUENCE OF N ON RHC_GA (TIME INTERVAL IS 5 min)
N 1 2 3 4 5 6 7 8 9
J1 366.5 | 337.8 | 328.6 | 330.2 | 3257 | 329.1 331.8 | 3342 [341.5
ACT(s) [ 4.21 6.74 8.02 11.25 | 13.39 1544 | 17.79 | 20.17 [23.68

50 simulation runs, while the data of RHC_LP are based on
one simulation run. Hereafter, ACT stands for average compu-
tational time. Table V further gives results of comparing three
algorithms in a dynamic environment, where 20% of predicted
traffic demands and predicted operational conditions are uncer-
tain. Uncertainties are generated randomly over the operating
day, and then, this history of uncertainties is saved in a database
as one record. Each time the three algorithms are tested and
compared, the same record of uncertainties is applied. For each
case listed in Table V, 20 records of uncertainties are used; with
each record of uncertainties, 50 simulation runs are conducted
under either RHC_GA or CDO_GA, while one simulation is
run under RHC_LP.

From Tables IV and V, one can see that, due to no traf-
fic rearrangement in RHC_LP, its performance is the worst,
which means in a multiairport system, the operation of traffic
rearrangement between airports can effectively reduce the total
queue. Although CDO_GA also considers traffic rearrange-
ment, the CDO strategy requires optimizing the traffic flow
over the rest of the operating day, which usually means a huge
solution space for the GA-based optimizer to search, and there-
fore, the performance is not significantly improved compared
with RHC_LP. By integrating the RHC strategy into GA, our
new algorithm achieves the best performance. As for online
computational efficiency, RHC_LP is the fastest, because it
employs a linear programming algorithm. CDO_GA, again due
to the CDO strategy, is the slowest algorithm. Again, thanks
to the RHC strategy, the computational time of RHC_GA is
significantly reduced when compared with CDO_GA. Since
each time interval is 15 min (900 s), our RHC_GA is per-
fectly ready for real-time implementations. Therefore, from
Tables IV and V, one will come to the conclusion that the
RHC_GA proposed in this paper is the best algorithm in
terms of tradeoff between solution quality and computational
efficiency. Tables IV and V also show that the arrival priority
coefficient «; (k) has significant influence on the final solution.

Another objective of this section is to study how to choose
those RHC-related parameters, such as length of horizon and
time interval, for RHC_GA such that the RHC strategy can
be effectively integrated into GA for the dynamic MACM
problem. The results of study are listed in Tables VI and VII.
In Table VI, each time interval is as before, i.e., 15 min, and
the length of the receding horizon N changes from 1 to 6;
while in Table VII, each time interval is reduced to 5 min, and
N changes within the range of 1 to 9. In Tables VI and VII,
the traffic demands given in Table I are used. For Table VII,
where each time interval is just 5 min, each traffic demand for a
15-min interval in Table I is randomly divided into three
successive 5-min intervals, and those TOPs given in Table II
also need to be modified according to the 5-min interval. In
the simulation, at a;(k) = 0.5, there are no uncertainties on
either demands or operational conditions, and with each IV,
50 simulation runs are conducted.

From Tables VI and VII, one can clearly see what is the
influence of N on the performance and the computational
burden of RHC_GA. In general, as N increases, the perfor-
mance of RHC_GA improves at first and then degrades when
N is too large. This is understandable. Due to the nature of
GA, the performance should degrade with the length of the
receding horizon, but a too short receding horizon could result
in short-sighted performance, e.g., when N = 1. Clearly, in this
simulation, the receding horizon should be within 15 to 45 min
in order to achieve the best performance. Online computational
burden is no doubt increasing as /N goes up.

One should note that the value of .J; approximately indicates
how many flights are delayed. When the time interval is 15 min,
as in Table VI, one flight equals a 15-min delay, while
in Table VII, where the time interval is 5 min, one flight
means a 5-min delay. Therefore, to fairly compare the data in
Tables VI and VII, one needs to multiply those values of J;
in Table VI by 3, as shown in the third row of Table VI.
Comparing .JJ; x 3 in Table VI with J; in Table VII, one can see
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that, generally, RHC_GA achieves better performance with the
5-min interval than with the 15-min interval. This is reasonable
because a shorter time interval means more flexibility in the
airport operation. Table VII illustrates that shortening each time
interval, e.g., from 15 to 5 min, is an effective way to improve
the flexibility and performance of the ACM.

VI. CONCLUSION

A GA based on the concept of RHC is proposed for solving
the dynamic ACM problem in a multiairport system, where
flights can be redirected between airports. The methodology
of integrating the RHC strategy into a GA for real-time imple-
mentations in a dynamic ACM environment is systematically
studied. How to design the GA from an RHC point of view and
how to choose those methodology-related parameters such as
time interval, length of receding horizon, and terminal penalty
are investigated in depth. Simulation results show that the new
method proposed in this paper is effective and efficient to solve
the ACM problem in a dynamic multiairport environment.

However, more effort is required before any real applications
of the proposed method can happen. For example, a more com-
plicated model should be used, more real traffic flow data and
scenarios are needed for experiments, more widely comparative
work should be carried out, and further systematic analyses
are required.
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