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SYNOPS 1S ' .

Telemeferiﬁg of bIOmedicai data from unrestrained subJects
.requlres a system To be compacf, rellable and efficlent.

A sﬁrvey of +he existing multichannel biomedical telemetry
‘showed that most of the systems employ analogue or uncoded (digital)
techniques of encoding’biomed?éaf signals. .These Techhiqués are
- less reliable, employ widér bandwidth anq'are difficult to implement

compared to the coded (digital) féchniqhes of modulafion._

A theoretical sfudy of the coded +echn|ques of modulaf!on for
'encodtng biomedical sngna!s showed That pulse code modulation,
though more efflcienf,calls for exfen5|ve circuitry and makes it
expensive and difficult to implement. ‘,' Delta modutation and
delta sigma modulation were found to belsimplef, easler To”implemenf
and efficient. |

Further theoretical studies and computer simuléfions were
carried out and 1+ was found that adelta modulation system is more

suitable thapedelta sigma modulation system.

A simulated baseband telemetry sysfem'usfng delta médula?ion
Qas inveéTIgaTed and analysed usihg various signal processfng
-;Te;hniques. | |

| A four channel bfomedical telemetry sysfem'wés designéd and
constructed using a radio link.

“For a short range wheﬁ radio telemetry is not neceésary, a
single wire time division mulf:plexed system was desagned and
consTrucfed.

'Due to the interdisciplinary nature of the project, various
associafed.fobics were discussed In detail and re\evan+ references

“are given. -
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- LIST OF PRINCIPAL SYMBOLS

Potential across the membrane . and the two cthen+ra+ions

-of the ions

Absolute Temperafurerin'degree Kelvin

‘Gas constant

Valence of ion

'Fréquency respense of the amplifier

Clock frequency (sampling frequency)

-%4 clock period or sampling interval
S .

E?éﬁ. (characteristic frequency of RC netfwork)
RC (t+ime constant of RC ihTegraTor)

Frequency‘of input signai

Bandwidth of input signal or the low pass filter
QuanTizaTioﬁ nolse

Mean signal power

Amplitude of input sinewavg

Amplitude of digital pulses .

Step size

Numerical factor associated with quantization noise

Maximum amplitude of input sinewave to be accommodated

Minimum signal which can be coded

2nfm-angular frequency(inpuf sinewave)

Angular frequency of modulafing signal
Angular f}equency of carrier
Carrier frequency

Modulation Index
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CHAPTER | -

INTRODUCT tON

l. " Review of Blomedical Telemetry

The Transmission and reception of information in the form of
elecirical signalé has been a common pracflce‘by‘engineers and
scientists fof'a long time. However, the fransmission'of physio-
logical data ﬁas only recently become a common technique, especially
with the progress in space technology and hospital automation. The
purpose of fransmitting physiological ‘data in these cases is the -

. preservation of life and the furtherance of invesfigafions.in+o 1ife
-funcTions.

JohnsTonI suggested that there are two somewhat related
reasons for sending physiological data, one is for a normal life in
an abnormal environment such as a pilot or astronaut tied to his
créff‘by an umbi]icat cord while the other is an abnormal tife in
a-normal envirOnmeﬁT such as a péfienf in the hospital intensive
care unit tied Tb his bed.

: Simi&ar reasons apply 1o exitra terrestrial investigators and
the ambulatory outfpatients who can be linked to thelr monitors via
a radio link. Most of the work done to preserve the life of high risk -
alrcraft pifofs and astronauts ha§ led to the design of electronic
eqUipment and instrumentation which can be used for hospital
fnTensive care units and ambulatory patients.

Literaily, telemetry is the science of making measurements at .
a distance. The subject of this thesis is Biomedical Telemetry, |
which is a Techniaue for cbtaining thsiological Information from the
body of unrestrained living organisms at a remote recording or
data processing station. The means of transmitting the information
from the point of generation to the point of reception may be bythe
direct connection of wires or cables, or by wireless |linkage using

radio, ulfrasonics, and optics. Radio'linkage is most commonly used




in order fo reduce the constraint caused by the instrumentation on
The subject. |

In the case of a direct connection the ferm 'line telemetry!
is-USéd when the subject and station are iﬁ di-fferent localities.

Very short connections, for exampie in patient monitoring, are not

to be included'in the field of telemetry as such. 1n the case of a

radio link the transmitter can be implanTéd or sdrface mounted. In
the first case the transmitter might be implanted totally within the
bodf of the organism. '

lEinThovenz, the fouhder of practical e!ecfrocardidgraphy,

used biomedical telemetry for the first time in 1903 by transmitting

human electrocardiograms (ECG) from a hospital to his laborafbry

many miltes away. He only used the wires of the Leiden Telephone Company,

'insTead of the whole system and connected a patient having immersion

electrodes to a remote galvanometer. Slnce the existing wires were

unsatisfactory due to noise, Einthoven héd to instal) specially
designed and insulated conductors. The installation was an example
of simple 'hard wire telemetry!,

Bérker3 Ih 1910 used hard wire énd not Telephoné Telemetry tfo
connect various wards of a hospital to a hearf_sTaTion. He'found,
like EiﬂThoven, that induced currenf on the hard wire causes hajor
problems, |

Barker and Brown in 1910 fransmitted heart sound for a hundred.

miles over the telephone and called the system a Telephone STeThOSCOpe4.

Barker conducted these experiments only for teaching or clinical
purposes. The telephone system was used occasionally for medical
purposes until 1949 when more progress in this field took place.

Ray and Bickford5 (1963) described the use of a telephone {ink

in the Mayo Clinic, Rochester, for connecting the patient monitoring




system to an averaging instrument to process the electroencephalogram
7

(EEG). Stander et al® (1963) and Levine et al’ (1966) also used

telephone tines for transmitting foetal ECG's and integrated

8 (1965) described

electromyograms (EMG) respectively. Berson et al
a typical example of on-line processing by connecting the clinic to .
a big computer,

Similar work was carried out at the Royal Collége of Surgeons,

9 (1966),

London, and the first system was demonstrated by Hit!l
whereby test signals were transmitted by telephone to the college from
one or more hospltals.

The InsTiTu?e of Medical Physics TNO , Utrecht, made a |6~
channel felephone ITnk for transmitting and recording EEG signals

[0
from the local hospital to the Institute. (Kamp [963)

Although the radio transmission of analogue signals has been known

'since 1884 (Prescoffrl) 1ts use to transmit physiological data was

used for the first time in 1921 by the U.S. Army signal corp, when
they developed a radiotelemetry system for -the transmission of heart

sounds from ships without an onboard physician to medical facilifies

12

on shore (Winters (1921)}. Since this use, biomedical radio-

13

tetemetry was dormant until 1946 (Caceres ~“(1965))}.

In 1948 Frequency Modulation (FM) was used to transmit ECG

4

by Breaksell and Parker * in England, and they developed the first

modern working system for transmitting ECG.

15

Holter and Gengerelli in 1949 studied the radio electro-

cardiogram of moving subjects by strapping a small portable transmitter

on their backs. HoH'er‘6

(1957) later on developed more elaborate
radio telemetry systems and was responsible for the development of
miniature equipment in this field. The subject carried a small

transmiftter in his coat pocket and the ECG or EEG was recorded on a



tape recorder in a nearby briefcase.
Holfer’7 (1981) evenfual!y‘eiimina?ed the radioc link, so that
the patient carried the tape recorder on his body and the ECG was

recorded directly. .

19.

Winsor'8nd Betlet'” In 1961 independently used a tiny FM

>

transmitter for telemetering ECG during exércise.
- Radio-telemetry is successfully used to monitor the foetal

heart which provides a useful tool for clinician and research

20

scientists. ||t was introduced by Hess ({960) after obtaining a successful

record of detalled pattern of foetal heart activity during labour and
2l
gestation  {Hon & Hess 1957, 1960; lLacomme et al 1957, Larks 1961).

A different development in biomédical radio-telemetry is +he

~ transmission of biomedical data such as pressure, pH or temperature from

inside the intestines common iy known as an "Endoradiosonde™ technique.
43 .
Z (1957) and Farrar et al (1957) were the first

Mackay et aI2
fo Invesfigafe_Tﬁis by making Thé éubjec+ swallow.a radio transmitter
énd moniforing the data ouifside fhe body.

Another direction where biomedical radio—fe]émefry was deve loped
is In space. Radlo-telemetry has become increasingly important fo the
iﬁvesfigafor studying the effect of flighT on the body or monitforing
the physioiogy of the pilof or astronaut.

23 in 1954 pointed out the fact that a'large percentage of

Barr
milifary plane accidents are due to pilot failure and developed a
system for monitoring five physiological parameters.

Kousne'rzov24 in 1958 first reported the resuits from space.

Atl Thé early studies have used standard method of transmission using

M. Biomedical Télemefry from subjects underwater to stations on the

surface is becoming an important and common technique. Baldwin25
(1965) and Anderson26 (1970)'reporTed more effective use of sound or

uttrasonics to transmit physiological data in these situations.




For most biomedical experiments, and monitoring, simultaneous

‘recordings of several signals |s often an essential requirement. For

examp le volfage_dffferences, pbfained from the scalp or from inside the
brain, are alwéys syncﬁranusly recorded from differeﬁT sites. |
Similarly in vecforcardiograbhy three énalogue.signals are uéed and
phonocardiography requires two ;iéna!s (a sound channel and‘an_ECG
channel used for timing)}. When the number of channels ig mote -than one
or iwo, the use of several single—channei units Ts not efficient and Is

often dlfficult to operate. A multichannel (multiplex), telemetry system

‘is the logical solution and as a result a number of multichannel systems

have been devised.

21 (1960) developed a multichanne) system

Hoare and_lvison
using‘FM—AM, the transmitter being zrystal controlled.

kamp and Storm Van teeuwenZ® (1961) described a two channel
EEG radiofelemeTry éysTem which has been the basis for development work
by others (Hambrechi?® et al (1963)) who used pulse wldth modu lation
(PWM)“fnsTead-of frequency modulation. |

30

Marko and Mclennan™ -{1963) devised a seven channel transmitting

.system for EEG having a rangé of 300 feet using PWM.

31

Murray, Marko, Kissen and McBuire”' (1967) developed a

-miniaturized ftime division multiplex pulse duration (PPM)-FM system.

-Robrock and Ko32 (1967) developed a six éhannei Te!emef;y system
using a funnel diode subcarrier oscillator operating from a consfénf
curreﬁf using FM-FM, |

| Fischer, Peled, and Yérushalmi33 (1967) developed a-mulfichénnei
radlotelemetry sysfem-for héndling biological data using FM-FM continuous
wave.

Rokus-himas4 (1969) designed a multichanna! PHM~FM radfofelemeffy

system for EEG.

va




2 (1970) developed a muttichannel

SkuTT,.FeII and Keri'zer3
TelémeTry system for use in exercise physiology. (T is‘a foﬁr channel
radiotelemetry sysfem using PDM-FM. It has about 100 meTres range and
weighs 100 gm. |

36

Weller and Manson in 1971 developed a iow cost three channel

>

system us}ng AM and FM compatible with the BriTisﬁ Medical and Biologlical
Telemetry Regula+i0n537. They discussed the practical methods of
obtaining maximum transfer of data within the allowed bandwidth and
concluded that narrow band frequency modulation can be.used to operate
several multi-channel fransmitters simultaneously in the restricted
bandwidth of 200 KHZ. |

Zerzawy and Bachmann38 in 1971 developed a four channel

programmable long time biomedical radiotelemetry system using FM-FM.

- Each channel of the device is programmable for ECG, blood pressure,

respiration curve, femperature and phonocardiogram. The system Tfansmifs‘:
D.C. signals with less than 1% drift per hour for an operating time up to
24 hours. .

I jsenbrandt, Kimmich, and Van Den Akker~> In 1971 developed a
persénal biomedical telemetry system capable of Transmiffing one to seven
D.C. channels compatible wffh telemetry regulations of many European
countries. It uses POM-FM and is fime division mulfiplexed.

Skutt, Fell and Hagstrom O in 1971 developed a four channel
frequency division multiplexing system having a range of 200 metres.
The data in this system is transmitted slowly and in digital form using an
ultrasonic link.

With a relatively small history of multichannei telemetry there

are a number of systems developed. However the requirements for a good '

biotelemetry system are more than mere communlcation from the subjJect to

the observer.




For the requirement of a good system the foiIoWing'probIems
_mUsT be considered In addition +d\+he usual concern with signal and
nolse level, bandwidth, and dynamic range41.
[. Size and welight. A canenienTIy small size and low
wéighf to attach it on the surface without any strain.
2. Low power consumption and long life.
3. Stability, reliabllity and ease of handling.
4, Suitable transmission range and abili¢y to transmit
multichannel data. |

5. Cortect frequency band allocated for transmitting

biomedical data, (reference 37 AppendixA ).

| Multichannel systems based on analogue Techniques of encoding
biomedical signals suffer from varibus Inherent Inefficlences and do
'noT fulfil all the requirements of a good system mentioned before.
However, digital techniques of encoding the signals are simpler,
more'reliéble, easier to multiplex and make a system compacf due to the
facility of using microcircuits. In addition They have less cross channei
'modulaffon and have Iower42 sensitivity to temperature and battery voltfage
{due o the use of two states instead of énalogue circuits). These
advantages of encoding analogﬁe signéls make a system more desirable and
efficient.
There are two classes of digffal techniques of medulation.
The first is linear or uncoded modulation which includes pulse
amp|itude modulation (PAM), PPM, PDM, or PWM. |

Some research wor‘kers42’3

have shown that PDM is best suited
for compact muffichannel biomedical felemetry systems. These systems
are Insensitlve to carrier frequency shifts and have high noise immunity.

Compearable analogue sys+ems FM=FM with low power consumption and high

. baseline sfébilify are complicated and costly and can be troubled by



interference between different measurement channhels.

\
‘ _ Pﬁlsé position modulation has also been tried for biomedical
telemetry sysTgms but noise causes éyﬁchronisafion d[fficulfies and
loss of_iﬁforma+ion Transmiffed. |
| The o+her class of digital modulation is the coded modulation
‘ which Includes PCM and deifa.modulafioh. This class of modulation is
better than linear modulation because of its superior immunity from the
effecTs of channel noise, higher éignal 1o noise ratio and bahdwidfh : }
reduction.
.The bandwidth required for each of these mulTibIexing systems
is qu§+e different. According o Nicholas and Rauch44 The‘following

bandwidths are needed for different mulfip!exing systems having ten

channels, signal cut-off frequency of 100 Hz and signal fo noise ratio

_of 00, _ '
Pulse Code Modulation-FM ' IBikH;
Pulse Duration Modulation-FM 92 KHz
- FM-FM - 140 kHz

. Pulse Position Modulation . 400 kHz

Another coﬁsiderafion is that of size and wekghf. A very rough
calculation based on the nﬁmber of transistors heedéd shows‘ThaT Pulse
Code Modulation-FM requires about three Timés more components +han Putse‘
Duration Modulation~FM or FM-FM and it also uses mofe péwer; Affhough

- Pulse Code Modulation-FM is better in bandwidth, signal to nolse faTio,

-and -other aspects, it is bigger in size and consumes more power due 1o

- technique for encoding and decoding analogue signals than PCM (Chapter

3). 1+ has all the advantages of digital modulation mentioned above

<Incfuding-PCM, but has a wlder bandwidth than PCM.

\
\
\
\
\
\
\
\
\
{ts complicated circuitry. - Delta modulation is . @ ' simpler dlgifa! _
\
\
\
\
\
\
\
|
|




A narrow band freguency modulation used to transmit multi-

‘channel digital data can reduce the bandwidth. .
"~ The simplicify of delta modutation and other advantages -
+ | mentioned above makes it a suitable form of modulation to use i+ In

\‘

a muitichannel pefSOnaI biomedical telemetry system.




.1 Purpose and Structure of the Project

Thse mul+ich§nnel biomedicai +eleme+ry.sys+ems reviewed in the.
previous section do not fuifil atl the requirements of a good system
- {mentioned in the IasT‘sechon). To meet these requirements a system
based on deita modulation was investigated, designed and developed.
In order to transmit the multichannel encoded da%a reliably and wi+h:a
"smal ler bandwidth, narrow band frequency modulﬁfion was inQesfigaTed -
and employed for the radio link.

A single wire time division multiplexed system was also désigned
and developed for a short range transmission. |

The investigation included simulafion'of Thé system on the |
computer. 1n addition further énalysis and study of the system for
the sui%abilify of biomedical signals wés performed. This involves the use
of various signal processing techniques for the biomedical signals.

To present the projec+ in a logical sequence, the thesis is
divided into séven chapters. Each chapter is further divided into
sections. The relevance of each chapfer to the thesis is discussed
betow.

.The first chapter introduces the subject of the thesis, tracing
-the historical background of biomedical telemetry and various systems
In existence. Requirements for a suitable system are then discussed.
| The second chapter deals with the origin and nature of
biomedical signals, techniques of acquiring and amplifying these signals.

.The third chapter discusses and compafes various digital

techniques of encoding biomedical signals and discusses their

éuiTébiIi+y. The suitable technique considered and its theory is

described in detail.




The fourth chapter is on the computer simulation of a
biomedical telemetry system based on delta modulationand delta
sigma modulation. Tha systems are studied for waveform preservation

and long time monitoring of these modulation systems for ECG

. waveforms.

The effect of error pulses at the digital output of the
delta moduiator is studied on the decoded ECG waveform.

The fifth chapter describes the Transmi}fing and receiving
system with various transmit+ing links. {1 also discusses a _
suitable fechnique for.TransmiTTIng the biomedical data via a radio .
Ilnk. The effects of human body on the transmitting an+enna~f§”
discussed In detail. | '

The sixth chapter describes the désign, development and
construction of a muIT}channel system using.a radio !Ink and a coaxial

cable. Their performances and characteristics are given.

The last chapter gives the concluéions and suggestions for

furTher work.




CHAPTER 2

BIOMEDICAL SIGNALS AND THEIR ACQUISIT!ON

2. Introduction

Biomedical signals to be Télemefered originate from the body
itself at a cellular level. The signals are detected or acquired
by'appropfiafe devices and amplified by suffable techniques.

However, it is iﬁporfan+ to know the nature and characteristics of
the biomedical signals prior fo their acquisifion or amplificatien.

Qerfain systems In the living body.produée bioelectric

potentials in order to carfy out Qarious functions. These potentials
can be monitored and carry useful information about +he functions
of the living system. The blioelectric potentials originate due to
the ionic voltages produced as a result of the electrochemical
activity of certain special types of cell. The idea of electricity
being generaféd in the body goes back as far as 1786 when the Italian
professor of anatomy, Luigl Galvani, reported to have found
e!ecfricify-in the muécle of a frog's leg; {Cromwel] et 3145),

Several other scien+is+s after that discovered electrical
activity in various animais and In human beings. The human electro-
cardiogram was discovered by Waileiﬁin 1887 ( Cécen;§I964)} The
first practical application was made in (903 by a Dutch physician,
William Einthoven, who measured the human electrocardiogram using

a string galvanometer.

2.1 Biomedical Signals (47,45)

Although the biopotentials originate at the cellularllevel,
the measQremenT fé related to a specific physiological sub-system
such és the signals due to the bioelectric potentials associated
with nerve conduction, brain activity, muscle activity, heartbeat,
and so on. Thus the electrocardiogram (ECG) Is a recording of
e]edfrical activity of the heart, the eleéTroencephaiogram (EEG)

of voltages in the brain, the electromyogram (EMG) of the muscles,



the electro~oculogram (ECG) of the eye,and electro-retinofram

(ERG) of the response of the retina to |ight.
The most important body signals with their amplitudes and

frequency spectra are given below:

Etectrocardiogram (ECG) 0.5-5mV 0.1-100 Hz

Electroencephalogram (EEG) 5-100wV | 0.1-100 Hz
"Etectromyogram (EMG) : 50-5000 WV : if5000 Hz
. Respiratory Ventilation L . 0-10 Hé
" Temperature ~ i T 0= Hz
. Mean blood pressure | S 0-1 ‘Hz

Other physicological parameters which change very slowiy
under most conditions are blood pH, pH.in the digestive +féc+,
p02 in blood and in expired air. Various sounds such as with
phonocardiography are also of interest but these are difficult to
plck up, especially from moving subjects,

With the exception of the EMG and heart sounds all physiclogical
signals have a frequency specTrum below 100 Hz (though there has |
been some discussion of small ECG components of up to 200 Hz).

Atthough measurement of Individual actlon potentials can be made

in some types of célls, these measurements are difficult because of the
dIfficulTyJThe,gecise placement of an etectrode iﬁs}de a ce!l,presenfs.
The common form of a measured bicpotential is the combined effect of

a large number of action potentials as Théy appear at the surface of

a body or at one or more electrodes inserted into a muscle, nerve,

or soma part of the brain.

fhe exéc? method by which these potentials reach the surtface
_of the body is not known; However, a number of theories haVe been
advénced that seem to explain most of the observed phencmena fairly

well, though none exactly fit the situation. For exampie the

-~



. biopotentiais from the heaET as they appear at the surface of the

body,'acéording to one theory, area summation of the potentials
developed by fhe electric fields set up by the ionic currents which
generate The‘individuai action pofentials.
Tﬁis theory, although plausible, does not explain a number

of the characteristics indicated by the observed surface patterns.
“An approximation is obtained by assuming ThéT the Qurface pattern

Is a function of the summation of the first derivatives of all the
individual action potentials instead of the potentials themse | ves.

Part of Thé difficulty arises from the many‘assumpTiOns ThéT must
' be made for the ionic current and the electric field pattern throughout

the bddy, as the valldity of come of the assumptions is questionable.

2.2 Transducers

In order to acquire bioiogical_éiénals from the humah body a
device capabie of convérfing one form of energy or-signa!l to another
is required. Such a device is called a transducer and in the man-
instrument system it is used to produce an electric signal'fhaf is the
analogue of the physioldgical'phenomendn being measuréd. The
transducer may measure Temperature, pressure, flow, of any cther
variable that can be found in the human body, by converting it fo
an electrical signal. |

Transducers may be pfassified according to the type of input
energy.+o which they are sensitive. The broad categories under such
a classification Include :

(a) Mechanical

(b) Temperature

(¢c) Magnetic

{d) Elecirical

{e) Radiation




in blomedical electronics and instrumentation all types of

classification are utilized fo some degree.

2.3 Efectrodes |

Despite the varlety of transducers used to measure different
physiological phgnomena » the most common device used to acquire
.signals such as the ECG, EMG.and EEG 1s an electroda. 1+ is a device
(transducer) used for measuringa bicelectric potential by converting |
foni¢c potentials and currents into electric potentials and currents.
As a result an electrode used as the biéeiecfric transducer conslsts of
two electrodes which measure the ionic poTeanal difference between
their respective points of applicaTion;

The electrodes come in many shapes, sizes and materials. Thé
fol!owiné theory applies to all electrodes, including biochemical

electrodes used fto measure pH, pO2 and,ppo2 of the blood.

2.3.1 Electrode Theory (50)

The interface of metallic ionsin asdQTion with their associated
méfa!s results in an electric potential and is called the electrode
potential. The generation of this potential is the fesul+ of the

differenée in diffusion rate of ions into and out of the

metal. An equilibrium is produced by the formation of a layer of
. charge at the interface. The charge in-reality is a double layer

with the layer nearest fhe metal being of one polarity and the layer

next to the solution being of opposite polarity. Other materials,

such as non—mefals tike hydrogen, also have electrode potentials

when interfaced with Theif‘associa+ed fons in solution. The

determination of the absolute electrodé po+en+la! of a_single electrode for
.The measurement of the potential across the electrode and its ionic
solution would require the placing of another metallic interface in the

solution. Therefore all elecfroder potentials are given as relative




values and must be stated in ferms of.some reference. By international

agreement, normal hydrogen was chosen as the reference s+éndara. An

electrode pofeéfial{qf zero volts is arbitrarily éssigned 1o it.

Another source of an elecfrode potential is the unequal exchange of

ions across a membrane which [s semi-permeable To a-given ion, when

the A;mbrane separates . liquid solutions with different concentrations
of that ion. This potential across the membrane s gliven by the

equation cal led the Nernst equation:-

n = vaience of ton

E = (-RT/nF) ln(c’fl/czfz)
whére_ T = Absolute temperature in degrees Kelvin, F = the Faradayconstant
R = the gas constant (8.3}53!07 ergs per mole per degree Kelvin)

€¢,C2, = the two concentrations of the lonsand fi,f2 = the respective

activity coefficlients of the ionson the two sides of the membrane.
2.3.2 Equivalent Circuit of Electrodes (50)

All the three types of biopotential etectrodes mentioned in
section 2.3.7. have a metal-electrolyte interface. The potential
In each case.is developed across the interface, proportional to the
exchange of ions between the metal and the electrolytes of the body.
The double layer of charge at the interface acts as a capacitor.
Hence,the equivalent clrcuit of a blopotential .electrode in confact with
the body'consisfs of a voltage connected in series with a resistance-

capacitance network. The equivalent circuit is shown in figure 2.).

2.3.3 Problems of Electrodes {5})

Certain chemical and physical disturbances in the measurement of

8 physiological signal using electrodes as transducers affect the

stability of the interface between the electrodes and skin. This gives rise to

. extra and spurious voltages, sometimes comparable with the bioclogical

signals being measured.
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In The‘ﬁse of various electrodes for'measuring_physiological
.phenomena, it is always a metal, usually silver,or a metal and its
salf,(for example silver and silver chloride)which makeé electrical
contact with the body fluids.

The skin is composed in parT of édeéd corneal layer. A
second Iayef of cells is actively producing more cells which are
gradually dying and becoming a horny {ayer called the Epidermis.

The layer below this is-a soft connected tissue conTaining blood.

vessels and is called the Dermis. The impedance of7¢he skin is.offen

Thouéh+ to bé due to the dead layer of tissues. Most Qf the impedance really
.occurs  in the deeper layer of cells and represents a liquid

juncTion with an'accompanying liquid junction potential.

This junction potential contributes to the bioelecfrfc
poTehTiaI in the skin. One way to minimise and stabilise the liquid
Junction potential Is to pene+ra+é through the horny layer with a pin,

not deep enough 1o draw-blood.

2.3.4 Motion Artefact (51)

Motion of the skin with the surface electrode on it generates
motion artefacts if the insulating skin surface is ieft intact.
Artefacts in this. cénTexT . refer to any component of a
signal thatare extraneous fo the variable represented by the signal
and are produced by sudden changes in potentlal because interfaces
are being disturbed. But the skin has many other apertures, such as
sweat glands Thaf'aiso represent pathways. Hence,it is an example of
a biological liquid junction where a Jiquid junction potential
deveféps. Electrode jelly often con+afns quartz or glass granules
which, when rubbed Into the skin, break the horny layer and minimize
andlsfabilise the junctlon potential. Electrode creams accomplish

this result by the biochemical irritation of a very. high chloride

concentration.




2.3.5 Half Cell Potential (51)

With surface electrodes, a.conducting paste or gel is applied
between fhe electrode and skin to redute the impedance.
| The élecTréde—gelATissue‘combinaTion.forms an elecTroﬁhémical
half cell Baffery that produces a potential difference between Tﬁe
‘elecTrode and the tissue usually smaller than a volt but sometimes
as large as three volis. |

The electrode potential fs a logarithmic function of the
concentration of metal ions in The ge} as described by the Nernst
equation, in Section 2.3.1.

The siiver electrode used in the body in This case has no
siIQer'ions in The.elec#rolyfe. This eIecTrode,‘as a result, does
not reéch a stable known potential and The-volfage wanders and drifts.
The electrode pofenfiél s ébTalned by the forméfion of silver oxide on the
: - electrode
surface. To avqld this, silver oxide can be deposited on the entire
e]ecfrbde surface, ora pressed silver chioride pellet can be used as
an elecirode.. This makes 1+ an arTificiéIIy non-polarised elécTrode.
The silver chloriae Is only slightly soluble and remains in equilibrium
' Qifh its saturated solution thereby controlling and stabilising the
silver fon concentration. The activity of the chloride determines the
siiver {on concenTraTTbn-which in furn determines the half cell
- potential. As a result the use of silver chloride makes the potential
gependenf on the chloride present in the body which is predictable

and reaches a stable known value.

2.3.6 Polarisation-(52)
| In @ human body there are no majority carriers of any metals
which can be used for electrodes. |f the metals used for electrodes

do not have their ions as majority carriers the system is polarisable.



When a potential isapplied to such a system certain ions bﬁild up
and there is a variable interface that acts like a diélécTric and
charges up like a capacifor‘or a-baffery. fhe eiectrode potential
~and impedance change . as a result oflfhe direct current passing
through the metal elecfrolyfe‘infefface.' This electrochemicat

problem associated with electrodes is called polarisation.

2.3.7 Types of Bioeiéc+ric Electrodes and reqhiremenfs (50,53)

| These can be classified inTo.one of the following fypes:

.I. ' Surface Electrode. Electrode used to measure ECG, EEG, and
EMG potential from the surface of the skin. )

2. Micro-electrodes. These are used to measure bioelectric
potentials near or within a single cell.

3. Needle electrodes. These are used to penetrate the skin to

record EEG potentials from a local region of brain or EMG

potentials from a specific group of muscles.

Surface electrodes being wide[y used In present biomedical’
Teleme%ky sysfems'are discusséd here .
The requirements in respect of the electrochemical category of
disturbance for the surface electrodes are the following :-
(i) The method of applying the electrode should be as simple as
possible. |
‘(ii) [+ shoufd be possible to record continuously for a long time.
(i11) Very few or no artefacts should occur in the recording cf
ECG during intensive movement by the subject.
{(iv) The surface elecfrodes shouid be watertight in such a way
that over the surface of the skin no short élrcuifing_is caused

by heavy‘perspiraTiOn, or when the subject Is under water.




2.3.8 Surface Electrodes (50,53)

The electrodes used to record biopotentials from the surface
of the body occur .in many,differeh+ éizes and forms. It is
_u;UaI to use larger elecfrodes for sensing ECG éignals because the
localisation of measurement is nof important while the smaller |
electrodes are used mainly for EEG and EMG measurement.

The earliest electrode used by Einfhogen was an fmmersion

_ electrode. This was éimply a bucket of éaline solution into which
the subject placed his handé and feet and used one bucket for each
extremity. |

Surtface electrodes ére'of‘Two types:

i. The direct contact electrode

2, The fluid or floating electrode

The first Tybe ihcludes the plate electrode and the metallized gauzé
electrode.

The p!éfe electrode was first introduced in 1917 where_fhe
electrode was separated from the subject's skin by cotton dr-felf
pads soaked in a concenfrated saline solution. The soaked pads were
later replaced.by a conductive jelly or paste and the metal was in
é;nTacT with the skin.This plate electrode is still in use. Another
old type of direct contact electrode still in Use is the suction-cup
type in which only the rim makes contact with the skin.

One of the difficulties in uéing the plate electrode and the
suction-cup electrode is the possibility of electrode slippage or
movement. Even the slightest movement changes the Thickness of the
thin film of electrolyte peTween the metal and Thé skin which causes
changes in the electrode potential and impedance. These potential
changes in many cases are so severe that they completely disrupt

the bioelectric potential which the electrode attempts to measure.




MeTa;Iized gauze electrodes reduce fthis MOvemenT artefact
by Iimi?iﬁg the electrode movement and reducing the .interface impedance,
These electrodes are made df meTallizea nylon and fixed with
ladheslve tape. Although better than plate élecfrodes they are not
compiéfely insensitive fo movement.

' The second type of surface electrodes include the flexible
cup electrode and a newly developed rigid cup electrode.

The principlée of this type of efecTrode ié to practically
eliminate movement artefact by avoiding any direct contact of the
metal with The.skin. Tée only condﬁcfive path- between metal and
skin Is the electrolyte paste or jelly which forms an electrolyte
bfidge. It is shown in figure 2.2.These electrodes are generally
attached fo the skin by means of {wo-sided adhesive rings which
stick to both the plastic surface of the electrode and the skin.

The flexible cup electrode consists of a plate and a gauze
or thread fixed in a rubber housing, which is glued to the skin.

A newly developed rigid cup electrode 'is made of a silvef
plate fastened in a rigid housing. A linen gauze is attached to +he
housing which is glued to the skin-after Jelly has been poured into
the cup under the gauze. This electrode overcomes the prob lems
encountered in other types.

Various types of.disposable electrodes have been introduced in
recent years to eliminate the usual requirement for cleaning and
care after use. _In general these electrodes are of the floating
(fiuid) type and primarily intended for ECG monitoring but can also
be usedrfor EEG and EMG.

Special types of surface electrodes have been developed for

other applications:
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(i)

(ii)

(i)

(iv)

‘lead wire in contact with the skin, (Bendersky?t).

~The wick electrode. I+ consists of a metal contact that

inferfaces with a soft wick filled with the electrolyte.

This elecirode is used in situations where the pressure or

weight of a standard surface electrode cannot be tolerated,

such as in measuring potentials from the surface of the eye

or from an internal organ.

Ear ctip electrode. It was developed for use as a reference

electrode for EEG measurement and can actfually be clipped to
the ear.
Scalp electrode. 1 s usvally a small disc about 7 mm in

diameter or a small solder pellet that is placed on the

-cleaned scalp Through elecfrolyfe paste.

Spray-on Electrodes. Conventional dis¢ electrodes offen

" present difficuity in obTainihg good ECGs under conditions

of perspiration and considerabie movement. A new technigue
for applying elecfrodes; originally developed for instrumenting
NASA test pitofg? was recently evaluated on chiidren. The
technique consists of spraying a conductive mixture over the
end of elecTrocardIograph wfres and on to the skin.‘ A

solvent in the mixture evaporates quickly'leaving a thin

flexibie iayer of conductive material which firmly holds the
8



AMPLIFICATION OF BIOMEDICAL SIGNALS

2.4 Introduction (52)

Most of the biomedical signals acquired by the tfransducers
(eiecTrodes) are often of a Iow.émplfTUde and may be accompanied by
inierference. In order to bring these signals into é sultable form
-someisorf of conditioning is required.‘ The requlrement for
conditioning which includes amplification depends upoanhe type of

transducers (electrode) used and the characteristics of the slgnal.

Signal characteristics, given 1n section 2.1, determine such =

requirements-as gain, bandwidth and noise (referred to the input). The

Transducer (electrode in this case)‘charécferisfics determine the
required input impedance, cémmon-mode rejection and the maximum
ejection current (current which flows in the source due To connection
of amplifiers). ‘Linearity, distortion and gain stability are also
requirements in some applications. The impedance of electrodes is
usually vefy hfgh, sometimes as high as IO|2 ohms in the case of
miéroelec+r$des. Such electrodes must be used with amplifiers having
ET least a I0[5 ohms ‘input impedance and feedback o cance!-Thé
electrode capacitance, |

An equivalent circuit is given in figure 2.3 representing the

sﬁbjecf, the electrode, skin Interface and the amplifier input. The

subject model can be considered to consist of parallel RC elements

representing skin resistance, the deep tissue resistance, and skin

capacitance. The approximate value of skin resistance can vary from

hundreds of ohms for abraded skin to a megohm for dry skin. The
value of deep tissue resistance lies in the range of a-few hundred
ohms. |1 is a direct function of the resistivity of blood and tissue
and is proportional to the geometry and length of path between
electrodes. The value of skin capacitance, the total equivalent
capacitance from the electrode to the deep tissues, depends on the

electrode surface area.

24



[ Electrode-skin resistance

subject oy ) _ * ¥
4 1 ‘ Am
A 4 - . plifier
‘ MAMN—]0
100 0.034 |E = E "+ K log{cl)
. N
e: |
@Biopotential signal | :
; 1 ‘ ~ INPUTDZ12 A
‘ x
+ - '
T 2 723
Deep ti | Wy
eep tissue ‘ Pellet & Gel
Resistance resistance
_ skin capacitance | Electrode half-cell potentiai ‘
e (v I 212 = Differential input imped.
c Artifact or common p 213,223 = Common mede input imped.
mode signal '
l 3
T 3 common
VAAA _ ][ VAAAAN—]
Reference electrode

Figure 2.3 Equivalent Circuit showing interactibns caused by the biopotential source -~

the subject and the electrode interface and amplifier characteristics
for measuring a typical biopotential. The values shown are approximate
since deep-tissue and skin resistance can vary widely.
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in the case of a silver-silver chloride, the

equivajenf circuit shown in figure23consists of fhe.elecTrode pellet
and gél resisfancegzand the electrode half-cell potentials. The.
electrode resistance Is sma!llenough to be ignored since measuremehf_0+ ‘
| the bloelectric potential requires two electrodes, the voltage |
measured is really the difference between the Instantaneous poTenTiaI. | .

of two elecfrqdes.

. The common-mode voltage source shown represents misleading
signals and noise, Including power line interference. Such voltages
are not always completely common mode and show up as dlffereﬁfial

| signals at the output. _ _

2.5 Design Techniques 1 ‘
The design of biological ampiifier should provide for the
faithful amplification of bioeleéfric signals from the subject by means of
éh'elecfrode with the characteristics given above, The amplification
‘of these signals by a single ended amplifier can show up The.ﬁr ‘
interfering signals at the oufput. The most serious of these are
50 Hz pofenTiaIs wﬁich are inevitably present in typical surroﬁndings
and are coupled into the amplifier input circuit through the fairly
high and variable source resistance. Interference currents flowing
round the Tnput loop of the amplifier can develop input voltages to
the amplifier which disrupt the desired signal. : . .
~To alleviate the interference problem it is necessary to use
a differential amplifier shown in figure 2,4, The biocelectric signals
are applied between the inverting and non-inverting inputs of the
amplifier. |f the impedance of each Input terminal to earth Is

sufficiently high, the interference voltage is not able to inject :

a significant signal into the input loop. The amplifier, in addition
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to having a hlgﬁ impedance at BoTh'inpuf terminais, must also be
capable of discriminating against the infgrference voltage which
appears at both input terminals simeTaneously. The ratio of
the output voltage to a common voltage applied to +ﬁe_inpu+s‘is
+ermed the common mode galin, while the ratio of the output voltage
o a differential input voltage is termed the differential gain.
The ratio of the differential gain To the common-mode gain Is
called the common-mode rejection ratic (CMRR). A high value of
common-mode rejection ratio énables TheAamprfier to distinguish
between differenf@al input signals and common-mode input signals.
The eiectrode impedanées form a voltage divider with the
[mpedahce of the differential amplifier. |If the eIecTrode
Impedanées are not identical, the interference signals at the two
Inputs of differential amplifiers may be dffferenf, and the desired
degree of cancellation does not take place. Because fhe electrode
impedances can never be made exactly equal, the high common-mode
rejecffon ratio of a differential amplifier can only be real]zed
If the amplifier has an input impedance much highsr than the
impedance of the electrodes to which it is connecfed. .The input
Impedance as indicated in figure 2.4 may not be the same for the
diffefenfiai signal as it is for the common-mode signal. The use
of a differential amplifier also requires a third connection for
the reference or earth Iinput. Hence.-an amplifier required to
amplify bioelectric potential using electrodes ought to be a
.diffefenfial ampTifier having the following characteristics:
i. High gain

2. High input Impedance

3. High common-mode rejection ratio




2.5.1 Method of achieving high input impedance {54,55)

There are various ways of achieving @ high ampfifier input

impedance, In the past the use of electrometer valves has

-provided the high impedance for the input stages of biological

amplifiers.

ar

The conventional bipolar transistors (D.W. Hi Il and R.S.

Khandpur) are Inherently current amplifying devices with a low

input impedance and a high gain. As a result conventional transistors

for ECG amplifier input stages are more complex than valve inﬁuf

stages for a cascade arrangement which givés high input impedance.

The factors which 1imit the low frequency input impedance are the

shunt impedances presented by the emiffer.circuifs, The base bias

resistors and the colfector loads which are all in parallel across

the input. There are new transistors with a high gain at a low

collector current which can give a high Input Impedance,

Towers (1968), reviewed a number of methods for attaining

high values of Input impedance with bipolar transistors, such as the

use of emitter followers, Darlington pairs, bootstrapping the input

circuit and the use of complementary transistors in the input stages.

The semiconductor counterpart of the vacuum electrometer

valve is the field effect transistor (FET). Dual! field effect

TraﬁsisTors encapsulated in a single can, and carefully chosen with-

regard to ga+é currehT, are better than electrometer tubes.

2.6 Biological Amplifier

The iogical choice for a suitable biological amplifier is

a dlfferential ampiifier using 2 FET as an input stage followed by 2

high gain amplifier.

There are available at present a matched pair of FET's
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“anda linear amplifier in the same chip. The only disadvantage it
has is +he.large D.C. offset voltage.

The.pajr of FET's forming the input stage of the amplifier
Is shown In: | figure 2.5, The pair of FET!'s is compuTef matched
from the same wafer to obtain the best practical results and thermal
perféfmances are improved by mounfing the FET}s on an alumfna
subsfrqfe. To help compensate for thermal drift, the quiescent
poinTrof the differential pair is set such that both The‘gaTe—fq—
source voltage and the drain current of each FET are independent of
temperature.

For higﬁer values of CMRR the common mode source resisfaﬁce
is replacéd by a compensating constant current éource. This current
source Is a transistor whose output impedance is very high {about
|00k ohms). The constant current source is shown in flgure 2.5,
It uses a transistor for constant current and two silicon diodes to
compensate for any temperature drift in the base emi tter voITagé of the
Tranéisfor. Any change in The base emitter voitage will be followed
by a similar change in the forward voitage of +he diodes. Hence the
compensation for the femperafure is achieved and the current remains
constant in the transistor.

Although the input is differential the bjological amplifier
'ﬁas a single ended oufbuf. The gain of this differential amplifier ts not
very highyhence a high gain.Is.requlired._in The'foliowlng stage to
obtaln an appropriate sfgna! for digital encoding.

As vefy high gain amplifiers.are available in an integrated

.cirEuIT mounted on a single chip, the cholce of-fhis amplifier will

depend upon the power consumption and relative high open ioop gain.




2.6.1 Practical circuit for ECG amplifier

.The complete biological amplifier is shown in flgure 2.6,
The input stage is a differential ampiifier using a SilicqnljuncTion
field effect ftransistor TIS68. The binch off voltage VP fs-2.28
volts and the drain current IDSS at gate source voltage VGS =I0
is 5.05 mA. The operating gate-to-source voltage Ts—1 .43 volts.
The next stage froﬁ the field éffecT transistor is a high gain
amplifier.‘ The microcifcuiT amplifier used s a TEXAS MA741, It is a
low power device.and uses @ + 5 volt supply,- The amplifier has a low
péss resbonse achieved by using a RC network across the amplifier.
The frequency response of the amplifierfexfend; from DC
(direc+'coupled) to 100 Hz at the 3db point,

f

I/21RC .

R IMohm

A practical method of reducing the effects of the high common
mode signal dﬁe To the A.C. environment is to connect the earth
lead of the amplifier to the right teg of a subject. This reduces
the amplifudelof interfering signals and the common-mode rejection
ratfo of the amplifier is increased.

The following figures are achieved with the amplifier.

Input impedance = | megohm
Qutput impedance = 200 chms
Differential voltage gain = 600
Common-mode rejection ratio = 70 db

Frequency response .= 0.} Hz to 100 Hz (3 db point)




11
1K ‘ OZuF

2.7 VAAA
1

cc

2.7K
0144 IK o A
Electrode le“““4 F“‘*
- 2.7K : '
01t |

: = Vee
1
Electrode 2% Il ZTX 302 :
| : M
2.2 2.2M 1544

50K Y

® Qutput

;

Elecirode 3 o= o

Figure 2.6 ECG Amplifier

Ov




CHAPTER 3

DIGITAL TECHNIQUES OF MODULAT ION

3. " Introduction -

In biomedical telemetry systems the signals obtained from the

physiological transducers are properly ampliified and transmitted via

a suitable link. Most of the éignals obtained are analogue In nature.
For an efficlent transmission the signals obtained are pr0ce95ed or
modufated i{n some manner prior to actual transmission. The modulation

and transmission of signals can be accomplished by digital or

analogue techniques. Analogue techniques of modulating and +transmitting

the signals suffer from various inherent inefficiencies while the

digital technique offers many advantages in the modern day technoiogy.

The following are some of the advantages for the digital technique of
modulating and transmitting The'signa1556.

1. The ability of digital signals fo be coded such as to

minimise +heAeffecfs of noise and inferference.

2, The relative simplicity of dlgital clircuit desigﬁ and the
appiicafion of integrated clrcuit techniques to digital circuitry,

3. The widespread use of computers and digital processing

fechniques for handiing al! kinds of digital data.

3.1 Digital Modulation of Analogue Signals

In the digital transmission of signals the analogue signal is
converted into discrete samples or pulses at fixed intervals. The
sampfes can be fuffher digitized (quantized) and encodea in the binary
form. The modulation whereby the pulse parameters are modulated to
contain the samp&ed values for transmission is called a pulse
modulation system. In these systems a periodic sequence of pulses
constitutes fhe carrier. There are two classes of pulse modulation.

t. Uncoded or linear modulation.

2. ‘Coded pulse modulation.
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The pulse modulation is derived basically from the sampling theorem.
This states that 1f a bandlimited analogue signal is sampled at a
rate at least twice the highest frequency (Nyquist rate) component

of the signal, fhe information content of the signal is retained by
the discrete set of instantaneous amplitude values resulting from
samp|ing, and the original information can be recovered by a suitable

demodulation process.

‘3.1.1 Linear or Uncoded Pulse Modulation

| Linear pulse modulation is based on the sampling theory and it
utilizes the properties of the pulse train which is modulated. These are
fhé amplitude, width, and the phase or time of occurrence of the
pulses. In some systems it may be desirable to modulate more than
-one of these variables simultanecusly. The different types of pulse
modulation are shown in flgﬁre_ﬁ.l.

A modulation whereby modufating sIgnaB'vary the pulse amplitude
is called pulse amplijude modulation (PAM).

In pulse width modulation (PWM) either the rise or fall of the
pulse or both may be advanced and retarded to make the width
proporTionai to The modulating signal. [f the fall is modulated,
the rises being regularly spaced in coincidence with the sampling time,
the form of modulation is also known as pulse duration modutation
(PDM) .

In pulse position modulation (PPM) the width and the amp | itude
of the pulses are unaltered but fhe time of occurrence of the pulises
éffecfively advances and retards in accordance with the modulating
signal. |

Pulse position modulation and pulse duration modulation systems
require subé?anfially more bandwidth than eduivafenf PAM systems for

they depend on the accurate location of the pulse edges. This
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increased bandwidth in the case of PPM |eads to an improved signai-to-

noise .ratio, although the improvement is not as efficient as in the case of

‘PCM. There is no signal-fo-noise ra+io improvement in PAM.

3,1.2 Coded Pulse Modulation

Pulse code modulation, delta modulation and delta sigma
modulation make up the other class of coded pulsé modulation. The
feature common to These.modulafionrprqcesses lies in the choicé.of fhe
pulse parameter to be modulated which is the presence (or absence)
éf a pulse. This parameter is a two STaTe_variable. Coded modulation
is obtained by utilizing this feature together with a coding of the
magnitude of the quénfum level.

In pdlée code modulation, the analogue signal is sampled and
the ampiitude range of the sampled data is divided into a finite
number of discrete levels. The amplitude of a glven pulse is referred
to the nearest level and a digital code is generated. For example, in
a binary sysfem57, 3] amplitude levels (or quanta) are.uniquely

| specifled by a 5-digit code, since 25 - | = 31,

3.1.3 Delta Modulation

In delta modulation, instead of transmitting the Insfanfaneous
_ampliTude as in PCM, the derivative of the input is transmitted.
The range of signal ampiitude is divided into a simitar number of
guantum levels as In the PCM system. However,-af each sampling
Instant, the presence or absence of only one transmitted pulse contains
the intelligence. |

Delta modulation 1s essentially a feed back sysfem in which the
analogue input signal is regenerated by integrating the digitally

encoded signal and comparing with the analogue input. The difference

36 -



of the two signals decldes the polarity of the output pulse which

is chosen to reduce the error between the two waveforms.

3.1.4 Delta Sigma Modulation:

If an integrator is included in the input circuit (forward
path) of the deltfa modulation system, the system is called Delta
Sigma modulation. |In this system it is the instantaneous amp!litude

of the input signal, (like PCM), which is transmitted and not. the

. rate of change (derivative) of the input signal. Delta sigma modulation

uses a single digit code.

3.2 Comparison of Coded and Uncoded Modulation System

iThe binary or coded modulation, though complicated in the case
of PCM, is more reliable and offers befTer noise Immunity. As the
"Informa+ion is carried by the binary pulses, the signal is represented
el ther by the absence or presence of a ﬁulse or by its polarity. The
receiver function is to recognise the presence or absence of a pulse
or polarity and then decode it into the original quantised form to
reconstruct the signal. The pulse shape or its exact amplitude is
not significant as in the case of the original signal or a PAM signat.
By transmitting binary pulses of high enough amplitude, correct
detection of the pulse in the presence of noise with as low an error
rate (or possibility of mistakes) as required is possib]é.

Delta modulation and delta sigma modulation being coded systems
offer all the advantages mentioned above and are more attractive to

use because of their simplicity in circuitry which also makes them

less expensive.
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3.2.1 Comparison of PCM and Deita Modulation System (Delta Sigma
& Delta Mod.)

Although all the modulation systems belong to the coded group
the main differencé57)béfween the PCM and other modulation systems Is

that the former Is n-digit code moduiation while the other two empioy

only single digit codes. In PCM and Delta Sigma modulators, the
instantaneous amplitude of the signal is transmitted whfle in Delta
ﬁodulafion it is the rate of change of signal amplltude which is
communicated. | | |

Thé basic principle of the PCM system requires near analogue-to-
digital conversion because of its periodic transmission of absolute
measuremenT»of quantised levels. Thus 1t requires voltage comparators
whiéh retain a high degree of precision over the compiete range of
amplitudes of Tﬁe input signal, and compltex high speed gating circuifry
to affect the analogue to digiTal coding. This aspect of PCM systems
cails.for extensive and specialised clircuitry. The delta modulator and

Delta sigma modulator offer considerable advantages in this regard.

3.2.2 Comparison of PCM and Delta Modulation (57,58)
- For a sine wave input the delta meodulator satisfies +He'limi+ing
condition of non-overloading and PCM has a peak-to-peak amp[ifude
occupyling the full quantized amplitude range. In fact this comparison has been
carried out on a number of occasions and usually a plot of signal-to~
noise ratio against clock rate shows that the deita modulq?or is.superfor

to PCM, when the latter uses a code group of five or less.

However, Bef+5(57)

has reported that PCM for speech signals
occupying a 30 db mean level range and using a 7-digit code .is superior fo
the delta modulator. Although delfé modulation 1s unsuitable In this

application it has possible applications in other flelds such as



39

telemetry for which the required dynamic range may not be so large or
the permissible signal-to-quantizing ratio may be fess than 26 dB.

The quantization nolse in PCM Is¢?)

2 w2
12

where p is the spacing betwsen two adjacenf quantization levels. |If

Nq

there are L levels, then a sinusoid having an amplltude L33 is the

2
largest signal which the system 529 accommodate without causing overlocading.
The power in This sinusoid is L g s resulting in a signal-to-noise
ratio of
2
Sos 2w 22 x 2™ (3.1)
Ng™ .
where n is the numbér of coded pulses per quantized sample.
1t tThe threshcld signal is defined to be %- then the amplitude
range is - - m
-2 - - oD
A = N = L 2
2
and z
$° . 3,2 2 8
E_? = 5 A%orA 4 3 (Nq) | (3.2)
q
Similarly with deIfa modulation the amplitude rangs is glven by
’s ' (3.3)
L N .
nlf 2, £ 2)2 - from equation 3.20.
c m .
The signal-to-noise ratlio for a sinewave which just overloads the |
system can be derived from section 3.5.4
52 3 t
—y = > — 5 fs = clock frequency (3.4)
Ng 8w (f =+ f )
, c m ¢ - |
‘ . c 2nRC .
gég - -%g ) - fm.= 'nput signal frequency
_ i _ fo = Bandwidth of low pass
. filter in fthe delta
Hence from equation 3.3 and 3.4 modulator decoder
f {or bandwidth of Input
—_ 5 0 S : slgnal) (3.5)
Aﬂ-*ﬁ; ?—-(—N'c—l) . ‘ 3.
s
Equations 3.2 and 3.5 show that the amp!itude range of PCM is

independent of the frequency of +the Input signal where as In'delta

modulation [t depends on the bandwidth of the input signal. Since the
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biomedical signals contain predominantly lower fféquencies, the
amp|itude range is largest at these frequencies as shown in equation
3.5

 3.2.3 Compérison of Delta Sigma Modulator and Modified Delta Modulator

As the decoder for a Delta Modulator consists of an integrator
with a long time constant and a low pass filter, any transmission
dfsTurbances such as noise result in accumulating error due to the
infegrafor time constant upon the demodulated signal. This makes it
.inédequafe for signals éonTainlng LC levels.

But I f the inTégraTor of the convénfional delta modulator men%ioned

above is repléced by a passive RC integrator, the Integrator memory is reduced due
tothe discharge path. This simplifies the pulse generating circuitry at

the expense of bandwidth. Such a system is called Modified Delta

Modu|a+ion(59) and is capable of transmitting signals with a DC level.

At any bC signal level, a specific number of pulses per second is

required to hoid the integrator voltage at that level. A signal with

a DC level can also be transmitted by using delta sigﬁa modulation

because It integrates the signal before I+ enters the moduiator. The

output pulses are generated carrying the Information corresponding to

the amplitude of the input signal.

The signal-to-quantisation noise ratio of the Delta Modulaticon

is shown to be 3
42 3 fs '
(S/N )< = -5 2 (3.6)
q 8 f f ‘
om

from equation 3.16 Section 3.5.4

while for Delta Sigma Modulation it is given by

SN)? = =5 D’ (3.7)
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These eqﬁaTions show that the samplingrpulse fréquency has +He sama
relationship with the S/N ratio in both the systems but In Delta-Sigma
modulation, the signal frequency has no relationship with the signal |
to noise ratio.

Del ta-sigma modulation is useful when‘fhe energy disTrIbu+foﬁ
in the spectrum of the input signal is fitat. In the case of biomedical
signals to be telemetered these lie in The range -0 to 100 Hz with
the maximum amplitude at lower frequencies and a smaller amplifude at
higher frequencies. The modified delta modula?or whose signal handling
capacity falls at higher frequencies (shown in Section 3.5.1) is well
sulted for +the transmission of such signals.

A comparison between the (S/Ng)2 ratlos of the delta modulator and delta

sigma modulator is obtained by dividing equation 3.6 by 3.7

(s/N )2 delta sigma mod. §2
d ()2 =3 =
(S/N )2 delta modulator I £
q . )
f .
A . o (3.8)
.0 , . ’

That is for a filter bandwidth f = 100 Hz, for ¢ to be less than
unity, the input signal frequency (fm)‘musT be less than 60 Hz.

As the significant spectrum for the signals considered lle below .
fhis figure, the signal-to-noise ratio for delta modulation should

be superior.

As the decoder fof a delta sigma modutator is simply a low
pass filter, the filter needed to recover the analogue signal is‘moré
crfTical and difficult to design. In certain conditions shown IaTer,_
the decoded élgnal is often accompanied with transients and periodic

noise.
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Deita modulation, on the other hand, uses an infegrafor in
the decoder and. the low pass fllter required to remove higher frequency

components due to sampling is less critical and easier to design.

3.3 Delta Modulation System

Due to the advantages and simplicity of the defta modulator
mentioned in The last section 11 was decided to use and investigate
it for the coding of bjomedical signals in the biomedical telemetry

system along with the delta sigma modulator for comparison.

Delta modulation which is a member of a famlly of pulse modulation

(60},

systems was first described by a French patent in 1946 it was then

‘deVeioped into the field of delta modulation systems by F. De Jager

(1) The Philips Company and the Bell telephone laboratories

in {952
.also worked on the differential pulse code or predicffve system in

the early fifties.

The differential pulse code or predictive system is based

primarily on an invention by CuTIer63 and. De Jager,”;'who used one or

two integrators to perform +ﬁe predictive funcffOn. This invention

is bésed on the transmission of the quantised difference between sudCessivé
sample values rather than the samples themse I ves. Wheh the quantiser

has only two values, the system reduces to its simplest form and is
referred to as Delta modulation. The coder makes an estimate or

prediction of the signal value based on the previously Tfansmiffed

signal and Transhiffed binary‘puises carry the message information
cérreSpondiﬁg to the slope of the analogue signéi. The decoder on
- the receiving end simply infegfa+es the pulses to obtain the original

waveform.
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3.3.1 Delta modulator (59)

A block diagram of a conventional delta modulator is-gi§en in
fig@ré 3.2. The clock pulSés éiTher pass through or are inverted by the
pulse generator depehdlng on the waveform af +he gating input 'b?t,

The output pulse train 'd' is integrated to form a stepped waveform.

This stepped waveform can be viewed as a guantised or increménfai '
representation of an analogue fnpuT signal. Af}each clock pulse interval
a comparison is made_beTween the analogue input slignal- 'a' and the
.quanfised signal 'e'. The comparison is éffecfively between the present
value of the analogue input signal énd its vafue approximafely one

clock pulse eér[ier. |

If the present analogue fnpuf voltage is greafef than Thé
derayed quanfi#ed output signal, the pulse generator is triggered by
a priTive step waveformAand a poéifive'oufpu+ pulse appears at 'd'.

If the present analogue input voltage is less than the stepped signal
at 'e', a negative step triggers the pulse generator and a negative
puise appears at oQTpﬁT ‘d'. In This manner The. output pulse wavefqrm.
Is continually compared with the analogue input signal and is modi f1ed
.as the Tnput changes.

" The.basic approach outlined above gives rfse to a variety of
detfa modu{afEOn;sysfems which have been derived and studied. . Various
methods of integration can result in éignificanT dffferences in the
system characteristics. The basic system described by de Jager assumes
integrators with long time constants in relation fo the lowest signai
frequency. Such a system using such long term (long time constant)
integrators will be called conventional delta modulation. When the
period of integration approaches or becomes less than the period of

the lowest frequency signal the system characteristics change
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significantly. THis_Type of moduilation has beeﬁ called Limited-
Integration Deita modulation. As the infegrafioh period decreases
in relation Tolfhe invefse of the lowest sIgnaI'fréquency, the case
of pulse rate modulation is approachéd.- |

| It 1s not necessary fo.suppiy both pulse polarities to the
Integrator. The effeéf of one pulse polafify can be achleved by‘
intenticonally making the ihfegrafor memory shart by use of an‘RC-.
péssive'infégrafor with a discharge resistor. This simplifies the
pulse—géneﬁafing circuitry aTIThe expense of bandwldth requlred o
transmit a particular signal. At any given d.c. signal level, a
speci fic number of pulses per second are required just o hold the
integrator voltage at that level. This type of procesé is called
the 'Modifled delta-modulation system'. Thié principle of delta
modutation is.used in the practical system described tater.
When signals with d.c. components must be handled, as is the case
in the biomedical signals, the modified delta system is by far the

simptest.

3.4 Delta-Sigma Modulation System .

. A conventional delta modulator suffers from a cumulative error
due to transmission disturbances for signals with d.c. coﬁponenfé.
This takes place due to differentiation and subsequent integration
inherent In the .delta modulator.  This incahaEIIITy to handle d.c.
components inefhe input signal presenfs a serious disadvantage for
slignhals whose fréquency spectra extend down to d.c.

" A system that overcomes this di fficulty was described by Inose,

64) 1n 1962 and is called Delta-Sigma modulation.

Yasuada and Murakami(
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. The infegrafor in deifa—sigmé moduiéfion is iﬁc!uded in the Tnput
circult or in the forﬁard Iéop while the input signal and feédback
pulse trains are subTraéTed'from each other shead of the integrator.
As the input Signa! is integrated before 1t enters Thé pulse
modulator so the output pulses generated carry the information.
.corresponding to the amplitude of the input signal. The realisation
of Tﬁis principle mekes a delta-sigma modulator free from cumulative
error and is also usefﬁl.for the transmission of signals containing a

d.c. component,

3.4.1 Delta-Sigma Modulator

The block diagram of a defta sigma modulator is shown in
ffgure 3.3, 1t is a closed loop system consisting of a sampling pulse
generator, a puise modulator (or a quantiser), an integrator and é
di fference cifcuif. The output digital pulses are fed back t¢ the
input and subfrac+ed.from the analogue input signal. The difference_.
is integrated énd enters the puise modulator.. The pulse modulator
comﬁares the amplitude of the integrated di fference signallwifh a
prede#erminéd reference level. The pulse generator gives out a pulse
gepending on the polarity of Therinpuf signal to the pulse modulator.
If the signal is positive the pulse generafof'will ine out a pulse
while if the input Is negafive,lfhe pulse generator will be. Inhibited
to give no pulse output or give a pulse of opposite polarity fo the one
obtained for the positive signal. The pulse generator rate or |
| samp | ing frequen&y is much higher than the énalogue input signal.

Demodulation in a delta-sigma modulator is carried out by
passing the output p&lseé through a low-pass fllter. Since the signal
is integrated before fT enters the modulator, no integrator is required
on the decoding end. Therefore no accumulative error due to

transmission disturbances results in the demodutated signal.
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3.5 Theory of Delta Modulator

The principle of the delta modutator Is described in éecfiﬁn 3.3.0.
A theoretical analysls and characferisf{cs are given here to study
its performance in detail. This analysis and characteristics are for
a practical delta modulator with a single infegrafor consisting of an
RC combination so that the Integration of a constant }npuT results in
an_ou+pu? which follows'an exponentlal curve. The binary digits fed
to the integrator use ful | width pulses of levels +v and -v volis.
The clock rate is fs per second, hence The-rafe of information sent
over the digital transmission link is fs bits per second and the

duration of each digit is %- = Ts'seconds.- L
S B

The decoder at the receiver consists of an RC inTegraTor'fQiléwed
b&la low pass filter, The time constant of the RC combinafﬁon_used in
the feedback path of the coder i1s equal to that of the RC combination in
+the forward path of the decoder. Let us call this time consTanf_‘

RC = TC.
Hence the characterisfic frequendy (fc) of the RC = I
20T
c

It is assumed that the input signai is bandlimited to f as‘fhe highest

b
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“%requency, the lower frequency being zero. The bandwidth of the }npuf sfgnal

is fo’ hence the bandwidth of Thé low pass filter in the decoder is

also .
')

3.5.1 Overload Characteristic and Nolse (65)

Conslder the waveform when a binary input is épplied.
Whenever the input voltage to this network is +v (the binary |
_condifion, say), the voltage on.The capacitor moves from the polnt at
which it happens to be, along an exponential curve of time consfaqfl
RC = Tc fending foward the +v level. Similarly, when fhe input Is =v
(the binary O condition) it moves along a simllar exponential curve

toward the -v level. This Is shawn in figure 3.4 as AB and CD

»
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Let the ihPUT signal be a sine wave of amplitude A and angular
frequency w. As jong'as.fhe slope of the input signal does not
exceed too greatly the siope of the exponenfiéi curve at the
amplitude cémmoﬁ to both, the coder can produce at +he infegrator
output for comparison with The'ihpu+ signal. a waveform which tracks
TheilaTTer reasonab ly well.’ However, if either the amplitude or
frequency'or both of the inpuf signal is raised, its slope may at times
considerably exceed that of the exponential curve which determines
the maximum rate at which the integrator output can move. The coder
therefore cannot track the input sigrnal and increased distortion will
result in the code-decode process. o

The Overload condition of the delta modulator is défined as the
situation where the slope of the signal fs equal to the slope of the
exponential at some parTIcula}.ampiifude, but at all other amplitudes
the slope of the signal is less than that of the exponential.

Consider the case of a point P on the exponential curve

Tending to +v with time constant Té, and a point Q_on the sine wave
A sint%ﬁ. Both P and @ are at the same amplitude Y, where Y is less than

A. This is shown in figure 3.5. The slope of the exponential at
- Y

amplitude Y is VT
_ C

/aZy?

The slope of the sine wave at amplitude Y is 0

The difference between the siopes of the exponential and sine wave is

D - ‘—’%i - u /2=y (3.9)
C

Regarding D as a funcTion'of Y, it has a minimum at

Y o= . B (3.10)



The value of O at minimum condition is gliven by

D - YV - A |+ wrzn"l'i | o
min T . : S (3.11)
' < ' ' o

Overload condition is characterised by D . =0

) v

A m

The relationship between A and W gives the overload characteristics.

slope Is identical to Tﬁe amplifude frequency characteristics of an
.RC nefwbrk._

The éuréé falls off at 6 db per octave with Increasing frequency
which corresponds to Thé slope limiting condition. At the low
freqhency end the curve is flat and overloading is by virtue of an
amplitude limitation, The overload characteristic fs 3 db down at
the frequency fc' Increasing the cfock-frequency should help fo
accommodate higher frequencies or larger signéls which i; equivalent
1o iqcreasing the quantisation leveli.

In practice it is desirable to work as closely as possible to

the overload condition [n order to keep the signal-to-noise ratio as

The characteristics are plotted in figure 3.6and it is noted that the
high as possible. ‘

%.5.2 Quantisation Noise

| QuanTisaTjon noise is defined as the error or difference
between the final decoded signal and the input signal. The comparison
is made which accounts for the relative delay and amplitude change of
the wanted part of the signal.

The spectrum of noise is defined as shown in the figure 3.7




by Q(Jw)

= B(juw) - 6(jw)
E(jow) = B(jw) - F(juw)
e BUw) - LG HUw)
EQu) AQw) = B(ju) - L) HCw) AGw)

assuming Aljw} is flat over the spectrum of B{(jw).

H

s EG) AU B(jw) - G(jw)
‘and the noise spectrum Q(jw) is given by

Q(juw)

ECjw) Aljw) ' o (3.12)

The calculations of Q(ju) present a complex problem because of the

- the resulting output pulse train L(1) is random and conseguent ly
E(jw) is Fhe fourfer transform of ‘@ non-deterministic function,
However it may be recegnised that quantisation noise is related

65) which 1s the change in integrator oquuf

to the central delta sTep(

voltage during one clock pulse period when the mean voltage at the

integrator oquuf is zero. |IT is shown in figure 3.8 @nd can be

related with other parameters.

_ ZﬁVfc ‘

¢ = TF - 7 _ (3.13)
cs 5

difficulty in determining E(jw). Even with a singie sine-wave input

When the input to the coder is zero, the coder is said To.be idling
producing a digitat péf?ern 10101010 at ifs output. For zero input
the error waveform e(f),:i.e.The quantlisation ncise before.filfering
and the integrator output is Triangularﬂ The Triangular‘wave at the

output of the Integrator has peaks at :_%- and the mean square difference

between this and the input Is gz
12
Hence the total error energy =‘QE_
12 '
This power will be contained in a line spectrum at multiples of 1
f_.
s
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Figure 3.7 Quantization noise in Basic Delfa Modulation
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Johnson(65)

simulated exponential delta modulation on a
digital computer and found the mean square error averaged over 100 cycles
of the input sine wave by comparing the EnTegfaTor output with the
“analogue input signal.

in order to find the amount of quantisation noise in the finai
output Johnson assumed that due to ifs random naTure‘and fundamental
perifodicity fs the spectral distribution of Tﬁe +o+al.error has the
form (sin x/x}z with its first null at fs. This is shown in figure
3.9, Iﬁ (siﬁ _></><)2 distribution the fotal energy is equal to the
energy which would result if the spectral densiTQ éf the origin were
held cénsTanT over a frequency band fS/Z in width., Johnson also
assumed that the highest frequency of the input signal is sufficlently
smali compared fo fS so that the quantisation noise spectrum will be
essential ly flat throughout the range of the final output filter.
Thus he aobtained quantisation noise energy appearing at the final

output in the computer program by multiplying the fotal mean square

error by 2 ig

T
5

Hence The quantisation noise appearing at the decoder output can be

expressed as
N - . © | (3.14)

Where K is a numerical factor to be determined substituting for d
from equation. 3.13.

Total mean square quantisation noise at decoder output

82 Kv* 2 ¢
N° = =

q ’x
: S

O




fhe above expressjon shows that
. Quantisation noise fs proportional to the bandwidth of the }nﬁuf
sigaal or the receiver low-pass fil?ef and will increase at a
rate of 3 db per octave wifh increase of foe | |
2. It is directly proportional to the square‘ofifc (characteristic
frequency of RC combination) and will increase at a rate of
6 db/octave with an fncreaseVof‘fc | |
3. [+ Is_invérsely proporfional to the cube of the cidck_freqﬁency
(fs) and WEIl'decreaseraT a rate of 9 db/octave with an increase

of clock rate.

3.5.3 Determination of K

¢

Jage} was the first to calculate S/Nq for a sine wave Input at
overload and determined the value of K equal to approximately /6.

Abafe(66) (67)

and O'Neal followed Jager and gaQe_resuI%s which
agreed with him. Johhsoﬁ§65)'compuTer siﬁuia*ién, however, indicated
that. for signals Ju§+_above the threshold of,coding the value of K
is'appfoximafely /6 énd it remains coqsfaﬁf af this value over a
"range of input amplitudes until the siope overioad condition is
apprbached. On increasing the signal amp!itude further, K for the
total mean square error at the oufpuf increases and reaches a value
of approximately 1/3 af the overload point which fs‘fhe point of
-maXiﬁum signal to noise ratio. This increase in the value of K

aligns with 0'Neal ‘67

distinction between granular quantisation
noise and slope overload quantisation noise. It is as if the basic -
granular quantisation noise has been supplemented by further noise,

due to the onset of the slope'overiqad conditlon,
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-3.5.4 Signal-to-Noise Rafio(ﬁﬂ

- The mean sguare value for the aﬁp|i+ude of the overfoading sine

wave is gliven as
2 vZ
S0 o= 2.2
(201 + w°T7))
m c

For abpure slope overload condition it reduces to

__;_Jﬁi_,“,, .!E (fEJZ
2.2 2 f
(ZmeC) . m
because fm >> fc‘

T7 >> |

3N
0O N

and w

W, = A fm

where f 1s the frequency of input

sine wave,

The mean square signal-to-mean square noise ratio at slope overload, from

the above relation and equation 3.15 for K = is

il
6

' 2 2...3 2 '
, (S/Nq) = (3Bn)(fs/cfofm>) | - (3.16)

This shows that the é]gnal—fo-noise ratio
(1) improves at the rate of 9 db/octave with an increase of
clock rate.
(i) impreves at the rate of B'db/OCTaVe with a deérease In
" fhe bandwidth of receiver low pass filter
(1i1) improves at the rate of 6 db/octave with a decrea;e

In signal frequency.
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3.5.5 Threshold of Coding

When there is no input to the delta modulator, the output
digital paffern is ca[led +he idling pattern.

When the amplitude of the input signal Is less than d/2, where
d is the central step size, the idling pafTern will not be disturbed
and nQ.coding wfll take place. This sifuéfion arisés where A = d/2
Is called the threshold of codlng.

AT the threshold of coding the mean square signal level for
sine waves = A /2 = d /8 substituting the value of d from equation

3,13 The mean square value of signal level at threshold

2.,2.2
2 v fc

2t - (3.17)
s .
The mean square value of quantisation noise is

22, .2

| ,  ArVoE
NE =
q (3f ) ‘ (3.18)
S5 .
At threshold,
3f
2 S
(S/NE = G (3.19)

r

This shows that at threshold the S/N ratio is depénden+ on the ratio

clock rate to signal bandwidth.

3.5.6 Dynamic Rangse

it is the amplitude range.of the Tnput sinusoid which the
system can accommodate.
The maximum amplitude of the sine wave input consistent with the

condition of overloading is given by

v

max 2 | /2

(F+ Y T




The maximum peak amplitude below which the Input fails to excite the
}' _ modufator occurs when the peak to peak amplitude of the signal is

~smaller than the certral step size d.

wVfC
Vmin =ad/2 = f
' s
.f.
Hence v .= e 2 2. %
. m'“ f, Ve (!,+ Yo Tc
Therefore
\ | ¢
(max_ s
v . 2 2. 1/2
min ﬂ(fc + fm )

The ratio vﬂﬁﬁ ekpressed in dbs, Is the dynamic input range of the
min '
system. :

3.5.7 Limitation of Delta Modulation

There are certain aspects of del+a modulator which can
contribute 1o an error or noise iﬁ the system.

The fifsT is overload which Is due to the frequency dependent
network (Integrator) in the feedback Ioop_of Thé delta modulator. If
occurs whenever the input signal changeé-Too rapidly for the oyTpuTof
the Ioca!_in+egra+dr to follow it. At the overload condition the signal
handling capacity falls by 6 db per octave with an increase of input
signaf frequency. In general, biomedical signals do not have a large
high frequency cénfenf so that the delta modulation is capable of
handling them. |

The second is the quantisation error which Is inherent in a

system based on a quantisation process. As the signal in this process

is recovered from the quantised Samples of the original analogue
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signal, it can never be exactly the same és the original signal. As

a resulf an error is produced. Quantisation noise increases with the
bandwidth of the filter in the receiver and the quantisation level,

énd decreases as the clock frequency is increased. Hence by choosing
suitable values for +he‘abbve-men+[oned parameferquuanTlaaTiQn ﬁqise s

»

not a scrious probiem for biomedical signals.

3.6 Theory of Delta-Sigma Modulation

The principle of delfa sigma modulafion is described in Section
3.3.2. A delta sigma moduiator can be regarded as being obtained from
-the single integration deITa'modulaTor by placing the RC network
(integrator) in the input fo the coder with the same time constant as
that of the RC network in the coder feedback path. As a result the RC
‘network in the decoder is omitted. Omission. of the integrator a% the
decoder produces a system having the flat transfer characteristic shown
in.figure 3.10. This modifies the characteristics of the delta sigma

modulator as-shown in the following secfioﬁs.

3.6.1 Quantisation Nolse of Delta-Sigma Modulation

The quantisation noise for delta sigma modulation is calculated
In a similar manner to that of delta modulation but the absence of the
RC network will modify the expression. |f H(jw) is the transfer function
of the RC network
| .
(I + juCR)
|

H(Jw)

and o =

c (2nCR)

(3.21)
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The above expression is multiplied with the energy density of
The.quanfiSafion nOise,(ZKdz/fS).fo glve the quantisation noise at
the input of the decoder, assuming that the decoder consists of a
perfect low pass filter of bandwidth equal o the bandwidth of
output signal fo'

The;quanTisafion noise at the output of the decoder is given'

by
.
. 0 2 .2
W2 K2 [ (f “+f9)df
q f 2
. 5 0 fe
| 2 3
" - 2Kd2 .fofc‘ R fo
2 |7 3
fsfe
— Ve oo ‘
Putting d .__FJE from (3.13) and K = 1/6
5 - :

Total quantisation noise at the decoder is

N2 . a2 3
q e oc o /3) . (3.22)

s
!Tris noted that quanfiéafion noise Is reduced by making fc as small as
possible, t.e. the time constant T of the RC network as large as.

“possible. |

It £, >> £

N

1

2 2.2 3 . : ‘
. (4n9v JE/E) | | _;3.23)

Quantisation noise in delfa sigma modulaton depends on the following
(i) It is directly proportional to the cube of the
bandwidth of the low pass filter in the decoder and

increases'by 9 db per octave with increase of this
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frequency.

ity 1+ is.inversely proportional to the cube of the
sampling ffequency and reduces by 9 db per dcTave with
Increase of this frequency. |

(iti) it is ihdependenT of the input signal frequency unlike

delta moduiation.

3.6.2 Signal-to-Noise Ratio

‘The mean signal power at the output of the low pass filfer of
a delta sigma modulator is approximately equal to the signal power at
the . comparator input
v 2

2 . m

. 2.2
{201 « w "7}

Therefore the signal power at the outfput of a delta sigma modulator
receiver is

2 ‘ 2

v ) v
o W e |” s o e B
{201+ T} (e “TE)
2
' Vm V2

Hence the mean square output power corresponding to the limit of
non-overloading at the input is V2/2.

The mean square signal-tfo-noise {quantisation) ratio is

¢

5,3
1:
Q

2 ) << f . (3.25)
(o] (o]




64

3.6.3 Overload for Delta-Sigma Modulation

“In order to find the maximum amplitude of a sine wave inpuf
consistent with the condition of non overloading, the slope of the

output from the first RC integrator is

av m
1
dt (1 + w 2T%)?
‘ 2 2 2.2, .4
Cw AV = VR o+ TT))R .
- T : (3.26)
z ‘ .
(v w T9

The difference D between the slope and the slope of the output from

the feedback RC integrator is

2 2 2 .2 ’
w (VD -V
b = (ymyymy - St T VL ey T (3.27)
' 22,3 '
(r + o ) ,
This must be greater than or at the limit equal to zero To-aVbid
oveérloading. The zero limit is found by differentiating D with respect
to v and equating to zero, which gives
v oo m
(Il +w 2T2)
m
Substituting the value of D=0 and v from equation 3.27 gives the non-
overloading condition
v =V = ¥V _ (3.28)

 This shows that the overload condition does not depend on the slope

or frequency of the input signal but depends'on the amplitude of the

input waveform.
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3.6.4 Dynamic Range

The maximum input consistent with non overloading Is

The minimum input corresponding to the threshold of coding is -

B(t) =V . sinw *
min m

The peak output from the first RC network is

Vmin 4 (ﬂVfc)

— - 2

U+ w2THT 2 fs

: m
Therefore
max fs
I S (3.29)
Vmin a{f Z, f 2)2'
¢ m

This is identical to AM,

Companded Delta Modulation

Since in delta ﬁodula#ion and delta sigma hodulafion quantization
noise is independent of the signal level, a limited dynamic range in
excess of 26 db is obTaihed. The quantization noise, in these cases, is set by
the quantization step size. The modulation technique which employs a
local decoder to modify the step size In accordance with the level of
the Input signal is called companding.

There are basically two methods of achieQIng this. The firsTQﬂ)
is to obtain a control signal whose magnitude is proportional to the
mean leve!l of the analogue input. The control signal is then used to
amp | itude médu]afe the digital sequence fed to the integrator in the

feed back circuit. The second mefhodcn)

is similar except that the
control signal is derived entirely from the digital output of the encoder.
Although companding improves the dynamic range, it makes the system more

complicated and its features are more attractive for speech transmission.
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There are further variations of delta modulation and also

improvements of the mentioned techniques for the transmission of television

and video signals.




3.7 Multipiexing of Digital Signals (68)

I+ is often desirable to *transmit a number of independent
_channels (also a requirement for the biomedical felemetry system as
mentioned In Chapter 1) through a media. This is achieved by
multiplexing the various channels which means that more than one
channel (or function) can be transmitied sfmul+aneously over one
path without muéh foss of identity 6f each function.

There are two common ways of multiplexing which may be.hsed
for.dlgifal'signais. |

l.. Time division mui+iptexing (TDM)‘

2. Frequency division multiplexing (FODM)

3.7.1 Time Division Multiplexing

This is a Techniqué for Transmiffing several messages on one
path by dividing the time domain inTé slots, cne slot for each-message.-
It was first used in the Bandot system of multiplex telegraphing in
1874(69). Later the Invention of the electric wave-filTef and the
thermionlc valve made frequency division mhlfiplexing practicable
and_carrief transmission became the standard method both for mulfff
channel telephony and telegraphy. The developmenf of pulse ftechniques
led to some revival of interest in T.D.M. before.fhe last war and the
use of U.H.F. ﬁu[se‘+ransmisslon for radar during the war led to the

vdévelopmenf of practical T.D.M. radio linKs.

The elementary TDM system is shown in figure 3.11. |1 consists

‘of a transmission path at each end of which Is connected a rotary
switch. The separafé input signals all bandlimifed in W are connected
Té the transmission path and consequently are separafed'inlfime only

by the rotary switch. [dentical rotary switches are used In

~synchronisation so that sending and receiving apparafds of each
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channel are connected +oge+her for thelr allotted time interval
and disconnected throughout the remainder of each revolution of

the switch.

' 3.7.2 Freguency Division MulTipEexing

In ffequency division multiplexing a number of independent
channels can be accommodated in a communication system by.sharing the
al located bandwidfh. The éssenfials of any FOM system are shown in
figﬁre 3Lt2; | ‘ o

This method of mulTipIéxing does not appty to the pulse
modulated systems. The‘indiyidual data channel§ are modutated by
sub-carriers. Thé.modulafed channels ‘are passed through band pass

filters for each channel fo be arranged to occupy adjacent frequency

" bands. For the final transmission the modulated signals are summed

and the composife‘complex signal modulates a group carrier. The output

-of this modulator is suiTab[y amplified and transmitted by line, radio
link, etc., 1o the receiver, |
Both TDM and FDM accompfish the samé éoals‘fhough the means
are different. indeéd they can be visualised as dual techniques, in
TOM the signals are separate In time domain but jumbled together in
“frequency, whereas in FDM the signals ére separa%e in the frequency
.domaln but jumbled together in time. From a Theorefical point of
-view both are the same, but from a practical point TOM 1s superior
in two wéys. | | |
Ffrsf TOM insTrumehTaTion is simpler and is easy to imﬁlement,
whereas FDM requires sub-carrier modulation, band pass filter and
. demodulation for each modulation signa!. .Second, TDM is Immune fo

the usual sources of crosstaltk from nelghbouring channels, also.to
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imper%ecf.chaﬁnei filtering and cross modulaTibn duerto nen~iinearities.
There ié no cross talk ih_TDM if puises are complefely isolated and
non-overlapping, since message separation Is achieved by de—commuTaTion
or gating in time, rather than by filtering. Actua! pulse shapes,
having decaying Tafls, do.fend 1o overlap. -This crosstalk can be .’
Aeffecfiye[y reduced by provlding guard times befween.putses, which is
analogous Té the guard bands of FDM. Thé other use of guard time fs
+ha+ the gates in fhe receiver are not Ideal but require é.fini+e time
to open.and élose. Separation of channels requireé opening the gate
for:a channel‘éffer the gate for the preceding channe! has closed,

and clbsing +he.ga+e before‘}he beginning of gating action in the
_folfowing channel. | '

Due to +hese advanfageé'TDM is used in the present systfem.

3.8 Pulse Generafion and Synchronisation

| With any form of pulse modulafion Tﬁe samp1ing of eééh
Ainformation channel Is éonfroiled by some master sequencing technique.
Th}s may be Thougﬁf of as a sort of Electronic Commutator. One form
is The_ring counter of bisTablg (one shot) or multivibrator (flip’
floﬁ) circuits, as shown in fiéufe 3.13. In order o make It possible -
 T6 generate pulses at precisely regular Intervals, eachlpulse Qenerafor
is arranged to operate only when it receives simultaneous triggering
pulses from the preceding genera+or and from a master pulse sburcé
{i.e. The on sfafe'adyénces one step around The‘ring for every

control puise).- If there are n number or channels 1o be multiplexed
{sequenced) including THé synchronisation pulse and fs is the channel

pulse'repéfifion frequency, the clock repetition is equal to nfs.

2
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After modulation, the actual mpl+iplexing of the several pulse
trains is accomplished by adding them linearly. A simple gate circuift
(NOR or OR) can be used for +hé combining or adding purposs.

Before the channels can be demultiplexed in-The receiver,
the synchronfsafibn puise must be recognised. The synchronisation
pulge must be sufficienfly dlsTipcfivé so that the receiver (decoder)
never responds to an Tnformaflon pulse by mrsfake

This is done by having one channel in The system alloTTed to
a distinctive signal, a marker pulse, etc., so that this synchronisation
pulsé can be used fo conTroI'THe synchronisation circult at the
receiving +ermina|-whose funcfion-fs to open and close channél aates
in proper sequence 'n a simple way the synchronisation can be
achievad by #ransma++1ng (or adding) an unmodu1a+ed pulse of the
 same duration as a channel on each cycle of the ring counter. The
cﬁahnels-carrying informafipn (modulated channels) will be sufficiently

distinctive from the synchronisation.’

3.9 Bandwidth of TDM Signals
Consitdering the TDM signal a; a series of periodic sample points
from diffepenf messages,_fhén from the inverse sampling +heorem; these
poinfs can be completely described by a continuous waveform yfT),
having no relafion wifh the original message except that if passes
Through the correct sample values at the corresponding sample time,
As the poinis are spaced in Tlme by I/nf s, y{t) can be

bandlimited In B = nf /2. |

| ‘lf_baseband reception (filtering) is employed and the sampling
-fréquency is close to the Nyguist rate, (fs = 2W), and the carrier

modulation is SSB, the bandwidth for TDM transmission becomes

B

nfs/2

nw.

il
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CHAPTER 4

COMPUTER SIMULATION AND SIGNAL PROCESSING

4, Introduction

The nature of The delta modulation system described in the
last chapter enables it to be simulated on a computer. This
simulation makes investigation of the system and real time
proéeséing of the bicmedical signals poséible.
| A system based.on déjTa modulation and delta sigma

modulation was simulated, invesfigafed and is reported in this
chapTeE._ | |
| Physiological events and processes take place in the time
domain, hence in the study of physiological processes |ike the ECG
@ time amplitude waveform Is often requfred for certain diagnésis.
- An ECG waveform was simulated on the computer, and a waveform
preservafion study was performéd on the simulated deITa‘modulaTor'
' _and tThe delta sigma modulafor. In addition these simulations made
it possible tfo s?udy the effects of various system parameters on
these modulation systems.

In biomedical telemetry the physiological signals Ifke the
ECG are offen monitored for a'Iong time. The need may arise in the
‘coronary unit when the patient is recovering from a heart surgery
~or in the field where‘fhe sfa%e of the heart of an afﬁiefe is 1o be
continuously monitored. During the long time moniforing.The ECG
waveform may change due 1o the state of the heart, and also the ECG
‘may be accompanied by noise and interfering signals.

The continuous recording of long time moni?oring‘on a

recorder or visual display devices presents some problems for

clinicians and research workers who are interested in the long time
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history of the state of the Hearf. Pen recorders use too much

paper and ordinary visual_deviceg can only display a few signals

' é+ a time. A long time monitoring of ECG was performed on the
computer by bullding a histogram for the required time. The histogram
can be displayed on special oscilloscopes or recorders, and enables
study of the time-variant effect of delta modulation, obtalned by the
addition of noise (low pass.bénd limited and wide band). The effect
of noise was also studied on the waveform preservation capaﬁilify of

the delta modulator.

4.1  Slimulation
A base band Teie&e%ry system (encoding and decoding) for
physiological signals (ECG in the present case) was éimuIaTed. Ali
Tﬁe signal processing and ané!yses neceésary for the study and
. invesfiga+ion was sfmula+ed and b;rformed on the computer. The
telemetry system shown In figure 4.l is based on Delfa_modujaTiOn
and Delta sigma modulation. The simulation has the following features.
l. _Simuféfed ECG waveform as an input.
2. -DeITa modulator as an encoder.
3. Delta sigma modulator as an encoder.
‘4. Decoder fdr delta modulator,

5. Decoder for delta sigma modulator.

The signal processing and simu!aTions-invoIVeH the following:
I A digital filter was used in the decoders of delta modulation
éysfems. I+ was also used in the low pass b§nd [imiting of
'The signals whenever required.
2.  Waveform preservation was sTudiéd by obfalning‘fhe fimej

amplitude waveform on the graph plotter of the compufer.
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Spectral analysis was carried out on varlous waveforms

to obtain the energy distribution in the frequency
domain at various frequency componenfs. This was
obtained by using the discrete fourler transform.

4.. Cepstral analysis was performed to observe any periedic
components of higher frequency noise. This was cbtalned
by USing the direct and Tnverse fourief transform of the
signals. .

5. . Pseudo random noise was used to make the ECGC waveform
change for each cycle which enabled the study to be made
of the fTime-variant effect of the delta modulator.

6. . The histograms were used o compress the large amount of
dafa gained over a long period of time from monitoring the:

ECG signals.

4.0, Input Signal

The ECG is one of the most important and widely monitored
physiological signals. The time and amplitude relation of the
waveform is shown in figure 4,2a.

The whole waveform as shown is acombination of P, Q, R, S, T

(52)

and occasionally U during each heart cycle The P wave js a

small, low voltage deflection produced due to the depolarisation

of the atria as blood is pumped from the chamber into +the ventricles.
The P wave is follo@éd by an interval of rest called the PR interval,
marking the passage of the electrical impulses from atria to
ventricles. The QRS complex which Is a big deflection is caused

due To the depolarisation of +the vén+riclés and the pumping of

blood into the aorta. A component of QRS indlcates that the atria



has been repolarised and is ready for the next heart beat. The T wave-
marks the ventricular recovery. The U wave sometimes follows the T
wave.

The following are the time-amplitude relations:

P wave Amp | i tude Duration
' (miliivolts) (milliseconds)
P wave : 0.1 L 90
PR interval
Q - 0.03
R : 0.98
S | ' | | 0.0l
QRS ' 83
T 0.29
QT
interval 397
The American Heart Association | specifies a minimum

frequency response of O.IHz to 50 Hz for the systems used o |

process the ECG signals. Although the frequency content of the ECG

Is assumed to |ie between these limits, there has been some discussion

of small components up to 200 Hz. The amplitude of various frequency

components are shown by the spectrum of an ECG as given [n figure 4.2b,
It is seen from the spectrum that the main energy components |

of @ normal ECG Iie below 20 Hz, and the higher frequency components

over 50" Hz are practically negligible.

4,1.2 Simulation of the ECG Waveform

Although the ECG waveform described earlier has the time-
amp{itude relation shown in the figure.4.2a, i+ nevertheless variles

considerably from subject to subject. Hence an approximately typical
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waveform.ob+ainéd from a normal heafT is simulated.

P and T segments of the ECG aneform.were treated as rectified
or half sine waves. The QRS complex is a Triangviar wave or two
ramps of opposite slope. | |

The complete waveform was cbtained by generating the above
segments separafely and fhén adding them. The fotal number of sémples
chosen to generate the wholé ECG wavgform was 851 which corresponds
to the sampling frequenqy of the highest component present in the
ECG waveform. The normal ECG waveform lasts for about 800 milliseconds
with the highest frequgncy component of about 50 Hz. In delta modulation

the sampling frequency was chosen about 20 times 27

the frequency of
the signal to be encoded.

800 ms

85| samples
frequency = 851%10°/800
o | kHz

The amplitudes of all segmeﬁTs of the ECG waveférm were
normalised, the highest amplitude being that of_QRS énd'?aken as |
(one) in the simulation.

The P waveform was obtained by generating a half sine wave
‘rising to an amplitude of 0.2 in 200 samples. There were 26 samples
of zero amplitude before the P segment started.
The équaTion of a half sine wave in the time domain is given by

f(t) = A sin{ant/T)

where T is the period of the haff‘sine wave. In discrete form the
'equafibn caﬁ be written as

£(n) = A sin ( (n=K)/N)

where. n =k+ls k2, ......, N
A= amglifude of the sinewave
N = total number of samples in the half sine wave
and k = the number of samples before the P segment

starts
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" The QRS'Compiex followed the P segment and was preceded by 48 samples
of zero amplitude and consisted of ramps forming a nearly-TrianguIar
waveform. The first triangular waveform was {n the neQafiVe direction
rising to an amplitude of 0.1 in 20 samples. The second Trfahgular
waveform started immediately after the ﬁega+ive'+riangular waveform
and increased to a normalised ampfi+ude of 1.0 in 200 samples. This
was again followed by a small negative ramp rising to an amp litude

~of 0.1 in 30 samp!és. The triangular waveforms were simulated by
generating ftwo ramps of opposite slope. The equation of a ramp may

~be-written as: |
y() = m(n—k)/N
In the discrete form the equation is given by
yln) = m(n-k)‘/l.\!

where N is the total number of samples required to generate a ramp

o= |, 2,3 ... ;., N
- and k is the number of samples after which the ramp starts. The QRS
complex was followed by 73 samples of zero amplifude and the T segment.
The T segmeﬁT rose to an amplitude of 0.4 In 300 samples which was
simuiated by generating a half sine wave. ’

The complete ECG waveform is given as the sum of all the

segments generated and in this case consisted of 851 sampleé,shown in fig.4.8.

4,1.3 Simulafién of the Encoder

The encoder was used to convert the analogue physiolbgical
signa[‘info a coded form. |t was based on deita modulation and delta

sigma modulafion. "The simulation consisted of the followling and.is
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also shown in figure 4.3.
|. Difference circuit
2. Quantiser

3., Integrator

1. " Difference Circult

The analogue input signal was simulaTed by a number of discrete

samples corresponding to the sampling rate of the deffa modulator,
| In the delta modulator every sample of the analogue input

sigﬁal was compared wi+h the delayed sample of the inTegraTed sambler'
and the difference quanffsed..

In the delta sigma modulator the difference between the present
sampfe of the analogue signél and +he.diQfTal output was fn+egra+edf
The difference circuit was simufafed by simply taking the difference

of the two sample values.

2. Quantiser
The quantiser gives out binary pulses of polarity dependihg

upon. its input. In the delta modulatior it was simulated by testing
the output of the difference circuit to observe whéfher it was greater
'Than,;equal to or less than zero. |If the output of the difference
cfrcuff was greater than zero, a positive pulse (logical one) was
generated from the quantiser. For the output to be equal to zero or
:less than zero a negative pulse (logical zero) was generated. In the
délfa siéma modulator the output of‘infegrafor was quantised.
3. !nfegra+or

- Because -the infegrafor‘in the delta modulator is_sifuafed
in the feedback loop, the output of the quantiser was integrated and

compared wiTh‘fhe input. In the delta sigma modulator the integrator
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Figure 4.3(b)
VFigure 4.3 (a) Block diagram for the simufation of the delta modulator.

Figure 4.3 (b} Bjock diagram for the simuiation of the deita sigma modulator.




lis.siTuaTed in the forward path and i+ s the oufpﬁf of the dlfference
cjrcuiT which i1s integrated. | | .

In pracTicaj systems the RC integrator used has some |eakage
and has a iime constant. The step voifage of the integrator is
related to the Time constant and defined as the change in integrator
ﬁufpuf voltage during one clock pulse'when the meah voltage at the
Integrator output is zero, |
Step voltage is given by

d = V/(ch )

s .
‘where T_=RC , f, = clock frequency

dtis choéen according to the frequency ana the amplitude of +he;signal
" to be encoded. | |
In The simulated ECG waveform the highesf amp | i tude was 1.0
and 100 samples were taken to reach that amplitude value. The sfep
voltage chosen, Thereforé, must be greater than 0.0! to track the
highest amplitude (QRS complex) properly and it was chosen to be 0.02.
The InTegraToE in the delta modulator was simulated in discrete
form and.is shown mathematically In the Appendix B.

The Integrator was simulated in the delta modutator as follows:

A(I} = s*A(I-1)+ step voltage

where 5 leakage

- that 1s, the present output of the integrator was obtalned by taking
the previous output, multiplying it by the leakage s (which is slightly
less than one) and adding or éubfracfing the step voltage. The step

voltage was added when the output of the quantiser (which is the input

to the integrator) was positive, and subtracted when it was negative.

g4



4.1.4 Simulation of the Decoder

.The Decoder in The digital modulation system converts the

- digitally encoded signal into the original analcyue form. 1In the

delta modulator, the decoder is an integrator of thz same characteristics
as the encoder. This Is followed by a low pass filter to eliminate
higher frequencies due to the sampling process. In Thé delta sigma
‘modutator the encoder is simply a low pass fif?er.

For simulafioﬁ the same integrator was used for THe decoder of
the deTTa modulator as was used [n the encoder, A dfg[Tal'low-pass
%ilfer was designed and simﬁlafed for the decoder of the delta sigma
modulator and to filter the higher frequency components in the decoder
of the delta modulator. The same fitter was used in the signal processing

required in the investigation of the system.

4.1.5 Digital Filters' 2"

The requirement of the filter used in the decoder of the
simulated medulation systems is ;o eliminate higher frequencies. As
a result a low pass-digifat filter was designed and simulated by.?he
frequency sampling Technique(74) in the frequency domain.

A digital filter is defined as a device thch accepls a
.sequence of numbers as [ts input and operates on them to produce
another sequence of numbers as ifs output. Due fo the discrete nature
~of input and output used in this filter the z-transform can be used for

its transfer function which is a-polynomial In the variable z_i.

A
digital computer can be easily programmed +o-imp|emén+ a digital
f1lter with greater simp!icity and economy compared to analogue

techniques. The Inaccuracies of the digital computer which are due

to rounding errors in the computer can be.made as small as required.
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There are two types of digital filfers.
I. Recursive filters

2. Non-recursive filters

(. Recursive Filters

A recursive filter is formed on the principle of a closed
~loop whereby the current filter output is obtained explicffly in tferms
of past oufput as well as past and present inputs. There are some
situations with biomedi?ai signals‘73) where recursive filters
are nof'éuifaﬁle. One such situation is in the study of ECG waveforms
where height and time of a pulse are of interest. |+ is important to
minimise the waveform distortion proauced by a fliter. The non-Ilinear
phase characteristics of recursive filter result in unacceptable
modi fication of the waveform In such cirpumsfances. Only épecial
‘--classes‘are phase linear. The design ofa recursive filter is more
.50phis+ica+ed-and it can be unstable. Impulse responses of these fllters
are infiﬁife geometric (exponenf{al) sequences or sums of these. Thg
recursive filter is often more efficient, in the sense of

frequency selectivity for a given complexity.

.2. Non~Recursive Filters

A non-recursive filter is implemented without using any
" feedback, hence the current filter ou+pu+ Is cbtained explicitly in
terms of only past and present inpufs. It does not use the previous
‘ou?pﬁ+s to gengrate the current output. A non-recursive filter can
be easily made phase linear and hence produces the minimum modification
of the sfgnal waveform (ECG. for example) compatible with a glven gafn

characteristics. The design of a non-recursive filter is vefy simple.




For time-domain specificaffons, responses.aﬁd co-efficients are
| related |inearly and hence |inear programming can be used. |t is
alvays sfgble and its ﬁmpuise responsé is of finite duration so that
particular input samples produée no effect at all on the output after
a particular clock period. Thfs removes the effect of spurious
inputs and transients after a known length of time. |
_ Thelmputse response can be arbitrarily ipng to achieve the

“required resolution, hence it involves more computer memory and is
expensfve in computation. The'usé of the Fast Fourier Transform
algofifﬁm in implementing a non-recursive digital filter can reduce:
the amount of computation and computing time considerably. Theory of

non-recursive filters is given in Appendix C.

4.1.6 Methods of Deslgn

Due to the advantages and simplicity of non-recursive filters,
it was decided to design and simulate & non-recursive filter for the
decoder in the delta modulation system., A filter with zero_phase
shift was used so as to avoid time displacement of low fréquency
components or to get the same time shift introduced by the filter
at all frequencies In the pass band,

It Is known that the filter:- when used as a decéder
for the delta sigma modulator has ideally zero attenuation in the
pass band and infinite attenuation outside 1+. As the input signal
enviéaged could have dc components, the filter had fo be a low pass
filter whose characteristics were a close epproximation to the ideal

AfiITer.‘ However this filter has an impulse response h{(t}) of the

sin(x)/x type which covers the time range from minus infinity to plus

Cinfinity.
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A non-recursive digital filter has a finlte duration fﬁpulse

response.and contains no poles {only zeros} in the z-plane. The
‘ prob]ém is that of finding suitable approximations to variqus

idealised_fi!fer transfer functions which may be magnitude or
phase or both of the idealised filter. The éommoniy used approach
for apbroximafing the frequency demain filter characteristics is
based on approximating the infinite impulse response of the idea!
fiiter by the finite duration impu!ée re5ponsé of the non-recursive
realiﬁafion. This means that truncating the infinite impulise response
to get the finite response has tfo Be performed. This gives rise fo
overshoofiand ripples in the frequency response called the Gibbs
phenomenon. The overshoot in the vicinity of discontinuity (at the
point of Truﬁcafion) does not diminish even if the response is
Increased in duration. Instead the séverITy of discontinuity caﬁ be
reduced by a Time—timffed window function. Hence multiplying the
ideal Impulse response with a time window corresponds to smoothing
the spectrum,

Kaiser(?S) infroduced these windows which‘are very close to
optimum. This method gives an improvement in reducing the sidelobes
at the expense of increased transition bandwidth.

MarTin(76)

designed non-recursive filters from a frequency
response specification and specified Initial values of the frequency
:response at selected frequencies, teaving unspecified va}ues of the
frequency: response in presélecfed transition bénds. He then used a

minimisation procedure to solve for final values of the frequency

response at equally spaced frequencles. From the ideal frequency

response he minimised for bath in-band and out of band frequencies.

He obtained useful results for small value of N (number of impulse




response samples) for the case of lowpass filters and for a
wideband differentiator.

< introduced a somewhat different approach

Gold and Jordan
1o Thé approximafion problem for non-recursive digital filfers by
specifying the freqﬁency response at exactly equispaced frequencies.
[t the number of frequency samples are assumed 1o be equal to the
humber of samples in the imbulse responée, the continuous frequency_
response is exactly determined. The Impuise résponse.correﬁponding
to the frequency sampled filter is now no Jongef truncated buf
~gliased. This aliasing makes It differenf‘from The Tlme window
technique. Thé results of both the techniques are given in.
.figures 4.4 and 4.5.
. Gold and Jordan obtained results for a'few low pass filters
by using semi-automatic technique for computer optimisation. Recently
Rabiner, Gold and McGonegal described the design and optimisation for
more general cases and described them in more detail. The
procedure adopted is more effiéienf and fully aufdmaféd. This makes

it possible to generate design data for a variety of low pass filters,

bandpass filters and wideband differentiator.

4.1.7 Advantages of Sampling Method

l. When the desigh of a filter is required to approximate to a
" given ideal Shape in the frequencf domain with sdffic[enfly long
impulse response (more Thén 30 samples), then the samplling method is
'uéed. The impuise response Is not required and high speed convolution
using the fast fourler transform can be used for ‘the synthesis, since

the design results can be abpfied directly to get the synthesl!s.

&9
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2. The sampling technique can be easily used to ge+ an optimum
fitter on the computer. inasampling technique once the transition
bardwldth is chosen, +He best filter in a practical sense can be

obTained;

4.1.8 .Simulation of the Practical Lowpass Filter

1. Principle
The lowpass filter was synthesised by'direcf convolution
- (Appendix D} and can be written as

m |
y(n) = ¥ hin} x{(n-m)

n=o

h(n) is the impulse response of the filter
x{n)} is the input sequence of the signal to be filfered, and,
y(n) is the oufpuf;
The limit in the abqve‘expression implies that h(n) is of duration n,
so that h{m) = 0 for m » n.

| | The simulation is-based on the approximation of the frequency
response of an ideal filfer by placing frequency samples in The
z-plane and choosing the remaining frequency samples to satisfy the

6p+imiza+ion criTeria(74{

Having decided the shape of the frequency
response H(jw) for a required filter, the impulse response h(n) was

computed by means of the FFT algorithm and is given by

N=1 :
! J2kn/N
hin) = N Y Hk e
k=0
k=0,1, 2, ..;.., N-1 for each value of n =0, 1, ..., N-I, where

N = total number of samples, and,

H, = Discrete values of frequency samples.

9l



The computer subroutine N log N for discrete fast Fourier transform

s given in Appendix E.

.2. ._ Design |

In the low paés digital filter The‘samples In the pass band
were equated to one and in the stop bénd equal to zero. The number of
sa&ples in the ftransition band (ZM) were varied until the max i mum
sidelobe was at a minimum. Symmetry considerations reduce the number
of independent fransition samples to M. Minimax search s a procedure
which searches for the minimum vaiue of the maximum sidelobe to
converge and is a function of fransition coefficients TI’LTZ’ ceren
Using the search +echnique(74), The optimum values of minimax for the
frénsf?ion coefficients of the bandwidth used, stop band and
transition band were designed and calculated.

The simulated digital filter was employed for band |imiting
the input signal, for acting as the final fllter in the delta
modulator deéoder, and for acting as the cdmplefe decoder - in the case
of the delta sigma medulator. *

The delta modulator and the delta sigma modulator simuiated
had the following parameters. Maximum frequency of the signal to be
'coded is 50 Hz and the clock frequency was 1.0 K bits (Chapter 4,
section 4.1.1. The Ibw pass filter required }n the decoder of the
above systems should therefore have a cut-off frequency of 50 Hz.

The total number of sampies selected in the frequency response of
the simulated filter were 64, as the cut-off frequency of  low pass
digital non-recursive filfér under discussion depends on the number

of samples ih_The pass‘band and the sampling rate.

92



93

‘Two filters were simulated and tried for the decoder. In -
the first filter the number of samplés selected in the pass band Qére
three,

hSince the cut-off frequency of the filfer was taken as the
frequency range up_To the 3 db point, and the first sample in the

transition band is at the 3 db point, the cut-off frequency was computed

as follows:
3
. o L
Frequency spacing (af) = a0 = T
where N = total number of samples in the frequency response of the

filfer, and,

N

T = the sampling t+ime. Then,

' Cut-off frequency = %E X I03 = 62.5 Hz

He?ce the filter with cut-off frequency 62.5 Hz was simulated as
shown below. | ‘ |

I. Equated three samples in the pass bénd to one.

2. .Found the value of minimax for %he Transi%ion band'

. for N when N is even and symmetrical about N/2.

5. Equated the remaining samples .in the stop band to zero.

Due to symmetry of the response the saﬁples were repeated

to obtain the full response. These values were taken as the, coefficients
“of the fast fourier transform and an inverse fourier transform

was taken by using the computer to obtain the impulse respénse in the
~time domain. The values of the coefficients were arranged to obtain

a response as shown in figure 4.6a. The values of frequency response

are given in Table |I.




Magnl+ude

|
- Figure 4.6

(a) Impulse response of the fllter with cut off frequency

(b) Impulse response of the fiiter with cut off frequéncy
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Table |I. Weighting Coefficients for Low Pass Filter

First filter wiTh.cuT—off frequency = 62.5 Hz

Total number of frequency samples (N) = 64

No. of samples in the pass band (BW) = 3

No. of transient coeffic}eQTS o= 3

In ;rder tTo obfafn the impulse response.+he following

procedure was adopted -

-1 Equated (2BW~1) = 5 ﬁumber of samples To.l
2. Used the values of transition coefficients és computed by
| Rabiner et a!(74)(for type -1 data N even).
3. Applied discrete fourler transform fo the abdve data as

arranged in the following:

' Ho = Hy = Hy = Hgy = Hgz = 1.0
Hy = Ho = 0.72204262
Vo Sozmiswsz Teitlon
Hg = Hgg = 0.02438354 '
He - Hgg = 0.0

The filtering action is obtalned by convolving the impulse
résponse with the deslred signal to be filtered. In order to

achieve this the values of the impulse response obtalned were

' Aarranged as follows (making the imaginary values zero).

[




Table 1. {Continued)

. =625 x 107> 3. 0.1069
2. -.5350 x 1070 34, 0.1046
3. -.2695 x 1000 35, 0.9810
4" 0.1572 x 1077 36.  0.8784
. 0.7188 x 1070 37, 0.7473
6.  '0.1374. x 1072 38, 0.5982
7. 0.2062 x 107 39, 0.4427
8.  0.2701 x 1072 4. 0.2919
‘9. 0.3188 x 1072 41, 0.i5%
0. 0.3403 x i07% 42. 0.4106
1. 0.3218. x 1072 43, -.4724
2. 0.2514 x 107% 44, -.1077
3. 01201 x 1072 45, -,1415
(4.  =.7504 x 107" 6.  -.1518
(5. ~.3290 x 1072 47. -.1436
16. - ~.6258 . x 1072 48, ~.1224
7. ~.9375 x 1072 49.  -.9375
18.  ~.i224 x 107! 5.  -.6258
9.  ~.1436 x 10 5. -.3290
20.  =.1518 x 107 52.  -.7504
21. —1415 x 107t 53.  0.1201
22, =.1077 x 107! 54.  0.2514
23, -.4724 x 1072 55.  0.3218
24, 0.4106 x 1072 5.  0.3403
25.  0.1556. x 10! 57.  0.3188
2.  0.2919, x 10" 58.  0.2701
C27. 0.4427 x 107! 59,  0.2062
28 0.5982. x 107" 60.  0.1374
29.  0.7473 x (0 6l.  0.7188
30. 0.8784. x 107! 62.  0.1572
31, 0.9810 x 107 63.  -.2695

32. . 0.1046 - 64, ~.5350

XXXAXXXXX_XXXXXXXXXX_XXXXXXXXXXX_X



The final filtering action was achieved by convolving the
IhpuT seduence with tThe impulse response obtained.
For the second'filfer.wifh the cufjoff.frequency'Iess‘Than
=50 Hz, the number of samples were reduced in the pass band to two.
3

Cut-off frequency = '%Z x 107 = 46.8 Hz.

This filter was realisea on the computer in the same way as in the
first case. The values of frequency response are given.in table 2
and the shape is given in figure4.7 The values of Impulse response
and shépe in‘Thé time domain are gfven in Table 2 and flgure 4.6b
The simulated filter was used successful ly to decode signals

in the delta sigma modulator and to elimina+é higher frequencies in
the decoded output of delta modulator, The low pass filter with
cuT-off_frequenéy 62.5 Hz when used as a decoder in a deita sigma
modulator was accompanied by some noise and ripple like components
in the decoded analegue signal as shown in figure 4.8.Reducing the
cut-off frequency of the filter reduced this noise considerably.
This is illustrated in figure 4.9 and explained in Section 4.3.

| To observe the action of filtering, a wide band noise (Gaussian)
of qerfain variance was added to the ECG signal. The resultant |
‘signal was used as an input to the filter and is shown in figure 4.0

The output from the filter is shown in figure 4.11.

4,2 Waveform Preservation Study of the Delta Modulator and

.The Delta Sigma Modulator

Since waveform preservation, as mentioned before, isan Important
criterion for certain ECG diagnosis, it becomes an essential requirement

for the system used for the telemetering of biomedical data. A system
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Table 2. Weighting Coefficients for Low Pass Filter

Second filter with cut-off frequency = 47 Hz

Total number of frequency samples (N) = 64

Number of samples in the pass band = 2

5 .

n

Number of transition coefficlents

The Impulse response was obtained by taking the discrete

fourier transform (as in Table |) of the data as arranged In the

foliowing - ._ :
Hy = H = Heg = 1.00
Hy = He, = 0.705]
Hs = Hg, = 0.2263
Hy = Hg, = 0.02057
Hg = Hgg r = 0.0

The values of impulse response were arranged as in the following

1o be convolved with the signal to be filtered.



Table 2. (Continued)

18.
19.

20,

21.
22.

23,

24.
25,

26.

27.

28,

29.
20.

3. .

32.

-.948I

-. 2004

-.3130

-.6332

-. 100!
-. 1493

=213
-.2854

-. 5686
-.4554

-.5379

-.6053
-.6444
-.6401
-.5766

-.4382
-.2110.

0.1154

0.5469.
0. 1083

0.1716

0.2432.
0.3208 .
0.4015..

0.482]
0.5587

0.6278
0.6858

0.7297

0.7570.

0.7663

0.7570

XXXXXXXXXXXXXXXX'XXXXXXXXXXXXX_XXX

33,
- 34,
35.
36.
37.
38.
39.
40.
a1.
42.
43,
44.
45.
46.
47.
48.
49.

51,

52..
53,

54.
55.
56.
57.
58.

59.

60.
6t.
62.

63,
64.

0.7297

0.6858
0.6278
0.5587
0. 482!

0.4015
0.3208
0.2432.

0.1716

10.1083.
0.5469 .
0.1154.
-.2110,
-.4382
-.5766.
-.640]

~.6444

-.6053.
-.5379

-.4554
~.3686

~-.2854
-.2H3

-. 1493
-. 1001l .

-.6332

-.3730.
~.2004

-.948|

~.3908,
-.2182

-.3908

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

100
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Flgﬁre 4.8 "Decoded output of the Deita Sigma moduiafor.‘ o
' Decoder is a low pass filter with cut off frequency = 62.5 Hz
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: " Input signal
(.0 — '
—filtered inpuf signal
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L

Figure 4 9 Decoded ou+pu+ of the Delta Sigma moduiaTor when decoder is a
low pass filter with cut off frequency = 47 Hz
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baéed on the delta modulator and delta sigma modulator was Investigated
for the waveform preservaffon of an ECG waveform.

The simulated ECG waveform used as an input was filtered by a
low pass fiITer.To el}minafe the higher frequencies at the sharp
corners.

| The delta modulator and the delta sigma modulator are

described in the last section and were used as follows:

4.2.]  Delta Modulator

'A-suifable step vol+agé as given in gection 4.1.3 wa§'choseﬁ*so
that alt the segmenfs of the ECG anefokm were properiy tracked without
overloading the sysfém.“Assuming there were no transmission errors,
the coded signals were decoded.usiﬁg the local fnfegrafor and The.flﬁai-
ahalogue signal (time-amplitude waveform) was obtained by filtering
“the output of the lnTegfafor with a low pass filter.

The simulated input ECG waveform and the decoded EbG'waveform
are shown in figures 4.12 and 4.13,

- The error waveform and output of the local inTégraTor are

shown in figures 4.13 and 4.14 with and without Ieakage.

4.2.2 Delta Sigma Modulator

Since the integrator is situated in the forward loop of the
_delta sigma modulator, a suitable value of leakage was choseh. The
digital output of the delfé sigma modulator was decoaéd by a Iow.pass
f11ter to obtaln the output signal in analogue form.
| The value of leakage introduced is related to T = CR as éhown
in the following.
A capacitor (C) with a leakage (a resistor) R Is.éhown in

- figure 4.15.
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Input signal

Output of the local integrator
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_Figure 4.14 ECG waveform coded and decoded by the deITa modula?or

with no leakage in the integrator.
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(a) A Loaky Capacitor

_._._>.><

X+l

T+l

{b} Discharge of a Capacitor

Figure 4.15



The current i in this circuit is given by

_ o dve
dt

Vc = voltage across the capacitor -

" As . i = !%
Therefore
dt '
d:\’C = -éﬁ Vc

For diécrefe form, The‘discharge of a capacitor at two Instants Xt
and Xt+l in a time T is shown in figure 4.15 Tis the time taken for

. one sémple of the discrete simulafed ECG waveform.

Xt - Xtel = e Xt

R
T Xl Xt = Xt
TR Xt T X

o X
CR=T =%

For perfect integrator there is no leakage hence Xt = Xt+l|
Therefore CR = =
for a leaky integrator if Xt is assumed to equal I, Xt + 1| is not

" equal to I, but is taken as the value of the chosen l[eakage.

1

|f the value of feakage is 5§ = 0,985 as described in Sectlon

then
800 x 10" .8 1
650 T-0.98 "G5 3 0I5

CR =

CR = 0.06 =Te
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An ECG waveform coded by a delta sigma modulator with a perfect

Integrator in the forward loop and decoded with a low pass filter
. showed Transiénfs at the start of the decoded waveform. This is
shown In figure 4,9, h

- As a result a suE%able value of leakage (as mentioned Before).
is required to minimlse fhése transients. Various yélueé qf leakage
were tried and an optimum va[ue (S = 0.985) was reached which gave
m]nfmum transients in the decoded ECG wavefofm.r

This is shown In figure'4.16,

4.3 Furfher Ana!ysfs
‘The aone observations ‘revealed +h$+ the ECG waveform encoded
. and decoded by the delta mddu[a+or showed no loss in any segment of |
}he ECG waveform and it was free from any added nolse or transients.
This 15 shown in flgures 4,13 a;d 4.14.
Howeverf in the delta sigma modu!afor,;despife chooéfng aﬁ
optimum value of leakage for the integrator, the depoded ECG waveforﬁ
- showed transients at the start of the waveform, It further showed
ripple-like noise at the slow varying edges of the P and T segment of
fhe ECG waveform. Tﬁfs led to the furfher study of the brocess of
éoding and decoding of,fhe ECG waveform. The study was uhdérfaken by
performing the following:
I. Observing the oufput pulse péj{ern for the ECG
waveform as an Input.
. 2. Observing fthe component of noise in the frequency
~domain.
3, Separating the noise componenfs In the time démain.
4, Adding pseudo—random noise and obserVIng Its effect

on the decoded output.

12
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4.3, FPattern of Output Pulses

The output pulses of the delta sigma modulator (encoder)
are termed as one as (+1) and zefﬁ (-1, Two ones'or‘éeros appearing -
consecutively are termed as modﬁlafed pulses while one and zero
appearing al}ernafe}y are fermed as unmodulated pulses or simply
pulées;

. The oufbuf pulée pattern of the P éﬁd TjsegmenTs for the delta sigma
mﬁdulafor with the integrator having no leakagé.ahd fqr_an optimum
value of Jeakage (S = 0.985) ié sTudiedlhere.

P Segment
The P.segment in Thé’jnpuf ECG wavéfgrm.has'antamplifude bfl
-70.2 as simulated in Section 4,1.2, having a shape of é half sine wave
occupying éOO sampigs; - |

No lLeakage (S = 1)

The output pﬁlses for,no‘leakage are shown in figure 4.17.
A modulaTed‘pulse of two zeros corresponded to the s{arf of the P
segment and was folléwéd by @ modulated pulse of two onas. It was
‘then followed by a modulated pulse of three zeros and a medulated .
pulée_of two ones whicﬁ appeared more frequently unti! it was repeated
seven times separated by three uﬁmodulafed pulseé.'_
The decoded P segment showed transients and ripple—like noise
,as‘mén+10ﬁed before. ) ) |

Leakage (5 = 0.985)

In this case there appeared a long stream of unmodulated
pulses before the occurrence of a modulated pulse of two ones. This
modulated pulse recurred nine times, separated by three unmodulated

-pulses. This is shown in figure 4.18.
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e

. Figure 4.17 Pulse pattern of P segment with no leakage (S = [)

[ B

Figure 4.18 Pulse pattern of P segment with leakage (S=0,985)



T Segﬁen+ ' _

| The T segment had an amplitude of 0.4 with a shapé'of a haif
sine wave occupying 300 samples.
No Leakage |

' The pulse pattern is shown in figure 4.19.

the first modulated pulse of two ones appeared after 46

unmodutated pulsés from the start of the T segment, fo[[owéd by nine
unmodulated pulées before the next modula?ed pulse of two ones. |t
was then followedbyarmodulafed pulse of fwo ones which appeared more
frequenTiy until iT-repeaTed itself nine times separated by one
unmoduiated pulse. This pattern was foliowéd by more modulated pﬁ]ses
of +wolbnes and modulaTed.puIses of three ones appearing occasionaily.
This was followed by the modulated pulse of two onés which repeated itself
ffffeen times, sep%rafed by one unmodulated pulse. The appearance of

the remaining modulated pulses was fess frequent with the decrease in

Leakage S = 0.985

The pattern of the dufpu+ pulse in this case was not very
different. |t is shown in figure 4.20.
QRS Complex A pulse pattern of QRS comp lex wIThbaﬁd without leakage
Is shown in figure 4.2]. There is no nolse produced for this pattern.

Observations The following pulses form a certain pattern and this

pattern repeats itself (periodic).

l. A periodic pulse paTTerh of iwo ones (two pulses) followed by
three pulses (three pulses of alternate sign). This pulse
pattern is situated cofreSpOnding to the slowly varying edges
of the P éegmenT ncar the peak. This Is shown In flgure 4.18.

2. A periodic patfern of two ones followed by one pulse
corresponding to the slowly varying edge of the T segment.

\
\
\
\
\
\
\
\
\
\
\
\
(
\
\
\
the amplitude of the T segment. | |
\
\
\
\
\
\
\
\
\
\
\
\
This s shown in figure 4.20.



" -Flgure 4.19 Pulse pattern of T segment wlth no leakage (S = I5 '

Figure 4.20 Pulse pattern of T segment with (eakage (S = 0.985)




(a)  Pulse pattern of QRS cohplex with no leakage (S = 1)

(b) Pulse pattern of QRS complex with leakage (S = 0.985)

Flgure 4,2/

~
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3. A periodic pattern of one and zero correépdnding to the dc
inplit: This pattern lasts as long as there is a dc input.
Thé pulses when qonvoived'wi%h the Impufsg response bf the
filter give a decoded oufpuf.

4, Absence of zerc modulated pu!seé in the case of leakage.
It is observed from the decoded ou+pﬁ+ that some components
of'nofse appearéd correéponding fo The‘periodié pattern
éiven above (1;2}; Similérly there appeared some undershoots

~ corresponding 1o Therone'and zero baTTern of ﬁulses for a

dc input.

4.3.2  Frequency Domain Analysis
| To establish the frequency contents of the nofse appearing
}n the decoded output of the delta sigma modulator, a power spectrum
of the output was taken. (Theory of spécTrum anaifsis and DFT 1is
given in Appendix F). This Is shown In figuré_4.22. The power spectrum for
the simulated input ECG waveform and decoded output signal from the delta

modu[a}or were also obtained as shown'in figures4.23,4.24. It s

“observed from the power spectra that high frequency components are

. present in the decoded output of the delta sigma modulator compared

with the other two cases. These components of high frequency are-

produced by the prdcess of coding and subsequent decoding in the delta

. sigma modulation system.

4.3.3 Cepstral Analysis

‘Since the decoded output of the delta sigma modulator consists
of a lower frequency decoded ECG signal and higher frequency noise, @

technique is required in which the two are éasily identifiable and
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separated to obtain a better picture of the decoded waveform.

In the basic form the system for reproducing the output
analogue signal consists of~é délTa-sigma-modulafor“aS'a coder giving
digital.pulses corresponding to the analogue input, and a low pass
filter as a decoder. The diQiTa! sequence of pulses |(+} contalins some
periodic pattern corresponding to the amplifuge of the input signal.
The function of the Iow.pass filter as a decoder Is specified
completely by its impulse response h(t), such that the décoded‘oufpuT
ECG signal o{t) in this case equals the convolution of I(+} and h(t)
as shown in ffgure 4,25,

In the frequency domain if L(w) is the spectrum of digital
pulses and H{w) is the specfruh of the low pass filter, then the
spécTrum of‘oquuf ECG signat Is the product of the two spectra.

0(+) I (+)*h (1)

1

I

0Cjuw) = L{jw) . H{jw)
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0(jw) is the fourier transform of O(+), and * denotes convolution.

‘The source of periodicity of high frequency noise is the periodlc pattern of

puises present in the digital output, since the non-periodic changing
pattern wi‘\ giVelrise to a tow frequency signal when decoded by the
filter and is in the range of the peak formed by the resonant mode of
the filter. |

1t the periodic pattern of the pulses is assumed constant,

then the power spectrum of a quasi-periodic signal over a finite

analysis is also periodic. The obvious way to observe this periodicity

will be to take the fourier transform of the power spectrum, which

will show a peak corresponding fo the period of the power spectrums
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Figure 4.26 Cepstral Analysis of the decoded output
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The fourier transform qf the power spectrum is known as the
autocorrelation function of the original time signal.

The power spectrum of the decoded output ECG signal is the
product

loGw|? = [Luw]? . |HGe |

The fourier Transform of a product Is equal to the convolution
of the fourier transforms of the two mulfiplléands. Thus for the
convolution of the product of many signals, the transfer function H(jw)
Is such that the resulting ;oﬁvolufion'gives broad peaks and, In some
cases, multiple peaks. Hence the convolution becomes, in effect, a
confusion. |

Howéver, Bogert e'r’\'al78 suggested that if ?hé Ioga}ifhm of the
power spectrum is taken, the fwo specfra'become add!+IVe. Hence,

taking the log of the above equation :

Log [0 |2 = Logl|L(Jw|? . [H(jw|%

]

Log |L(Jw)[2 + Log lH(jw)!z

-~ The log specTrum(79)

of the output digital pulses containing the
periodic pattern manifests Itself as a high frequency ripble in this
spectrum, while Thé effect of the filter and the non-periodic pattern
(ECG waveform) is to produce a low fréquency signall

If the fourier Tfansform or the power spectrum of fhe. log
'specfrum'is taken, It preserves the additive property and makes the

effect of the two frequencies more obvious and easily distinguishable.

The power spectrum of the log spectrum is called CEPSTRUM. It is

shown in figure 4.26 and Appendlx G.
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Therefore, the spectrum of log spectrum has a sharp peak
corresponding to the high frequency ripples in the log spectrum and a-
| broader peak corresponaing to the low frequency information in fhe
log spec+rum.. A cepstrum of‘The decoded ECG waveform from the delta
sigma modulator is shown In figure 4.27.

To prevent confusion between the usual frequency components
of a time function and the frequercy ripples in Thé iog spectrum,

a paraphrase word has been used(79) called Quefrequency to describe the
freéuency of spectral ripples. 1+ has the units of cycles per hertz

or simply seconds. Likewise the period of spectral ripples is cal!éd
the Repiod. Hence adopting this: tferminology the cepstrum consists éf
peaks occurring at high frequenéies equal to the pitch period in
seconds and low frequency information corresponding to the format
structure in the log spectrum. Hence this information can be detected
and measured.

The cepstral analysis for the decoded ECG waveform from the
delta moduléTor and the inpuf ECG waveform were also obtalned. These
are shown in figures 4.28 and 4.29. .

In the case of the cepstrum of the decoded ECG waveform from
the delta sigma modulator, there appeared additional components of
different periodicity than obtained fn.fhe cepstrum of the output
ECG waveform from the delta modulator and input ECG waveform.

It is concluded from this comparison, therefore, that the decoded
output from the delta sigma modulater contains noise which is

separated in time domain.

4.4, Addition of Randoem Noise

i

Since there exists a periodic pattern in the output pulses of a
delta sigma modulator for an ECG Waveform as the input, a noise is added

to the input to get a non-periodic pattern of the output pulses.
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When these non-periocdic pulses are decoded, the resulting signal
is markedly different from that in the previous case. This is showﬁ
in figure 4.16(d).
4.5 Discussion

The above study and analysis shoﬁed a certain pattern of pulses
in the digital output of the delta sigma modulator. The spectral analyses
showed that the decoded output waveform of the delta sigma modulator
contained higher frequenéy componenfslfhan the decodéd output of the
de|ta modutator and the input ECG waveform. The‘presence of these
components were also confirmed in the time domain by the cepsfrai analysis.
The prééence of higher frequency components (nq{se) was due to the
following features of the delta sigma modulator.

4.5, Nature of delta sigma modulator,

in the delta sigma modulator the additional RC circuit (integrator)
at the coder attenuates the higher frequericies relative To_The |ower

frequenclies in the Input signal. By removing the RC circuit (InTegEaTor)
in the decoder, Higher frequencies are reIaTiQer enhanced. The presence
of higher frequencies In the decoded output are shown fn figure 4.22 by |

spectrum analysis. Also the quantization noise in the delta sigma

modulator which is described in Chapter 3 and is given by_

N2 o aril o3

q 9 fs

Nq increases by 9 db/octave with Increase in the bandwidth of the filter
in the decoder. The quantization noise at the decoded output rises
towards the top of the signal band. The coding threshold rises with
increase in signal frequency.

The low pass filter simulated to decode the signal Is not an
ideal filter because an ideal filter cannot be implemented in practice.
As a resuit, some of the hlkgher frequency componenfs produced in the

process of coding, and part of the quantization noise, passes through

to fhe.resultanT decoded waveform, A decrease In the cut-off
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frequency of the filter reduces the high frequency components considerably,

as shown in figure 4.9 compared to figure 4.8.

4.5.2 Flltering Action (Decoding)

n delfé sigﬁa modulation the output pulses carry the information |
corresponding fto the amplitude of the input signat. If the amplitude of the.
input signal remains constant the ocutput pulse pattern is a sequence.of
pulses of alternate sign. An increase in the input amplitude of the siénal
causes an increase in the rate of one pulses and a decrease of zero pulses.
The reverse is tThe case by.decreasing The amplitude of the signai. However,
If the Tnput signél consists of a constant amplitude or a slow varying
: signat, the output pulses are repeated in a certain pattern, followed by or -
breceﬁed by differen+ pulse ﬁaTTerns, depending on the input signal. On
decoding, the fllter treats the change from the repeafea pattern to other
pulses or vice versa as a transition or discontinuity and cannot respond
quickly To the changé, As the filter tries to OVercompehsa+e the change,
it results in overshooting or undershooting, and ringing is produced.

The appearance of large transients in the beginning of the decoded
output from a delta sigma médula#or‘wiTh a perfect integrator is observed,
which reduces by putting a sultable leakage in the Integrator.

There were some eariy pulses {one and zero) obtained with an
Integrator having no leakage, while with a leakage the first one is produced
after some pulses. |t Is concluded, on the basis of this study, that the
inherently higher frequency noise produced in delta sigma moduiation
appears at the decoded output. This Is because the decoder {ideal
filter) is more critical and difficulf.fo desfgn in practice. Hence
for waveform preservation applications the delta modulator is simpler
and better than the delta sigma modulator. The time-variant study of

the delta modulator is given in the next section.
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4.6 ° Time-Variant Delta Modulator

Ddrlng the long time monitoring the ECG waveform may change
(aé mentioned eartier) due to the state of the heart and may also be
accompanied by hoise and interference. Some noise and interference
may also be preéenf due to power gupply variafioné, component ageing
and asymmetry of the quantizer in the coder. This makes  delta
modulation a time variant system. A biomedical telemetry system based.
on the delta modulator with the local fnfegrafor having a fixed |
consfanT step voltage is invesfiéafed heré under conditions mentioned
above. Histograms were used fo study the time-variant effecfs.of the

~delta modulator.

- 4.6.1 Methods of Investigation

Although the presence of noise and infefference makes a
system time-varlant, large numbers of recordingé for noisé are taken
To make an ensemble, and samples of.+he ensemble taken at a'cerfa[n
-fixed Time results in the saﬁe probabllity density function as that

from samples taken at any other Time(BO)f

This sort of process is
referred Yo as stationary and its statistics are time~invarlant.
Although the noise Is assumed random so that it cannot
_épecify in advanceparTicuIar.volfage values as a functicn of time,
T+ is assumed that the noise statistics are known. In particular it
" is assumed that the noise is éero—mean gaussian. |t has a gaussian
probabiiity denéify funcTiqn. lf.The noise Is sampled at any
arblTrarylfime v(+|) the probability that the measured sample n(f,)
will fall in the range n to n + dn is glven by
e_n2/202 | : : '.

n /2n02



This is a sTaTiéTicaI mode! for additive noise and a vallid representation
for actual noise present.

02, noise variance, a statistical cohsfanf cén elther be
found out on the long time constant true meter or measured digifaily.

The following digital Techniqﬁe can be used to measure ¢
using the digital computer.

Now Tnstead of estimating the probability of noise (error)
over a single sample to lie in a certain amplitude, it was estimated
over an ensemble or over one cycfe Qf an ECG signal at one particular
Time. To make it more meaningful, an éverage over one cycle was taken
which contained 85! samples and which was squared to obtaln the mean
square value of error (MSVE). This procedure was repeated over the
other ECG signals constituting the long stream of sjgnals taken for
investigation. There are one hundred ECG cycles in the long stream of
signals.faken, each accompanying different patterns of noise having
the same fixed variance. The number of ECG cycles taken and the time
involved for computations yes |imited on the computer.

Having found. the mean square values of error (MSVE) for each
cycle of ECG waveform which were different, they were arranged to
form a Histogram. Whatever variance of noise was added, the histogram
of the Mean Square value of noise for the input noisy signal was
obtained befofe it entered the delta modulator as the coder. This was
obtained by suhfracTiﬁg the Input signal from the noisy signal for
each sample and squaring the mean over one cycle of ECG waveform.

‘The histegram was obtained by arranging the number of times the MSVE
- occurred at a certain amplitude for different noisy waveforms.

" Similarly a histogram of MSVE for the decoded output signal for a
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neisy input was_obféined. To observe the action of 'a delta moduiator
as a coder the fo[}owing different inpu%s.were used:
(a) | A band-limi+ed'noise (Gaussian)(having o = 0.015) smaller
than the step voltage of the local integrator of the
delta modulator. §
- (b) A bandlimited Gausslan noise(haQing variance o = 0.05)
bigger than the step voltage of the local integrator of
the delfa modulator. | ,
{c) (a) and (b) above were repeated for the un-bandlimited

Gaussian noise,

4.6.2 Nature of the Delta Modulator Noise

A delta modulator with a single integrater transforms a

continuous input signal h(+} to the binary sequences a , a

> o’
85, +--.2 where a, may have the valuz +| or -l. The modulator

n
generates binary symbolis at TS inferva!s'according to sign of e(t),
The error signal. The error is the difference of b(t) and x(t),
the integrated delta modulator signal generated iﬁ the moéulafor
feedback loop. The term x(1+) Is the integral of the binary pulses
weighted by step size d. Thus x(1) has a step +d or -d at each sampling
jnsfanf and is otherwise constant.

Aj the delta medulator recelver, the ihfegraTed signal is
recovered by a replica of the modulator feedback loop and analogue
signal b'(+) is genera+§d'by means of a low pass.filferl The signatl

b' (1) is an appfaximéfion of the system inpuf.
The two important parameters of a delta modulator are the sampling

interval {(clock rate) Ts’ and d, the step size.




- Th quanfizaffon noise decreases with Increasing sampling
rate fs = +§' while for a fixed rate the value of the step size
determines the mixture of quantization noise and slope over|oad

nolse in the quantizing noise signal b(+) - b'(+). In a practical

|34

system step size d is selecfed to provide a proper balance bgtween quantisation

(81 (82)
e .

nois (the predominant form for high values of d) and slope

overload noise (the predominant form for low values of d).
In order to avoid overloading in a system the value of 'd!

is set so that ETE’ the maximum average slope of integrated signal

x(1) is exceeded by the slope of Input signal b{t) with very low

probability.

To do this Van de Weg(83) established the condition that %E

is four +imés the root mean square slope of b(+). For gausslian signals,
the probabilffy that +he slope of b(t} Is greater than %; Is less

than 4 x IO_S. [ f the rms slope of b(f) is Zﬂsfb, then fhe.condifion
that the maximum average slope of x(t) ds equal four times the rms

slope of b{(t) may be expressed as

<%§ = Bmsfb where fb is the highest frequency in b{(+)

s is root mean square value of b(f)

4.7 Experimental Arrangement for Simulation )

ln order to produce a streamof signals accompanied by nolse
" on the computer, an ECG waveform of one cycle was generated in the

computer ‘and was mixed with noise of a certaln variance. This

process was repeated and noise was added from @ pseudo random generator

composed of shift registers. |t was arranged in such a way that every

+ime the noise generator was used, the distribution of random numbers



(which make the noise). was different, although the variance was the
same. Hence the effect of a continuous long signal wifh varied

ﬁoise in‘pracfice.was obtained. This is shown In 'figure 4.30.

The signal with added noise can be filtered, and the filter

used Is +he same as used in the decoder.

To obfain the mean square value of error, the difference
'ﬂpefween the decoded output for a noisy input and the input without noise
was taken for each sample, comprising of one ECG signal at a time.
This was added over one cycle, squared, and the mean was taken as
follows:

No. of samples

(Qutput decoded signal - Input signa! without noise)2
E. Total samples in one cycle of ECG

| 8l 5
* 85T Z{Y(i)-X(i)}
i=1
4.7.1 Noise Generator

I+ Is a pseudo random geherafor built in the computer composed
of shift registers. The distribution 6f random numbers (nolse) éan
be arranged in uniform or Gaussian fashion.‘ As assumed earlier the
noise added is +6 be Gaussian, which s a bel! shaped curve of random
numbers in the range ~6.0 to +6.0 with a unit varianqe. In order to

scale it down it Is multiplied with a suitable number to get a required
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(a) Continuous ECG signal

(b) Noise (Gaussizan)

(¢} Continuous signal plus notse
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Variance.

As the ECG signal predominantly occurs in the positive
dirécTion, it was ThothT to put some'*ve bias in the noise to make
it more effective. Whatever the added noise characferisfics might be,
a histogram of this noise is obtained to get an idea fn terms of
the range, i.e. Thé difference between the magimum and minimum
“value for the amp litude of the mean square of error for the fnpuf
noise, the shape bf the histogram and where most of the noise occurs.

The theory of the histograms is gliven in Appendix H,

4.7.2 Delta Modulator and Decoder

The delta modulator and its decoder was used as simulated
earlier in Section 4.]1.3. The delta modulator simulated had a

constant step voltage of 0.02 in the local Integrator.

4.8 Resulis
A time varying effect fn delta modulation is obfafned by adding
' Gaussiah noise of different pattern of a fixed variance in an
ensemble of ECG signals.. The mean square value of error for each
sample and hence for each cycle in the ensemble was obtained. As
"the valﬁes of mean square values of error for each sample
aVeraged over the whole cycle were different, a histogram was
obtained to show the number of times the error occurred in a certain
amp | i tude chosen depending on the rangé of MSVE cbtained.
The histograms of the MSVE for the added noise and the
decoded signals for two cases of variance for both low pass bandlimited
and wfdeband.noise were obtained. These are shown in figures 4.31-4,38
in the Appendix along with their values. The ranges for thesa histograms are

ptotted on1he:ﬁagramshown in figure 4. 329. and Table 3. !
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Max.No. of times noise occéurs
at certain ampl. Interval

Variance = 0.015

Added noise (BL)
Decoded nofse (BL)
Added nolse (WB)

Decoded noise (WB)

Variance = 0.05

Added noise (BL)
Decoded noise (BL)
Added noise (WB)

Decoded noisé (WB)

I

BL

WwB

Wideband

2122 x 107

Low pass bandlimited

164 x 1072

2433 x 1077

.325 x 107

5112 x 1070

1844 x 1072
2

.343 x 10”2

2922 x 107%

22

15

13
t5
I5

16
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It was observed that MSVE for the decoded 6quuT‘in the case of
low pass bandiimited noise for both values of variance was more than the
MSVE of added nolse. It was also observed that the maximum number of
times MSVE occurred at é particular range lIncreased for the decoded
signal and was significanfly increased for the low values of variance
(0.015). .The MSVE for the decoded output when the Input éignal was
not added with any noise was the single lihe shown.on figure 4.39, 'That
I§ all the values occured at one polnt.

Quite different results were obtained for the MSVE of wideband
noise. It was observed 1n this case that the range for The MSVE‘
decoded signal decreased as the value of vériance was increased. The
maximum number of times MSVE occurred at a certain range for the
decoded oﬁTpuT inéreased.slighfly.

The ECG waveform with added low pass bandlimited and wideband
noise were also decoded for one waveform and plots of these waveforms
were obtained. This is shown in figures 4.40 -~ 4.45.

l!T was observed in the case of wide band noise that the decoded
signal had less noise than was present In the Input signal. The same
was observed in this case even when the output signal was not finally
fow pass filtered.

4,9 Discussion

Bandl imited Noise

For bandlimited noise the range of MSVE. of the decoded signal
increased for both values of variance. The maximum number of times MSVE
occurred in certain amplitudes also Increased for %he decoded signal.

The effect of bandlimiting the added noise with the low pass
fl1ter is to reduce the amplitude and fliter the frequencies of noise
aone The.cuf off frequency of the filter. Due'h5+he zero phase of
the low pass fllter used, the time distortion of low frequencies Is

avoided. Depending upon the amount of nolse added, low pass
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number of samples (time)

|

! : 1024

fa) Simulated ECG waveform

*\Fﬁ&

number of samples (time)

| ‘ . l S | 1024

(b) Simulated ECG waveform with added noise of
variance 0.015 .

Figure 4.40
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Figure 4.43
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Low pass bandlimited signal' (ECG + noise) as an

Simulated ECG Waveformiwifh'added noise of
input to the -delta modulator.
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flltering of the added noise reduces the probablllT? of slope
overloading of the delta modulator. However, +he Inband noise on

- top of the signal is tracked accordingly. The decoded signal for

a symmeTficaI coder, working below The'slppe overload condition
differs from the input signal by only the quantization noise,

but as Thg/comparison is made between the histogram of MSVE for the
added noise and that of the decoded output signal, the MSVE of the

decoded output is more (added noise + quantization noisel.

- Wideband Noise

When the input signal to the delta modulator is Géussian
~or if the signal is accompanied by Gaussian nolse, such a signal
when coded and decoded by a delta modulator may be accompanied by
some noise, Two types of noise can be produced as menticned In
- Chapter 3. To élarify THe dlfféfence.befweep these noises It Is
desirable*to consider the spectrum of fhé notse introduced by the
delta modulator. The simplest definition of noise is that noise is
an error, that is, the difference beTween.fhe input signal and the
local output signal, as defined In Chapter 3. This error js correlated
. statistically with the input signal. [n other words_fhe errer may
be eonsidered to be made up of two components, dne lineariy dependent
on fhé input signal and Tﬁe other linearly Independent of the output
(84) : ’

- signal. ’

| The linearlyldependenT component ﬁay be regarded as being
caused by passing the signal through a noise-free linear filter.

The equivalent linear fiiter does not Introduce noise buf'merely

introduces frequency distortion, as for example in producing selectlve

attenuation and phase shift, particularly for the higher frequency
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components of the signal that the delta modulator cannot fol low.
The nofse component linearly Independent of the signal.
may be viewed as equivalent to uncorrelated hoiée Just as in Th?
case of a non feedback type of pulse code modulation quantizer.
Hence the presence of Gaussian wideband noise In relatively low %requency
signals makes it prone to slope overloading in addition to producing

quantization noise when decoded by the delfa modulator. However in

~ such a situation, the delta modulator eliminates the high freguency

- components and anenuaTes'The ampliTude'due to the filtering action

menTiohed above. As a resdff MSVE for the decoded signal as observed
and shown in figure 4,39h)is less than the MSVE of added noise. In
the time domain the signal with widebadd nofse is shown to be decoded
In figure 4.45.

This showed that although the biomedical signals'were
accompanied with nolse and 3n+erferehces of higher frequéncies than
the delta modulator was designed Yo code, preservation of Its waveform

was achieved, while reducing the effect of noise.



4.0 Effects of Errors (Digital) on the Output Signal of +the
Delta Modulation ' '

Ay

In the previous sections the effect of nolse {generated in the
system) or accompanying the ihpuT signal, on the decoded output was
studied. |

. However, there afe noise sources which affec+ the transmitted,
signaf between the transmitter and receiver. In.radio telemetry for
example - -atmospheric transmission is generally subject to noise
from natural and man-made sources. Similariy there is channel
noise and noise %ound in the fron+.par+ of the receiver before the
decoder. |

The effect of such a noise on the output signal-to-noise
ratio, and on. the decoded ECG waveform of the de§+a modulator was

studied and is discussed here,

4,11, Theory

A block diagram shbwing the érrangemenf for studying the effects
of noise in the transmitted signals on the output is shown in figure
4.46.

The encoded signal (digital) from the delta modulator to be
transmitted has a polarity +| (one) and -1 (zero). The noise present in
fhe transmission path was assumed to be random, having a Gaussian
d{gfribuTion.r The digital signal is received and the decoder Is
preceded by a decision . detector. The function of the decision detector
Is fo determine The state of each pulse (digif) out of two for a
binary signal. |+ has a threshold level and any pulse appearing at
the input of the decision detector greater than zero will be generated

as +|{one) and -1 (zero) for a pulse less than zero.The decision
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Analogue Input
(ECG signal) iCelta modulator
‘ - TP as encoder
{Transmitter)

~ Dlgital puises

Transmission path

Noise

Decision
Detector

——

Integrator
{Decoder)

——]

iLow Pass
Filter

Decoded ECG
_waveform

! T - Figure 4.46 Block dlagram showing the arrangement for studying the effects of errors (digital) on the

output signal of delta modulation.
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detector is followed by an RC integrator and a low pass filter fo
recover the analogue signal.

A typical binary signa!'befpre_fransmission and the corréspbnding
waveform at the fnpuf to the detector is shown in figure 4.47. The
amplitude levels of the received éignal, if unaccompanied by noise,
would be | (+1} and O (-1). |

Assuming an equal probabilify.of two binary sfafes PCIY = P(-1)
=0, a Threshold Ievél is set af d. AT the insfanT of inspection the
detector decideé whether the signal pius nolse s above or below The
threshold level and generates +he appropriate oufpﬁf'qf +1 or -1,

An error is said fo be prodgced when noise on the signal is
such that a wrong decision 1s made.- | _

.Thié Is 1llustrated in figure 4.47 by the third digit In error.

Let us.assume that received slignal (x) at The.inpﬁf to the
decislon detector is the original signal tV) plus noise v,
therefore Xx=V+yv
Probabitity of The-noise voitage at any parficﬁlar time having a

voltage between v and v + dv s

' 2,, .2

POV) dv = ke &V /20

. féic .
¢ = r.m.s. value of the noise veltage.

Thus for a binary polar signal, (as used in the present
Investigation) there are two possible probability density fUncTions
ql(x} and qo(x) for the value of x (signal + noise) at the instant
of inspection. The probability density function actually obtained

depending upon whether it Is +V or =V. It Is illustrated in

i



figure 4.48.

2
g0 = — exp (- X 2
: Y2no k 20
2
! (x + V)
g {x) = exp (- =——5=" )
o) ‘/2“0,2 202

If a one (+1) was transmitted, the probability of an error Is

exp ( - 5 } dx

| J“’ (x - V)%
-t 20'

If a zero (-1) was ftransmitted, the probability of an error is

" | 2
- _x+ V)
Pe, = J - exp ( — ) dx
o

270 2g

Since there Is equal probability of one or zero being transmitted

- 2
Pel = Peo = ] I exp ( - X“f } dv
2nG v 2o
z 2
- ! _v - v
= _{25 J exp ( 5 ) dv Q (U)
sy ‘
. [¢)
Q Q%) is called Q-function.

| f PO Is the probability of a pulse 'O' belng transmitted, and,Pi.The
probabliity.of .'I'. then the probability of an error is '

- Yy - o ¥
Po = (P + P R () = Q ()

There are standard tables for Q-function (also called error function

in a different form). 'Hence knowing the value of V and o the probabillty

of error pulses can be obtalned.
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' Effect of Digital Error on the Decoded Qutput of

the Delta Modulator

The effect of digital errors on the output signal of the

delta modutator can be determined by representing the received

re-shaped pulse sequence on an error free pattern plus a randomly

spaced series of rectangular pulses of ampiitude +2V or -2V, the
latter depending upon whether a | or 0 is incorrectly received.
It is assumed-that The_efror free pattern, which Is identical to

the ortginal transmitted signal, and the randomliy spaced error

pulses are received simultaneously. This is shown in flgﬁre 4,49,

Let the probability of an error be Pe, that is, errof
pulses occur on average once every %g diglits. Hatf of the errors
will give rise to +2V pulses in the waveformﬂfc) of’figure 4,49

and the other half to -2V puises.

It 1s noted that the positive error pulses are associated
with an original 0 of amp!itude -V, becoming a | of amp | i tude +V,
and similarly the negative error pulses are associated with ['s

having become 0's.
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_The output of the system, therefore, consists of the result
of putting the error-free digit patfern and the error pQIses
simﬁlfaﬁeously‘+hrough the RC network followed by the low paés
fiiter. Since the RC network and the fiiter are bo}h [ {near
networks, It follows that the decoded output consists of the original

input waveform plus the error pulses through the RC network and the

-fllfer._

‘Energy Contribution at the Qutput by the Error Pulses

Since the error pulses are of duration %— (where fs =
_ S
sampling frequency) and are randomly distributed, Johnson(65)'

assumed that their long term energy spectrum is of the form

(sin x)2
X

with the first null at fs. If the upper limit of the Input frequency
band is sméi\ enough in comparison with fs the energy densi?f of +he
error noise spectrum will be effectively constant over the frequency
range of the input signal.‘ ' _ - ”'!“

Since the ampiitudes of the error pulses are +2V the mean
square voltage of the error pulse stream Iis 4PeV2. 1ts energy
éensi?y over the range of the output fitter Is thus

8 Pe V2

fs

The effect on the RC network as the decoder Is to produce at Its output
an error noise having a frequency dependent spectrum. Hence iTs

energy density is given by
> 12

8 Pe V (

2+f2 ) at frequency f
¢ ‘ - where f_ = -
°re Te © 7iRC

s f
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(a)

{b)

(c)

Figure 4.43 (8) Received pulse transmission

(b) . Error-free sequence = original transmitted sequence

(c) Error-puise sequence




Since the spectrum of biomedlical signals starts practically
“from DC, the lowest frequency In the spectrum can be taken as zero.
Hence the total mean sqﬁare error noise voltage &t the decoded

~output is

|ffm is the highest frequency in the spectrum of biomedical signals.

2 I
, 8 Pe V* f f
N2 S et - e &
e f f f
s C C
From the above formula error noise can be calculated at the cutput
of the delta modulator. This does not include quantization nolse.

For a sine wave of peak amplitude V, the mean signal 1o error noise

(or ffucTuaTion noise) power ratio Is given by

_, f |
( §L_§= fs [}an ! ?ﬂ ]
Ne |6 Pe fc _ c

_ 7
Assuming that the mean output signal power is %—.

For a signal amplitude consistent with the condition of non-overloading

o5

-
2 f f
S ‘ S ‘ =1 ‘
()% 16Pe( |+ 2T %) \:'tan ' ]
et e e _
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4.12 Results and Discussion

An ECG waveform was coded by the delta modulator and the
effzct of noise was studied at the decoded oufpu: waveform. The
simu!afion.islalready discuséed in section 4.1 andthe arrangemen*_for |
IﬁvesTIgaTion Is giveh in figure 4.46.

The digital pulses at the output of the declsion defecTor
were compared with the pulses obTaﬁned'wi+hout'noise and error'pulses were
detected.  The error probability (error pulse) was also calculaTed '

from the formuta given in the last section as

v

1}

| in the present case

0

g variance of added noise

The standard fable glves.the probability of error pulseé as

aj<

P(x} = 1 - Q(x) where x =

The number of error pulses for noise of variarce g = 0.4, 0.5 obfainéd

on the  computer simulation were four and fiffeen respectively
out of 85I pulseé. The calculated error pulses for these variances
were six and twenty two out of [000.

The following values of variance for noise were added to -

the digital pulses, and the decoded output for an ECG waveform was
ob?ained. llT is shown in figures 4.5 and 4.52, The added noise
forlvariance {e) = 0.5 and o = 0.75 is also shown in figures'4.53
and 4.54.

Signal-to-noise ratio at the decoded output was also

calculated at 8 Hz and is shown below
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Noise - Signal-to- Probability of error Calculated output
Variance Nocise ratio at pulses (Pe) signal to noise ratio
- the input to (Does not Include
decision detector quantization noise)
0.4 7.94 dB Pe=.0063 (6 error 49.03 dB

Pulses in 1000}

0.5 6 dB Pe=.022 (22 error 38.12 dB
pulses in 1000)

0.75 2.5 dB Pe=.0912 (9] error ' 25.84 dB
pulses in 1000)

1.25 1.92 dB Pe=.2119 (21| error 8.5 dB
puises in 1000}

The‘signal_fo_nolse ratio at the output is calculated by using
the formula derived in Section 4.11.2,

The above table and the figures illustrate the effect of error
pulses at the decoded output of the delta moduiator.

It is obsérved that in the casé of ¢ = 0.12 and ¢ = 0.4, there
is hardly any effect on the decoded ECG waveform (figure 4.51(b}, {(c)).
Howaver, on increasing the variance of nolse to ¢ = 0.5 or Pe = 0.022
rfhe émplifude of the P segments starts to be affected (figure 4.52(a))
but preserving the Timing of the segments (PR and QT interval). For
o = 0.75 or Pe =0.0912 the amplitude of the P and T Segmen?s and. both the
intervals are affeéfed, though the amplitude of the QRS.complex Is not
much affected (figure 4.52 (b)). With Pe =0.2}1 the whole of the decoded
ECG waveform is corrupted. N - .

I+ is concluded from this that the acceptable ECG waveform Is
3.

obtained for a clinician when the value of Pe 1s between 0.006 (6 x 10 )

2

and 0.022 (2.2 x 10" %)




160

)
R
=2
s
a
E
<1 .
{a) Decoded ECG without any noise
Fig.4.50

conm ‘ number of samples (time)

)

wQ

jon

:’:.__-_

a

£

<

' (b) Decoded ECG with small noise § = 0.12
_ number of samples (time)
';1

L0}

el

3

has

=

E

<L,

(¢) Decoded ECG with & = 0.4 or Pe = .006 (6 error pulses in 1000)

number of samples (t+ime)

o 'T

-

Figure 4.5! Effécf‘of Error Pulses on the Decoded ECG waveform
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Figure 4.52 Effect of error pulses on the decoded ECG waveform
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in order to see the noise more clearly
pulses are not shown here as in the

diagram below.
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(a) Nolse free output at pulses of the delta modulator (for ECG) at the Tnput to the decision detector
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“{b)-Noise (é=0.5ﬁor-;PéG=0.022) added TO‘TthaDSVe noise free pulses at the inpuT‘Td.The‘decisibn detector.
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(a) Noise free pulse of the delta modulator for (ECG waveform) at the input to the decision detector

|
it ‘»

|

| : . A 851
Figure 4.54 (b) Noise (6 = 0.75 or Pe = 0.0912) added fo the above noise free pulses at the inpuf to the decision detector

€91




EPS = 0.5

N/2

Frequency
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I+ Is noted here that in pulse code modulation the effects

: _a (57}
of error pulses become significant when the error probability is 10 4.

Hence delta modulator is superior to PCM in this aspect.
A spectrum prerrér pulses (22 pﬁlses) for the noise varlance
= 0.5 was obtained and is shown In figure 4.53. The spectrum obtained
- looks lTke a Gaussian holse having a flat form. This is because the
error puises obtained have an iﬁpulse form and a sbecfrum of an
imputse is fIaT..

Johnson(65) used rectangular pulses which have a spectrum of

the form sin —z—




CHAPTER 5

TRANSMITTING AND RECEIVING SYSTEMS

5. Introduction
The blomedical signals in a biomedical telemetry system,

affer’being coded and multipiexed, in the case.of muiTichanne}
systems, are'fo be Telemefered. The wéy of communicating these
coded signals depehds on ?he_siTuaTion, and pufpose of their
Infdrma*ion. .Thig é{so depends oa the availability of a TransmiTTlng
link and the si${ng éf the J'receiving é?afioﬁs. There aré
. various ways in which the biomedical data can be telemetered.
1. Radio link

2, Line

3. Teiephone

4. Tape récorder

5. Photocoupler

6. Acoustic or ulfrasonic

5.1 Radio Link
‘A radio I1nk can be successfully used fto connect the subject
To.The display or the dafa“processfng station. Apart from providing
é link to inéccessible places (sifﬁafions), fadio Télemefry offers a
convenient method of eliminating otherwise essential connecting wires.
One of the most widespread applications of radio links has
been in the telemetry of Electrocardiograms (ECG) in sports physiology
‘and ‘industrial medicine where direct links cannot be possibly used.
.Anofher_relafively Inaccessible location is within the bedy (t+hough
a short distance) from intestines, bladder, teeth, etc., also long
distance sITuaTibns where a radio link is used to a ship at sea, a
pilot In flight or an astronaut in space. Another area where a
radio link Is useful is when the subject is situated in an area -

where the main powered measuring system is liable to disturbances
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from capacitance coupling. Here the subject's life is also in
danger when‘he is connected to the mains supply via a recording
instrument. |
Despite all these advénTages, radio telemetry has its
dFawbacks.
. t. More comp1ica+ed'+han Iine telemetry
2. Sometimes more interferences from spark sources, spurious
magneTiﬁ fields due to electrical environment, such as
eiecTricaI_machinés'and also ofher transmitters.
3. .Prior permission is required to transmit the daTa_and

a limited range may be allotted.

4. Receiving stations can be difficult and expensive.

5.2 Radio Transmission Sys tem

The need to transpose a baseband signal to some other part.
of fhe spectrum is esgen+ial for radio transmission. Such a procesé
is called modulation. Hence in a radic transmitting system the
baseband signél (coded digita! signals in the present case) modulates
a carrier and transmits via a radio !ink at certain radio frequencies.
The frequency range allocated by the Post Cffice in the Q.K. is
.
102.2 - 102.35 MHz and 102.36 - 102.39 MHz.
There are various analogue and digital techniques of modutation.
- The most commenly used analogue modulation is frequency
modulation and has the fol]owfng advantages:
| f. 'Frequency modblafibn is less sensitive to variations
in ampIiTude.of the transmiTTed'signa] so that there
is less baseline variation due to changes in the

subject's position.
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2. It is inherenfiy-less noisy.

3. It requires less gain in the modulation amplifier,

hence less power for a given fransmission sfrength.

Although frequency modulation is very advantageous the
bandwidth required to transmit the same information fs targer than
for ampiltude modulation. -For biomedical Telemefry,.when the range
and power required is not very great, due to regulations of the
Ministry of Radio and Telecommunicéfions, narrow band freguency

modulation may be employed.

5.2.1 Narrow Band Frequency Modulation (56)

wide band frequency modulation (FM) can be analysed for
two cases. The first is when the modulating signal w, {sinusoidal

for example) modulates the carrier (wc) with modulation Index

frequency deviation in the carrier (AF)}
frequency of madulating signal (FM)

- greater than % and second when B8 is less than %u Small modulation

index (B) corresponds to narrow bandwidth, and FM systems wlth
B << % are thus called narrowband FM systems.

I £ 0o is the radian frequency of +he unmodulated carrier and(um is the

radian frequency of the modulating signal, then the frequency modulated

carrier for a sinusoidal signal Is glven by

Fc(f) cos (wcT « R s?h wm+)

cos mcf cos(gsinwmf)- sinmCT sin(B sinwmf)

Assuming B <<-% which implies that the maximum phase shift of the

. - T R
carrier Is much less than i-radlans.
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) v . N f
qu B << L cos(f sin mmf) = |, and 5|p(8 sin wmf) =
B sin me. The frequency modulated wave for small modulation
index thus appears in the form
w

FC(T) = CcOos wcT - B sin me sin mC+ g <5

The above expression shows the presence of the origlinal | |
unmédula#ed carrier term (cos wc+) ﬁlus a term given by the product of the
modulating signal and carrier. This form is similar folfhaT of the
output of a product moduiéfor in the case of amplitude modulation.

For the sinusoidal modulating signal the product ferm in the |
abqve expression provides sideband ffequencies displaced oo radian
from W The bandwidth of this narrowband_FM signal is twice the
highest frequency component of the moduiating signal. | L

A similar expres;ion for the frequency modulated carrier resu[fs
when a general modulating signal Instead of a sinusoidal moduiating
signal is used. In any.casé the spectrum of narrowband FM conéisfs
of the carrier plus two sidebands, one on each side of the carrier.

- Narrowband M 1s thus equivalent In this sense to amplitude modulation
{AM). Although narrowband FM and AM have similar frequency spectra
and their mathematical representation ls similar, they are disfinéf!y
di fferent methods of modulation.

!n narrow band FM the carrier amplitude is assumed constant but
its phase (and effectively the instantaneous frequency also) varies
with signal. n AM the frequency of the carrier remains unchanged
but its envelope varies with the input signal. !n narrow band FM the

sideband term appears in phase quadrature with the carrier term while

in the case of AM the carrier and sideband terms are in phase.
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5.2.2 Digital Modulation

Another type of modulation exiéfs when the RF éarrier is.
to be modulated by a binary sequence or wéveform.This Is dig{+al in
nature and in this case the information to be transmitted is in the
form of discrete amplitudes which is in contrast to the
Variable_ampiffudes of an analogue waveform. " ‘Since a finite
set of discrete waveforms are. transmitted the receiver has only
to. decide on two levels which makes the performance of the system

dependent on the probabillty of error.

There are essentially three ways of médulaflng a sine-wave
carrier by yariafion-of its amplitude, [ts phase or lts frequency in
acéordance with the information being transmitted. Similarly, In
the binary cése, this corresponds to swlfching the three paramefers
between either of two possible stafes.

Amp |itude Shift Keying (ASK)

A sinusoidal carrier is pulsed so that one of the bfnary
states 1s represented by the pfesence of a carrier and the other
state is represented by its absence. Most commonly the amplitude -
switches to zero (off state) and some predetermined amplitude level

(the on state). Such systems are then called on-off~keyed systems.

Phase Shift Keying (PSK)

The phase of the carrier switches by w radian or 180°, In a two

phase system one phase of the ;arrier frequency is used 10 represent

one binary state while +the other at ISOO‘is-uséd for the second state.

~
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Frequency Shift Keying (FSK)

In this case the carrier switches between two frequencies
either by modulating one sine-wave generafing source or by
ewitching between two oscillating sources locked in phase.

The advantages and disadvantages of these modulations are
given In detall in varibus books on this subjecftﬂa)'

Phase deu|a+ion is equivalent to an ampiifude modula ted
wave of twice the amplitude with the component at the carrier
frequency suppressed.  FSK sysfems are better for the optimum:
signalling of binary information in the presence of noise.

Phase synchronisaTion is quite dffficulf to obtain for
deTecTing such signals, but cohéren? detection using phase lock

loop techniques soive this praoblem,

5.2.3 Choice of Modulation Method

The réquiremenfs of the bliomedical telemetry system envisaged
are given in Chapter |. However, minimum transmitter power
consumption, minimum bandwidth and simplicity of fhe receiver are
some of the requlrements.
| The study of the digital modulations reveals that FSK is
generally less effective In the presence of.noise and requires wider
system bandwidths, but is more effective over fading channels.

'PSK, although generally most effective in terms of conserving power
of minimizing errors, Is difficul+ to use over fading channals, and
its use introduces severé phase control problems for the receiver.

A narrow-band FM, however, employs smaller bandwidth and is easy fo
fmp lement with minimum power consumption. The receiver for narrow-
band FM is‘é domestic FM recelver and can be used effectively with

some modification.
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5.3 Freduency Modulation Transmitters (Radio Link)(8%)

In the radio communication system, the information to be |

transmitted is first of all transformed into an electrical time

varylng quantity {(a current or voltage) which comprises the siénal.

In the frequency modulafién transmitter the signal is used
to modulate the output of a high frequéncy generator by varying its’
frequency according to the signal amplifude. Transmission then
takes place by means of the modﬁlafed high frequency wave which is
necessary for effective radiation of signals through air.

There are various FM transmltters as described in the |iterature,

the principle is basically the same.

" Transmitters for frequency modulation fall Into {wo broad

‘categories, depending on the technique employed 1o obtain the

frequency deviation.

The first type employs a direct modulation process where the
modulating signal directly controls the carrier frequency and is
usually referred to as direct FM.

| The secénd type obtains a frequency moduléfed wave indirectly
after phase modulating the carrier.

Many circuits have been used to produce direct FM systems. In
each case some form of reactance (inductance or capacitance) is
shunted across the master oscillator cfrcuiT, and the effective
Inductance or capacitance value is made fo vary in accordance with
the modulating signal. The master osciilator is used to generatfe

the carrier frequency by a high-Q resonant circuit,
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There are various ways of obféining a capaci%ance {or
inductance) variation pEOporTionaI.To the signal intelligence.
The most common _involve the use of a éapaciTance,pIus a
controlled sourée from an active circuit element. The examples
are Milier—effe;f capacltance and a reactance Tube;

One common method is to use, as the capacitance in the
ciréuiT, é back-blased varactor d{ode. Tﬁe modulating signal
conifols the back-biss voltage, varying fn turn the varacfor
capacitance. |

Direct frequency FM sysfems-have one inherenf‘draWback._
Since the frequency of the master oscillator is varied, This ciréuif
cannot be é crystal oscillator. Therefore the transmitter ceane
frequency is subject 1o drift.

To overcome this problem either an extra facility called
Automatic Frequency Control or a different TeCHnique using a crystal
controfled oscillator is employed to stabilize the fre&uency.

The circuitry fér the automatic frequency confro! can be
comblicafed. The other fechnlque to sTabifize the frequency of the

oscilator, is given in the following section.

5.3.1 Indirect Frequency Modulation

When the carrier is derived from a crystal controlled source,
“an indirect means of frequency modulation is necessary.

The well-estab|ished method known as the Armstrong modulator
makes use of the similarity befween full amplitude modulation (AM)

and narrow-band angle modulation.



 The Armstrong FM System

A block diagram of the Armsfrbng FM system is shown in figuré
5. 1.

The carrier frequency is generated by the first crystal
oscillator. 'The crystal output and the input signal (suitably
corrected) are fed to the balanced modulator. The balanced modulator
generates the upper and lower AM side frequencies and suppresses
the carrier frequency;‘calIedﬁdouble”sideband suppressed carrier
{DSBRSC) siénaf? in this s?gna! all the bower is cbnveyéd in the

ksfdebandé;

The crystal oscillator signal Is aiso fed to a phaéershiffing
(R;C) ngtwork to produce a 90-deg phase shifft. The outputs of the

. balanced modulator ana the phase-shift nefwork are fed 1o a
éombining circult and the oufpuT isafrequan;y modulated wave.

The amount of deviation obtainable by this technique is‘very

-

IOQ, hence the output 1s effectively a narrowband FM when the correcting
circuit preceding the balénced modulator is an infegrafor. A narrow‘
band phass modulation (PM) is obtained, 1f the integrator is remo;ed,
i since the phase displacement is directly proportional fo The amplifﬁde

of input modulating signal. But this is true onty foraphase displacement
not exceeding 0.2 radian.

Due fo the low frequency deviation, tremendous frequency
multiplication, as shown in figure 5.| is required fo raise the
deviation to an qcéepfable value fora frequency modulated system.

The biomedical telemetry system as mentioned in Chapter |

requires simple and low power circuitry to make it economic, small

and compact.
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The indirect FM TranémTTTer is more complicafed and the .
circuitry consumes more powef than the direct FM system, although
it has a better stabllity.

However, better stability can be achfeved in a direct FM
transmitter by’using a crystal controiled oscillator when a narrow
band FM 1s required. Since the present biomedical telemetry system
is nof intended fqr a Very.Jong range and a |imited bandwidth is
available by the Post Office regulations, the narrow band FM can
be used. A narrow band FM transmitter can.be achieved with relative
simplicity, ecohomy and with minimﬁm power consumption.

5.3.2 Narrow-band Frequency Modutation using Crystal Cbnfroiled

Osciliator

Because the crystal In the oscid lator 1s used'fo stabilize the
frequency, ff-is difficult to modulate the frequency directly. However
it Is known that the frequency of a quartz crystal oscillator |
operating in the parallel mode can be changed slightly by varying

the capacitance shunting the crystal. Any deviation produced can be

used to communicate Information.

(86) (1966) has continuously varied the frequency of

Nob [e
operation of a crystal one part in a thousand without material
degradation of the frequency stability.

The most practical method of pulling the frequency of a crystal

Is by varying capacitance (using a varicap diode or ordinary diode)

'In series with the crystal.
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5.4 Line Links
When a subject and The‘recording Iné+rumen+, situated in
.differenT localities, ére connected by a tine, it Is said to be
using Line Telemetry. The line is a direct connection of some sort
between the transmitting and receiving stations situated at different
|OC;fiTieS. The common line used may be a pair of wires, coaxial
‘cables or telephone lines. The choice for the use, of course,
depends upon the availability, ease, cost, location and the purﬁose
of using the iine Teiemefry.
Some of the examples for using Iinerfe]emeTry arglgiven
below:
{a) In many cases when radio telemetry cannot be used due to
interference frém spark souﬁceé, spurious electromagnetic
fields aqd interference from other transmitters.

(b) It may be due to the difficulty of obtaining & suitable

site for the transmitting and receiving antennae. -

(é) I+ might be that a patient is recovering or being
treated at home and the effective clinical area is
I greatly enlarged by sending signals from patients at
home to the central clinic via the local telephone Iines;
Another example of this kind of application is the on-
line use of computer for the signal'processing of the
bfomedicai data and availsbility of analysis from the

patients who might be in a different building.

Some of the basic considerations Iike the probfem of transmitting
information In the presence of noise are the same for both radio and

line links. The main difference is due to the difference in the
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properties of the propagaticn media between the transmitting and
recciving systems which vary enormously over the range of
freguencies used for transmission. The principlvs applied fo the
bandwldth and noise in relation to data input are the same as for é

radio {ink.

S.4.1 Wire Link
An ordinary wire Iinklconsisfs of the [ine circuit which may be
- éither a +1wo wire or foﬁr wire configuration and the associated
Transmiffing and recejving terminal equipment.
| For short dis+§nces and cémparaTi&e]y simple forms of signals, a-
éonven+ional pair of circuits can be used as for,+e|ephone working.
_ The impedance taken for termination is 600 ohms, and the apparatus designed

uses a characferisfic impedance of 600 cohms.

5.5 Telephone Link

A telephone link is a form of line link where the biomedical
data can be sent over the public telephone network.

Direct analogue transmission of bicmedical signals on the
- ordinary or switched telephone network is difficult due to +he‘low frequency
attenuation characteristics of the system. 7This is due to the
repeating coils and the use of series capacitcrs and sﬁun+ inductors
for signalling and other purposeg. There is relatively more |
attenuation at the Iowef and higher frejuencies. However the telephone
network can be modifled to reduce frequency attenuation or specially
rented telephone lines, available in the U.K., may be used for
permanent short orrldng distance transmission.

Instead of using the telephone lines directly for transmission
of physiological data, the signals can be changed into wavering

audible tones. The audible fone is then ftransmitted through the
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alr to the telephone mouthpiece, where It is converted to an
electrical signal for transmission in the same way that éhy voice
signal is handled. The blomedical signal may be used to modulate

a carrier frequency in the audio range and variation in the carrier

(audio range) can be coupled to any telephone.

5.6 Tape Recorder
A tape recorder may be used to record the biomedical signals
and these can be processed fater with the computer. These signals may

also.be transmltted via a telephone.

A tape recorder is also used as a data storage device carrieaq
by the éubjecf In certfain circumsfanCes when radio telemetry cannot
be.convenienfly used. The situation may arise when the distance to
be covered Is too great for efficient radio telemetry or if the
- subject muéT be left fo himself for a long period andlabie to move
about freely. | |

The present quallty of the ﬁockef—sized miniature Tape'recorders
for entertainment purposes, with the addition of a simple modulafing
device, makes ECG storage possible. Such a system was described by

87 88 :
Hertsler (1967) and Livingstone (1968) and was manufactured by Depex.

A further advantage of this recording device is that only one
central playback and processing installation need be used for various

recording units. In this way many subjects can be treated by different

investigators at the same time.



5.7 Photocoup fer

There are some situations and areas where both line and
radio telemetry are not very practical to use. _This sort of
situation may arise in an operating theatre where inferference and
spurious disturbances from numerous eiec?ric equipmenf makes
radio telemetry impossible. This situation may a{so make line
Telemetry impfacTicai.and hazardous due to connecffng cables.

The photocoupler, which is @ much more simple and_reliéble
means of wiréless connection, finds its use In these siTuaTIéns.

, 89 -
{Van der Weide el al, 1968).

5.8  Acoustic or Ultrasonic Link

- -TelemeTering of physiological data is often féquired from the
subjects under water fc the monitoring station over the surface. It
was foﬁnd, by Anderséﬁs(lg70), that an ultrasonic or acoustic link
provides fthe longest range in water. The velocity of sognd is

Independent of . frequency but the attenuation Increases with
increase of frequency. The use of sound signals for the transmission
of information under water means that a signal may arrive at a
particular receiving point over severai paths. Since the different
paths wiLI generally have different lengths, the arrival over a
range of time can seriously distort the signél. Siow transmissions
are less attenuvated than fast ones and the magnitude of this
problem generally increases with increasing range. Frequency
Modulated signals are less affected by multipath problems than the
amplitude modulated signals. However, the problems of multipath
reception echoes and background noise are improved by transmifting .

the physiological data slowly and in digital form,

|80
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5.9  The Receiver System

.The function of any receiver system is to extract the
inielligence from +herfransmi++ed signal at some remote station.
A typical receivingsystem usually has a recieving |ink followed
by some sort of amplifier and a waveshaper. Once the incoming
signal fs given a proper waveshape, then it is decoded and displayed
on a convenient recording instrument. The receiving end depends on
the Transmi%fing Pink, If fhe Transmitting l;nk is radié, the
 receiving system will have a radio receiver followed by an aﬁplifier,
E waveshaper and decoder. |f the transmitting system ha§ a line Iink-
then the receiving end is simply a decoder with some sort éf buffer

amplifier,

5. 10 Radio Receiver

Conventional superhetrodyne recefvefs are commonly used for
radio telemetry work. They combine the advantages of a fixed fregquency
receiver with variable tuning. The incoming sfgnal Is combined wifh‘

a signal from a local osciilator in a mixing device and the output is
obtained at another frequency (the infermediate freguency). Most
of the radio frequency amp!ifica}ion is cbtained at the fixed
}n+ermedia+e frequency. A diode detector may be used to obtain
the demodulated sigral from fhe radio ffequency signal.

| A frequency modulated receiver is used as a receiver for the
frequency modulated +ransmi+fer. It consists basically of a receiving
aerial, freguency tuner, intermediate frequency amplifier, limifer_
and de+eé+or. AIThéugh these are the basic parts, the receiver may

have other added c¢ircuits such as automatic gain controi (AGC),

automatic frequency control (AFC) and a phase lock loop.




5.10.1 Phase Lock Loop

Very weak sigha]é can be picked out from the othuT of the.
receiver.by using a phase lock loop. This is also knowa as correfation
or synchrdnous detection. The basic idea of using an oscillator in
the receiver synchronised with the received signal was first
proposed by Woodyard ':in 1937 but the preseﬁ+ technique of the
phase locked loop was deve}oped mainly in recent years.for colour
television and telemetry. |

Ny Is'é closed loop sysfem which compares.fhe phase of the
“local signal with the incoming signal and fbrces the local éignal
Into step WITh the incoming signal from the transmitter. The oscil[afor
produces a referencé ;igﬁal for compérisoﬁ with the Incoming signal.:
The arrangement is shown in figure 5,2, |

A filter that wifj pass only slow changes (low pass filter)
prevents any Eéﬁfd changés In the IOéaIly genera%ed sine wave in
response to momentary disturbances in +He received signal. A‘c!ear
signal comes out with an Indication of frequency.and phase changes
due to modulation. The inablility to shift suddenly is equivalent
to rejecting noise by a very narrow band filter adjusted around fhe
transmitter carrier frequeﬁcy. If fading suddenly removes.several
cycles completely they will be inserfed at their proper piace by the
local osciilator and a fgw extra Impulses added by nolse will not

appear in the output.
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5.1 Antenna

In the fransmission of biomedical data using a radio tink, the
‘anienna at the Transmif?ing-end is situated In +ta radio frequency
transmitter. ‘AE +hé feceiving end it Is situated in the input to
fhe fadio receiver.

fhe purpose of the transmitting antenna is to radiafe the
Tranémiffer output power in the desired direction with as high an
efficienéy as possible. ' |

Since the transmitting antenna may be.si?uafed close 1o a
human body, (in the case of a transmitting system carried by a mobile
subjecf); iT is desirable to study the influence of the human body

on the performancé of the antenna.

5.11.1 Effect of Human Body on the Performance of Antenna

Krupka(QO) investigated the effects of the human body on the
performsnce of a smali slzed communication system with a whip antenna
in the frequency range of 30 MHz to 150 MHZ. |

Magoye 9!

and 8uchénan et al(92) invesTiQaTed the e%fecfs
Qf the human body in the range of 45 MHz -~ 102 MHz at 102 MHz, 450 MHz,
. 800 MHz and 6 -~ 280 MHz respectively.
' However, the effects of the human body on the performance of
an antenna is studied as fol lows. |
The proper radiation arrangement of a transmitting system,
wahouf the effect of the human body, consists of the whip antenna
and the outer surface of the conductive system box. |t may be
schematically represented as shown in figure 5.3.
A current Ig flows_from the generator to the whip radié?ing

element and Is is the reverse current which flows from the inner

surface of the system box fo the outer surface. These currents may




Whip 9 , %
Antenna s 7‘\\\\\

L

Figure 5.4

Figure 5.3 Basic Small-sized Telemetry system arrangemesnts.

Figure 5.4 Approximate Equivalent Circuit of smal [-sized
telemetry system in proximity to the human body.
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be consi&ered as in-phase antenna radiafivé currents. In pf?ncip!e
this configuration is simiiarlfb an asymmetrical sleeve:dipole.
Hence the input impedaﬁce may be approximated by fhe sum of the
upper whip antenna impedance

Zg = Rg + JXg

and the cuter conductive box surface impedance .

7Zs = Rs + jXS

in series.

The human body is a very complex siructure but from some known
properties of the human tissue an equivalent electric circuit of
the body can be approximated.

Schwantgs)(94)

has measured tissue impedance using d.c.
and a,c. cqrren+s. Current flowing through body tissue causes local
heating and other effects. The d.c. and a.c. effects observed in
+he.body are different. The body response.to a.c. currents is an
indication that the body is frequency depehdenT. It may be deduced
from this that +he human body contains imperfécfly'conducfing
components which, among others, give rise to én external real
resjs#ance and are more or less distributed among components having
é dielectric character. The electrical fengTh of imperfectly
conducting coﬁponehfs has a value comparable to the wavelength of
higher frequencies. Therefore, it is clear that the current floWing
Through them mugf ra&iaTe, and radiation necessffafes the existence
of an impedance. Hence, it ﬁay be supposed that fhe human bedy Is

electrically equivalent to a circult consisting of :

1) A real dissipative resistance (Rd)
2) A real radiation resistance Rp

3} A reactance jXy




The deféiled information concerning the valués of these three
impedance components 1s not obtainable. |+ may be reagoned that
Rr and Rd # 0 and JXT as an antenna reactance may take on various
positive and negative values including zero In its dependence on

frequency. An interesting assumption is that jX, = O for a certain

..|..
frequency. This may be considered as a "human body resonance™. On
the above assumption a human body represents a radiating element

for higher frequencles, surrounded or permeated by a dielectric

medium and strongly damped by a dissipative resistance. |[f a whip

antenna is situated in close proximity to such an element, a coupling

arises, Since the antenna proper consists of two elements, (the

whip and the box), there also exist two different couplings.

I Whip-to-human body coup!ing

It is shown in figure 5,3 and may be characterized as similar

(in principle) to each of two coupled cylindrical radiating elements.

-The first is the whip which is a driven element and the other (the
body) is.a passive one. For a short distance beiween these elements
of 0.037°to 0.1 in the frequency range 30 to 150 MHz, this coupling
is sTronQ.

2. Box-to~human body coupling’

This coupling, from the box to the body, is shown in flgure
5.3. |+ is mostly capaCiTive'ih nature, résembling a lumped form.
. From these considerations an approximate equivalent
circult of a small sized‘fransmiTTing system in proximity
to the huhan body is ésTainshed as shown in figure 5.4 . Tﬁe Tnput
impedance of such a system is determined by the impedance aT-The

generator terminals of this circulft.
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I+ élso follows from these facts that a complete
antenna circuit of a pocket-sized or portable system consists of two
radiating elemen+s.' | |
l. .A proper antenna circuit consisting of a whip radiator
and a system box, similar +o-an asyﬁme#ricaf sieave
diﬁo!e. |
2. The subjecf's‘body.
This appears TQ be a two-eiement array built dﬁ in a rather unusuai
manner, Krupka(QO) found that the human body acted as a director at
frequencies below 6C MHz. That is, the maximum signal was received
when the body was interposed between the transmitting and reéefving
'anfenna; while the minimum signé] was received when the body was not
interposing. Krupka further es+ablished.ThaT the bddy resonant
frequehcy lies befween 60 MHz and 80 MHz, and at 150 MHz 1t acféd
asra reflector. When acting as a reflector, the maximum signél is
received without interposing the body between the +ransmif+ing and
receiving antenna.

MagoyeL2”

found that the body acted as & director between
45 MHz -~ 55 MHz and a reflector above 60 MHz including a frequency
of 102 MHz. He also found that the body acted as an antenna - a
boor antenna, at all the frequencies. It was a comparatively better
antenna at 450 and 800 MHz than at 102 MHz. |
Buchanan et al(92) also found that the body acts as a

director between 6-60 MHz and a reflector above 60 MHz in the range

of 6-103 MHz.

188




5.11.2 Problems of Biomedical Telemetry Antennae

A biomedical felemetry antenna presents certain problems when
used on a mobile subjeCT close 1o the body.

l. - Length of Biomedical Telemetry Antenna with Respect fo

the Wavelength.

The anTenna must be a reasonable fracticn 0% a wavelength
for it to radiate efficiently to a point in space far from the radiating
elements. |T is usually short with respect to the wavelengfh(47).
As a result it can resonate with lcading which infroduces some
resistance in the resonaﬁf circuit. The presence of resistance will

reduce the antenna efficiency whereby r.f. power will be dissipated

as heaT instead of being radiated.

2. Proximity of the Antenna to the Human Body.
The effects of the human body on the performance of a biomedical

telemetry antenna is described earlier.

3. Movement of Antenna

The movement of an antenna on a mobi le éubjecf varies the
capacitance ccupling between aerial and electrodes. This becomes
more serious when the referénce point of the circuit is conneéfed to
an electrode, as In the case of ECG telemefry. The body-earth
capacitance in this case is seriously increased, which increaées the
Transmission loss. Moreerr, the orientation is varying, not only
In time but aisorfrom case to case.

However, no theoretical considerations appear to be applicable
as ye+(47). The If?erafuré on radio propagation, though adequate for

many radio transmission situations, is not adequate for even the
g

average situation in biomedical telemetry.
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Using a formula for field strength at the receiver antenna

given by Buchard(96)
ffNT hy hr
Fo = ke .__2._._
R
f = frequency
NT = TransmiTTef output power

'h+, hr = ftransmitter and recejver-antenma heights

R = range

The difficulty lies with the factor k, which is a sort of antenna
‘efficiency and is in most cases less than O.i. The efficiency depends
not only on the position of the antenna, but alsc on its lengTh.in
proportion to the wavelength and to the subject's dimension and on
the shape of the antenna.

| Thére are various positions of mounting and types of antennae.
"The most commonly used biomedical telemetry antenna is a whip
antenna. A vertical whip antenna allows a sultable signal to be
directed outward along all directions on the surface ofThe'eérTh. This
can be used at the back of the subject or can be -fixed (stationary)
between the shoulder and waist.

Krupka(QO)

carried out transmission measurements with a whip
antenna at various ﬁosiTiOns and heights. He estab!ished that the
galn of any antenna system is determined by two factors.

(a} Antenna directivity

(b} Antenna efficiency

The ‘antenna directivity cannot be expected to be high, for
the most part it should be close to that of a dipole, efficiency

should therefore play the main role. The antenna efficiency is

atfected by the magnitude of radiation and dissipative resistances




{given in the last section), the magnitude of fhe coupling |
im@edance-(beTween the anfenﬁa.circuif and the bddy), and the |
general circuit configuration. The efficiéncy_may bé improved by i
+hé increase of the radiafion-résfs+anée Rg of the radiating _ ‘
element. That is, by a prolongation of the e!éménf fgngfh. Rag
reaéhes i+s maximum when the whip antenna operates in the region.
of ffrsf parallel resonance.

A cable from the waist fo shoulder can be used as ah antenna for _- ‘
bidmedical‘TelemeTFy systems. ) R ‘ ' |

Shepherd and Chaney(97)

recommended an earpiece cable
.connecfed to a ferrife core as the best construction for a‘frequency ._1
of 40 MHz. . | - . . S
| In soﬁe'sifua+iqn5, such as The_persénal ECG transmission where

biomédical felemetry systems are required, the antenna severely

Iimits the achievable;ﬁﬁennawefficiency. A protruding antenna ‘
' which changgs a person's outfine may be déngerous during the
, movement of the subject. | |

Magoye found that at 102 MHz, the physical size of the

drFVen antenna is such that it is most inconvenient for the subject
To carry. However, modifled forms-!ike‘fhe Marconi and loaded -
antennae could be used. He a!$o found that at 450 MHz and 800 MHz
”(and other higher,frequenciés) the slize of the driven element is
small compared with the height of the subjécf and when fhese.antennae
are used, virtually nolreSTrfc+Ion is placed on the movement of the
subject. ‘

On the basis of his work he suggested that 450 MHz and 800

MHz frequencies are preferable to (02 MHz allocated by the Post

Offtce (in the U.K.) for biomedical telemetry.
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Krupka justifies the use of +this ffequency
but Kupier{ES) experience indicates the opposite. He found that
at the higher frequencies the transmission perfcimance is of

inferior quality, but the quallty of reception can be optimised.

5.11.3 Receiving Antenna

In some ways the réce|V|ng antenna does not present as many
problems as the transmitting antenna. This Is mainly due to The
situation and mounting position. In normal circumstances the
recelving antenna is not moved and will not be ciose to any medium

Uthh can havo any effect on the electromagnetic radiation.
Y g




CHAPTER 6

PRACTICAL SYSTEM

6. In+rod¢c+ion

The mulfichannel biomedfcal telemetry system To‘be describedh
is a four channel system using delta modulators as the encoders for -
analogue signals from transducers. The physiological data froﬁ
different channels are muitiplexed by time division and may be
telemetered by radio or a {ine link. Both essentially consist of a
transmitting and receiving'syéTem.

The transmitting system to be described refers to the whole
unit. This encodes the input physiological signals, the coded signals
are then multiplexed and comb i ned with a synchronisation pulse to form
a time division mulfiplexed signal to be telemstered.

Similarly the receiving system fefers To the whole unit which
receives the Time-division multiplexed signal from the transmitting

link, demultiplexes and decodes it Tb obtain the analogue signals.

6.1 Design of the System

In order 1o design and construct a compact portable multi-
channel biomedical felemetry system the foilowing.poinfs wére taken
Into censideration:

!. The system was designed and constructed so that the circuitry
was kept simple with minimum components to reduce the size and power
consumption. The low power TTL microlegic available at that +ime
was used to implement the circuitry.

2.  The frequency for the transmission of the biomedical signals
via a radio link was chosen to be between 102.2 MHz and 102.4 MHz.
for class 11} devices' as allocated by the Post Office in the U.K.
This range lies in Thé domestic frequency modulation range of

transmission (88-108 MHz). Hence a domestic FM recelver was usaed to

receive the transmitted biomedical data.
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3. The iﬁpor?anf frequencies (given helow) associated with the

system based on defta modulation for telemetering biomedical data

'were chosen as follows:

(i) The bandwidfh of the low pass fitter in the

| decoder of the delfa modulator {fo)

(fi} The clock frequenéy (fs) | |

(iti) The charac#er‘sTic frequency (fc) or the break frequency
of the overload characteristic. (That is of the RC

circuit in the feedback loop).

{i) Bandwidth of the Low Pass Filter (fo)

The expression for, the signal-to-noise ratio.in terms of filter
bandwidth (fo) and other frequencies as derived in Chapter 3 is

given by

w

2 s
—5 '?———2 {(5.1)
T

q -8

=

This shows that the signal-to-noise ratio of the delta modulator improves
by 3 db/octave with a decrease in the filter bandwidfh (f,). Hence
the bandwidth of the filter is chosen to be as small as possible
which makes it equal to the highest frequency in the input signal.

Most of the biomedical signals except the electromyogram (EMG)
have a frequency range below 100 Hz. However, for clinical investigations
the frequency range of The EMG can be taken to be quite adeqﬁafe between

(52)

50 Hz and 200 Hz As a result, the bandwidth of the fil+er in the

decoder of the deita modulator was chosen To be 200 Hz.



195

(i1)  Sampling or Ciock Frequency

Having decided the bandwidth of the low pass filter in the
~ decoder or the spec*trum of the input signal to be coded the sampling
frequency (f_ ) was chosen as follow#:
The expression for signal to nolse ratio (equation 5.1) shows

that the signal to noise ratio Increases by 9 db/ocTaVe Wwith increase
of fs. Hence for higher input signal to noise fafio and large-
amplitude range the sampling frequency is incéeased but that increases
the bandwidth of the sysfem; The sampling frequency Is also related
to the quantization step size (d) of the integrator as

2 fcv |
fs == o zm

For a fixéd value of f, and v, an increase of fé decreases = . the step
voltage but contributes to the slope overload noise. While higher

values of the step vpl%aqe and hence sma}ler values of the sampling
freqﬁency contribute to The.quan+iza+ion noise. Hence in a prac+ica|l
system the valde of fs is chosen fo provide a balance between quantization
noise and overload noise. The value of fs was chosen to bé 20 times

the highest frequency in the spectrum of the inpuT_signa[ To bse coded.

For each channel the sampliné frequency was taken to be 4 kHz. Since

the frequency of the synchronisation pulse is equal to the bandwidth of one

channely, The frequency of the master clock in a four channe! system was

fixed as 20 kHz.

(1ii) Characteristic Frequency of RC lIntegrator

In the basic delta modulator fc is chosen in accordance with
the spectrum of the input signal. The spectrum of the input signal has

two features to be taken into consideration. First it has the maximum
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permissible amplitude set by the condition +o'avoid overloading,

secondly it represents the highest Input frequency that would be
‘ accommodated in a practical system. Thls is due to the overload
characfegiéfic of the delta modulator with an RC inTegraTdr.. In
practice It Is desirable fo work as closely as possible to the.
overload conditlion In order that the signal-to-noise ratio méy be
kept as high as possible. .Hence fc is made equal to the highest
frequency in the input signal at which its amplitude just overloads
and.beyond this frequency the amplitude of the signal falls,

However, an expression for dynamic range in terms of fC as

derived in Chapter 3 Is glven by

v
max

Voln nif 5w f 52

‘This expression shows that forLa hiéher fc’ a lower amplitude range
(the ratio of the sinusoidal amplitude which must causes overload,
to the threshold amplitude) is obtained. The overload characteristic
of the RC integrator shows that a higher fc_allows a larger amplitude -
of the input signal to be accommodated for a given frequency. |

~ Lower values of fC give a better dynamic range and Improve on the
sigﬁal-fo—noiserrafio, especial ly when the input signal is subject
to amplitude Ijmif!ng.

Hence the choice of f. is a compromise. For the deita

modula+§r to have an approximate slope overload characteristic for .
all frequencies in the spectrum of the input signal, it was chosen to

be equal o 8 Hz.




6.2 Transmitting System

In the case of the multichannel +transmitting system, using
the radlo link, the encoded time divislion multiplexed signal frequency
meodulates the carrier, The transmiiting system consisted of .the
following and is shown in figure 6.19.

. Transducers and signal conditioners

Z. Encoders

3. Clock

4, Muffiplexfng unit and combiniﬁg eircuif

5. Transmitting fink

6.2.1 Electrodes and.SignaI Conditioners

fhe electrodes and transducers used to acquire the biomedical
signals are described in Chapter 2. The signals obtained by using
tThese elecTrodes often need fo be properly amplified before codjng.

The amplifier used for this purpose is also described in Chapter 2.

6.2.2 Encoders (Modulatcrs}

The analogue biomedical signals obtained are amplified and
néed to be coded in a suitable form prior to actual transmission.
The coder used in this mulfichannel system is a delta modulator for
each channel. The‘del+a modulator or modified del%a modulator as
used ls described in Chapier 3.

| The practical modified delta modulator uses an operational .
émplifier as the amplitude quantiser and comparator, a D-type flip
_flop withan RC integrator as a zero order sample and hold clrcuit,
two resfsfors as a Kirchoff's adder and a refereﬁce voitage. This

Is shown in figure 6.2 with the values of components.
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Inputs from Transducers.

Transmitter

! :

M2 M3 My
? L] 3 f
[f— sync.
= R
|
oz

M, - M, Encoders (Delta Modulators) E - Combining Unit
V - Astable Fllp Flop as Clock : o My = Frequency Modulator
RI‘_ Ring Counter ' ' T = Radio'Frequency_Transmiffer

Figure 6.1 A Block Diagram of Four Channel Transmitt+ing System.
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COMPARATOR ‘Positive supply = 4V
Negative supply = 1.3V
= : (For operational amplifier
‘ ' only)
Figure 6.2 Practical Delta Modulator.
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Figure 6.3 Waveform of Delta Modulator.




" The diglital oufpuf.from the D flip fibp is lnfegraTéd by
the RC tntegrator. Instead of ﬁsing a subfracfor to form an'error,
anladder is used and the zero state of the flip fiop Is fed back
"~ fo the ﬁC circuit. The voltage across the capacitor is presented
o one haif of the Kirchoff's adder, The.oTher input fo this
adder is compared with the reference voltage in the comparafof and,
depending on wﬁefher the difference is greater or smalier than the

reference voltage, one or zero is fransmitted. While the flip flop
recelves its next pulse, it takes the state of The.compara+or as
shown In figure 6.3. Dual in-line packages (DIP) are used (Heare,

lvison and Qazi)(gg) to achieve a smal!l and low power sys+ém.

6.2.3 Clock

The clock initiates the actlon of the ring counter which in
turn provides a clock pulse for the sample and hold circuit of the
modified delta modulator. The clock also helps to provide a

synchronisation pulse in the time division multiplexed signal for

a multichannel sySTem. The frequency of the clock should Ee short tarm

stable, and immune to changes in temperature and power supply
Yarlafions. A muitivibrator circuit can normally fulfil the
requlrements of a clock buf its circuitry involves more components
and hence.uses more power. It is also moré sensitive fo the changes
of temperature and power supply variations. Various other circuits
were tried to obtain the characteristics mentioned above.

Practical Circuit

Finally the practical circuit was developed and used as
shown in figure 6.4 . It makes use of two of the four gates in one
single Integrated Circuit (1C)} circuit SN7400LN. This IC Is a
quadruple 2-input nand gate and is a low power TTL logic Dual~in-

line package.

,
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The effect of temperature cn the frequency is shown as follows:-

At ambient temperature (23°C) frequency = 20.00 KHz.

At 48°%C frequsncy = 20.45 KHz
At 6000 frequency = 20.88 kHz
Supply voltage = 4Y

= 0.72 mA

Current consumed

The effect of these temperature variations on-frequency was better than
with the other circuits fried. The potentiometer (10 kohms) was

used to adjust any variations In the frequency required.

6.2.4 Multiplexing Unit

A time division multiplexing unit is basica{ly a countling
or sequencing device and a combining unit. The sequencing is
accompiished by using an electronic counter and the combining unit
-uses NOR gating circuits,

A chain of binaries in which *the first is coupled to the
second, the second to the third, and so on, with the last coUpfed
back to the first, is called a ring counter. In such a counter each
binary device receives its triggering signal directly from The.
external triggering source. The coupling between the flip flop is
not for the purpose of friggering but rather for the purpose of
favouring or priming only one binary so that it alone will respond
fo‘The friggering signai. One stage of a ring counter is in the
state one (!} and all other stages are in the state zero (Q). With
each succeSSivé friggér the '[! sTaTé moves to the following flip

flop. |
The time division scanning is obtained by the master frame
generafﬁr driven from the system clock. Hence the sequential
pulsing unit fed from the frame rate generator is therefore held

to the system clock frequency.



.The other aspect of +heLTime dTvision multiplexing Sy§+en) which
is_requirea In the simple system, Is one synchronisation pulse transmi+ted
per frame to give the reference to which the remaindef of the frame
is locked.

A Nand gate is connected to the output of each individual
flip_f!op {n the counter. The number of fiip flops (sfages) in
the counter corresponds to the numbéf of channels. When the desired
number has been reached, forming one complete cycle of the counter,
the output of the Nand gate inhibifs the input to the counter. The
output of the Nand gate iSMUSed to provide a signal to the start. of
the counter and is-used és a synchronisation pulse for one cycle. -

Practical Circuit

The four D flip flop SN74L74N, connected as in figure 6.5
forms the four stages of fhe ring counter. The input to the first
stage of the counter is obtained by ahdin9‘+he inverted output of
each D flip flop in the counter. Each flip fiop of the cqﬁnfer is
supplied with the frigger pulse from the master clock (20 kHz) of
the system. TheNand gate used Is an’ SN74LZ0N and its output Is

inverted to provide a synchronisation pulse,

6.2.5 Combining Unit

As menticned earlier a time division multiplexed signal is a
‘éomposife signal gpmposed of a number of da%a channels and a synchronising
pulse, each appearing at a time slot allocated for it. The signals
Td be multipliexed are +he'oufpu+s of the delta modulators and the
synchronisation pulse. The outputs of the delta modulators are
supplied with a clock pulse generated from the D flip flops and
seduenced by a ring counter. Each cycle of Thé ring counter clocks

once each channel delta modulator, When each del+a
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modulafor is clocked +hé-oufpu* is Ioéicéily 'ANDED' Wlfh the clock
signal.. This is further combined with a schhronising PUlse
lachieved via a logical 'OR' gate to form a composite signal. On
eaéh cycle of the ring counter a 'one' is always present at the
multiplexed signal in +he'syncﬁronisa+ion position. The sighal
'obfained is transmitted on The_radio link or {ine link.. The fouf‘.
channel encoder and-multipfexer Is shown in figure 6.5.

Practical Circuit

The output of each déITa modulator is gated with the
,corresponding clock obtained from the output of the counter. fhe
SN7400LN microcircuit, haying four gates on one IC, is used for four
channels. The odTpuf of fhese gates is combined by using a SN 7420N
.and finally a SN7400LN is again used to form a composite time division

mul+lp|equf'signal.

6.3 Modulator and Radio Frequency Transmitter

The time division muifipleged signal in This.mul+ichannel
system is to be sent either via 2 radio or a |lne iink.' Vartous types of
modulation can be used for the radio link as described in Chapter 5.
Due to the advantages mentioned in Chapter 5, narrowband frequency
modulation is used as a mode of Transmission for the time division
mulTiplexed sysfem.

The time division multiplexed signal is coupled to the radio
frequency transmitter via a coupling network and modulates the
carrier generafed“in the radio frequency oscillator. This is shown

in figure 6.6.
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6.3.! Radio Frequency'OséillaTor
| It consists-of a crystal conTrd!!ed osclllator where the crysTaj

oscilié%es at the seriés resonance of fhe.fifTh overtone with a frequency
E of 102.35 MHz. The crystal coano!ied oscillator gives a better
frequency stability. The circuitry used is that of a derived Colpitts
oscillator. | | |

- The inductance LI'Together with the capacitance CI and C2 in
series’makes The series selector tank circuit o§pi!la+e at the fifth
overtone, in serieslresonanée with a frequency of 102 MHz. This is
shown in.figure.6,7 . The base-emitter capacitance Ci’ In conjunction
with Cz'forms an impedance divider. By neglecting the earth
connections, C' and C2 éan be taken in series with the crystal and
feedback occurs between the emitter and the base of the transistor
fhrough The'crys?al; C! also acts fo minimise the effects of
transistor juncTion capacitance on the frequency of oscilliation.

Practical Circuff

The freduency modulated transmitter consisfs of a crstal_
conffoiied osci liator, modufafihg circuit, coupling, and matching
circult to the antenna. Aé mentioned earlier, a frequency modulated
system works on the principle that the frequency of the radiated
'signal is deviated from the central carrier frequency by an amount
propdrTionaI to the instantanecus amplitude.

bne way of achleving Thislis to deviate the frequency of
the resonant circult of the carrier oscillator by the modulating
signal, using a voltage variabfé capacitor connected across the tuned

circuit of the Transmif*ér oscillator.
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A reQerse biased semiconducfér diode has a depletion layer
that acts as a capacitor. The capacitance value of this depletion
layer depends on the value of the applied voltage. Junctions can be
designed to have a large value of capacltance that can be varied
over a wide range by comparatively small voltage changes. Since a
- smal | deviaT}On ih.+hé carrieronly Is required to achieve a narrow-
band frequency modulafion, an ordinary reverse, bias diode Is used
for this purpose.

The carrier fréquency osci tlator, as described earlier, is
a crystal coﬁfro!ied derived Colpitts oscillator. 1t is usually
more difficult to deviate the oscillator frequency by varying the
éapacifance across the tank circuit. However, varying the voltage
across THe diode with the modulating signal causes the instantaneous
qapaciTance to vary in sympathy and déviate the carrier frequency
enough for our purpose. |

Direct narrowband frequency moduiation is obtained when an
osci llator is modulated by the variable voitage capacitor. fhe
circuit used is shown in figure 6.6 . The oufput from the combining
unit is applied fo the crystal controlled oscillator via a coupling network
shown in fig. 6.6. The analysis for the osciliator is given in Appendix |,
The digltal multiplexed signaf is coupled by a choke and a capacitor
o éar%h, fo remee any high frequency component present in the
signal. The two resistors, forming a poTen+IomeTer network, are used
-~ to bring the varying TnpﬁT signal voltage to a suitable value to be
applied to the reverse biased diode. The varying signal voltage
applied across the diode changes the capacitance and hence deviates

the frequency of the crystal controlled osciltator. A 3-30 pF




variable capacitor is used to adjust the frequency of the oscillator.
In ordéer to reduce the interference from the oscillator to the

modulators, 1t is necessary to keep the two units at some distance.

6.3.2 Coupling and Matching of the Antenna

With an effective tank circuit, Q, of-12 or Thereaboufs in
the transmitter, the impedance ratio at resonance to that at the
overtone frequencieg is not very high. As a result there dévelops a
harmonic voltage for radiation purposes across the circuit. The
modern regulation permits a maximum radiated level of 40 db below
fundamental or 200 mW (whichever Is less) for individual.harmonlcs.
To comply QiTh this it is necessary to devise an antenna couplling
circuit which discriminates against the higher frequencies. Also,
fﬁe place where radio frequency power is generated is Qery frequently
not the place where it is o be utilised. This is the case with the
transmitter and antenna. |n order to transfer the maximum power, a

matching or coupling network to the antenrais used in the transmitter,

as shown in figure 6.8 . The coupling is achieved by another resonant

circuit. In order to remove very high fréquencles produced due o
overtones, one end of the resonant circult Is connected fo
~earth via a 22 pF capacifancé.‘ It is also connected to the supply
voltage with a radio frequency choke so that the supply voltage is
only used for the D.C. blasing and operation of the transistor,

The variabje capécifor can be used to tune to the antenna.
From the Tfansmiffer to the anfenna an impedance matching condition

must exist between the output of the transmitter and antenna. Since

a given anfenna has a given value of impedance, some sort of Impedance

transformation is needed for the matching.
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A number of impedance transformations exist, the choice
of which depends on the antenna impedance, the transmitter output
impedance and the frequency, etc. of operation.

The method used here is the tapping of the capacitance of
a parallel LC resonant circuit situated in the output of the
transmitter. This is shown in figure 6.9. The equivalent circuit

of the matching unit is also shown. |t can be shown that

25,3

T RN S
21’3 (C‘ + CZ)

The antenna (monopole) Is connected at the point common to both
capacitors connected in series. The tuned circuit serves the double
purpose of The matching unit and also for selecting the carrier'
frequency. These two funéfions of the circult can be expressed

mathematically

fo is the transmitter centre frequency 102 MHz.

P iy
Zout ~ ((_"' - y -

| f RL is the load (i.e. aerial) resistance, R is the output

out
impedance of the transmitter at anti-resonance, then

R = —_— L
out ¢ Cl . )
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Figure 6.8 Matching or Coupling Circult in the Qutput of
Transmitter.
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6.4 Receiving System

In the cése of a transmitting system using.a radio link, the
réceivfhg system consiéfedof'a FM receiver (RF/IF uni+), used in
conjunction with a discriminator, % waveshaping unit, a demultiplexer
and decoders. This is showh in figure 6.10. The time division
muf+iplexed sfgnal is then applied *to the JK flip flops together
. with a strobing signa['from the ring counter which is correctly
. timed. The outputs from the JK flip flops are con#erTed to analogue -
form by RC integrators. The high fréquency components, due to the
clock, are removed by passing i1t through the ‘fow pass filter. Hence
the receiving system consists of the following:

l. RF/IF unit with discriminator

2. MWaveshaping unit

3. Synchrenisation unlt

"4, Demultiplexer
5. Decoders

6. Filters

6.4.1 M Receiver (RF/1F Unit) and Waveshaping Unit

A Pye FM tuner was used fo receive the multichannel biomedical
data from the radio link and the output was tfaken from the output of
the discriminator in the tuner. Since this output is the result of
converting small changes in frequency ihfo corrésponding output
voltage changes,iThe output obtained needs to be properly waveshaped
before demultiplexing and changing it into the analogue form. Hence

the waveshaping unit filters the undesired frequency components from
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Figure 6.10 A Block Dlagram of Four Channel Receiving System.
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. the output of the discriminator, amplifies it with an A.C. coupled
amplifier and changes it into square waveform using a Schmitt
trigger. This is shown In figure 6.11.

-Pracficaf Circuit

-The output of the discriminator is cdupled'fo the emitter
foltlower by a series diode and a éapaci?or.. This ensures the D.C.
leve! of the signal and removes the hum and qu frequency compoﬁﬁﬂfs.
A small capacitance across the diode filters the high frequency
components.

-Amplifier

An emitter follower before the amplifier sefves as a buffer
between the tuner discriminaTof and fhe.resf of the circuitry of the
recéiVer system. Its high Input impedance minimises the loading on
the receiver, whilte its low oufput impedance ensures the matching
with the ampiifier Thaf fol lows.

The ampiifler Is 8 two stage high gain A.C. coupled amplifier.
The transistor used is a ZTX 302 (NPN) for the first sfage of
amplification. This is followed by a ZTX 501 (PNP) transistor used
for the second stage of amplification. The.ou?puf of the amplifier
s coupled to the Schmi+t trigger via a éapacifor. .A diode is
connected to earth to restore the D.C. value fost in the capacitor
coupiing.

Schmf++ Trigger -

" The ampiifiéd'signal needs to be converted to a square
waveform. A Schmitt trigger employs two ZTX 30! (NPN} translstors
and ;onver?s the signal into 2 square wave. The square waveform
~Is inverted to match the logic circulffy o féllow. The

waveform is inverted by a single ZTX 50f (PNP) fransistor.
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6.4.2 ° Synchronisation and Demultiplexing

In +ime division working, synchronisation has to be maintained
between the master rate of the multiplexing sequencé ana the slave rate
of The.teiaTed channel separation process (demultiplexing) at the

" recelving end. Hence the demultiplexing process is the reverse of

| multiplexing. In order fo demultiplex correctly a synchronisaf?on
pdlse is added affer the completion of every group of channels in
the multichannel data on the transmitting end. On the receiving end,
once the data is properiy synchronised or !acked, The demultiplexing
is simply a matter of separating the respective channels.

- This.is acﬁieved by using the received data to obtain clock
lpulses‘on the receiving end and using this clock to drive a ring
counter. The output of the ring counter is then used to sTrqbe the
pulses from the received multiplex data into the flip flop, and is
demulTipIexed:Synchronisanon is achieved by ailowing the ring
counter to proceed only at the end of a cycle, providing alll is present
on the received data.

The pracTiéaI circuits and their operation are glven in The
following sections. The circuit of the four channel demul tiplexer and

decoder is shown in figure 6.12.
6.4.3 Clock

The clock on the receiving end is used for driving a ring
counter, hencé for better synchronisation the received multichannel
data is used for obtaining these clock pulses. The time-division

' muifiplexed data, having been waveshaped, Is integrated to remove any
spikes present, and passed through a buffer gate. It is then applied
to the J-K flip-flop and the nand gafe.for demultiplexing and g

synchronisation. The time division multiplexed data 15 also
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delayed to make the timing certaln, differentiated and recflfied_fo
obtain only the positive pulses. This is shown In figure 6.i2

The positive pulses thus obtalned are applied T§ the base -
of one of.fhe gates in the local multivibrator used for generating
the clock pulses. The clock pulses are then generated in the
conventional resistance capacitance coupled multivibrator shown in
figure 6.13 in accordance with the received time division multiplexed
data.

The circuitry at the receiving end is not very critical for
power requirements, hence the microcircuifs used are of medium power
resistor fransistor logic (RTL), The integrated circutt ({C) used_for the
buffer gate is an MC 799P,  The clock circuit uses MC 725 Nor gates
and the values of the rgsisfor and capacltance are:chosen;fo glve.

a clock frequency of 20 KHz. The remaining gates in the clock
circuitry are used to buffer the output of the multivibrator for

increasing the fan out,

6.4.4 Synchronisation Circuitry
The fransmitting system én a time division multiplexed
-g}gnal supplies a synchronisation pulse after the completion of a
~group of channeis in the system. The synchronisation pulsé in the
present system is always a logical one (1) and is used on the
recelving end to mark the beginning and end of every group of channels.
.The synchrénlsafion on the receiving end is obtalned by a

closed loop circuit in conjunction with the ring counter and two

And gates. This Is shown In figure 6.14.
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1000pF

IO%OFF

36k

Output waveform (20 KHz)

Figure 6.13 Clock Circult and Waveform.
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,Thefiand gates A and B, shown In the figure, followed by
Nor ga#es;‘acT as And gafes.- The progress of the counter is
inhibited when the InpﬁT to the counter is in the state One which
.is obtéined when all the four inputs to the gate B are Ones. This
state only arrives at the end of the cycle of all channels. Hence
when the received signal cdnfains a 'l"at the space allocated for
the synchronisation pulse, and provided that '|' is present at the
other input to the gate A, an output of 'I' will be obtained.
This is the fnpuf to the counter and the counter will be allowed
to proceed only at the end of each cyclé. It is seen that with every
synchronisation pulse a logic -pulse opens the Aﬁd gate To aliow the data
to be sent to the appropriate channel. The 'I! present in the
synchrenisation process may, in certain cases, be due to the over-
load and data channels. |In this case it usually takes a few cycles
before the 'I' locks to the synchronisation pulse. The probability

of such a case is not very high.

6.4.5 Demultiplexer

In orderlfo separate or demultiplex the multichannel data,
sequential pulses are obtained from the outputs of the ring counter

-for each channel to be separated. The demultiplexing is finally

achieved by using J-K flip flops, where the input to these devices is _
the multichannel data and clock pulses are taken froem the different

stages of the ring counter. The channels are separated depending Ubon

the time of the -clock pulée taken from the ring counter. The four

flip flops used for the four stage ring counter are medium power

logic MC 790P and the four flip flops used for the demultiplexing

of the four channel data are also MC 790P. The ring counter s

driven by a 20 kHz clock as mentioned before.
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| 6.4.6 Decoder

The demul?ipleked signal, which Is still In digital form,
. needs +¢ be brought into analogue form for each channel. As
mentianed eérlier the ‘decoder for the signals encoded by the delta
modulator is an infegrator. An RC integrator is used for this
purpose and it is the same 'in principle and circuiffy as the one

used in the encoder,.

6.4.7 Low Pass Filter

The recovered analogue slgnal at the oﬁTpuT of the decoder
contains inherent high frequency éemponenfsduc to the high
sampling frequéncy. A low pass filfer is used to filter out these
high,fkequency components. The bandwidth of the low pass filter is
'equal to the highest frequency pfesenf in fhe analogue slgnal.‘

The simplest type of low pass filter is the Rc network shown in fig.6.]¢

It
N

. 1t the total impedance

Then Z

H
A
+
™~
0

I .
2rfc

Since the network is merely a voltage divider

where Z¢ =

Cout ° Zc/Z . e

If A Ts the gain of the network
A= eouT/ein
Filters can be directly connected to one another with |it+le loss in

effectiveness if each has the same RC product, but R is increased, as

" for example the one shown In figure 6.15.
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Figure 6.15 Practical Low Pass Filter.
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Figure 6.16 A Low Pass RC Filter.
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Figure 6.17. Characteristic of Low Pass RC Filter.




FPractical low Pass Filter

A simple low pass filter from discrete components was designed
to filter the high frequency due to sampling. Ti.e filter designed is

a w-section with a band width - of 200 Hz as shown in flgure 6.17

- 6.5 Single Wire Time Division Multiplexing System

Any occasion when a wire can be attached, line telemetry
Is used. However, if many subjects need to bé monifored ih a central
moniforing room in a big hosbiTaI or, if a clinlc is to be connected
to the cenTEal éompufer for on-line processing oi s%oring the
biomedical‘da%a, one of the prime requirements is The_availabilify
of many channets. A novel technique (Hoare, Qazl, lvison)UOO) is
deve loped for obtaining many chanrels using a single wire and +ime
division multiplexing (TDM). It is a digital interrogative system
which works on the principle similar fo the address/raply system. [+
is a Two way transmission process where the inferrogating pu]ses
Travel from the decoder (receiver) end to the encoder (+ransm1++er)
end, and the data pulses +ravel in the cpposite d:recflon, one at a
time. The pulses travel along the iihé with a'velocify of
apprOX|ma+er 5ns/metre, and the fact that it is an lnTerrogaflve
system makes it slow for very long distance Transmnssnon.

it is anTt;npafed that the avaliable bandwndfh per channel
will be sufficfenfly farge to overcome fhe problem of noise and
thereby improve the threshold of encodiné. For example, if 100
metres of.co-a%fél cable is used, the clock'pulse repetition rate
could be | MHz. For ftwenty signals being muiTipiéxed there wouid be
apﬁroximafeiy.50,000 pulses per signal. This gives a high ratio of

clock pulses to maximum signal frequency for many blomedical signals.
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{a)

(b)

{c)
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Figure 6.20 Waveforms for Single-wire Telemetry System.
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6.6 Practical System

Biomedical signals encoded by delta modulation are Tefeﬁefered
by means of a single coaxial cable. The Thebry and des;gn of The‘deITa
modulator is given in Chapters 3 and 6. The b]ock.diagram of the
multichannel time division multiplexed system using a coaxial cable
is shown in figure 6,18,

Both ends'qf the cable are connected to encoders and decoders via
a transistor switch. The clock is situated on the decoding (receiving).
end-and Is also used to generate pulses to switch the transistor. The
cable is ﬁormaily correctiy terminated. However, when the pufse from
the clock swifches the transistor on, the cable is shorT‘circuiTed for
- a short period and a puAse travels along the |ine towards the encoder
(transmitting end. This pulse determines the state of data stored in ;I'
or '0' states, it also causes the next signal to be selected. |If a 'I|!
is being s+ored, the encoder end of the l|ine is malhfained at earth -
potential for a further pertod of time and causes a sfgnal to fravet back
atong the line where it Is detected at the decoder.

The system is described by dividing }T info The.following.
Associated circuitry for multiplexing and demultiplexing is described

In Sections 6.2 and 6.4,
I. Clock and control circuitry
2. Transmitting circuitry and encoders

3. Recelving circuitry and decoders

6.6.1 Clock and Control Circuitry

| The contrel circuitry ‘and waveforms é}e- shown In figures 6.19
and 6.20. The clock waveform shown in figure 6.20(a) inltliates the
operation of the control circuitry and various waveforms used In the

system (marked) are obtained. The control circuitry Is used to
A\ . '
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send a pulse from the recéiving end along the line towards the
transmitting end. Depending on the state pf the data on the
transmitting end, a pulse travels back and the Information is
Transmfffed and decoded on the receiving end. Fai!ihg to do +Haf,
the interrogative pulse waits for the right state of the data to
be transmitted. The pulse 'h' used to switch the transistor switch
on the transmitting end is also used to drive a ring counfer for
cloéking the delta modulators on This end. In order fo achieve Thié,
there Is a contrel clrcultry associated with the transmitting and‘
recelving end as shown In the figuregs

Thejinferrogafing pulse starts from the receiving end and
iniTiaTes the transmitting system. In order to do that a short

duration (200 n sec) of pulse 'b! is produced from the positive

~going clock pulse “a' by the following arrangement. The positive

pulse of the clock waveform is stretched (delayed) wifh the férwérd
biased didde, capéciTor to earth, and Thef&pr gate. This is further
nanded with the clock pulse 1o give the réquired,ﬁaveform after
inversion. ‘The output of the Tfansisfor switch is connected fo both
the cable and the other part of the circuitry in order to receive
the data pulses énd steer them to the decoder. |t is imporTanT.To
sﬂppress any signa] getting through to the deco@er when a pulse ié
Travelling on the line towards the encoder. This is done by’
stretching (delaying) the clock pulse when it is positive, nandiné it
with the clock pulse to get the waveform 'c¢'. This is further
nanded with 'd' to get 'e', where 'd' is the output of Schmiff

trigger STI when a pulse is travelling along the |ine and the

transistor TI Is on. The negative pulse 'c' Is used to suppress the

~output 'd' from the Schmitt trigger.
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6.6.2 Control Circuitry on the Transmitting End
On the other slide of the cable is connected a transistor

switch and associated control circuitry, to obtain a positive pulse

which allows the data to be nanded out and pass through the transistor

switch along the cable where it will be decoded. This Is done as
shown in figure 6.19. The received pulse on this cable side is
detected by a Schmitt trigger, the output of which is stretched and
nanded to give a pulse 'h'. The 'h' Is connected to the one Input of
nand gate, the other input being connecfed‘?o the multiplexed signal,
i.e., the informafion to be transmitted which is stored in the form
of a DC level, as shown in figure 6.20(])

If a zero is stored, the 'h' will be inhibited and will not
pass through the gate, and the transistor switch remalns non-*
conducting and the line remain terminated by 75 ohm. [If the
information stored is one, the pulse 'h' will pass through the gate
and _causes; the transistor Té to sﬁifch to conduct, and a pulsé is
frangmiffed back along the line. This Is the first reflection or
reply when the inferrogating pulse Is first applied. During this time
the output of ST2 is held and the pulse frave!s back where it is
defeéTed by the Schmitt Trigger_STl. Its output is nanded by the
clock pulse, and output pulse 'e" is obtalned due to the right
ﬁolarify of inputs. The output puise is fur+her stretched to give

a pulse 'f' to make it less critical for the length of line.

6.6.3 Transmitting Circultry

The signal encoders are the basic deita modulators used to code
the analogue signal into digital form. Time division multiplexing

is achieved by using a ring counter with the number of stages equal
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to the number of chanﬁels, as shown in figure 6.21.. The recelved

puises 'h' are used to drive a ring counter and each cycle of the

ring counter clécks gach delta modulator once in turn. When-fhe

cycle Is finished and each delta modulator is clockéd, the output

is Iogicaliy Anded with the clock signal. If_is further passed'

through an Or gate and all the outputs are combined to form the

signal 'j'. The 'j! signal also contains a synchronisation pulse

which is a one in each cycle of the ring counter. The synchronisation
is obtained by Nanding all the pulses used to clock the delta modulators

obtalned from the flip flops.

6.6.4 Receiving Circultry

The receiving system is situated on the éloék side where all
the control pulses originate. Tﬁe data to be decoded only arrives on
the receiving end when an Interrogating puise ié senf‘frém this side
to the Trahsmiffing‘end. [t the data to be transmitted is in the.
right state, it 1s transmitted towards the receiving end.

Normally data consists of ones and zeros, depending on the
input siénal and always a one in the synchronising position. The
received mUITipIexed data is demultiplexed by driving another ring
counter using the clock pulses from 'a'. This is done by strobing
the multiplexed data info flip flops by the outputs of the-ring
counter from each stage. The receiving system Is shown in figure 6.22.

Synchronisation is achieved by al lowing the ring counter to
proceed only at the end of a cycle providing a 'one', which is a
synchronisation pulse Is on line f. The signél may. go out of

.synchronisafion'due to the 'one' present in the data.
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This only happenswhenéwl?ching the ring counter 'oﬁ' but It comes
back in  synchronisation after a few cycles.

The data is demultiplexed as explalned in Section 6.4.5 and the
output of the flip flops is passed throughthe RC network as an integrator
to recover the analogue signal. The higher frequency components due
to sampling are eliminated by passing Througﬁ the low pass filter.

The system performance is based on the following :

l. Overload Characteristic
Maximum input voltage at fm i fm -1
- : . = (] + (=)
Maximum inpui at low frequency fc
2. Qqanflzafion Nolse | 0. 2¢ 372
. -
for fm > fc Maximum signal to nqise rafio = ?;?gg
32
. ' _ 0.21‘S
for f < {f_ maximum signal to noise ratioc = ;
moe £ f2
m o
fm = signal frequency
) I
fc- " ZmRC
fo = bandwidth of low pass filter
fs = clock frequency

Typical characteristics of the system performance are shown In
figure 6.23.
Another possible application of the system described is the

remote moniforing of group of signais as shown in figure 6.24.
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6.7 Performance and Charac+eris+ié5 of the System
The four channe[ biomedical telemetry system was constructed
and contained In two packs. The four channel encoder and mulfiplexer. & _
was contained in one pack and a domestic soap box of 2.5" x 3.5" was -
useq to house it. The radic frequency transmitter was housed in the .
separate soap box, though both can be acéommodafed in one box In two
layers, Silicon rubber was used to set them. ‘
The picture of the units are shown in figures 6.25 and 6.26.
The following characteristics were evolved and are discussed
here. |
(i) Bandwidth of the system |
(it) Noise‘ |
(iii) Power consumption
(iv) DC input-output characteristic and drift

(v) Size, weight and rénge of transmission

6.7.1 Bandwidth of the System

The bandwidth of the multichannel system dependéd on the
following: |

(1) Bandwidth of the encoder (delta modulator)

{11) Number of channels

(111} Type of modulation (narrow frequency moduléfion)

used for radio transmission ' - .

{1 In delta modulation the digital output of the encoder appears in
one's and zeros depending on the input signal. The fasTesT-réTe at which
one's and zero's can appear is at the clock rate and their distribution

_"is Tandom. However, the spectrumeof a digital output employing

rectangular pulses is of the form sin gfwiTh its first nuil at the _ ,

clock frequency.Herce the ctock frequency was taken as the bandwidth

of tThe encoder which Is 4 kHz for each channel. . o
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A spectrum of the dlgital output for an ECG waveform as an
Input was taken on the computer and is shown in figure 6.27. The -
spectrum gives the maximum energy at the clock frequenCy and also.
. energy at the low frequencles due to the low frequencies present in
the ECG waveform. The clock frequency In the computer simulation was

chosen to be | kHz for investigation as explained earlier.

(i) The number of channels in a time dfvision‘mulfipiexed sysfem
increases the bandwidfh lfnearly. This Is given by +he pfoduct_of
-+he number of channels and the clo;k frequency chosen for each channel.
Hence the bandwidth of four channels + one Ehénnel due to synchrénisafion

=5x 4 = 20 kHz.

(i11)  The bandwidth of narrow band frequency modulation is twice
the frequency of the modulating signal (Section 5.2.1). In order to
‘measure the bandwidth of the multichannel system aHewlett Packard
spectrum analyser was used as shown-in figure.6.28. The spectrum
obtained is shown In figufe 628: I+ showed one main sidéband on each
side of the carrier displaced by 20 kHz. There were other sideband
present but with insignificant energy. Hence the bandwidth of the
four channel syéfem using a radio link = 40 KkHz. |

It s noted here that the bandwidfh of the system is welt within
the limit (200 kHz) for class Il devices) of the Post Office (in U.K.)
regulations and allows the number of channe! to be increased if |

desired.

6.7.2 Noise
The following are the sources of noise in a multichannel system
using é radio. |1nk.

{1) Quantization ﬁolsa

(2) Overioad nolse
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(3) Noise due to error puilses (fluctuation nolse)
(4) Idle channel noise

(5) Noise due to multiplexing

The firsf three sources of noise have been discussed in
Chapter three aﬁd Chapter four.(4.l0). Idie‘channel noise s’
produéed at the output of a delta modﬁlafor when there is no real
tnput signal. I+ is caused By the presence.of any noise In the InbuT
when the step sizes of the quanTizer are unequal. If c¢an be eliminated
by adjusting to make the step size of the quanTIzer equal.

Noise in a mulfipiexed system may be due to interference,

Jitter or cross talk and any synchrenisation error in demultiplexing.

However, maximum signal to nolse ratio is obtained (Chapter 3) when the

input signal to the aelfa modulator is just below the overload
condition, the On[y source of noise being the tnherent quanTIzancn
noise. Hence noise was measured at this cdndifion and compared with
the }ol!owing:
(1) Noise of the single channel system with a direct
link and the radio link using the same and different
clockson both ends
(i1) Noise of the multiplexed system with a direct |ink and the
radio link using the same and the different clocks

on both ends.

Measurement of Noise
The noise was measured by varying the ampiitude of the input
signal (sina wéve} unfil overloading occurs. The arrangement for the

measurement of noise is shown in figure 6.29.
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The frequency of the input signal was fixed at 5 Hz, and thé relative
noise power was obtained from the decoded signal through a 5 Hz rejection
amplifier composed of a twin T network. Since the measurement was for
comparison purposes and amplification of fhe signal had taken place, the

values of noise cbtained are not a figure of noise for the system.

Results

The relation between the amplitude of ‘the input signal and noise
measured is shown In figures 6.30 and 6.3!. 1t is observed that In
the multiplexed system using a direct IInk, the noise measured was-
more than the single channel system when the clock on both ends was
di fferent. However using the same clock in the above cases the nolse
measured for bofh the systems was lowerat a smaller input signal level.

Beyond this region {(shown in figure 6.30) the nolise was the same in

both the systems. Near overloading the noise in the mul+tiplexed a

" system with the same clock was less.

In the multiplexed system using a radic |link and employing -
di fferent clocks on both }he ends the noise was hearly the same as for
a_direcf'link. The Nolse measured by using the radio link was at a
distance of ten feet in the same room.

However using the same clock on both ends in the above case the

magnitude of +the noise was smaller (shown in figure 6.31).

6.7.3 Power Consumption

Power consumption determines the size, life and reliability
of a portable system. These requirements make [t necessary to design
the system for low power consumption compatible with the available low

power loglic and power source.
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The system (described.ln #hls chapter) was first deslgned and
“tested for RTL medium power ioglc using a mains powered supply. The final
'sysfem-was then designed for low power TTL logic avallable aT the
time. The batfery used for the supply Qés a TR-133R Mallory.

Power consumed is as fol lows:

Four Channel Encoder and Multiplexer

Positive supply

=4y
NegaTive'supp1y = ~1.,3¥
Current In the positive rall = 8.2 mA

Current in the negative rall =0.76 mA

RF Transmitter

It

Supply voltage av

It

Current 5.5 mA

Total Power Consumption of the System

4V and =i.3V

n

Supply voltage

[}

Current 14 mA andQ.77 mA

Total power is about 57mW

With the given current capacity of the TR-133R battery, the

expected life of the éysfem is about 70 hours. A holder was deslgned

To house the positive and negative supply source In the same enclosure.

6.7.4 DC {nput-Output Characteristic and Drif+

A relationship between a d¢ input voltage and the ocutput voltage
was obtained to see the |inearity of the single channel delta
moduliation sysfeﬁ. This is performed by removing the input coupling
capacitor as shown in flgure 6.32.

The input Iévei of a dc voltage was varied between the negative
: suppl* voltage and positive supply voltage and the output voltage was
measured at the output of the low pass filter. The characteristic

obtained Is shown in figure 6.33.
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Drift

Drift is referred to as a slow-change in the quiesceﬁT‘poinT of
a device which caﬁ arise from changes in temperature or variations
in_supply voltage.

Digltal Techniques of modutations are usually less sensitive
+o changes in temperature and supply'volfage.. However, the analogue
part éssociafed with the.system is more susceptible Té these
variations and gives rise fo drift. To study the drift the arrangehenf
used is shown in figure 6.32 and the dotted position of the system was
placed in an.ovén.TthC iﬁpuf—oufpu? chéracferisfics Qere obtalned at
23°C (ambient femperature}, 25°C and 70°C. The characteristics are
shown in figure 6.33. The characferisTicslshow a drift, though the
linearity of the system was the same. Therefore, the drift measured at

70°C is 2.14 mv/CC.

6.7.5 Size, Weight. and Range of Transmission

As mentioned earlier the system is housed in two scap boxes as
shown in figures 6.25 and 6.26. The dimensions are 89 x 63 mm . The
weights of these units are as fol lows:

Welghts of four channel mulffpléxer and encoder including soap

box = 3% oz or 8l grammes

Welight of four channel encoder + multiplexer and RF transmitter in
one soab box = 5 oz or |35 grammes

(These'weighfs do not include the battery).

Weight of the whole system with battery in two soap boxes = 7 oz
or 200 grammes |

Range of Transmission

The range of fransmission of the system was measured 10 be between

100 and 200 yards with a transmitted power equal to [.5mW. The power
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was measured by a Hewlett Packard 431 ¢ power mefer...

Discussion and Conclusion

fhe price of the system (components only) was £20 at The.$lme
of development. The weight and size achieved.enables a subject to
carry [t without aﬁy straln or hazard. The size and power consumption
can be further reduced by using recently deQeIOped micrefogic,
The }ife of the system is about 70 hours from a mercury battery
of 100 mA~h§ur capacity

I+ was observed in.the nolse measurement that it was reduced‘by

'using the same ciock on both the ends. In order to achieve better

locking of the incoming signal, before demultiplexing, a phase Iock.Technique
was employed but was not finished in time. The radio iink employed was |
not very effective for‘longer distances and a better technique for

the radio link was developed later on in the Oepartment of Elecfrbnic

and Elecirical Engineering, Loughborough Universlty of Technology,
(1o

by ivison and Robinson




CHAPTER 7
-CONCLUSIONS

From the foregoing work the following conclusions may be drawn.
8 - On the basis of the theoretical study of digiTaI-moduiaTion
techniques for biomedical signais, it was found that the coded

techniques are more reliable, have a better signal-to-nolise ratio and
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use less bandwidth. 1+ was also concluded that deita modulaticon is simpler,

easier to implement and is more suited for a smal | compact multichannel
biomedical telemetry system.

2.. Computer simulation in Chapfér 4 enabled the InvesTigaTidn of
the delta modulator and the delta sigma modulator for their suitability
to the preservation of the ECG waveform. |1 was concluded that the
decoder (filter) in the delta sigma modulator is more critical tfo
design and inherent noise gets through to the decoded output. Further
analysis showed that the delta modulator is easier to design and is a.
better system for The preservation of the ECG waveform.

3. The computer investigation aléo showed that In the long term
méniforing of ECG signals, the effect of high frequency noise was
considerably reduced due to the filtering action (RC Integrator in the
feedback loop) of the de]fa medulator. The histogram technique used
to study the long term monitoring of ECG signals may prove useful in
certain situations for patient monitoring.

4, Thé computer Investigation into the effect of error pulses in
the digital output for the delta modulafér showed that the decoded

ECG waveform becomes corrupted when the error probability was greater

than 2 error pulses in 100. This figure'of error prebability is found

to be better than pulse code modulation.




' 5. The digital nature of the system and the investigation in

|
|
|
|

Chapter 4 indicates that the system can be Incorporated In an on-line :

sysfém and real time prdcessings of the physiological signals can be

‘carried out. |

6. | The signal processing techniques developed and embioyed for the

processing and.analysis of ECG signal are useful fbr diagnostic aﬁd |

data analysis pﬁrposes of blomedical sfgnals.

7. Thé.deslgn and- construction of the pfac+ical multichanne|

system showed compactness, economy and simpllcity of the system.

8. Narrow band freqﬁency moduiation (radio link) achleved by pulling

the frequency of the crystal controllied oscfliafor, used a smaller.

bandwidth but was not very effective %or long range +transmission. ‘ , ’

9. Finally, a single wire time d]vfsion‘mUiTIplexed system was

desighed showing affraéfive feafures for short range transmission

where radio telemetry is not necessary. ' _
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APPENDIX A

RADIO FREQUENCIES FOR LOW-POWER NON-SPEECH DEVICES

As there are only a limited number of freguenclies available
- for these types of service the use of radio can only be agreed where
alternative methods of communication (eg lines, u[Trasonfcs or Ifghf
beams) cannot reasonably be employed. App!icénfs may be asked fo
investigate the stsibiIify of using alternative methods. Each
application will be considered on its merits.

Under the Wireless Telegraphy Act 1949 all users of radio

require a licence issued by the Minister of Posts and Telecommunications.

DevéIOpmenT‘of radio apparatus must be authorised by a Testing and
Development Licence. éuch a Licence must be applied for even if work
isf%b be carfied out undgr suppressed radiation conditions. Once
equipment has been developed it must be submitted to the Ministry of
Posts and Telecommunications for type approval tests to be carried out.
A Licence for the use of such a system will only be issued where type
approved equipment is to be used.

Medical and Biological Telemetry

There are three specifications *or medical and biological
telemetry equipment covering three separate classes of device. The
relevant specification numbers are W.6802, A.6803 and W.6804. These
are published by the Stationery Offlice in oné booklet, 50 code No.
 88-5438, price 15p(3s)

a. Class |. This relates fo very fow power devices,
operating between 300 kc/s and 30 Mc/s normal ly whol ly
contained within the body of an animal or man, (eg radio

pills). The normal transmitting range should not

appreciably exceed 5 feet.
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b. Class Illequipmehf muéf opera+e in‘The band -
102.2 - 102.4'Mc/§. The range'over which this class
éfwequipmenf may be used would'nbf normal [y exceed
50 feat. B |
¢c.. Class III deV|ces also operafe in the 102.2 - 102.4 Mc/s.
A more sfrlngenf spGC|f|caTlon appfies, and consequenT!y
a greater range, up to 200 yards is permissible with
equ}pmenf meeTfng.THis épeicificafidn.. The preclse range
[ | dépends largely on the éensifivify of +the réceiVer'Used.
' Note:. | |
The information above is correcf at Tﬁe +|me of going to print,
but may be subJecT To alferafion from time to tine. Speciflc enqulries
and requests for appIICaTion forms should be addressed to:
2 Mlniéfry of Posts and TélecommunicaTions
Radio Regulatory Division,
Waterloo Bridge House - _ _
Waterloo Road, _ S
LONDON SEI : ' - November 1969 -
In the U.S.A., U.K., Germany and the NeTherIands it is.
poSsiBle fb rent Teléphéne Iinés for permanenf short or fong dfs?ancé

use for signal transmission, with single or multichanne! working.




APPENDIX B

[ntegrator in the Encoder

The delta modulator becomes a closed loop system by the addition
of 2 RC inftegrator. The RC integrator has a leakage in the practical
circulf.

In the analogue form the transfer function can be written as

Gls) )

where - a = ==

Also for a RC network shown in figure B.1, the transfer function is

H Jo)

]

:U‘\
€
0

]

T+ jucR 2

Discrete Form

In order to simulate a delta moduiator and'hence an RC integrator
on the digital computer a discrete representation is required. |

The representation is shown in figure B.2.

If 'T' Is the sampiing period, the 2" block delays the signal

by T seconds.

E(z) = B{z) + F(z) = B{z) + H{z)C(z} .
Clz) = E{z) 2!
E(z) = B(z) + H(z)E(z) 2z~
E(z) (1 - H(z) 22} =B
B | | '
Gz} = gy = —— =t | (3)
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R
—— N v
in out
:Z‘.C
Flgure B.1 RC Nefwork
/’f\\ E(z)
‘1;:t:/ z—~|
C(z)
F{z)

H(z)H

. Figure B.2 Discrete Representation of Integrator
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-Comparihg this result with +he_analogue form and-ignoring a

in the equation (1), the z-transform of G(s) = LN

: (s+a)

6(2) = —————— | B RO
' -e : - _

Comparing equation (3) and (4) it is observed that they are ldentical

fH(z) = e S, - "
The sampling period T and . a = %E are constant.
Hence H(z) Is also constant say u.
6lz) = —2— (5)
. | - uz o ' B

a is reintroduced. to get G(i) for the RC network (5) and can be

expanded as

G(z) = af{l + uz_[ EIRT 2_2 +'113.z_3 + wueee}
=a } pk 2K < | (6)
C k=0 :
6(z) = § etkD £ F | S

k=0
This is obfafned by the apblicafion ofifhe discre+e‘con?0lﬁ+i§n
| TechniqUé. |
e(KT) i§ the vaiue.of the output of the pulse transfer function at
+ime kT, i.e., the output signal is e(T) defined at times T'séconds
~apart. o
From eﬁuafion (6) and (7),
ok ATk

elt) =ap =a s

corresponding to a time signal aeﬁaT,'def1ned‘a+'+imes T seconds

apart,




o8t L L -t/RC |1 ~KT/RC
© T R °® = Re °© -
wheré T = kT

The curve of figure B.3. can easlly be shown to be the Impulse

response of an RC network.

From equations (3) and (6)

E(z) = a §J T 7K gy
. =0
E(z) =" a e_akT z”k (8)
k=0
_ If B(z) = |
B(z) =1, ifb(t) = &Ct) an impulse
6(2) = E(2) and e(f) is defined by the curve shown in
figufe B.3. |

The magnitudes of e(t) at successive sampling periods
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APPENDIX C

Theory of Non-Recursive Filters
The digital version of a transversal f11ter Is termed non-
recursive filter since each outpuT number depends only on the Tnput

sequence. This is shown in figure C:1. and the equation

yit) = Nil a, X(f = nT) o | (n
n=o

The Digital version of the transversal filter or non-
recursive filter employs an N stage digital delay Iine which holds
successive numbers (generated by the analogue to digital converter)
and shifts the sequence by one stage on the arrivalof a clock pulse
evefy T secoﬁds. Since all operations in p are performed digf+al|y
the part between input X(KT) and output Y(KT) 'is a digifal\fil?er.
The Input X(KT) and output Y(KT) are number sequences where K =—I, O,
s essees. 1he Input sequence in general is cbnceived as a sampled
and digitized version of an analogue signal but in prac+fce It need
not be derived in Thié way.
The value of an output number Y(KT) from the figure

is related to the input sequence by

NSl | |
YIKT) = § a x{(K-n)T} - (2)
| n=o " _ ' ,
This expression Is analogous to the analogue transversal filter input/
output relation given in equation (l). It should be noted however

that the accuracy to whichweighting coefficients can. be set in +the

digital case depends on the number of digits employed. The



Digital defay !line

e ———t— ——— — A — om— Ll

analogue=
signal

o aman e

OO0 -

a a, -ia
o ! 2

digital output

9Lz
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multiplication by digital arithmetic usually involves round-off

errors which can be Interpreted as nolse.

Impulse Response of the Non-Recursive Filter

The impuise response is formed from the set of 'N' weighting
constants. Since the number of delay elemgnfé N, must always be flnite,
then the impulse response of a_non-reéursive filter must always be
limited in Time. This pfoperfy is common +o‘all types o% non-recursive
filters and contrasts with the theoretically infinite impulse response

of the recursive filter.

Frequency Response

'Since 2 ¢cos wnT

Thé output of a non-recursive filter is given by
N-)
YIKT) = ¥ 3, x{{K - niT}
n=o : .
Suppose that the input sequence is a sampled and digitized
consinusoid of constant frequen;yaurad/sec., then
x(KT) = cos KwT _
The output sequence Yu(KT), K= ..... -1, O, +|_...g...
is de%ermined by substituting the above expression for x(Kf) in the

above = n of the filter.

N—-1

L YolKT) =. } a_ cos(K - n)uT

n=0c

exp(junT) + exp(~jwnT)

N=I" .

= J(K=n)wT

=R, ] a e
n=0

Re is the real part
s kT N gt
YLK = Re . e ) a_ e
- n¥o.




= R, oIl o JuT,

N-1
Y= 1 a e
n=0 .

Where I(e_‘mT ~JuTn

Y, (KD = Re|I(e_JWT)leJ(KmT+Bi)

Where ey <]1(e™I9T) e8!

Taking the rea!l part

Y () = |xte™9) | costratre ) |

Thus the response of the filter to a cosinusoid of ffequency w s
a consinusoid of the same frequency but with values of magnitude and

phase determined by z(e 99T} and 8, respectively. I(e

therefore the frequency characteristic of the filter.

-jmT) R
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Computing the ldeal Welghting Sequence

Subroutine fast fourier transform glven In the Appendi% can be
used To compuTe_approximafely the ideal weighting sequence from the
required frequency response characteristics. The subroutine computes
the direct or inverse discrete fourier transform of an array of complex
numbers. The DFT of an array qf N complex aumbers (Xp» X5 X, ‘oo X1’

X -l) whose

is another array of N complex numbers (Xo, X', XZ’ cee Xy

element is given by the formula
e-J2ﬂrk/n'

x. = ) a, r=0,1,2, ... N-I

The inverse of the discrete fourier transform allows the array

{x

N=[

inverse is given by

OJ

Xjs onn X o1

) to be computed from (X, Xis eoee X ), the




*

Synfhesis of Non-Recursive Filters by Frequency Samp | ing

The frequency sampling technique is a general procedure
which may be usefully applied to most filter requlrements.
The frequency characteristic of an N- stage non-recursive

fliter is given by

: N-1
1e™9T) - )
n=o

S~ JenT
n .

Suppose this characteristic 1s sampled at intervals of |/NT Hz

X

along the frequency axis. -If the samples are XO’ Xl, X2 Ne]*
then , : o
- -Jj2nr
X =1 M) r=0,0,2...N-1
. r . ‘ .
N-1 -Jn2ar . _
= Y a_ e N ,  r=0,1,1,2....N-1
n=o

The above expression relates the N coefficients settings, ags 3

_“"faN-l to the N frequency samples X _, X, ""'XN~I .

_Tﬁus if There_are'N coeffiéienfs‘fo be set there is freedom to choose
the values of !N! independent points on The.freqUency respthe.‘

o Equation (4) expresses- a Discrete Fourier Transform (DFT).IV
The set of frequency samples X, X, . - ié in fact the DFT
‘of the set of coefficient values a_, a| ..... ay_ . It follows that

the coefficient set may be obtalned from the set of frequency samples

by application of the inverse DFT.

) ﬁ I x e renk/n k=0 I, ... -N-1

1

The evaluation Itself may be performed by a fast fourier transform

" subroutine.

(3)

@)



y ' As the weighting coaffic{enfs are real numbers the frequency |
‘ f - samples must exhibit The'usual symmetry ab6u+ zero fﬁeqﬁency_as
: ; shown in figure C;'z- ‘ - . ' ' . _
| I+ is then pcssibie o épecify indepéndenT N/2 cbmpiex values
.(usualry magnitude and phase) of Thé‘frequency response at intervals
of'ﬁT- HZ, extending from zero frequency to ﬁ? Hz be!ow The Nyquist B ‘
frequency.
iThe brocedure forlfhé design,bfinon*recursive fflfer from the . | ‘
frequency sampiing technique is given_below. |
i. If the non-recursive filter has N taps, N/2 samples of the - ' ' |
'requifed freéuency respbnse aTIEnTervafs of ﬁ? Hz‘aré | | ’ ‘
selected along the frequency axis.

2. . An inverse DFT computer programme is used fto obtain the N | . ‘

values of coefficient seT+ing‘from the N/2 frequency samples.

If it cén'be assumed that the finite precisioh oflfhe non;
recursiveifilfer coefficients setting caﬁses_negfigible éfror, then o ‘
'*he‘frequehcy sampling technique guaranTees +ha+ the frequency
characfefisTic wijl equal N/2 specified values at equidistant points li
along the frequency axis. - L o o

There is however IETtIe control over behaviour between these

points where sidelobe-fipple may be unacceptably high.. : : ‘

Such difficulties are overcome by the following techniqués.




I(e—jmT)

T =
[

freguency

Figure C.2 Specification of-% frequency samples on a-required characterlstic

z82Z
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]

Fast Fourler Transform (FFT) and Discrefe'Fouriér Transtrm (DFT)

The djscrefe four:er Transform is +he sampled data equlvalenT

~to the conventional fourler transform. The fas+ fourler Transform is

not a‘fransform as such but a coliective Term for & number of
algorithms which facilitate the efficient computation of discrefe

fourier transforms of N samples In N !ogzN operations where N is a

‘power of +wo;

(1965)

Cooley andThckey published a paper outlining this method.

At the time i+ was thought to be a new method of compuTlng a DFT

because the DFT of N‘samples took somefhlng proporTfonal to NZ

~operations, the constani of proportional ity depending on the symmetries

of the sine and cosine in the weighfing functions. Compufer

.algorithms based on this N2 meThod took up a greaf deal of compufafionat

time.

Soon after the publication of this paper it was realised that

it was in fact a rediscovay of a mefhod, in general terms, usad by
Danlelson and Lanczos in 1942 who refer to a German papar by Ronge

~and Konig in i924. The paper by Ronge and Konig describes in ferms

of sihe and cosine serles a method of transforming N points where 'N!

is a power of 2. This is done.by forming logzN sub-series, and the

',aigortfhm doubles To form this DFT in IogZN doublings. Thus a fofal.

number of operaflons of N IogzN Is necessary.

ln those days of efementary computing machinery the saving of -
time was very small because of the small number of samples possible.
Thus the algorithm was forgotten, untii the advent of modern computing

machinery.




¥ the DFT. is ‘compu-r'ed-wt?rho'qf u-sing the FFT aigomhm -fhé :
. number of arithmetic Qpefafions involved'wifﬁ 'N!. samples Is
proportional Td Nz. With use of the FFT algorithm, the numbef of
operéfions‘is now propdr#ional to N IogzN. |

The factor of impfoveﬁenf is therefore

‘ N2 _ _N
N‘logzN log N

N

With large sample number, the improvement can be very large.




APPENDIX D

DI SCRETE CONVOLUT ION

Any input sequence to the fiiter may be regarded as a sum of
impulse sequence each applied at different sampling Instances.

The general expression for the output of a linear system In

~terms of the input and the impulse response can readily be obtained.

A unit input sample, preceded and succeeded by zeros results
in outputs ho, hl,'..... hr as it moves from delay fto delay. Thus
the impulse response is hr’ r=0, I, .... I'f +he input sequence

isx, n= ....=2, =1, 0, [, 2, ..., then the output is

o

Yp ° rgo hr n~r
n

= ré_m n~r Xr

The output sequence can therefore be regarded as the input sequence

convolved with the impulse response.

The input/output relation of the non-recursive filter is an
expressfon of a discrete convplufion.befween the input sequence and
impulse responsé.

If transform methods are applied such convolution opera+ions
in the fime domain may be replaced by multiplication In the frequency

domalin.
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SRR APPENDIX E : _ o :
e sl e _f__f_“”f__;,q,.‘ _ S - 6
0907 e o - SURROUTINE NLOGHN (N X, LX, DIR)

S 0108 0 o e COMPLEX X, MK HOLD,Q ' _
- L e © O NMAX=ILARGFSRT ValLUFE OF H TO BE PQOCEQQFD
NORDUMBY DIHENSION MONMAX) -
SR, " FOR EXaAMPLE, If NMAX.= 25 THEN
C011R e e T MENGTUN M(25) DR
0413 o g DIMENSION X(2#+N) -
- 0114 o T DIMERSINN X (LX)
0415 - ARER 1t B B N R
0116 T A M(I)sR kR (N
0417 - o DO 4 L= N
0118 T T NRLOCK a2 ek ([ =1)
S 0%19 e U LRLDCK=LYX/NBLOGCK
0120 S ' LBHALF= LBLGCKIZ
02y o o Ke D ' '
coet22 T DR 4 TRLOCK=T, M?lOCK
1L I FKE¥ : -
- 0124 e Riery ;
“0425 - ‘ I £ 2 LT ?8?18511*FKI=LY
0126 T T T WEmCMPLYX(COS(VY L SINC(YY)
0127 ST T 18T ARTeLALOCKACIBLOUCK=)
0128 o DO 2 1=1,LBHALF ' _ :
0129 oo Y mYIATARTY : STy
0130 =~ == = e e LRKALF o . , o A
0131 I < L3 4 KR B 1 %1 4
0132 X UIYsx (Y =0
0133 - ¢ LT XIER (LY 0
0134 ST T T2 CONTIRUE
0435 0 T ph 3 12N
0136 o nper .
037 ) S L R M(I)) GO TO 4
. T M(I) .
Q13T e ke M1 T )
0140 SR 1 I
0149 oo T A 7 a=t, LX
0142 L IE (XLLTY 60 TOS
C0%43 T T T oLnsE ey -
044G, < e sy
S48 e ey gy e
T DY4e o ‘ 5 DO &° r=1 N . : -
Qa7 . gy s e et
STOM4E TS e L)) 60 TO g
- B S PN P e |
_______ 0150 R R e
01k T IE (DTRLLTL0,0) RETURH o
I th -7 Do 8 1=1.LX CLTTme e
0153 T e vy ye Y(I}/FLX e
- o134 e . RETiBN b e e
0155 END

o
-
—
o .

OO0

T END OF SEGMENT, LENGTH 429, WAME NLOGN
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APPENDIX F-

SPECTRAL ANALYSIS

The spectrum is obtained on the computer using the Fast Fourler

 Transform algorithm (FFT) and N iog N subroutine. Before an FFT

algorithm can be performed on a data array, a time function mgﬁT-be
sampled at discrete intervals. For specfral.énalysis the sampling
rate (fs) must be at least fwice the maximum frequency (fM) encountered
in the time function. That Is,

fs - 2fM.
nﬁmbér of samples required fs proportional To the resolution Af
desired. Af may be precisely described as Thé frequency spacing between:
Fourier coefficients.

! .
Total number of samples is related to Af by

N/2 = f,/at

. , f 2f

[ M

i}

This relation holds because the FFT of 'N! samp les sampled at fs yields
N/2 coefficlents equally spaced on the frequency axis at points located.
at

f = nAf

‘where n =0, |, 2, 3, ceveveses, N/2Z

The length of the sampling interval  and N are related as

T = N/fs
T = ZfM/Af/fs "~ | . wome
t = |/Af

The total number of samples taken for the analysis of the ECG waveform

Is 1024, that is,

N = 1024
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For 1024 sampleS:‘The ECG waveform Is taken more than a'cycle'iasfing

for 800 m Sec. _
.Durafion of ECG taken = 800 m sec..
Sampling frequency = 1024*103/800

.28 kHz

1.3 kHz
Also, .
[/af = 800%107°
Af = 10°/800
= .25 Hz
Therefore : f = nAf
fl = |,25 Hz
f5|2 = |.25%5(2

I

640 Hz
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N APPENDIX G

‘ N Cepstrum | o '

‘ | This 1s easily implehen+éd using fhe FFT processor and the

\ _ ‘_ peripheral computer fo pgrfqrm a éompufafion._

‘ The proceéslls - | |

’ (1) Form the FFT process on a time series x(t)

(2) Re~order.fﬁe'du+pu+ of the proge§SOr

(3) The answgf férméd is in a complex form a + ib, Thué_To;
use the definition of cepstrum from signal analysis, the

compufer‘nowltékeSLThe logarithm of this complex number.

a+1b = Re'® where R

1
o -
+
[

n
-+
jal)
3

and 8

So log (a+ib) = log Reio

| Thi5 ié'only performed on the first N/2 answers.
(4 Place in the real register in a frequency'érder the
seéughce IogeR, ahd In the imaginary regisfer ]
"(SJ Perform an FFT 6n fh%s frequency ordered sequence to fbrm
The:quefrency sefies. | |
(6) Re-order‘info'a ﬁuefren;y ordered seguence.
The reasoning behind the use of only N/2 of the 'sémples'
“"“from the first pass of-The FFT 1§ equivalent To.The Nyquist
~sampling criteria upon a time brdered series.
{f the highest resolvable frequency is § séy, then the
.duefréhcy series will be based upon the iﬁVersé of Tﬁis,
i.e. I)f as its ‘frequency'.' The cepé?ruh thus forms the
series.

I /2

{0, ?)-%,.., ..... —?—J'sec. as the quefrency series.

. Thus the largest quefrency resolvable is %+ sec. i.e.

2 Hz in the spectrum if f < |,
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APPENDI X H

' Theory of a'HisTogram

As shown before, a long Sfream'of‘signa! is taken which Is
accompanied by a Gaussian'noise. This can be TreaTed'as_bné long
signal monitored for a long time consisting of many ECG signals.

Simifarly the decoded signal and the difference of the fwo signals

‘will be in that form. The difference between the decoded signal

wifhlfﬁe‘noisy signal as an input and the signal without any hoise
calied the Error or DisTorTfon Is also expected to have characteristics
simifar to the noisé addéd in the input or the sy§+em, that is, time-
Invariant and sTaTIonary.l. |

Cdnsider %here‘are N daTa values (S;), n=1, 2,-3 «eeo N
of the nbise (error) obtained from a transformed record S{t) which
is_also stationary havipg zero mean S. Thaf'ié, a probability density

measurement of a single sample time hiéfory record S(f) from.a

' sfafionafy random process {(S(t)}. .The prbbabit??yrfhaT 5(+) assumes

a particular amplitude between S-(w/2) and S + (w/2) during a time

interval T may be estimated by

o pls,W) = prob{w/2) ¢ S(1) g (S + w/2))
=7 LAt -1
. g ' e o . -th
Afi is the time spent by S(t) in this amplitude range during the i
_ . _ T _
entry into the range, and-Tx = z AT} the ratio Tﬁ' is the total

fractional portion of the time spent by s(+) fn t+he range {5—6%);

's*(%d} it should be noted that T, will usually be a function of the

ampiifude s. This estimated probabillty pls,w) will approach the

true probability, P(s,w} as T approaches infinify; Also this




estimated probabillfy Is an unblased estimate of frue probability, |

hence

P(s,w) = E{P{(s,w)} = 2im P(s W) = &m

T30 T

The probability density function p(x) Is defined

| T,

Pes) = aim BB o gpy Eloaw) | _x
o T
Wo

This Is a sample estimate of pix}.

It follows from the last equation that the probability density
function of s(t) can be estimated by

N
X
p{x) * W

Wis a narrdﬁ interval at s and Nx is the number of data values which
fall within the range x : %. Hence an estimate p(s) is obtalned
digitally by dividing the full range of s into an appropriate number
of equal width class intervais, tabuiating The‘number of data yalues |

in each class Interval and dividing by the product of class interval

width w and the sample size N. The estimate p(s) is not unique, since

it clearly is dependenf upon the number of class Intervals and their

width is selected from the analeis.

If K denotes the number of class intervals seiecfed to cover

the enflre range of the data values from 'a' to 'b', the width of

each interval is given by

. b-a
WosXR
‘and the point of 1™ nterval Is defined as
DI = a+ 1w i =0, 1, 2, cevnevennna.K
Do ='a | - Dk = b
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Now sequence of K + 2 number is given Ey Ni, 1T = o, 1, 2,;..;.;K+I,

- by the conditions

R . “No = (number of x such that x g Do)
NI = (number of x such-fhaTlDo_< x ¢ DI)
Ni = (number of x such that Di - | < x ¢ DI -
i .
Nk. = {(number of x such that Dkﬂl <.x g Dk)

Nk+|= (number of x such that x > DKk)

This procedure will sort out the 'N' data values of 'x! so that the

nunber sequence (Ni) satisfles

One method of sorting this on a digital compufer is to examine each

value Sn, n=14,2, 3,..0.0.... N in furn as follows

(a) fS <a, add the integer one to No

(b) Ifac< S, § b, compute

)

S ~a
n

W

Z{=

+hen select '1' as the largest integer less than or equal fo !,

add the integer one to N1 

(c) 1S >b, add the infeger one to N

K+l




Four ou+pu+‘formé for the sequence (Ni) can be used. The firéfﬂ
output is the Hléfogram, which is sTmpfy the sequence (Ni) without -
changes. The second output Is the sample percentage of data in each
class interval defined for I =0, {, 2,..0..vvva.. Kel, by

Pi = Prob (Di—! i N
The third output is the sequence of sample probability density
estimates (pi5 defined at the midpoints of the K class ‘intervals in

{a,b} by

The fourth output is the sequence of sample-probability distribution

estimates

' ‘ : i i
4ptid) .= Prob (-= <s D) = \_Z p. = W .Z- p

“The Histogram and Probability Density Functions specify the .
. probabllity of the variable belng within a particular portion of itfs
range and therefore they shouid provide sufficient information to

enable fhe average'value of the variable to be determined.
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Figure 4.3l His+ogram of input low pass bandlimited noise of variance 0.015
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Flgure 4,32 HISTOQFam of the coder noise when the input signal has a | ow pass
: : bandlimifed noise of variance 0.015
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"band!imited noise of variance Q.08
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" Low Pass Bandlimited Noise Variance 0.015 o

Mean Square Va _l‘ue
" of added noise
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-.dﬂ4357
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0.4791
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- 0.5138

0.5225

0.5312

0.5398

- 0.5485

0.5572
0.5659

- 0.5745

0.5832

. 0.5919

00

No.of times I+

occurs in an

_ Mean'Squafe Value

0.000 00

amplitude inter.
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X

X
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2
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2

of coder noise’

0.5619

0.5793

©0.5967
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0.6314
© 0.6488
0. 6662
-0.6836
0.7010°
0.7184

0.7357
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0.7705
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0. 8400

0.8574

. 0.8748

0.527 x 10
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X

X

X

X
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Wideband Noise Variance 0.015

Mean Square.VaIue'- No. of fimes It :-Méan Squafe Value = No.of times it
. of error of occurs in an . of error of . occurs in an
added noise : amplitude Inter. - coder noise - amplitude Inter.
0.0000 00 'fq.ooo oo | 0.0000 00 0,000 0O
0.1126 x 1072 0.100 % 10 © 0.8958 x 1077 0.200 x 10
0.4z x 1075 0,100 x 10 © 0.9384 x 1073 0.110 x 10
01158 x 1002 0.000: 00 0.9810 x 1073 ©0.100 x 107
C0.MT5 x 1072 0.100x 10 0.1024 x 107 0.900 x 10
-f 0.1191 x 1072 0.400 x 10 .  0.1086 x 1072  0.800 x-fo
0.1207 x 1072 0.560 x 10 0.1109 x 1072 0.800 x 10
- 0.1223 x 1072 01500 x 102 0.1151 x 1072 0.1400 x 102
0.1240 x 1002 0.100x 102 0.1194 x 1072 0.1700 x 10
01256 x 102 0,500 x 10 o237 x 1072 100 x 107
o.iz?zix 1072 - 0.600 x 10~ 0.1279 x {0‘2 0.800 x 10
0.1288.x 1072 :‘ 0.1300 x 102 0.1322 x 1002 0.100 x 10
01305 x 102 0,900 %10 0.1364 x 1072 ~0.0000 00
0.1321 x 1672 0.800 % 10 0.1407 x 1072 0.1000 x IO
0.1337 x 10’2 - 0.400 x 10 0.1450 x 1072 0.000 x 00
0.1353 x 102 0.700 x 10 0.1492 x 1077 0.000 x 00
0.1370 x 1072 0.100 x 10" o x 102 0.000 x 00
0.1386 x 1072 0.200 x 10 0.1577 x 1072 0.000 x 00
 0.1402 x 1072 0.100 x 10 0.1620 x 1072 0.000 x 00
0.1a18 x 1072 0.200x 10 0.1663 x 1077, 0.000 x 00
© ommx 1072 0.100 x 10 0.1705 x 1072 0,000 x 00
3  0.1451 x 1072 0.000 00 0.1748 x 1072 0.100 x 10
- 0.1790 x 1072 10.000 00
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Wideband Noise Varlaﬁce.0.0S S | o
_Méan.SQuafe Value No.of Tihes it | Mean'Squaré Value No.of times [t
of added noise occurs in an . of coder noise occurs in an
amplitude inter. amplitfude inter.
; ~0.0000 00 0.000 00" " 0.000 00 0.0000 00
0.1060 x 1071 0.1000 x 10 0.5404 x 10°2  0.1000 x 10
0.107 x 1670 0.1000 x 10 0.5648 x 1072 0.0000 00
0.1097 x 107! 0.0000 00 ~ ~  0.589I x 107 0.0000 00
0.1115 x 107! 0.1000 x 10 0.6135 x 102 0.3000 x 10
001133 x |o"" 0.4000 x 10 o 0.6378 x 1072 | 0.4000 x 10
0.1151 x 1o™! 0.5000 x 10 0.6622 x 1072~ 0.5000 x 10
0.1169 x 107! 0.1500 x 107 0.6865 x 1072 0.9000 x 10
0.1187 x 107! 0.1000 x 102 " 0.7109 x 1072 0.1100 x 102
0.1205 x 107" 0.9000 x 10 0.7352 x 102 0.1200 x 107
C0az23 x 107! 0.6000 x 10 0.759% x 102 0.1100 x 102
' 0.1241 x 107 0.1300 x 105 0.7839 x 1072 0.1600 x 107
0.1259 x 107" 0.9000 x 10 . 0.8083 x 1072 0.1300 x 10%
0.1277 x 107! 10.8000 x 10 0.8327 x 107 0.4000 x 10
.d,izgs'x 107! 0.4000 x 10 0.8570 x 1072 0.6000 x 10
0.1313 x 107" 0.7000 x 10 0.8814x 102 0.3000 x 10
10.1331 x 0! 10.1000 x 10 ©0.9057 x 1072 0.1000 x 10
0.13% x 107" 0.3000 x 10 0.9301 x 1072 10.000 00
10,1368 x 107! 0.0000 00 0.9544 x 1072~ 0.0000 00
0.1386 x 10! 0.2000 x 10~ 0.9788 x 102 0.0000 00
0.1404 x 107" 0.1000 x 10~ . 0.1003 x 107" 0.0000 00
0.1422 x 10” £ 0.0000 00 0.1027 x 107" 0.1000 x 10
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‘ S Low Pass-éandlimi+ed Noise Variance 0.05

Mean Square Value  No.of tihes i+  Mean Square Value  No.of times it

‘ - < of added noise _ occurs in an of coder noise -oceurs in an
: ampiitude inter. _ - amplitude Inter.
o 0.0000 00 0.000°00 | o;ooop © 000000
‘ 0.2312 x 1072 0.100 x 10 0.2734 x 1072 0.2000 x 10
0.2400 x 1072 0.000x 00 ~  0.2846 x (077 0.3000 x 10
‘ 0.2506 x 1072 . 0.200 X 10 _qm%xiﬁz'-_'ammxlo
B f'0.2603-x'|o‘2  0.500x 10 - 0.3060 x 1072 0.6000 x 10
| | 0.2700 x 1072 0.500 % 10 - 0.3181 x |c_)’“2 0.7000 x 10
y 0.2797 x 1072 | ~0.1200 x 10 0.3293 x 1072 0.1100 x 107
0.2894 x 102 0.800 x 10 . 0.3404 x 0? -o.etoo'x_lo?'
0 ozme x 102  0900x 10 03516 x 1072 0.1500 x 107
N 0.3088 x 1077 10,1300 x 102 0.3628 x 1072 10.6000 x 10
0.3185 x 1002 0.1200 x 10° 0.3739 x 1072 0.9000 x 10
’_' 0.3282 x 1077 ~0.8000 x 10 0.3851 x 1072 -0;8000 x 10
S 0.3579 x 102 0.900x 10 0.3963 x 1072 10,9000 x 10
0.3476 x 1072 0.4000 x 10 0.4074 x 1072 0.3000 x 10
\ 0.3573 x 107 : 0.4000 x 10 ©0.4186 x 1072 0.2000 x 10
o x 02 0.200xi0  0.4298 x 1072 0.1000 x 10
’ ; - 0.3767 x 1072 0.1000 x 10 0.4409 x 1072 0.1000 x (0
| © 0.3864 x 1072 0.2000 x 10 0.4521 x 1002 0.0000 x 00
0.3061 x 1002 . 0.1000 x 10 0.4633 x 1072 1 0.2000 x O
\  , 0.4058 x 1072 0.1000 x 10 . . 0.4744 x 1072 ©0.0000 x 00
| 0.4156 x 1072~ 0.1000 x 10 ' 0.4856 x 1072 0.2000 x 00

0.4252 x 10 © 0.000 x 00 - 0.4968 x 10

0.0000 x 00




APPENDIX I

Analysis of a 102 MHz Crystal Controlied Oscilator Circuit

The crystal controlled oscillator, whefeby the crystal

figure 6.7a The equivalent circuit is shown In flgure 6.7(b)
At resonance the output circuit can be represented by a load

rasistance R, .-

L

' oscilfates at series resonance at its fifth overfone, Is shown in

The crystal has a very high Q-factor, hence 1t offers. low series

resonance, - Q = "

}

From the equivalent circuit diagrém,

-
it

-
JF

x.
]

Also

Substituting

V )
S

v =
S .

mLI

_resistance for series resonance.

<1 (R + jul))

R3

I}

b+ JucoRs

the values of V* and V

IEZE

If R is the series Impedance at

E

in {2}

C. Included the input capacifance‘for the fransistor.

(n
(2)

(3)

(4)

(5)

(6)



e

Because [E = 12 + Is
. - : _
S L I . : (7
a + : .
in cl
. vV o= i E.E:_Lf_!_ﬂ + (IZ i ‘5> R3 (8)
s s in* XCI I+ JQ c2R3n
S ' :
Putting the 'value of Vs from (1) in (8)-
R - R R.1
. in 3 372
=i (R +jwlL ) =i - + e (9)
s‘ s | S |+RInJmCI l+ch2R3 I+ch2R3
—(|2R3)
(r + jwc2R3) - ,
bg = R 5 negiecting R (10)
in 3 ) -3
JwL s e
| I+ch|Rin | l+ch2R3 |
tiX (i ' '
| S
Also 1, = o= = ———— . (1
! Rin+><cl ]+JwCIRin
From the last two equations, i.e. (10) and (1)
R, R |
. in 3 .
i [‘“”Li P+ jwe R, ) e R_)J ('*J“’caRin>
2 I"'in 23
T - 5 (12)
| 3
‘ (I+jwc2R3) .
i \ .
Buf-vg = +'h, 1is the current amp!ification factor of the transistor

i fe

rearranging the eqn(12) :
R R
In . 3
I+jwe R ‘l+jmczR3

23

———— I"'In
R3 ‘

={(l + Jue R ) OsjueR)| | Jul, +

307




JwL

[I+Jmc R, + (I chz gj]

Rin _ w2 o S 2

Lt}
+

I
=
—

|~2 I''in 2°1n I I

Rs
AT resonance there Is no reactance
Therefore, squating the Imaginary term to zero

L

. . _ 3 B

mcIRin + wCZRin + R3 ™ LICICZRin = 0
or : LI

w LICIF:ZRi (c|+c2)R + ﬁ;

W2 . 1% |

LiciCs 1SR 1Rs

c,+C

£ "z, |R
i in3
A
wz ) {c +cz)
. LICICZ

‘This gives the frequency of oscillation, and,

12
i

. R,
Rl - wllie) g -l

= l +

-~

substituting the value of m2 into the real part of equation,

R Rin  Ryin [ey*ey |+
TToTThy "% " R B
N e 3 3 | %2 “

R n an c
= |+_—_R.........

1]
1]

| . in

3 3 S Rs -

N

308

. n 2
[|+chiRin+JwC2R3 w cjczRSRlé] o

- wl c,+vjlwe R, +wuc,R. +wlL -w3L c,c,R, ) (13)

Z2°in



c
e - 2
then hfe = =

This gives the condition for oscillation.
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APPENDIX J

COMPUTER PROGRAMMES

J)

J,)

Jy)

J,)
Je)
Jd.)
Jg)

J

)

Delta modulation system with ECG waveform as an Input
Delta sigma moduléfion system with ECG waveform as an Input

Computation of the weighting coefficients of the low pass

fi}fer

Interpolation of frequency response_of'fhe low pass filter
Programs for spectrum analysis

Cepstrum

Time-variant de!ta modulation and histogram:

Effecf of error pulses at the output.




Ji DELTA. MODULATIOV SYSTEM WITH ECG WAVEFORM AS AN INPUT . ;. - ‘SfI

~MASTER DEL . .
n:n:uoloww(gpu).vtopn),7(030> 2(020).Ht920).vcﬂzo;.ace?oa,
S gooLackts2e) oo,
e e s QAL UV POR . i e e
. ‘_S“O:QQ N
‘ AMa1 : O
B : 'C=O B e e
R - & "R 4459 U S SRR L
E e DO 40 im26,226 -
) X(I)ar SIN(R[*<(1~26)IZGG y)
b0 00 b=274,376 :
20 x(;)ahﬁ*(x-Z?n)[100
e =030 bu3P4,476
- 30 xc!a=ﬂ”*(a76-lal100
, Y 111 I A
e e DD A i=551 851 .
R 1 xfraar*sru<nr*tct~€51)/300 3)
s DO 4% '=1,28 L e -
pn 42 1=22?.2?5 S
b0 43 1«47?.550
43 %X (1m0 '
. --rkﬁdn("’1itdf!)cH=1.64}
29 FORUATLED ) B
—-0ALL PROZ(H 64 A 8%1 v, 14}
- Bal,0 S
e 2 Ym0
. DO g7 1=, 851
- A1) Z(1=1)
.._..ﬂg{h*c‘)-{.A T
RTINS & X 1Y 1£,14f16
14 2(Ty=el 0 \
- 60 T0 17
16 2(Ty=i0
.‘7 'CU"ITU'UF .
- oB0 98 sz, 851 SN
e 1 a(tsgn*qtf 1)+z(1) T E—
c—‘\Ll pRU&{H:?)‘*;L:8§1 Y 914) ‘ - : -
rmee e CARY, PROZ(H,64,6,851,7,914) - - e e
e MRITE e, 300y ¢, Ze 1y, vy, 121,881y C C e
— e e 300_F0R1A7<1H .1nx I4.1nx,ﬂ1o 6.10x,n10.a) e IR
- 400 rLﬁvx(i) ! ‘ : _ - : T
L ICIIRTENR ¢ =& 1 1o N | o P SO S P I T e e
R ....'x;,;,i:{gﬁ,p'l ) e e e e e s e s i
ce e M T a8 R
YHA =Y« 0
¥1dqne2,0
v:u,u1d 0
CALL UVEARCAMIM,XMAX, YHIN, vnAx XlNB.VINQ)
CALL UTP&RL{CLINK.Xs 8RO, 2)Y
CALY UTBLR(CLICK.V,B5G,2)
CCALL UIPARCCLYCK,Y,B380,2)
CALE NYPAR(CLUEK.T350,2)
CALL DTeCyL
""'STOP e
- END




JZ.‘DELTA SIGIA NODULATION SYSTEM WITH ECG WAVEFORM'AS'AN INPUT

COMPLEX COMPY(1024)
cCaLl UTPOP :
READ(1.21)(H(M) M= 1:64)
bo 100 Ip=1,2

$=0.985

Amzi

DIR=w.0

"N=40

1¥xe1024

~ Ep§=0,015

10
20
30

40

A

41

R ¥
43

45

21

KRAND=0.0 .
EPS2=EpSe2
€=0.2 _ -

CP1=3.14159

0o 10 1=26.,226
XCI)2CwuSIN(PIn( (]~ 26)/200 ))

b0 20 ¥=276,376

X¢1)=Ap*(1-27637100

DO 30 1=2376,4764

XC1)=AM* (476w I)/100

CzlQ.4

Do 40 1=551,864
XC1)=CaSIN(PIn( (!~ 551)/300 )
€=0.2

Do 44 12876, 1024
X(1)=CwSEN(PL#( (]~ 8?6)/200 )
bo 4% 1=%,25

Xe1»=0.0

Doy 42 15227.,275

Xet)=0_0

DO 43 1=477,550

X(1)=0.0
PO 45 1=852,875
X¢1)=0.0

FORMAT(FO.0)

CAaLL PROZ2(H/+64,Xs1024,V, 1087)

CIECID.EQR,. 160 TO 11

-~ bo 22 1=1,1024

22
1

Ver)= Vr1)+urR1c1.1 KRAND)*EPSZ EPS

B=0.,0

2¢1)=1.0

Do 17 1=22,1024

A=V (I)=Z(1=1)

L Bm($*B)+A

LRE(B=Q0)Y 14, 14.16

2(1¥==1.90

GO TO 47

Ze1d)=1.0

CONTINUE

CAtL PRO2(H,64,2+1024,Y+,1087)
Do 400 1=1,1024

CLoCK(r)=1

XMIN=1_0

XMAX=1024

YriN==0.,1

YMAX=1.0

XINS=10,0 -

YINS=12.0

CALL UTPADCXMIN XMAX YMIN, YMAX,XINS/YINS)
CaLL UTPAB(CLOCKIX,1026,2)

312

.DIMENS!0N¥(1100):H(£00)rV(1100) Y(1100)vCLOCK(1100)-Z(1100)



CALL UTP4LB(CLOCK, Vv, 1026452 = S T
CALL UTP4B(CLOCK,Y,1024+2) . -

100 CONTINUE |

' CAapLL utPCL

: STOP E

© Enp

‘SEGMENT-.LENGTH. 516, NAME pELSIN ' . o S

\ . SUBROUTINE PROZ (A,LA,B/LB,C,LC)

CONVOLVES ARRAYS ACLA) AND B(LB), LEAVING RESULT IN C(LC)
LC MUST NOT BE LESS THAN LA%L8-1, J.5.5 NOV 1970 ‘

2 Xz Xz kz]

I DIMENSION A(LA),B(LB),C(LC) |

| 501 I=1,LC - | g -
4 Cer=G.0 . . ' ' :
\ DO 2 1=1,LA . |
- PO 2 J=1,L8 | | | o o \

o Kal+ld=t . : :

‘ 2 CeRIBC(K)+ACT)#B(S) ‘ | R “

‘ © RETURN o o o

\ END : : |

SEGMENT, LENGTH 117, NAME pRO2
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N N " MASTER FFT
0047 S 'cniﬂLertna)
0018 . SO DINENCIONA (TP SY
0049 o 3 FOUTVALENCECACT) X (1))
nh20 . . DR & 27 3
no21 ' . H=6 '
002z . . o ‘Rr\h(*r10)(\(li I 1 128.?)
£023 ' 10 FORIATCFO,0)
0024 S o uanff<.21>(n<r) I=1-|?n 2) ‘
nnz2s S ooprna Vv -
0026 ‘ COCALL NROGN (), KT LX nrn>
0027 . -uRrTEc<.21)(¥<:).! 1,64)
00238 . uRrTEt3o21>cx<r).1=1264>
an2e : 21 FornATCIH L10XTEIOTALAOXTETOLH)
0030 . ~8Tap . 3 |
oozt . o END

END OF SEGMENT, LENGTH  B4r NAME FFT
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NA%TF& RFHMFORM ' -
DIMENSTON Y(1024), anrx(1024).xnx1%(1o?a)k_'
COMPIFYX X,LXsDIR, 0 P(1n°4) '
READCT 1) (ﬂ(i)l 1+31)
1 FURMAT (62F0,0) '
D0 9 1=32,991
COURCEY=(O,_D,0,0)
9 CUNTINGE. _
CREADC1I.7Y (BR(I), 1=492,1024)
C 7 FORMAT (GAFD ) ' :
o CALL HIDGH{I0,P1024,-1.0)
- L3 1=1,1024 N . L R
Yo s B YOI EREAL(B (D) Ll T e R
. LU 5 1=1,1924 o -

s ARG P EISTE PR R LY B R
e CRRITEC2,99) (YCD), I=1,1024) ;
QY FURBAT(SFIY 11 '
ot §TOP oot e
et e e E Nn o et L D T T e e Tl e DY TR e e e
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azuf'"1n1¥(1g?"), ﬁ),v(ﬂ}d“) Y(-ua?):FREQ(10£9);ﬁVP(Tﬂ??):
A2t 0an e
CAMDLFY o ,l;w(‘f.'\‘il)
cA L' HEnOP

. AN °1’(W(1‘;uﬂ'15+)
Ny n tn!:'!"? .
Su U85
~ . A!!nﬁ__“”,W, e e e e e e e e e e e e e+
I GETTAN |
Cdutn
. L¥a®ans .
, gp?ﬁn Nt .
CKERATDeN TG ) .
) ERAgFpaw?
) Cmh, 2
S PIAT, 14450 -
D .(' 1“’7"‘1'; 20 P
A0 X{Tienwnpn(ar*{(1=24)Y/72000))
nD NG 12?0880 S
AL X(I}=lﬂw{!~2?h)/133 -
e NOCRO 1a3?A,476 0
: 3n X(I = \‘H(f&?r.\ﬂl)/'! 4%
. Ca,.“ | - .
PO LG !nﬂv1,5)1 o ‘
_hﬂjwﬁI‘zf*"I‘(PI ({Inqq1)l309.))
CoGmny 2
0D «u *aq’ﬂ:1”aw o
Gl NLIdatey 1:(“1*('1~”’u) 200,))
TR s LA N IF1:25 R )
AT AT RN D N
) I 1§ B 1q9 ? 275 e 3
,Qa ucrw.p . .
DD AT Inf?7 GJ3J
A3 BRIy =00D Lo
B A Inﬂ%’.d?f.
LA wlidmn! e
21 gﬂﬁ*a?fﬁhfﬂ) . .
ALY PRAZIH, S48, 1 1G07)
e JIRTREAINAD TOOAS L i
DD D2 ImTe102w p— R S e e
R Ml g ”(?)*11»1Ci.: Qﬂﬂﬁ)*”ﬁﬁ’ﬂfp'
e e ,,.,4,.1,,1,.-0-3 ) 0O T R PR
- U & ‘ nf .'" . e e e L

AR AR
_ G0 T 1? Lo :

L amvtnerdieny
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16 2(1Ym"
17 conT tru* . ,
tALL ”P"’(HJJ*‘W 01 A Y 11!“3?)
BN LR R :
2r ,Cmm'{(l!-*uf"JLn{"(I)H».Q)
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-FW1~u:P-n :1,34
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24

10

51

290
30

54
40
ab

&1

42

43

s

s
.17

18
50

52

DO &4 1=876, 1024 - '
X(1)= r*%tN(PI*((I “B76) /200, ))
DO 41 1=4,25

DO 45 1=R52, S?S_MWHH_f

 CALL pRO2(H, 64 X0 1024, Y, 108?1;M;m
Q0,985

MASTER CEPS
COMPILEX T(10241,4$ _ N
"DIMENSIONX(1024) Y(1088);P(1094)-R(1024)18(1024)uH(100): :

101024, PLOCK(831):V(1089)rA(1024).B(1024)

EQUIVALFNCb(S(1J:T(1))r(X(1}pB(1))

CALL UTPOP

READ (1,21) (H(M) . M= 1 6&) . o :
FORMAT (FO, 0) N S S O S P
=07 : . -

Pl= 3 1&159

DO 10 1=26,226
XCI)=CwuSIN(PIx¢ (- 26)/200 ))
AM=0 1 '

Do 51 15256,266

X(1)==(AM¥ (1~256)/10.) :
DO 52 1=266,276 ST A
XKCL) o= (AN (276~ 1>/10 ) o
AM=z1

DO 20 I=276, 374

XC1)aAMw (12767100

DO 30 1=376,476

XCI)=AM* (476" 13/100

AM=(0 1 _

DO 5% 1= &?6 491

X1 ) m=(AMs (] - 476)/15')

DO 54 1=4%91,506

X(I)=-(AM*(506 -1)/15, ) _ - S L
Do 40 12551, 854 L -
XCi)=CwSIN(PI#( (]I 551)/300 ))

C=0.2

X(1)=0_0 ‘
DO 42 1=227,275
X{)=0,0
DO 45 1=477,550
X(1)=0.0

S SO I A 5N S

X(r)=0_40

ACiy)=0_001 - j'“-(i
DG 55 1=1,1024 :
B(I)=v{l)~AL(I) o N
TE(BOYY)=0) 1747008
ACT+1)=0+A(I)-0.02

"GO0 Tn S

ACI+1)=4%xACi)+a,02

COMTINUE

CALL'PROQ(H164,A:1024:Yr108?)'

PO 2 1=1,1024 T

TO1Y=CHPIX(YCD)0,.0)

CONTINUE _

CALL MLOGNC(107T,1024,-1,0)

N 3 1=1:1024 o o o _
RCIY=CABS(T(IN) ) _ o e
DO 7 1=1,1024 :

IF(R(IY,EQ,0,) GO TO 7
UCTI)=ALOGCR(T )Y

CONTTINUE :




DO 5 1=1,1026

“CALL NLOGN(10,8, 1034,+1 0) .
DO& 1=1,10246 :

- D0 400 1=1.851
400

S(I)=CMPLXCUCIY,0,.0)

P(1)= CA%S(@(I){

CLoCr (1) =1

XMIN=1 0

XMAX=512
YMIN==2.0

CXINS=&, 0

U YINS=S5.0 '
D CALL UTP&DIXMINGXHAX, YMIN:YMAX:XINS,YINS).
CCALL UTP4R(CLOCK R/512,2) .
CCALL UTPAD(XMIN/XMAX ) YMIN,YMAX, XINQ;YINS)
CCALL UTP&B(CLOCK;U:512-2)

YMIN=~0, 01

¥YMAX=0.1 ' :
CALL UTPAD(XMIN, XMAA YMIN, YMAX:XINSrYINS)

CALL UTPAB(CLOCK Py 512 2)

CXMIN=1, 0

 XMAX=851 -
YMIN=~0.05

YHAX=1.,0

CALL UTPADCXMINGXHAX ., YMIN YMAX ¢ XINS, YINS)'

CALL DTPLR(CLOCK Y, 851:
CALL uTPCL

- 83T0P

~END
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21

10

21
52

40

41

42

MA°1FR HIQT

DIMENSTINY CBS52Y ,H(150),v(915), (947, csum(110).PRoe(110J.-

TACRS2) L 3O882) U(852) N (916)
CALL UTPOD

§=0.785

AM =1 o

pIkzE-1.0

SN2t 0

L¥=1924

Epscel N15%

KRAND=0_ 0

EPS2eFrPi+2

-°5A9f1:/1)(H(M):" 1;64)

Pls 1&15G/653*89?9
..Op

FORMAT(FO ., 0)

D0 .10 I~?6 2eh .

x(Igmcwth(PI*((l 26)/200 ))
M=0, 4

Do 51 1=256,266

X(1)=m (AM& (1=-256)/710 )

p0 52 1=26K,276

x(I)~—{\Mrra?6 12/10.)

pHzd

ng 20 1~??6 374

XY 2AMI-276) /100

pO 3N Y=374, 476

w(‘)wAm~(4r6 I)/100

AM=0

Do 5% =476, 491

VT ma (A% (]=476) /15 )

pO 35&-1=421,506 _

Y(T)—-(Am*f505-l)l1b b

=G,

Do «O 1=551, 8>1

¥{I)= CrSINfPI*((I ‘51)!:00 ))

e=0.7

DO 44 T1=4,25 .

¥X{1)=0_ 2

Do 42 1-92? 256

¥ (1)

D) 43 1-506;550

X(1)=0_0 -

oo 100 4=1,100

- p0 27 T=1,851

Uirl= Y(f)+U191(1r1aKRAﬁD)*EPSZ EPS

O CALL RPRUP(H A4, U B5Y,Vivilh).
DO 50 122,831

ACTY=0, 001

PLIY=YVCIY-ACT)

TFES5¢3)Y=NY 17,17+18

A1+ )=axA(1)=~0,02

GO 70 549

AcTaty=sSeAcly+0.02

CONT TN : .o
CALL PRODP(H,64,A/851:/Y.914).
ASHM=0 N

B 7 o=, 851 ‘
ACUHZASHME (Y (I+63)=X (1)) *(Y(1+63)~ x(I))/851
CONTYNUE

CSUeMYsASUM -
RElUT24(7,1:KRAND) *EPS2=(PS




0?7 500
Ops 100

ARy 300

091 - Y
0wz 200

101 ' 600

- ERD

iD UF SEGMEMNT, LENGTH

WRITeE(2:,500)R
FORMAT(AT0 . 4)
CONTTHUE
FERS R Ql)((IaCSUH(I))'! 1 100)
CatL UTSS(100,CSUMCID) '
WRITE(Z:300)C(T.CoUNCYYY,1=1, 100)
FOZMATCIR 10X, 14,90X, 640,40 ‘
Kz 2

}"(FQUM(100)—CSUM(1))/20
CLASS=0SUM{])+Xd
nt 200 1=1.100

LF(COUM(T) LT,CLASS) GO TO 11
K5K+ﬁ
CLASa=CLASR+XY
GG T 8§
DROBIK Y= pnnacx)+1
CONTINUE
N0 4 152,25
CQUVfI)"fI-|)*XJ+CSUM(1)
PROB(4)=N.0 :

CSUM(1Y=0.0

pRNZ(k+1)=0_0
VIRS=R, ﬂ :
YiMS=ha,
UHITF(Z QOO)(CSUM(I)rpQOB(i)rI 1;K+1)
FORMAT(Z(I0X.E10.40)
CALL UTPSICSUN, PROB,K+1 XINSYINS)
CALL uTPfL
STNP '

5460 NAHE HIST

320
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o Reference 100 ,
A TIME-DIVISION MULTIPLEXED TELEMETRY SYSTEM

USING DELTA-MODULATION |

©.J. M. IVISON, D. W. HOARE and §. QAZI*

Abstract

The pap»ar discusses the prmmplos of mukizhanne! ime-divigion multiplexed te-smeuy :
systems using digital techniques and suitable for the transmission of bicmedical sgrals.

The operetion of a system of modvlatior, known 33 dolia modulation, used {or encading

the anslugue signals from the transducers iy descrbed and ity advm?dges ard limitations

menfioned, _
Hetarencs is made to a fn.:r~channel system using 2 radio ink and 4 sys:em Lging a -
single-wira link is discussed in mare datail,

1. lntroduction

The usa of digital technigques for the transmissiun of data has a number of
tractive Teaturas, including the mora economical realization of time
divizivn muftiplexing and less severe raguirements with respect to signal-
to-nnisa ratio.The most efficient digital modeiation systam is probably
Fulse Coda Moditation {PCM), but the circuns tised for moduistion and
damoduistion are yJite complex; an aitairative .‘thd' modutalion systern,
requidns greater oandwigth than POM but uzing much stmpler circuits,
is kruowr as Delta Modulation (DN, Using iotsgrated clrcuits it s

. possivte o design and construct very sitnple defta modulators that are
culahie 1 nandling biomedical signeals. :

-2, Tnz principles of delta modulation

Delta modulation, like PCM, is 2 code-moduiziion system, using a 1-digit-
code (de Jager 1952, Paatar 1965). Instead of the absolute amplitude of
the sigral being tiansraittad at 2ach instant of sampling, as in *CM, onlv
the changes in amplitude batwesn one sampling insiant and the rext are
rransmittad. The principle of operation may be deecnibed with reference
to Figure 1, ‘ :

The deita modulzstor is essentially a closed-loop sempled data system,
the digital output #{¢) being fed back in a modif:ed form ¢(¢) which is

* similar to ‘the analogue input &(t) and is subtrasted from the latter to

* Department of Electronic and Electrical Engmeer:"g, Loughborough Unwersny of
Technology, Laughborough, England ‘
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CLOCK
PULSE
GENERATOR

Y

ANALOGUE COMPARATOR| .1y | PULSE '

INPUT bit} ——pp MODULATOR P orGiTaL .
OUTPUT
£(t)

cit)

INTEGRATORK

e M

Figure 1. Basir- delta ;rndulator
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Figure 2. Typical waveforms for delta modulator
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3. The practical dalta moduiator

The delta modu'aters in the four-channel biomadical radig telemetry
systeim and the single-wire system described later inthis paper use
Jirtegrated circuit packages in a modified circuit, The salient features of
the circuit, shown in Figure 3(a), are:- an Gperaticnal amplifier with a
reference supply is used as. the comparator end a D flig flop. (bistable
elemant) s empioyed to provide the digital outuut " or ‘0", The perfect

- "j ¢ T . o o
halogs ~y ’ . - :
la.‘rsguM:'"i‘-:--}'“',1-"1k ~ . a 'L_ R fx'NJ Aralogue
y L D Dutput
. ’ e c ' :
Vit ..}"""“V'i Digita j"___ ) _I ) .

a)
Apfhgue Digital
input=—1__ T eutput
{b)
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integrator in the feedback loop is replaced by an RC circuit and the clock
pulses are applied to the bistable element. Using the operational amplifier
as shown it is more convenient to use an adder than a subtractor so that
the ‘0’ state of the histable is fed back. An alternative circuit arrangement
is shown in Figure 3(b).

It is possible to obtain two operational amplifiers ar two D flip flops in

each dual in-line package, so that two delta modulators can be con- |

structed from two such packages with the addition of a few resistors and
capacitors.
|

PR,

4. Some [imitations of the delta moaulator

In a DM system the information contajned in the output corfespends to
changes in the amplitude of the input signal and not to the sbsolute value
of the amplitude; because the signal ¢ (¢} can change ny onky one level
per ctock pulse, averloading occurs when the gloepe of tha input signal
it too great. When the ampiitude of the input S|gn_.l is ncreasing the
outbut from the delta modulator consists of a serics of positive: pulses
end ¢ (2) is a maircase waveform as shown in Figure 4; the average rate
of rise of this waveform is V/T v/s. i b (t) =V, sin ¢, the dela modulator

fdb (e . .
- will overload whea 1"11_(")'} - =Vyo> /7, thus the signal handling
- 12X

Lapamv is m\ruaey promr*lonal to the signal frequem* it shculd
- be roted that in this respect it is advantageotis to inniesse the clock
. frequency (that is, decrease.T) and inctesse tha quantization level.
In general, b:omcdma! wgnals do nst have a large high frequency contwt
so that the delta modulation is capable of handling them.

TN
: 2.-8 dB/cciave
Signal | \
. Handlirng . : .
‘ ‘i‘ . : Capacity : :
" '
} . i
' !l. i
J H . : |
b T —l 1/2ﬂﬂc

Signal freq.

Figure 4. Overload characteristics of delta ‘maodulator

The method of quantization is coarse and results in quantization noise
which increases with the bandwidth of the filter in the receiver and the
- guantization level V, and decreases as the clock frequency is increased.

In the systems to he descnbed guantization noise has not proved to be .
serious. .
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B, Telemetry systems using delta modulation -

" A four-channel biomedical telemstry system using delta-modulation has
been described previously by the authors (Hoare, Ivison and Qazi. 1969);
this uses a radio link operating at 102 MHz and is capable of having the
number of channels increased without extensive modifications. A block |

‘ diagram ‘of the system is shown in Figure 5. s _ _ )}

INPUTS FROM TRANSDUCERS
Y Y ¢
My My |- M3

T F7 LY _7

- TRANSMITTER

Ms'rb-J T

| v [ Py ' ' OUTPUTS TO RECGRDEAS S
l... s } ; hY |
Sgu) too+o 4 4

. ’ Fy Fy Fq Fa ‘
. IR Co X 3y Bz B3 2 [

'y 3 y

\ SR, 5 s 5 o &
_ | - [ 1

" nEcEIvVER ‘ ‘ _ —l

BT S e B =

M,~M,  delte moduletcrs X RF/IF unit
v - clack pulse generator. Y desuiiminator
"y, R ring counters : W wavu snaper
E . combining unit s svic. unit
M, - frequency modulator B.,-B, bistable elemen's
T racio frequency oscillator Fi-Fg fitters

-
Figure 5. Multichannel bioredica! telemetry system using delta modutation
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© A time-division multiplexed system has recently heen developed in which
a number of signals, encoded by delta modulators, are transmitted 10 a’
remote point by means of a single coaxial cable. In physical situations
where this system can be used the requirements for the clock pulse
generator are less stringent than with the radio system.
The cable and control circuits are shown in Figure 6; Figure 7 shows
typical waveforms. Each time the clock pulse (a) goes pasitive, a pulse (b)
of approximately 200 ns duration is generated; this pulse causes the
Aransistor T1 to conduct and a pulse is transmitted aleng the lire. At the
samo time a pulse (¢}, derived from the clock pulse, is used to suppress
tne output (d} from the Schrnitt trigger ST 1. The pulse travels along the -
line with a velocity of approximately 5 ns/m until it reaches the far end
of the line where it is detected by the Schmitt trigger $T 2 (3) ; from the
" negastive going edge, a positive going pulse (h) is produced, The informa-
tion to be transmitted is currently being stored in the form cf a DC fevel
A M a0 is being stored the pulse (h) will not pass through the gate and
transistor T2 will remain nan-conducting; hence the fing rernains termin-
ated by 75 and tha pulse is absarbed without refiection. 1f 2 ‘1’ is being

J—W“']_______""_'L____.__.J_
@-:J._,_ _ _J | *_J'—.
| SR I |
fé‘: 0" being stored ; U | ﬁ'bcin;Stored
I
L U

T

B

: ao.: ’
n

Figure 7. Waveforms for single-wire telemetry system
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stored, pulse (h) causes the transistor T2 to conduct and a pulse is
trapsmitted back along the line and hoifds the output of ST 2 for the
duration of the pulse. The pulse travels back along the line where the
output from 8T 1 now produces an cutput {e). This pulse is then stretched
1o ensure that the length of the line is not critical {f).

The deita modulators are sequenced by the received pulse -(h) which
drives a ting counter as shown in Figure 8. Each cycle of the ring counter
clecks each deita modulator ance. When each delta modulater is clocked
the output is logically "ANDED” with the clecking signal and, via a logical

"R’ gate, all the outputs form signal (§). On each cycle of the ring counter -,

a ‘1" is always present at {j) in the sync position Normal data will cause
‘O's'and "1's but continuous "1’'s occur only in the event of an overload
and then only for a short period.

QVERLQAD CHARACTERISTIC

NMaximsm input voltage at fs

- RN A AT ]
Maximum mput voltage at low fr Trequenmes (st l_ L

QUANTIZATION NOISE

For fgi-fy Maxi ignal 10 noise rat; 926277
or fg- aximum signal to noise ratic = -
& 1 a f| fb'”z
i 0 .2?{;3-‘2
For fsc:'f, Maximum signal 1o noise rano = fpaE
s ot =

Wf‘e.e fn Slgna! fiequency
=V aRC
f,,:-Cut-off frequency of low-pass filter
fe=Clock pulse repetition freguency of delta modulator

Figure 10. Summery of delta modulater parformance

The received data is decoded by using the pulses fiom the <lock to drive
" another ring counter and using the outputs from this ring counter to
strobe the pulses from {f} inta {lip flops {(as shown in Figure 9). Synchron-
isation is achieved by allowing the ring counter to procead only at the
end of a cycle providing a "1 " is present on the fine (f). Hence'on switching

on, the ring counter may proceed for a few cycles out of synchronism

because of the ‘1's in the data. However, it will take only a few cycles
for it to be locked to the synchronising pulses. The data on the flip flops

is passed through an RC network followed by a low pass tilter to recover

the original signal.

Typical performance characteristics of the system are shown | in Figures 10

and 11, and a possible application of the system is shown in Figure 12,
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Figure 11. Typical system performance characteristics
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A MULT!CHANNEl BIOMED!CHL TELFMETRY SYSTEM UaiNG DELTA PODULATION;

DAVID W FDﬂRE JOdN M. iViadN udJ a\LhHUbDIN QAZJ,, Tho Unlvers.. of
Technology, L0ughborough Leices*ershire, England. . o

Radio 1elemefry is frequently usad to obtain thSIOIOQiCdl data from
unrestrained active subjects.. It is desirable that a ftelemetry system
designed for this purposc Is simple to onerate, easily reproduced and capabls
of having the number of channels readily increased. The paper describes @
‘multichannel system having these features, which uses dugiTal “echnuques

for modu:dflon and is based on microelectronic carcunfs.

The equ:pmenf developed is a four-channel, time-division md[aiplex sysfen N
{TDM) using modified delta modulatorsi’?2 +o encode the. analogue signals s
from the transducers; a block diagram Is shown In figure I. S '

. The analcgue Iaputs from +ha.transducers ore aoplied to the delta modulator:

" Ml-4, which are also supplied with clock pulsos genoirated by an ast Oblb
-fltp*ff&p V end sequenced by a rlag counter Ri. The digs;al cutputs from
the defta wodulators are applied 1o the combining unitT E fogether with a
..synchionizing signal from Rl, The TOM signal from E feods 1ho f.eﬂfenrw =

nodu!:nﬂr M5 which moduistes the radio frequency transmitter T.

Thé receivor Is an RF/iSurlt X usad In conJuncf¢0ﬁ with a d|sc:1m:nu.or (
a vaveshaping unit d end & decoder., The TOM signai from W iz applied to
the bistabls fiip-7iops Bi~4, together with o decoding signal from ths ring
" counter R2 wilch Is correctly synchronized by tho unii S. Filters rFl=-4
convart. the digltal outputs from the bistable ciemants e analogue form.

Tha nmdi‘!ed delfa moduiatar consists of an opersticnai mmﬂaiflbl A, usad
‘as a comparator, a 0 dype fiip-fiop D and a small number of resistors and
capali~ors as shown an‘.laure Za. As there ars two oparational empiifier
and twa T flip-flops in sach dual {n line packegz (DIPY, Two aeluo'_
modulators can be mada froam dwo DIPs. This wosusluvor may be consideied as
3 civsed lcop system; The output from the flip- ..cp D is 'inregrated' by
the CR clreui+ +o form vt wliich is then 'subtracted! frem 4ho analogus
input signal va. Dapending on whother the resultont is groater or less
Than tho d.c. reference voltage Vr, the oufput from the comparator A is
either state '1! or '0'. When the fiip~flop receives its naxt clock pulse
it +telkes the state of The comparator as shown in figtre 2{v). Herce The
woutpul from the flip-fiop provides infovrmation {in guentized form’ on ihe
a}\pa of The analogue input signal to the modulator. intcoration of The
~output fren D using e Similar CR olrcult wouid recover tha analogua signal
"o inpractico & further low pass filder is necessary 7o iamove The CIICK
frvquenvy components. The ¢'oek pulses are gensrated as showa In figure

w

. 2 _uslng an-astable flip~flop, having a pulse repetition frequancy of 20 kHz,

. to drive a ring countor consisting of D type flip-flops. ‘Synrh.amizaiiOn
Is achioved by fransmitting a pulse on'each cycio of the ring counier.

The tombining unit E {figure.i) consicis of microelecironic NAND gates;

‘The output from E is applied to a diode which frequency modulates a 102
- MHz crystal~controtled oscillator.. Selid-stuate 460 MHz cscillafors are
~avallable and may also ba used. :

Fhe ‘charactoristics of delta modulation aro fhd. the signal is slooe
limited and The signal handling capacity $alts by 668 por octavel’
these limitatlons are not serlous in the feleuwetering of biomedical "data.

Using a modified delta modulator, d.c. signais may be transaitted by
omitting the lnput coupling capacitor. The drift in tho leve!l depends
upon the drifis of the common reference voltage Vr aud the operational
amplifiors in +he delta modulotors., Delta-sioma modulation?d overcomes
+his drift probiem and 8 modulator using tho same basic cemponents 8s in
+ho system doscribed has been successfully fosted by the author. The
dlgital section of the feur-channal Trans.af*or dﬂqcribod requires only

Tcn DIPs,



i

© the ring counter and (c) a linear Increase in the pulse repetition . - |
_frequenqy of the astable flip=fiop driving the ring counter. . . )

't tho digital encoding method described s flexible

It Is concluded that
- and

_&nd use of micros|ectronics, .
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{b) Typical Waveforms for Delta Modulator . S




