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Abstract

We report the development and the implementation of an exciton approach that

allows the computing of ab initio non-adiabatic dynamics simulations of electronic ex-

citation energy transfer in multichromophoric systems. For the dynamics a trajectory

based strategy is used within the surface hopping formulation. The approach features

a consistent hybrid formulation that allows the construction of potential energy sur-

faces and gradients by combining quantum mechanics and molecular mechanics within

an electrostatic embedding scheme. As an application, the study of a molecular dyad

consisting of a covalently bound BODIPY moiety and a tetrathiophene group is also pre-

sented using time-dependent density functional theory (TDDFT). The results obtained

with the exciton model are compared to previously performed full TDDFT dynamics

of the same system. Our results show excellent agreement with the full TDDFT results

indicating that the couplings that lead to excitation energy transfer (EET) are domi-

nated by Coulomb interaction terms and that charge transfer states are not necessary

to properly describe the non-adiabatic dynamics of the system. The exciton model also

reveals ultrafast coherent oscillations of the excitation between the two units in the

dyad, which occur during the �rst 50 fs.
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1 Introduction

Electronic excitation energy transfer is a fundamental process observed in biosystems and

materials through which an excited chromophore (the donor) nonradiatively transfers the

excitation energy to a proximate chromophore (the acceptor). One of the most prominent

example of this process is the initial step of photosynthesis, where the excitation energy

is transferred many times within and between pigment-protein complexes until the reaction

center is reached.1,2 Other applications of EET processes in biosystems are in the mechanisms

of photoreceptors3,4 or DNA photodamage.5,6 Additionally EET processes are often used to

study the structure and dynamics in complex molecular systems, where the EET e�ciency

is strongly sensitive to the distance and to the relative orientation of the donor and acceptor

moieties.7

The theoretical investigation of EET processes can be highly challenging due to (i) the

size of the system, (ii) the in�uence of the environment and (iii) the involved nonadiabatic

dynamics. To address problem (i) approximate methods have been developed which avoid

the computation of the full system quantum mechanically; even computationally e�ective

methods like TDDFT can in fact become unfeasible for large multichromophoric aggregates.

Among these approximate methods, the Frenkel exciton model represents a very e�ective

one.8 Hereby, the Hamiltonian of the whole system is rewritten in terms of a model Hamil-

tonian, whose elements can be obtained from calculations on the individual chromophores,

thus reducing the computational costs signi�cantly and allowing to treat much larger sys-

tems. In the Frenkel exciton model the diagonal elements of the model Hamiltonian are

the excitation energies of the individual chromophores, the so-called site energies, while the

o�-diagonal elements are the excitonic coupling between these local excitations. When the

latter correspond to �bright� states and there is no signi�cant overlap of the correspond-

ing wavefunctions, the dominant term is the Coulombic interaction between the transition
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densities of the donor and acceptor moieties, namely.9,10

V IJ
DA =

∫
dr

∫
dr′ρT∗D (r′)

1

|r − r′|ρ
T
A(r) (1)

Eq. (1) can be evaluated either by analytical integration techniques11,12 or by numerical inte-

gration after discretizing the integral in terms of a sum over �nite sized volume elements.13

Alternatively, the transition densities in Eq. (1) can be approximated using distributed

atom-centered transition monopoles (transition charges). Various de�nitions of the atomic

transition charges have been proposed so far14,15 including the very e�ective one based on the

�tting to the electrostatic potential generated by the transition density,16 as it is typically

done to parametrize point charge models in biomolecular force �elds. Another, very popular

method to obtain the coupling, goes back to the work of Förster 70 years ago17 and uses a

point dipole approximation (PDA) reducing the transition densities to transition dipoles.

Moving to problem (ii), extensions of the exciton model to include electrostatic and

polarizable embedding schemes have been presented, using both discrete and implicit solva-

tion.11,12,18,19 Electrostatic embedding has a direct e�ect only on the site energies whereas

polarizable embedding schemes can also directly in�uence the couplings through dielectric

screening of the Coulomb interaction,18,20�22 and the latter can e�ect the EET rates signi�-

cantly.23

Finally, to address challenge (iii), the most common formulation of EET dynamics is

based on the assumption of excitations being localized on one or a few chromophores at a

time, while energy transfer occurs via a hopping mechanism between chromophores. Within

this assumption, the perturbative Golden Rule expression proposed by Förster can be ef-

fectively used, which gives an expression for the energy transfer rate for each donor and

acceptor pair, as

kEET =
2π

h
|VDA|2FCWD (2)

where FCWD is the Franck-Condon factor weighted density of states expressed as the spectral
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overlap of the two separate FCWD functions of donor and acceptor.24 When the electronic

coupling between donor and acceptor is large, such an expression is not valid anymore, as the

electronic coupling tends to delocalize the excitation over both chromophores, giving rise to

exciton states.25 In multichromophoric systems as DNA or light-harvesting pigment-protein

complexes, the excitation may be shared among several chromophores.26 Within this strong

coupling regime, the excited-state dynamics consists in intraband relaxation between exci-

ton states and an e�ective approach to describe such relaxation is represented by Red�eld

theory.27,28 In both these alternative formulations, a perturbative treatment is used, where

either the electronic coupling or the coupling of the electronic process to vibration is the

perturbation.29 Only more recently, an explicit treatment of non-adiabatic dynamics was

addressed by Martínez and coworkers by combining an exciton model with non-adiabatic

surface hopping dynamics.30,31 Going further along the same line, this work presents a com-

bination of surface hopping non-adiabatic dynamics with an exciton model that includes the

interaction between the chromophores (and an eventual external environment) through an

hybrid QM/MM formulation with an electrostatic embedding scheme and describes exci-

tonic couplings using atom centered transition charges instead of point dipoles. Consistent

expressions for the potential energy surfaces, their gradients and non-adiabatic couplings

have been developed and implemented in an exciton package utilizing the Gaussian suite of

codes32 for the electronic structure calculations. The resulting exciton package has �nally

been interfaced with the SHARC (Surface Hopping including ARbitrary Couplings) code33�35

to perform the non-adiabatic dynamics simulations.

As a test case we study the EET dynamics within a molecular dyad (BODT4) which

consists of a boron dipyromethene dye (BOD) and a tetrathiophene (T4) unit (see Fig. 1).

The recently measured time-resolved photoluminescence spectrum of the system indicates an

energy transfer process completed within a sub-picoscecond timescale.36 This experimental

result was interpreted with the help of surface hopping dynamics study on the full system,

as an ultrafast excitation energy transfer from the T4 moiety to the BOD fragment which
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Figure 1: (Upper panel: BODT4 molecular structure underlying T4 (red) and BOD (blue)
moieties. Lower panel: 3D representation of the system with the corresponding transition
dipoles of the S1 state of the BOD and T4 groups centered at the center of mass of the
moieties.

occurs through an intermediate charge-transfer state. The excellent agreement of our exciton

model with these previous results, however, seems to indicate that the couplings that lead to

the energy transfer are dominated by Coulomb interactions and that charge transfer e�ects

are not necessary to obtain the same non-adiabatic dynamics. The present exciton model

also reveals ultrafast coherent oscillations of the excitation between the two units in the

dyad, which occur during the �rst 50 fs.
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2 Theory

Trajectory surface hopping has become an important tool to study non-adiabatic dynamics

for medium sized systems.37 It combines a classical treatment of the nuclei, a quantum

mechanical description of the electrons, and a semi-classical treatment of their interactions.

In the original Tully's fewest switches surface hopping formulation, three main ingredients

are needed, namely (i) the energies of the electronic states, (ii) the corresponding gradients

and (iii) the nonadiabtic couplings (NACs) between the states.34 In typical surface hopping

implementations, the required information is directly calculated for the full system with the

help of an electronic structure program.34,38 Here, we proceed in a di�erent way. First,

the electronic structure computations are performed for each chromophore. Subsequently,

these results are combined using a Frenkel exciton model approach to compute the energies,

gradients, and non-adiabatic couplings for the whole system.

2.1 Excitation Energies in the Exciton Model

Within the diabatic basis of locally excited states the excitonic Hamiltonian Hex is written

as:

Ĥex =
∑
α

N(α)∑
I

ΩI
α|αI〉〈αI|+

∑
α,β 6=α

N(α)∑
I

N(β)∑
J

V IJ
αβ |αI〉〈βJ | (3)

In this notation α and β refer to di�erent individual chromophores while I and J mark

speci�c excited states on these chromophores. ΩI
α is the excitation energy of the I th locally

excited state on chromophore α, the so-called site energy, and V IJ
αβ is the excitonic coupling

between two states on di�erent chromophores.

The site energies ΩI
α are obtained as excitation energies by standard quantum chemistry

computations, using in the present case TDDFT. In the case of �bright� singlet states, which

are the focus of this work, it is possible to approximate the excitonic coupling elements

through the Coulomb interaction between transition densities,10 cf. Eq. (1). If however, we

introduce the already cited PDA, the excitonic coupling can be reduced to the interaction

7



between corresponding transition dipoles ~µαI , namely

V
IJ,(PDA)
αβ = ~µαI

· ~µβJ −
3(~Rαβ · ~µαI)(~Rαβ · ~µβJ)

|~Rαβ|2
(4)

where ~Rαβ is the vectorial distance between the transition dipoles on the chromophores

α/β. The PDA works well if the distance between the involved chromophores is larger

than the spatial dimension of the chromophores,10,17 but can break down for short inter-

chromophoric distances. As an alternative to the PDA method, we use here the so-called

transition monopole approximation (TMA) based on the TrESP charges, that were obtained

from electrostatic potential �tting.16 Using TrESP charges, Eq. (1) can be approximated as:

V
IJ,(TMA)
αβ =

∑
K,L

qIα(K)qJα(L)

RKL

, (5)

with qIα(K) being the TrESP charge localized at atom K on chromophore α and obtained

by the electrostatic potential �tting of the transition density ραI . In the following the TMA

is always used with TrESP charges and therefore TMA couplings and TrESP coupling have

the same meaning.

Once the exciton matrix is constructed, one obtains the excitation energies ωj of the

multichromophoric system as the eigenvalues of the matrix representation of Ĥex


ω1 0 0

0 ω2 0

0 0
. . .

 = U†HexU (6)

where U is the transformation matrix that diagonalizes the exciton Hamiltonian.
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2.2 Ground state and Gradients in the Exciton Model

Whereas the computation of vertical excitation energies within an exciton model is already

well established,10 it is signi�cantly more challenging to formulate a consistent hybrid model

for computing the overall potential energy surfaces and their gradients. The reason for this is

that in the former case the number of terms to consider is signi�cantly reduced, as all terms

relating to the ground state cancel out. If the ground state energy E0 is also considered, the

total Hamiltonian matrix is written as:

H = E01 +

0 0

0 Hex

 (7)

using the exciton Hamiltonian matrix de�ned above to express the excited state contri-

butions. The ground state shifts the eigenvalues of the matrix but does not a�ect the

eigenvectors. Thus, it can be considered separately in the following discussion.

Generally, we follow the idea of a subtractive QM/MM scheme based on ONIOM.39,40 For

one chromophore, this consists of three basic steps: (i) a MM calculation of the whole system,

(ii) a QM calculation of the chromophore, and (iii) a MM calculation of the chromophore

that is subtracted to avoid double counting. In the case of multiple chromophores one can

employ a similar strategy if only mechanical embedding is employed. In this case, the energy

can be computed as

Emech0 = EMM
S +

∑
α

(E0,gas
α − EMM

α ) (8)

In Eq. (8), the �rst term EMM
S is the energy of the total system computed at MM level and

the second is the sum over all chromophores α considering the di�erence between their QM

ground state energy E0,gas
α and MM energy EMM

α .

The case of electrostatic embedding is signi�cantly more challenging as new interaction

terms come into play and one has to assure that each of these terms is counted exactly

once. As shown in Fig. 2, three di�erent types of electrostatic interaction terms come into
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play: the interaction of the chromophores with the environment (εα,env), interchromophore

interactions (εα,β), and interactions within the environment (εenv,env). Whereas all these

terms are included in EMM
S of the mechanical embedding scheme, it is necessary to treat them

individually for electrostatic embedding. As a starting point, an electrostatic embedding

computation of an individual chromophore, as illustrated in Fig. 2 (d), is discussed. Here

chromophore α is treated at the QM level while the environment and all other chromophores

are represented by point charges.

E0,ele
α = ε0α +

∑
β 6=α

ε0α(QM),β(MM) + εα(QM),env (9)

The three terms represent the energy of the electrons within chromophore α, their inter-

actions with other chromophores and with the environment, respectively. An electrostatic

embedding calculation of a second chromophore β is illustrated in Eq. (8) (e). Whereas

this calculation correctly introduces the new terms ε0β and εβ(QM),env, it also includes the

interchromophore interaction through the term ε0α(MM),β(QM). Thus, the interchromophore

interaction is included in both QM/MM calculation and would be counted twice if Eq. (8)

was simply applied to the case of electrostatic embedding.

Following the philosophy of subtractive QM/MM schemes, we solve this problem by

approximating the electrostatic interaction energy between the two chromophores as:

εα,β ≈ εα(QM),β(MM) + εα(MM),β(QM) − εα(MM),β(MM) (10)

The last term (shown in Fig. 2 (f)) is a correction based on the classical electrostatic inter-

actions between the two chromophores α and β using their MM point charges. Applying

this approximation the exciton ground state energy of a multichromophoric system can be
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Figure 2: Sketch of a multichromophoric system with two chromophores (red) and an en-
vironment (blue). The electrostatic interactions are shown with arrows. In (a) the total
system is shown. The MM energy of the total system is shown in (b), here blue atoms
indicate that a MM charge is included in the computation while white indicates that it is
set to zero. The contribution of the QM region treated at MM level of theory is shown in
(c), again all MM charges of the QM region are set to zero. Panels (d) and (e) represent
the electrostatic embedding calculations of the two individual chromophores where the QM
region is represented as an orbital while point charges are shown in blue. Panel (f) represents
the MM electrostatic interaction of the two chromophores that is subtracted to avoid double
counting.

rewritten as:

Eele0 = ẼMM
S −

∑
α

ẼMM
α +

∑
α

(
E0,ele
α −

∑
β>α

Eele
α(MM),β(MM)

)
(11)

where ẼMM
S is the MM energy of the total system without electrostatic interactions of the

chromophores with the environment and among themselves, as already computed in the QM

calculations. This is realized by setting the charges on the MM sites of the chromophores

to zero in the MM calculations. The same holds for ẼMM
S . Thus, in agreement with other

subtractive QM/MM approaches for electrostatic embedding like the ONIOM scheme,39,40

we add the electrostatic QM/MM interaction in the QM calculation E0,ele
α , while all non-

electrostatic interactions are computed classically in the MM terms (ẼMM
S , ẼMM

α ). All terms
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of Eq. (11) are shown in Fig. 2 for a system consisting of two chromophores.

Once the ground state energy is de�ned, it is straightforward to formulate its analytic

gradient. Subsequently, the excited-state gradients can be computed as the sum of the

gradient of the ground state and the gradient of the excitation energy.

Eξj = Eξ0 + ωξj (12)

Here, the excitation energies ωi of the multichromophoric system are obtained by solving

Eq. (6) and the gradient of the excited state can be expressed in terms of the derivative of

the elements of the exciton Hamiltonian:
ωξ1 0 0

0 ωξ2 0

0 0
. . .

 = U†Hex,ξU (13)

The derivative of the excitonic coupling elements are straight forward if the TMA (PDA)

approximation is used and only the Hellmann-Feynman forces are considered, which assumes

that the TrESP (TrDip) remain constant in the gradient calculation. The gradients of the

site energies (Hex
αI,αI = ΩI

α) can be obtained from the quantum chemistry calculation as

the di�erence between the gradient of the excited state I and the ground state gradient of

chromophore α.

2.3 Non-adiabatic couplings

Besides the gradients also non-adiabatic couplings are required for surface hopping. In this

implementation we approximate them with a wavefunction overlap,41�45 as it is implemented

in the SHARC code35. For the overlap computation the algorithm and the code presented

in Ref. 45 are used. Within this formulation, the non-adiabatic couplings are computed as

the wavefunction overlaps between two consecutive time steps:
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Sij(t, t+ ∆t) = 〈Ψi|Ψ̃j〉 (14)

with Ψi being the excited state wavefunction at time t of state i and Ψ̃j being the excited

state wavefunction of state j, the tilde is used to indicate the wavefunction at the consecutive

time steps t+ ∆t.

Within the present exciton model, the ground state wavefunction of the system Φ0,

consisting of N chromophores, can be written as a Hartree product, as no exchange of

electrons between di�erent chromophores are allowed, namely

Φ0 = φ0
1 · φ0

α . . . φ
0
N =

N∏
α

φ0
α (15)

where φ0
α is the ground state wavefunction of chromophore α. The excited state wavefunc-

tions can be written in a similar fashion:

ΦJ
β = φ0

1 · φ0
α . . . φ

J
β . . . φ

0
N = φJβ

N∏
α 6=β

φ0
α (16)

where the notation ΦJ
β means that we consider the local electronic state on chromophore β

in the excited state J in the diabatic representation of local excited states. For simplicity, we

will only discuss the overlap between diabatic wavefunctions, as the adiabatic overlap matrix

can be obtained afterwards from the corresponding diabatic one by a unitary transformation.

From the output of the QM calculation of the individual chromophores it is possible to

construct their local wavefunction overlaps as:

Sα(t, t+ ∆t) =



〈φ0
α|φ̃0

α〉 〈φ0
α|φ̃1

α〉 · · · 〈φ0
α|φ̃Mα 〉

〈φ1
α|φ̃0

α〉 〈φ1
α|φ̃1

α〉 · · · 〈φ1
α|φ̃Mα 〉

...
...

. . .
...

〈φMα |φ̃0
α〉 〈φMα |φ̃1

α〉 · · · 〈φMα |φ̃Mα 〉


(17)
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here shown for a chromophore with M excited states. Once all chromophore overlaps are

obtained it is straightforward to build the total overlaps of the excitonic model. The overlap

term for the exciton ground state is given as

S0(t, t+ ∆t) = 〈Φ0|Φ̃0〉 =
N∏
α

〈φ0
α|φ̃0

α〉 (18)

The excited state wavefunction overlaps in the diabatic representation can be divided into

two di�erent cases: one between locally excited states on the same chromophore,

SIJα,α(t, t+ ∆t) = 〈ΦI
α|Φ̃J

α〉 = 〈φIα|φ̃Jα〉
N∏
β 6=α

〈φ0
β|φ̃0

β〉 =
〈φIα|φ̃Jα〉
〈φ0

α|φ̃0
α〉
S0(t, t+ ∆t) (19)

and another between locally excited states on two di�erent chromophores,

SIJα,β(t, t+ ∆t) = 〈ΦI
α|Φ̃J

β〉 = 〈φIα|φ̃0
α〉〈φ0

β|φ̃Jβ〉
N∏

γ 6=β,α

〈φ0
γ|φ̃0

γ〉 =
〈φIα|φ̃0

α〉
〈φ0

α|φ̃0
α〉
〈φ0

β|φ̃Jβ〉
〈φ0

β|φ̃0
β〉
S0(t, t+ ∆t)(20)

The wavefunction overlap matrix in the diabatic exciton basis is set up using these terms

for all involved states and is then transformed into the adiabatic basis to approximate the

non-adiabatic couplings between the adiabatic states.

2.4 Wavefunction Analysis

The computed excited states were analysed using the TheoDORE46 package to quantify their

charge transfer character. Here, the central quantity is the one-electron transition density

matrix D0α between the ground state and a speci�c exited state α de�ned as

D0α
µν = 〈Φ0|â†µâν |Φα〉 (21)

where â†µ and âν are the creation and annihilation operators pertaining to the atomic or-

bitals indexed µ and ν. For the analysis, the system was partitioned into two fragments
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corresponding to the T4 and BOD units. Subsequently, the charge transfer numbers

Ωα
AB =

1

2

∑
µ∈A

∑
ν∈B

[(
D0IS

)
µν

(
SD0I

)
µν

+D0I
µν

(
SD0IS

)
µν

]
(22)

were computed, where A and B refer to any of the two fragments, S is the atomic overlap

matrix, and the summations run over the basis functions located on the respective fragment.

Hereby, diagonal elements (A = B) represent local excitations on A, while o�-diagonal

elements show the individual charge transfer weights. Finally, the total charge transfer

character (CT) can be de�ned as the sum of o�-diagonal elements:

CT =
1

Ω

∑
A 6=B

ΩAB (23)

This CT value is discussed below. Further information can be found in Refs 47,48.

3 Computational Details

All electronic structure calculations were performed with Gaussian0932 using DFT and its

excited state variant, the linear response formulation of TDDFT. To ensure a good compar-

ison with the work of Wiebeler et al. in Ref. 36 we chose the same functional and basis

set namely CAM-B3LYP/6-31G(d). The MM calculations were also done with Gaussian 09

using its implementation of the AMBER force �eld.49 The MM charges used for the electro-

static embedding were obtained from ESP �t50 of the ground state density on the equilibrium

structure of the individual chromophores using CAM-B3LYP/6-31G(d). The ESP charges

were �tted to the heavy atoms (not hydrogen) of the system using 10 layers of grid points

generated according to the Merz-Singh-Kollman scheme with a density of points per unit

area of 10, as implemented in Gaussian09.51,52

Covalent bonds between the QM and MM regions are handled via the established link

atom (LA) scheme (see Fig. 3):53,54 for a given bond between QM atom Q1 and the MM

15



atom M1, the link atom is set at a �xed length from Q1 along the Q1-M1 bond, namely,

R(LA) = ~RQ1 + ~RM1−Q1
RQ1−LA

RQ1−M1

(24)

with RQ1−LA being a �xed parameter that represents the average bond distance between Q1

and LA (e.g. for C-H bound it is 1.09 Å). To avoid the well known overpolarization problem

in electrostatic embedding,53�55 the default Z3 method56 implemented in the Gaussian09

ONIOM scheme has been used, which puts the charges on M1, M2 and M3 atoms (see

Fig. 3) to zero. Additionally any excess charge that might result from the Z3 scheme, is

redistributed over all the other MM atoms.

Figure 3: QM/MM setup for the BODT4, with BOD (orange) being the QM region and T4
(transparent) the MM region. The link atom (green) is placed on the Q1-M1 bond at a �xed
distance. The eliminating charge method Z3 was used so that M1, M2 and M3 atoms do not
bear a charge.

The 1000 initial conditions for the surface hopping dynamics were obtained from aWigner

distribution, using the frequencies and equilibrium structure of the full system at TDDFT

level of theory. The absorption spectrum was computed from these 1000 structures, by

applying a Gaussian broadening of 0.1 eV. Then, an excitation window was chosen at 3.3 eV

with a width of 0.1 eV and the dynamics was performed using the here presented exciton

method combined with the SHARC suite of codes.33,34,57,58 The exciton model is based on
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TMA couplings, but PDA couplings were also tested. For the calculation of the TMA

couplings, the interaction between the Q1 atom on T4 and the M1 atom at the BOD moiety

was screened with a redistributed charge and dipole scheme (rcd)55,56 as the couplings at the

boundary between the two fragments are overestimated due to the fact that the Q1 and M1

atoms are covalently bound and therefore very close to each other. For the PDA couplings

the center of mass of the chromophores was chosen as the origin of the point dipoles and no

further constrains were imposed. To account for the well-known overcoherence problem in

surface hopping, we apply the energy-based decoherence correction by Granucci and Persico59

(using C=0.1 H) to adjust the electronic coe�cients at each time step.

4 Results and Discussion

To validate our implementation we chose as a test case the BODT4 molecular dyad shown

in Fig. 1. The two fragments are only weakly coupled, as their wavefunction overlap is small

due to the orthogonality of the conjugated moieties. The results of this work are �nally

compared to the experiments and the calculations performed by Wiebeler et al.36 still using

surface hopping dynamics but treating whole dyad at TDDFT level of theory.

4.1 Absorption spectra

As a �rst step, we took 1000 geometries obtained from a Wigner sampling of the full-QM

system and computed the excitation energies of the �rst six excited states with the exciton

model and with TDDFT on the whole system. Within the Franck-Condon region, in almost

all cases, the TDDFT calculations on BODT4 show a S1 state localized on the BOD moiety

and a S2 state localized on the T4 fragment. The S3 and S4 states instead appear strongly

coupled and switch character frequently, with one being the CT state and the other the

second locally excited state of the BOD. Considering that, by construction, the exciton

model does not include CT states and therefore these states have to be excluded to allow for
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a meaningful comparison. For this purpose, the excited states computed with full-QM were

subjected to a preliminary check using the wavefunction analysis toolbox TheoDORE46�48

to quantify their excited state CT character and states with CT value > 0.2 were eliminated

from the analysis.

The root mean squared error with the full-QM values as reference is within 0.06−0.07 eV

for the two lowest states, with S1 showing a slightly smaller error. For the S3, the error is

somewhat larger (0.1 eV), due to mixing of the CT state. From this comparison, we can

therefore conclude that the exciton model is able to reproduce well the �rst two excited

states of BODT4 while by construction it cannot describe CT states. However, the latter

may be too low in energy, anyway, as the underestimation of energies of CT states is one of

the known limitation of most TDDFT exchange-correlation functionals,60 even if long-range

corrected functionals are employed.

The UV absorption spectra calculated with the exciton and the full-QM methods are

shown in Fig. 4 together with experimental spectrum (blue). The spectrum obtained with

the exciton method was obtained within the TMA approximation (black), whereas for the

full-QM model, two spectra are reported, one extracted from Ref. 36 (red, dashed) and

one recalculated here (red, dotted) with the same spectral broadening used for the exciton

model. All spectra show two dominant peaks. Using the exciton model, these are located

around 460 nm and 360 nm. As it can be seen in the lower panel of Fig. 4, the �rst peak

corresponds to the S1 state of the system, dominated by the lowest singlet excitation of

the BOD moiety. The second peak has strong contributions from both S2 (localized on

T4) and S3. The full-QM spectra are slightly blue shifted in line with the RMSD error

discussed before. On the other hand, all computed spectra are blue shifted compared to the

experiments by about 0.45 eV, and in Fig. 4 the experimental spectrum has been shifted

by this value for easier comparison. The main di�erence between the various computational

spectra is the intensity ratio between the maxima of the two peaks. Interestingly, the best

agreement with experiments, i.e. a lower intensity for the lower wavelength peak, is obtained
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for the exciton model when compared either to the full-QM calculations of Ref. 36 or the

full-QM calculations performed here. This suggests that the exciton model pro�ts from error

cancellation in this case.
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Figure 4: Upper Panel: absorption spectra of BODT4 calculated using the TMA exciton
model (EM, black) on 1000 structures obtained from aWigner sampling and the experimental
results measured in cyclohexane (blue). The latter was blue shifted by 0.45 eV. Two full QM
spectra are also reported: one taken from Ref. 36 (red dashed line) and one calculated using
the same structures as for the exciton model (FQM, red dotted line). In the lower panel
the EM spectrum is shown with the contributions of its �rst three excited states resolved.
The excitation window (grey) and the probe wavelength (red) for the photoluminesence
computations are also shown.

4.2 Dynamics

Experiments with a �uorescence upconversion technique61 show ultrafast dynamics through

the photoluminescence (PL) of BODT4 after photoexcitation.36 We simulated this dynamics

by performing surface hopping dynamics on the system using our exciton approach and

compared with the results obtained experimentally and with the full-QM model, respectively.
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4.2.1 Populations

For the excited state dynamics, an excitation window centered at 3.3 eV with a width of

0.1 eV was chosen, in agreement with the initial conditions of Ref. 36 and the experimental

excitation wavelength after taking into account the blue shift between the computed and the

excited spectrum. From the resulting 240 initial conditions within the excitation window, 174

were chosen randomly for the dynamics, with 144 starting in the S2 and 30 in the S3 state.

The TMA exciton model dynamics shown in Fig. 5 (a) shows an ultrafast (within the �rst

120 fs) population transfer from the S2 to the S1. In contrast, the S3 decays very little within

150 fs. The initial ultrafast population transfer from S2 to S1, as well as the rather constant

population of S3, are in good agreement with the full-QM results from Ref. 36, presented in

Fig. 5 (c). The main di�erence between the full QM case and the exciton dynamics is that the

initial ratio between S2 and S3 (+ S4 for full-QM) population deviates for t = 0 fs. This can

be explained mainly by the fact that the oscillator strength of the corresponding transitions

are di�erent between the exciton and the full-QM model. This di�erence was already evident

in the spectra (see Fig. 4), which seemed to show a better behavior of the exciton model in

reproducing the experimental �ndings. The second di�erence is that the exciton model has

no initial population in the S4, while around 12% of the full-QM population is in that state

at the beginning of the dynamics. This is an artifact of the strong CT character of the S3/S4

state around the Franck-Condon region. As the CT state is missing in the exciton model,

the S4 state is instead a local excitation of the T4 moiety, higher in energy and therefore not

populated.

For the �rst 100 fs we also computed another exciton dynamics using PDA couplings (see

Fig. 5 (b)). Hereby we use only 99 trajectories. The two exciton dynamical studies (with

TMA and PDA) show very similar results for the �rst 50 fs, namely the ultrafast S2 to S1

transition. The main di�erence between them is that the excitonic couplings between the S1

on BOD and the S1 on T4 are generally weaker in the dipole-dipole coupling scheme, due

to the orthogonality of the transition dipole moments. This leads to a slower overall S2-S1
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Figure 5: Classical populations for the exciton model with TMA (a) and the full-QM results
(c) from Ref. 36 for the �rst 150 fs, while (b) shows the exciton results using PDA for 100 fs.
The populations are shown in the adibatic picture for the �rst four excited state of the
system.

transition and on the long run to a di�erent equilibrium ratio of S2 and S1. While with TMA

couplings the overall rise of population of the S1 resembles very well the full QM results,

the smaller couplings in the PDA scheme lead to a smaller equilibrium population in the

S1 of about 55% compared to the 75% in the TMA scheme and the full QM results. This

inaccuracy of the PDA approach, can be expected as the point dipole approximation breaks

down if the distance between two chromophores is small, however, it is also worth noting

that the simple Förster dipole-dipole couplings are able to describe the essential features of

the excited state dynamics of this complicated system.

Wiebeler et al. interpreted the S2 - S1 transition as an excitation energy transfer from

the T4 to the BOD moiety, as the S2 is in most cases a local excitation on BOD, while the S2

is a local excitation on the T4 group. Furthermore, they analyzed the dynamics and came to

the conclusion that the EET proceeds via the population of a CT state as an intermediate.36

The exciton model shows a similar rate for the EET and also identi�es the T4 group as the

donor and the BOD as the acceptor, but it does not include CT states, by construction.

Therefore, the underlying mechanism of the EET reaction between the exciton model and

the full QM cases is di�erent. In the full-QM results it was concluded that the population

of a state with partial CT character is the essential step to couple the two fragments and

enable the energy transfer. In contrast, the present excitonic calculations show that the

same dynamics can be reproduced without the inclusion of CT states. This indicates that
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the in�uence of the CT state on the total mechanism is less dominant than believed in �rst

place and instead the main driving force are the Coulombic couplings.

One nice feature of the exciton model is that it is straightforward to identify the character

of the excited states by performing a unitary transformation in the diabatic representation

of localized excited states, which is achieved by using the matrix U from Eq. (6). These

diabatic populations are shown in Fig. 6. The overall behavior between diabatic and adiabatic
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Figure 6: Diabatic populations through out the dynamics of the �rst three excited states of
both BOD (blue) and T4 (red).

representations is similar. The system starts with almost all population in the S1 on the T4

unit, which equals the S2 of the total system and ends after 150 fs with most population in the

S1 of the system, which is localized on the BOD unit. A new feature that was not present in

the adiabatic representation is that the population transfer between the two fragments is not

a simple exponential decay, but instead shows ultrafast oscillations for the �rst 50 fs and it

gets damped over time. These oscillations indicate that in the exciton picture the excitation

energy is not transferred monotonically from T4 to BOD, but instead the excess energy

oscillates between the two chromophores until the oscillations get damped and descend into

an exponential transfer, similar to the one observed in the adiabatic picture.

4.2.2 Photoluminescence

The time-resolved PL spectrum was computed from the dynamics and compared with the

experimental results in Ref. 36. Fig. 7 shows a 2D map of the frequency-dependent PL

spectrum for the �rst 100 fs of the dynamics, with two speci�c energies, namely 500 nm
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(red) and 380 nm (grey) highlighted. The latter wavelength corresponds to the excitation

window illustrated in Fig. 4 and the former was chosen to match the experimental probe

length of 600 nm in Ref. 36 accounting for the blue shift compared to the experimental

results. The PL intensity was normalized in all cases to 1.0.
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Figure 7: Calculated photoluminescence spectrum of the BODT4 dyad from the TMA ex-
citon dynamics. The upper panel shows the results for the whole frequency spectrum, with
the excitation window (380 nm, grey) and the probe wavelength (500 nm, red) highlighted.
The lower panel shows the cuts along both wavelength.

For the probe wavelength we observe an ultrafast rise of intensity in the �rst 20 fs. At the

excitation window the intensity shows an almost inverse behavior, indicating the population

transfer from the Franck-Condon region. Interesting to note is that the PL spectra mirrors

the populations in the diabatic picture, if the excitation window represents the S1 on the T4

and the probe wavelength the S1 on BOD (shown in Fig. 6) as discussed before. In particular,

the ultrafast oscillation for the �rst 50 fs seconds is observed. The time-resolved PL was

measured after an excitation at 425 nm, to excite primarily states localized at the T4 moiety

and the results show as well a fast intensity increase with a rise-time of around 120 fs.36

The time-resolution is unfortunately not high enough to resolve the ultrafast oscillations

seen in Fig. 7. It would be interesting to investigate whether these oscillations could indeed
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be resolved experimentally; however, the required time-resolution of about 10 fs poses a

challenge.

5 Summary

We developed a QM/MM exciton model with electrostatic embedding for surface hopping

dynamics of multichromophoric systems, including fully consistent excitation energies, gra-

dients and non-adiabatic couplings obtained at TDDFT level of theory. Such a model has

been obtained by interfacing the electronic structure code Gaussian for the computation of

the individual chromophore properties and the surface hopping code SHARC.

As a proof of concept, we applied our model to a molecular dyad and compared the

excitonic non-adiabatic dynamics with that obtained using a full QM surface hopping.36 Al-

though covalently bound systems are very challenging for exciton models, our results are in

very good agreement with the full QM results, showing that the previously proposed mech-

anism going through a CT state is not necessary to obtain the same non-adiabatic dynamics

and transfer times. A worse agreement is instead found when the point dipole approximation

is used for the couplings, instead of the transition monopole approximation: the �ndings can

be explained noting that the almost perpendicular orientation of the localized transition

dipoles of the two moieties leads to an underestimation of their excitonic interaction.

An additional advantage of the proposed exciton model is that it is trivial to switch to the

diabatic representation of local excited states to visualize the localization of the excitation on

the individual chromophores throughout the dynamics. This makes it possible to see features

that were not previously observed, namely ultrafast oscillatory energy transfer between the

two fragments within the �rst 50 fs. The computed time-resolved PL spectrum shows also

these ultrafast oscillations, as the oscillator strength of the individual exciton states depends

strongly on the oscillator strength of the local excited states.
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