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Abstract

The importance of evaluating the usability of e-commerce websites is well

recognised and this area has attracted research attention for more than a decade.

Nearly all the studies that evaluated the usability of e-commerce websites
employed either user-based (i.e. user testing) or evaluator-based (i.e. heuristic
evaluation) usability evaluation methods; but no research has employed software-
based (i.e. Google Analytics software) in the evaluation of such sites. Furthermore,
the studies which employed user testing and/or heuristic evaluation methods in the
evaluation of the usability of e-commerce websites did not offer detail about the
benefits and drawbacks of these methods with respect to the identification of

specific types of usability problems.

This research developed a methodological framework for the usability
evaluation of e-commerce websites which involved user testing and heuristic
evaluation methods together with Google Analytics software. The framework was
developed by comparing the benefits and drawbacks of these methods in terms of
the specific areas of usability problems that they could or could not identify on e-

commerce websites.

The framework involves Google Analytics software as a preliminary step to
provide a quick, easy and cheap indication of general potential usability problem
areas on an e-commerce website and its specific pages. Then, the framework

enables evaluators to choose other methods to provide in-depth detail about specific
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problems on the site. For instance, the framework suggests that user testing is good
for identifying specific major usability problems related to four areas: navigation,
design, the purchasing process and accessibility and customer service, while the
heuristic evaluation is good for identifying a large number of specific minor
usability problems related to eight areas including: navigation, internal search, the
site architecture, the content, the design, accessibility and customer service,
inconsistency and missing capabilities. The framework also suggests that the

heuristic evaluation is good at identifying major security and privacy problems.

The framework was developed based on an extensive evaluation of the
effectiveness of the three methods in identifying specific usability problems in three
case studies (e-commerce websites) in Jordan. This highlighted the usefulness of the
methods and therefore helps e-commerce retailers to determine the usability method

that best matches their needs.

The framework was tested and the results indicated the usefulness of the
suggested framework in raising awareness of usability and usability evaluation
methods among e-commerce retailers in Jordan. This will help them address
usability in the design of their websites, thus helping them to survive, grow and

achieve success.

Keywords: framework, usability evaluation, e-commerce websites, developing

countries, Jordan, user testing, heuristic evaluation, Google Analytics.
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Chapter One: Introduction

Chapter One: Introduction

1.1 Background of the research study

The technological advances of the 21" century have led to an increasing use of the
Internet for commercial purposes (Kraemer er al. 2006). E-commerce has grown
rapidly since the development of the first commercial website in 1994. It is
predicted that the use of e-commerce will increase rapidly during the next few
years, so that sales will reach over $300 billion by 2010 (Johnson 2005). Laudon
and Traver (2002) also predicted that, in the future, e-commerce will have an impact
on all commerce and that all commerce will be e-commerce by the year 2050 or

thereabouts.

There are many definitions of e-commerce. In this research, the following
definition is used for its appropriateness. Electronic commerce (EC) or e-commerce
is “an emerging concept that describes the process of buying, selling, or exchanging
products, services, and information via computer networks, including the Internet”

(Turban er al. 2002).

1.1.1 Types of e-commerce

These are several types of e-commerce. The following are examples of the most

common classifications:

¢ Business-to-business (B2B): This type is defined as e-commerce between

companies; the buyer and the seller are businesses or other organisations
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(Andam 2003; Chan et al. 2001). Approximately 80% of e-commerce is of
this type (Andam 2003).

Business-to-consumer (B2C): In this type, the seller is a business
organisation while the buyer is a consumer (Chan ef al. 2001). This type
imitates physical retailing and therefore it is commonly called electronic
retailing (Chan et al. 2001). It is the second largest and the earliest form of

e-commerce (Andam 2003).

Consumer-to-consumer (C2C): This type involves consumers who sell
directly to other consumers (Turban et al., 2002). The online auction is one

form of this type of e-commerce (Andam 2003).

Consumer-to-business (C2B): In this type, the consumer determines his/her
requirements to a business so that the business can provide a product to meet
these requirements (Chan et al. 2001). The requirements could involve the

customisation of an existing product or the creation of a new one.

Government-to-citizens (G2C): This type involves a government buying or
selling products, services or information to businesses or individual citizens

(Turban et al. 2002).

Mobile commerce (m-commerce): This type involves performing e-
commence through wireless technology such as handheld devices (i.e.
cellular telephones) (Turban et al. 2002; Andam 2003). Japan is the global

leader in m-commerce (Andam 2003).

This research focuses on B2C e-commerce.

1.1.2 Advantages of e-commerce

E-commerce provides several advantages to business organisations and to

consumers (Turban et al. 2002; Tassabehji 2003). Examples of the common

potential benefits that e-commerce could offer to organisations include:

Extending the marketplace of a business into national and international
markets so that the business will have access to all people around the world

(Turban et al. 2002; Tassabehji 2003).
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e Reducing the cost related to creating, processing, distributing, storing and
retrieving paper-based information by using electronic documents (Turban et

al. 2002; Tassabehji 2003).

¢ Minimising supply chain inefficiencies such as excessive inventories,

overheads and delivery delay (Turban et al. 2002; Tassabehji 2003).

e Allowing the customisation of products and services according to

customers’ personal requirements (Tassabehji 2003).

¢ Enabling companies to interact more closely with their customers (Turban et

al. 2002).

Examples of the common potential benefits that e-commerce provides to

consumers include:

¢ Allowing consumers to shop or perform other transactions at any time from

any location (Turban et al. 2002; Chan et al. 2001; Tassabehji 2003).

¢ Providing consumers with more choices; many international vendors offer a

wide range of products (Turban et al. 2002; Tassabehji 2003).

e @Giving the consumers the opportunity to perform price comparison and to
evaluate products and services in the global market (Turban et al. 2002;

Tassabehji 2003).

e Improving the delivery process. For example, e-commerce allows instant
delivery of electronic products (i.e. software products) or the use of online
tracking to monitor the progress of a product being delivered (Tassabehji

2003; Turban et al. 2002; Chan et al. 2001).

e Providing consumers with relevant and detailed product information in

seconds rather than days or weeks (Turban et al. 2002).

e Facilitating participation in virtual auctions so that sellers can sell products
quickly and buyers can collect items quickly (Turban et al. 2002). It also
provides the opportunity for consumers to interact with other consumers in
electronic communities, to exchange ideas and to compare experiences

(Turban et al. 2002).
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1.1.3 Benefits of e-commerce to developing countries

Developing countries have realised the advantages of e-commerce and companies
have set up e-commerce sites in order to reap the potential benefits provided by e-
commerce (United Nation 2002). Most, if not all, developing countries are already
involved in e-commerce as sellers or buyers (Andam 2003). Examples of the
specific advantages e-commerce provides to small- and medium-sized enterprises
(SMEs) in developing countries include offering them the opportunity to access
international markets, which were difficult to access otherwise because of the high
transaction costs (United Nation 2002; Molla 2005). E-commerce also allows
companies to deliver labour intensive services online, such as software development
(United Nation 2002); access cheaper and better quality services, such as finance or
business information (United Nation 2002); and reduce the cost of some
intermediaries (middlemen) since organisations depend on direct linkages with

consumers and suppliers using electronic networks (Molla 2005).

1.1.4 Challenges of adopting e-commerce in developing countries

Unfortunately, developing countries have faced significant challenges which have
affected the development and diffusion of e-commerce in those countries. Several
studies were found in the literature that identified the challenges of adopting e-
commerce in developing countries. Although these studies were conducted in
different countries with different conditions, results from these studies indicated that
there are a number of common challenges in the adoption of e-commerce. These

challenges have been divided into:

e Undeveloped technological infrastructure: This barrier involves
inadequate  telecommunications  infrastructure  (Elbeltagi 2007,
Kapurubandara and Lawson 2007; Lane et al. 2004), low speed of accessing
the Internet (Travica 2002; Kshetri 2007) and low penetration of Personal
Computers (PCs) (Kurnia 2006).

e Payment and delivery barriers: These involve a lack of credit card
diffusion (Elbeltagi 2007; Kshetri 2007; Andam 2003) and underdeveloped
transportation infrastructures which result in slow and uncertain delivery of

goods (Andam 2003, Travica 2002).
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¢ Social and cultural barriers: These involve customers’ preference to touch
and see a product to check its characteristics before purchasing (Elbeltagi
2007); customers’ preference to shop from well-known sellers with a good
reputation (Travica 2002); customers’ preference to use sites written in their
local language rather than English (Elbeltagi 2007; Kshetri 2007); lack of
trust and concerns about the security and privacy of their information when
shopping online; and lack of awareness and understanding of the value of e-

commerce (Kurnia 2006).

e Economic and political barriers: These involve the high cost of Internet
access (including connection service fees and communication fees) in
comparison to low average income levels (Kshetri 2007; Kurnia 2006; Tigre
2003; Andam 2003) and unstable economic climates and changing
regulations with each governmental change (Kapurubandara and Lawson

2007).

e Human resources barriers: These involve a lack of skilled human
resources in information technology (Kapurubandara and Lawson 2007,
Kurnia 2006; Lane ef al. 2004; Andam 2003) and general and computer
illiteracy (Kshetri 2007).

e Legal barriers: These involve a lack of legal frameworks or e-commerce
regulations to control and protect Internet purchases (Kapurubandara and

Lawson 2007; Kshetri 2007; Tigre 2003).

Although the current challenges of adopting e-commerce in Jordan are
significant, as a developing country, Jordanian companies have developed e-
commerce websites and have achieved relative success in their businesses (Obeidat

2001). The following sections provide an overview of Jordan.

1.2 Overview of Jordan

The Hashemite Kingdom of Jordan is located at the heart of the Middle East. The
latest population estimate for 2009, according to the Department of Statistics in
Jordan, is 5,929,161 (Jordanian Department of Statistics 2009). Jordan covers an
area of 89,342 sq km (Internetworldstats [n.d.]), its capital is Amman and the

official language of Jordan is Arabic, while English is also spoken.
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Jordan, like other developing countries, faces challenges which influence the
growth of the number of households which own a PC or which have a subscription
to the Internet, as well as the number of Internet users. Examples of these challenges
include the high cost of computers and the high subscription fees for Internet
services (Meddeh 2008; Rochester 2009). The language of the Internet represents
another challenge in Jordan as most of the sites are written in English and not in the
local language of Jordan (Arabic); this makes Internet users uncomfortable with

browsing and using English sites (Meddeh 2008; Rochester 2009).

During the last decade, however, Jordan has witnessed an improvement in the
Information and Communication Technology (ICT) sector as a result of several
initiatives. These initiatives were a response to King Abduallah II’s intention to turn
Jordan into the high-technology capital of the Middle East (Reach 1.0 2000). In
1999, a national ICT strategy, called the Reach initiative, was launched. The Reach
initiative outlined a five-years (2000-2004) clear action plan to support Jordan’s IT
sector, to maximise its ability to compete in local, regional and global markets, and
to ensure a favourable place for Jordan in the Internet-based economy (Reach 1.0
2000). The plan specified the actions that should be implemented by the private
sector, the government and other stakeholders. As a result of the Reach initiative,
the ICT sector expanded rapidly, a number of innovative sites started up, and the
demands on the labour force increased. However, despite the efforts of the Reach
initiative, Jordan’s ICT sector fell below the Reach targets (Anima 2008). For
example, in late 2007, Jordan’s ICT workforce remained at 16,000 instead of
23,000, as targeted by the Reach initiative, the Internet penetration (the number of
people who use the Internet) was around 11%, PC ownership was only 7.1% and
ADSL penetration was less than 1% (Anima 2008). The ICT sector of Jordan also
suffers from “brain-drain” in which high Gulf salaries attract talented ICT staff
(Anima 2008). Despite the fact that approximately 5000 ICT students graduate each

year, skilled labour can be difficult to find.

To obtain further growth in the ICT sector in Jordan, the Ministry of
Information and Communication Technologies (MOICT) issued a new ICT national
strategy in 2007 which involved three objectives to be achieved in five years
(National ICT Strategy of Jordan 2007-2011 2007). These objectives include

increasing the size of the ICT sector to $3 billion, increasing the employment in the
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ICT sector to 35,000, and increasing Internet penetration to 50% (National ICT
Strategy of Jordan 2007-2011 2007).

In order to achieve the new national strategy, the government reduced the
sales tax on Internet related services from 16% to 8% to help extend Internet
services and to increase the number of Internet users in Jordan (Meddeh 2008). The
government is also planning to reduce this sales tax to zero, as well as the tax on
computers (McCullagh 2009). Also, the government, in partnership with the private
sector, created a new initiative: a laptop for every university student (McCullagh
2009). A student can buy a laptop without paying a tax on it and can spread the
payment over four years at a cost of approximately $15 per month. Furthermore, the
Jordanian government has equipped all the schools in Jordan with computers and
Internet connection. The government is working on building a fiber-optics network
which will reach all the schools in Jordan to provide all the villages with Internet

services (McCullagh 2009).

The telecommunication services in Jordan have also witnessed improvements
due to the increased competition among Internet Service Providers (ISPs). This has
resulted in reducing the prices of Internet services provided by the ISPs and
broadening the range of services offered by them (Business Monitor International
2009). Currently, there are at least ten ISPs in Jordan which provide
telecommunication services such as ADSL and leased lines (Business Monitor
International 2009). ADSL is the most widely used telecommunication in Jordan
and is expected to remain so for the next couple of years (Arab Advisors Group
2008). Due to the lowering of ADSL prices in Jordan, the country had over 102,200
ADSL line subscribers in 2008 (Jordan Telecom Group 2008). The percentage of
Jordanian households which now have an ADSL subscription has increased to reach
11%, which represents 75% of all Internet subscriptions (Arab Advisors Group
2008; Rochester 2009). The ISPs in Jordan also provide wireless connection
services such as WiMAX. An example of an ISP company which provides WiMAX
is Kulacom Jordan. This is the latest company in Jordan to launch a WiMax-based
broadband service and this network, after its launch, covered over 30% of the
population of Amman (the capital of Jordan) (Business Monitor International 2009).
It is expected that the WiMax services will help to achieve the government’s target

of 50% Internet user penetration by the end of 2012 (Arab Advisors Group 2008).
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Fortunately, the national ICT strategies adopted in Jordan have increased both
the number of Internet users and Internet penetration rates substantially since 2001.
The number of Internet users has grown from 238,000 in 2001, which represents a
penetration rate of 4.8% of the Jordanian population, to reach 1,500,000 in 2008;
this represents a penetration of 26% (The Jordanian Telecommunications
Regulatory Commission [n.a.]). The latest statistics also show that Internet
penetration has increased to reach 36% in 2009; this growth is expected to continue
(Rochester 2009). The number of e-commerce users in Jordan was estimated to be
more than 198,000 in 2008 (3.42% of the total population) and those users spent a
total of $181.2 in e-commerce transactions between November 2007 and November

2008 (Arab Advisors Group 2008).

1.3 Earlier e-commerce research in Jordan

There have been relatively few studies in Jordan regarding e-commerce. The focus
of those that have been undertaken has been limited to identifying the challenges of
adopting e-commence, reviewing how Jordan has adapted to some of the
challenges, or recommending infrastructural changes to moderate the effect of these
challenges. For example, three studies have been conducted in Jordan which
reviewed the challenges faced by companies in Jordan while adopting e-commerce
(Sahawneh et al. 2003; Sahawneh 2002; Obeidat 2001). These studies agreed that
Jordanian companies are facing a number of barriers which affect the diffusion of e-
commerce in Jordan and clarified the reasons for limited buying and selling through
the Internet there. The identified barriers were: lack of cooperation between the
public and private sectors, lack of payment systems, lack of awareness of the basics
and importance of e-commerce (among individual and enterprises), lack of trust, the
high cost of PCs, the high cost of connecting to the Internet, lack of training,
cultural resistance, an absence of legislation and regulations that govern e-
commerce transactions, lack of knowledge, and the weakness of e-commerce

companies in promoting e-commerce efficiently.

Overcoming the challenges of adopting e-commerce in Jordan was also
identified in earlier studies that were conducted there. The focus was on overcoming
the challenges of the lack of payment systems, and the lack of legislation and

regulations. To overcome the challenge of the lack of payment systems, Sahawneh
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(2002) discussed how some Jordanian banks have issued special cards for online
shopping, in addition to credit and visa cards. These are called Internet Shopping
Cards (ISCs) and were specifically designed to provide convenient and easy access
to on-line shopping, with small limits in Jordan. Also, in another study, Sahawneh
(2005) discussed how a Jordanian company called e-dimension had developed a
secure payment gateway to support online payment in Jordan. E-dimension is a
subsidiary of the Jordan Telecom Group (JTG). It launched Jordan’s first e-payment
gateway service in 2003 to allow customers to pay their bills fully or partially on-
line. The National Bank of Jordan supported the e-payment gateway as the
acquiring bank for credit card payments. E-payment has secured layers, including a
1024 bit SSL, and has many security options to protect communications and to
avoid fraud through online transactions (e-dimension [n.d.]; Jordan Times 2003;

Global research telecommunications 2006).

To overcome challenges regarding the absence of legislation and regulations
that govern e-commerce transactions in Jordan, Sahawneh (2005) investigated the
effect of the electronic transaction law on e-commerce enterprises in Jordan. The
electronic transaction law was issued in Jordan in 2001 to regulate e-commerce.
This law is based on the United Nations’ Commission on International Trade Law
(UNCITRAL), the model law on e-commerce, which was developed in 1996. The
electronic transaction law covers electronic transactions, electronic records,
electronic signatures, any electronic data messages, and electronic transactions
approved by any government department or official institution, in whole or in part.
Sahawneh (2005) found that the electronic transaction law was one of the incentives

for Jordanian Small and Medium Enterprises (SMEs) to develop e-commerce.

There has been a lack of research in Jordan, however, to suggest how e-
commerce companies, which have already adopted e-commerce, can deal with the
current challenges by improving their existing e-commerce websites in a way that
will improve their success. Obviously, in order to improve the current situation of e-
commerce websites in Jordan, important factors affecting the survival and success
of e-commerce websites need to be investigated and addressed. Ease-of-use is one
of the most important characteristics of websites, especially those provided by e-

commerce organisations (Najjar, 2005).
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1.4 Usability of e-commerce websites

Nielsen and Norman (2000) stressed the importance of making e-commerce sites
usable. They do not regard good usability as a luxury but as an essential
characteristic if a site is to survive. Nielsen (2003) explained the reasons behind
this when he stated that the first law of e-commerce is that, if users are unable to

find a product, they cannot buy it.

1.4.1 Awareness of e-commerce usability

Awareness of e-commerce usability is important since unusable websites will lead
shoppers to abandon these sites, resulting in a loss of their sales. Forrester Research
estimates that bad web design will result in an approximate loss of 50 percent of
potential sales from visitors who cannot find what they want on the site, and a loss
of 40 percent of repeat visits from visitors who had an initial bad experience with
the site (Nielsen 1998). According to the results of the GUV (Graphic,
Visualization, & Usability) Center's 9th WWW user survey, which covered over
10,000 web users from different countries, users reported three main reasons for
leaving a website during shopping (Schaffer and Sorflaten 1999). These were: not
being able to find the product, a confusing or disorganised site, and a slow
download speed of pages. Schaffer and Sorflaten (1999) also indicated that bad
usability prevents novice users from purchasing or reduces the number of products

purchased by them.

1.4.2 Advantages of usable e-commerce websites

Research has offered some advantages that can be gained if the usability of e-
commerce websites is considered or improved. Nielsen and Norman (2000)
indicated that addressing the usability of sites could increase the percentage of
visitors who purchased from a site and who could then turn into frequent and loyal
customers. Lohse and Spiller (1998) also stated that designing an effective interface
for an e-commerce website (i.e. an interface that enables users to find what they
want) has a significant influence on traffic and sales. Tedeschi (1999) illustrated this
with a real example using the IBM company. He proved that sales from the IBM
website increased by 400% after the website was redesigned and its usability was

improved (Tedeschi 1999).
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An investigation into the current situation of e-commerce companies in Jordan
was undertaken by the researcher in 2006-2007. The investigation revealed that e-
commerce in Jordan is still in its infancy and there was an opportunity to improve
the usability of those e-commerce websites. In retrospect, it was thought to be
worthwhile to conduct a research study in Jordan that would raise awareness among
e-commerce companies regarding how to investigate and improve the usability of
their e-commerce websites by clarifying explicitly the role of specific usability
methods in identifying usability problems. This would encourage e-commerce
companies to employ specific usability methods in order to improve the usability of
their websites. Therefore, this would help e-commerce companies in Jordan to

survive and grow in the challenging environment.

1.5 Aims and objectives

The aim of this research was to develop a methodological framework to investigate
the usability of e-commerce websites in Jordan. The proposed framework will
include the examination of traffic flows and the use of usability testing to identify

usability problem areas.
The specific objectives for the research were:

1. To use three different approaches to evaluate a selection of e-commerce
websites from three different perspectives: evaluators, users and
software tools. Using these approaches, the aim is to:

a) Assess to what extent the three selected e-commerce websites have
conformed to usability principles.

b) Measure how real users interact with the three selected e-commerce
sites and the actual actions that were taken by them on the sites.

¢) Track visitors’ interactions with the three selected e-commerce sites.

2. Based on objective 1, to identify the main usability problem areas and
opportunities for improving performance.

3. Based on objective 2, to determine which methods were the best in
evaluating each usability problem area.

4. To create a framework to identify how to evaluate e-commerce sites in

relation to specific areas.
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1.6 Thesis outline
Chapter Two:

The aim of this chapter was to review previous studies which have contributed to
the area of this research. This chapter reviews the following areas: usability and
usability evaluation methods, the usability of e-commerce websites, design issues
for e-commerce websites, and the effectiveness of usability evaluation methods in

identifying usability problems.
Chapter Three:

The aim of this chapter was to discuss the research methods used in this study. This
chapter presents an overview of the research philosophy, together with the design
and the methods employed in this research. Justifications for selecting these
concepts were also summarised in this chapter. The chapter then summarises the
data collection techniques that were employed to collect the data and how the data

obtained from using the techniques were analysed.
Chapter Four:

The aim of this chapter was to present the qualitative and quantitative findings
obtained from the different methods employed in the research. The chapter
summarises the lists of common usability problems identified by each method
across the three cases (the e-commerce websites) involved in this research. The
chapter also summarises the overall usability of the sites obtained from the analysis

of each method.
Chapter Five:

The aim of this chapter was to illustrate the usability problem areas identified by the
usability methods used in this research. The ten common usability problem areas
(themes) that resulted from the analysis of the methods used in this research were
used to structure this chapter. The effectiveness of each method in identifying
specific usability problems related to each area is reviewed under each of the ten

usability problem areas.
Chapter Six:

The aim of this chapter was to describe a proposed framework to evaluate the

usability of e-commerce websites. The chapter summarises the cost of employing

12
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the methods used in this research. Then, the chapter presents the suggested
framework and summarises the results of testing its usefulness. Finally, the chapter

explains an enhancement for the suggested framework.
Chapter Seven:

The aim of this chapter was to discuss the results obtained from the data analysis
(i.e. Chapters Four, Five and Six) by referring to the literature review. The focus of
the discussion in this chapter is to illustrate the value added by those findings to the
literature. The discussion includes how the aims and objectives of this research have

been accomplished.
Chapter Eight:

The aim of this chapter was to review the conclusions of this research study. The
chapter explains how the aims and objectives of this research have been
accomplished. Then the chapter summarises both the limitations of this research and

the recommendations for future study.
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Chapter Two: Literature Review

This chapter presents an overview of usability, together with an examination of
common usability methods that can be used to evaluate the design of a user
interface; the effectiveness of various usability evaluation methods is also
presented. First of all the chapter reviews definitions of usability. The chapter then
reviews common methods that can be used to evaluate the usability of websites
before reviewing literature that considers how such methods have been used in the
evaluation of e-commerce websites. This is followed by a summary of the literature

that highlights the effectiveness of usability evaluation methods.

2.1 Introduction

The root of usability is in the field of Human Computer Interaction (HCI), which is
a broad field related to all the aspects and ways in which people interact with
computers (Stone et al. 2005). HCI has been defined as “A discipline concerned
with the design, evaluation and implementation of interactive computing systems
for human use and with the study of major phenomena surrounding them” (Hewett
et al. 2008). HCI encompasses many disciplines, including computer science,
psychology, sociology, ergonomics and industrial design (Hewett et al. 2008; Stone
et al. 2005). Humans interact with computers through a user interface. The design of
this user interface and, specifically, the usability of the interface is a core area in the

field of HCI (Gray and Salzman 1998). The concept of usability has been defined
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and measured differently by different authors so the following section presents the

concept of usability and reviews some definitions and measures of usability.

2.2 Definitions of usability

Nielsen (2003) indicated that usability is one of the most important attributes of any
user interface and measures how easy the interface is to use. Others have indicated
that: “Usability measures the quality of a user's experience when interacting with a
product or system, whether a website, a software application, mobile technology, or

any user-operated device” (Usability.gov [n.d.]).

Nielsen (2003; 1993) also stated that usability is not a single attribute; instead

usability is defined in terms of five characteristics:

e Learnability: The system or product is easy to learn so that users can

perform tasks the first time they interact with the interface.

e Efficiency: The system or product is efficient to use so that once users have

learned the system, they will perform tasks quickly.

e Memorability: The system or product is easy to remember so that if users

return to the system after a period of not using it, they can use it easily.

e Errors: The system or product has a lower error rate so that users make few

errors while interacting with it and they can easily recover from these errors.

e Satisfaction: The system or product is pleasant to use and users are

subjectively satisfied while using it.

Alternatively, Brinck et al. (2001) defined usability as “the degree to which
users can perform a set of required tasks”. They also indicated that usability is the
product of several design goals, including the five attributes already indicated by
Nielsen (2003; 1993), in addition to another goal named ‘functionally correct’. This
attribute means that the system or product provides the required functionality so that
users can do what they need/want to do. Brink et al. (2001) explained that the
design goals of usability are sometimes in conflict and therefore the priority given
to these design goals is determined with regard to the context of the design. Sharp et
al. (2007) added effectiveness and safety to the list of usability design

goals/attributes; effectiveness means that the system or product is effective to use
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and good at doing what it is supposed to do so that users can carry out their work
accurately and successfully; safety means that the system or product is safe to use so

that it protects users from dangerous conditions and undesirable situations.

These definitions indicate that usability is defined in terms of a set of
attributes or design goals of a system/product. However, the International Standards
(ISO 9241-11 1998) provide a broader definition of usability, stating that:
“Usability is the extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context
of use” (ISO 9241-11 1998). This definition encompasses three important elements
that describe the usability of any product: specified users, specified goals and
specified context of use. ISO 9241-11 emphasises that the usability of a product is
dependent on the context of use which includes users, tasks, equipment (hardware,
software and materials), and the physical and social environment, all of which may
influence the usability of a product. The ISO 9241-11 definition also indicates that
three measures can be used to measure the extent to which a product is usable in a
particular context. These three measures are effectiveness and efficiency (which

measure the performance), and satisfaction.

2.3 Usability Evaluation Methods (UEMs)

Usability evaluation methods are a set of methods used to evaluate human
interaction with a product; they are aimed at identifying issues or areas of
improvement in this interaction in order to increase usability (Gray and Salzman
1998). These methods are one of the hallmarks of User-Center Design (UCD)
(Lazar 2006). UCD is an approach and philosophy for designing and developing
usable products and systems that place the user at the centre of the process (Rubin
1994). The UCD approach is based on receiving user feedback during each step of
the design process (Rubin 1994). Obtaining such feedback can involve a variety of

usability methods at any step of the design process (Rubin 1994; Pearrow 2000).

A variety of usability evaluation methods have been developed to identify
usability problems. These methods have been categorised differently by different
authors. For example, Nielsen and Mack (1994) classified usability evaluation
methods into four general categories: automatic (this involves the use of software to

evaluate a user interface), empirical (involving real users who interacted with a user

16



Chapter Two: Literature Review

interface), formal (incorporating the use of models to evaluate a user interface), and
informal (where evaluators use rules in addition to their skills, knowledge and
experience to evaluate an interface). Alternatively, Gray and Salzman (1998) used
two categories to describe such methods: analytic and empirical. The analytic aspect
includes techniques such as heuristic evaluation and cognitive walkthrough, while

empirical techniques include methods and procedures referred to as user testing.

In this research, the most well-known usability evaluation methods were
classified into three categories in terms of how the usability problems were
identified: for example, by users, evaluators or tools. This stems from the aims and
objectives of this research which attempts to investigate and compare the usability

problems identified from these three different perspectives.

2.3.1 Evaluator-Based usability evaluation methods

This category includes usability methods that involve evaluators in the process of
identifying usability problems. These methods were called usability inspection
methods by Nielsen and Mack (1994) who defined these as a set of methods based
on having evaluators inspect or examine the usability aspects of a user interface.
These methods are aimed at finding usability problems that users might encounter
while interacting with an interface and then making recommendations to improve
the usability of the interface. The following are some of the most well known
methods in this category, which can be used to evaluate the usability of a user

interface, including websites:
Heuristic evaluation

Heuristic evaluation is a usability method developed by Nielsen and Molich (1990).
This method involves having a number of evaluators assess the user interface and
judge whether it conforms to a set of usability principles (namely ‘heuristics’)
(Nielsen and Molich 1990). Nielsen (1994) identified a set of ten usability heuristics
which were: visibility of system status, match between the system and the real
world, user control and freedom, consistency and standards, error prevention,
recognition rather than recall, flexibility and efficiency of use, aesthetic and
minimal design, helping users to recognise, diagnose and recover from errors, and

help and documentation.
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Some researchers, however, indicated that the original set of heuristics
developed by Nielsen were too general and were too vague for evaluating new
products such as web products because they were designed originally to evaluate
screen-based products; they were also developed several years before the web was
involved in user interface design (Sharp er al. 2007; Pearrow 2000; Brinck et al.
2001). Consequently, new heuristics were developed specifically for evaluating
websites. For example, Nielsen (2000) suggested the following heuristics which he
called HOMERUN: high quality content, often updated, minimal download time,
ease of use, relevant to users’ needs, unique to the online medium, and adhering to

net-centric corporate culture.

However, despite the criticism of Nielsen’s ten heuristics, it is worth
mentioning that researchers advised including them as part of the design guidelines
to evaluate usability of websites (Brinck er al. 2001, Sharp et al. 2007). For
example, Sharp et al. (2007) advised evaluators who might wish to develop specific
heuristics to evaluate websites to develop their own by tailoring Nilesen’s heuristics
(or usability principles) and by referring to other resources, such as design

guidelines, market research and new research findings.
Pluralistic walkthrough

This is a usability inspection method that involves a group of evaluators, including
representative users, developers and usability experts, evaluating a user interface by
“walking through” the steps of a task scenario (Hollingsed and Novick 2007;
Nielsen and Mack 1994). The group discusses the usability issues of an interface
related to each step in a scenario (Nielsen and Mack 1994). The scenarios are
presented in the form of a number of screens which represents a single path through

the interface (Sharp et al. 2007).

As indicated by Hollingsed and Novick (2007), this method is defined by five
characteristics: the involvement of various participants: representative users,
developers and usability specialists; the interface screens are displayed during the
evaluation in the same order in which they would be displayed in a web or computer
interface; all the participants are asked to assume the role of a user; for each screen,

participants write down what actions they, as users, would select in performing the
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task and add their feedback in detail; finally, during the discussion of each screen,

the representative users are those who speak first.

One of the benefits of the pluralistic walkthrough is related to the fact that it
provides feedback from users who are directly involved in the evaluation
(Hollingsed and Novick 2007). Another benefit is that it focuses on users’ tasks
(Sharp et al. 2007). However, this method has its limitations: for example, it is
difficult to get all the participants together at once and then work at the rate of the
slowest (Sharp et al. 2007). Also, only a few scenarios, and therefore paths through
the interface, can usually be investigated because of time constraints (Sharp et al.

2007; Hollingsed and Novick 2007).

Research which has investigated the use of this method recently notes that this
method is still used as a usability expert/inspection approach although usability
experts continue to perform users-only walkthrough without their involvement

(Hollingsed and Novick 2007).
Cognitive walkthrough

Cognitive walkthrough is a usability inspection method that focuses on evaluating
whether an interface is easy to learn through exploration (Wharton et al. 1994). This
method still appears to be in continual use although it was developed in the early
nineties, because of its effectiveness; it is used in the evaluation of different

interfaces including web-based applications (Hollingsed and Novick 2007).

This method involves a team of evaluators who evaluate an interface by
“walking through” one or more specific representative tasks and their related
steps/actions, step-by-step. The team usually involves developers, designers and
programmers (Fichter 2004). For each step, the team attempts to offer a reasonable
response or “story” to each of four questions determined by Wharton et al. (1994)
(see Table 2.1) explaining why users would choose the correct action to perform the
task (Spencer 2000; Fichter 2004). If the story cannot be told then suggestions for
correcting the problems are noted (Fichter 2004).
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Table 2.1: Four questions from Wharton et al. (1994)

Will the user try to achieve the right effect?

Will the user notice that the correct action is available?

Will the user associate the correct action with the effect that
user is trying to achieve?

If the correct action is performed, will the user see that

progress is being made toward the solution of the task?

The cognitive walkthrough method is useful for obtaining a large number of
design ideas from the team members who usually have different backgrounds and
perspectives (Fichter 2004). Also, this method focuses on users’ problems in detail
even though users do not need to be involved (Sharp er al. 2007). However, the
major drawback of this method relates to the fact that it can be time consuming and
tedious (Fichter 2004; Holzinger 2005). Furthermore, the selection of task scenarios
can be difficult since, if the scenario is not appropriately described, then this results

in an ineffective evaluation (Hollingsed and Novick 2007).

It is worth mentioning that Spencer (2000) suggested a modified cognitive
walkthrough process called a streamlined cognitive walkthrough because he
indicated that the original cognitive walkthrough method might be difficult to use in
the evaluation of software in a large software development company. This is
because of the social constraints faced by team members in the company such as
time pressure, very long discussions concerning the design, and the fact that some
team members might try to defend their design during the cognitive walkthrough
process. Therefore, the suggested streamlined cognitive walkthrough can overcome
such social constraints and provide useful data. This can be achieved by avoiding
design discussion, defusing design defensiveness, and streamlining the method and
data collection (Spencer 2000). The streamlined cognitive walkthrough method uses
only two questions, instead of the four questions suggested by Wharton et al.

(1994), in the evaluation of each step in the task analysis. See Table 2.2.

Table 2.2: Two questions from Spencer (2000)

Will the user know what to do at this step and if he/she has
done the right thing?
Will the user know that he/she has done the right thing and is

making progress towards his/her goal?

20



Chapter Two: Literature Review

Guideline reviews

This is a usability method which contains comprehensive guidelines and involves
checking an interface for conformance with these usability guidelines. This method
is similar to the heuristic evaluation method, except for the length and details of the
guidelines used by evaluators; heuristic evaluators use a short list (of less than a
dozen items) while guideline reviewers use a longer and more detailed list (with
several dozen or more guidelines) (Lazar 2006; Gray and Salzman 1998). Some
organisations and companies have specific design guidelines (e.g. Microsoft design
guidelines for Windows O.S) which can include hundreds of design rules (Lazar
2006). Therefore, this kind of review takes a long time to accomplish and hence is

not commonly performed, in contrast to the heuristic review (Lazar 2006).
Consistency inspections

This is a usability method where an expert reviews all of the web pages on a site to
ensure that its design is consistent in terms of layout, terminology and colour (Lazar
2006). This method could also be used to inspect consistency across multiple sites,
examining, for example, whether common functions look and work in the same way
across these sites (University of Minnesota Duluth [n.d.]). The consistency of an
interface is important because inconsistent interfaces could reduce users’
performance and satisfaction, thereby increasing the error rate, as indicated by Lazar

(2006).
Standards inspection

Standards inspection is a usability method that involves an expert examining
whether an interface complies with certain interface standards which are followed
by other systems in the same market (Nielsen and Mack 1994). The standards are
usually written in formal language and therefore, in order to perform this type of
inspection, an expert who is familiar with the standard and its language is required
(Stone et al. 2005). An example of a usability standard that can be used as a
reference is the ISO 9241 (Stone et al. 2005). ISO 9241 includes requirements and
recommendations regarding the attributes of the hardware, software and the
environment which contribute to their usability and the ergonomic principles

relating to them (Cost-Effective User Centred Design 2001).
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2.3.2 User-Based usability evaluation methods

This category includes a set of methods that involves users. These methods aim to
record users’ performance while interacting with an interface and/or users’
preferences or satisfaction with the interface being tested. The most common
method in this category relates to user testing. The other methods are either
variations of a user testing approach or supplementary techniques that could be used
with a user testing method. The following section presents the most common

methods in this category which can be used to evaluate the usability of websites:
User testing

The user testing method is considered to be the most important and useful approach
since it provides direct information regarding how real users use the interface; it
illustrates exactly what problems users encounter in their interaction (Nielsen and
Mack 1994). Dumas and Redish (1999) defined the user testing method as ‘“‘a
systematic way of observing actual users trying out a product and collecting
information about the specific ways in which the product is easy or difficult for
them”. Different supplementary techniques have been suggested for use during a
user testing session, such as making different types of observation (e.g. notes, audio,
video or interaction log file) to capture users’ performance; questionnaires and
interviews have also been suggested as ways of collecting data concerning users’
satisfaction (Nielsen 1993; Sharp et al. 2007; Dumas and Redish 1999; Rubin
1994).

Capturing user performance can be automated using tools such as Camtasia.
Camtasia is a screen capture software package, provided by TechSmith Company,
that has proved to be an effective tool for capturing website usability data (Goodwin
2005). Camtasia records users’ activities on screen (i.e. users’ actions and
movements that take place on the computer screen); it also has the capability to
record users’ voices along with their actions if a microphone is used (Goodwin
2005). Camtasia files, which include videos of each recorded session, are saved in
Audio Video Interleaved (AVI) format that can be then compressed and played
again to review and interpret users’ actions with the interface being tested. Goodwin
(2005) stated that Camtasia software is the best method for acquiring usability data

in terms of minimising data loss and avoiding the bias of human recorders. This
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therefore helps to reduce the workload of the observer during the user testing

session.
Think-Aloud method

This is a user testing method with a condition: the condition of asking users to think
aloud during their interaction with an interface (Lazar 2006; Nielsen 1993). Nielsen
(1993) indicated that having users verbalising their thoughts using this method
allows an understanding of how users view or interpret an interface; it also
facilitates the major misconceptions of users to be identified. Holzinger (2005)
indicated that this method might be the most valuable usability testing method.
However, the think-aloud method has some disadvantages related to the fact that the
test setting, with an observer and recording equipment, will not represent a natural
setting; this therefore will not encourage users to act and talk naturally (van den

Haak and de Jong 2005).
Constructive interaction (also known as co-discovery learning)

This method is a think-aloud method with one condition: the condition of having
two users (instead of a single user) interacting with an interface together or working
together to complete specific tasks (Holzinger 2005; Nielsen 1993). The main
advantage of employing this technique is that the test situation is much more natural
in comparison with the think-aloud tests because people are used to verbalise their
thoughts when trying to solve a problem together (Holzinger 2005; Nielsen 1993).
Therefore this technique is an appropriate usability testing method for testing an
interface if the users are children because it is difficult for children to follow the

standard think-aloud method (Nielsen 1993).

Holzinger (2005) indicated that by using the constructive interaction method,
more comments may be obtained from users in comparison to the think-aloud
method. This method is most suited to situations where it is easy to obtain a large
number of users and where it is comparatively cheap for users to be recruited
because it requires twice as many test users as the single-user thinking aloud
technique (Nielsen 1993). However, the unnatural settings which are associated
with the think-aloud method also constitute one of the drawbacks of the constructive

interaction method.
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It is worth mentioning that, despite the difference in the number of
participants between the think-aloud and constructive interaction methods, research
has found that these methods provided similar results in terms of the number and
type of problems identified (van den Haak ef al. 2004). These results therefore
would encourage the think-aloud method to be employed in preference to the
constructive interaction approach since the latter incurs the cost of recruiting the

second participant to obtain the same results (van den Haak et al. 2004).
Retrospective testing

This is a user testing method that involves video-recording users’ sessions and then
collecting their comments while reviewing the recording (Lazar 2006; Nielsen
1993). While users are reviewing the tape, they may provide additional
comprehensive comments in comparison to comments they made when working on
the tasks; the experimenter can also stop the tape and ask users for more detailed

information (Nielsen 1993).

This method has the advantage of gaining more information from each test
user as indicated by Nielsen (1993). However, this method takes at least twice as
long. Therefore it is not suitable for use if the users are highly paid or perform
critical work which means that they are unable to spend long on the activity

(Nielsen 1993).
Questionnaires and interviews

Different types of questionnaire (i.e. closed or open) and interviews (i.e.
unstructured, semi-structured or structured) are considered useful and simple
techniques that collect data regarding users’ satisfaction with, or preferences on, a
user interface, such as the features and the presentation of websites (Bidgoli 2004;
Sharp et al. 2007; Rubin 1994). These could be used as supplementary techniques to

the user testing method or they could be used alone.

However, if these techniques are used alone then they are considered as
indirect usability methods because they do not study the user interface directly;
instead, they reflect users’ opinions about that interface (Holzinger 2005; Nielsen
1993). Dumas and Redish (1999) also indicated that surveys cannot be used to
observe and record actual users’ interactions with an interface but can be used to

collect information regarding users’ opinions, attitudes and preferences, as well as
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self-reported data concerning behaviour. Therefore, data about users’ actual
behaviour should have precedence over users’ preferences since users’ statements

cannot always be taken at face value (Holzinger 2005).

Furthermore, these techniques have other disadvantages: for example, a
sufficient number of responses are needed to obtain significant results in the case of
questionnaires (Holzinger 2005). Interviews can also be very time consuming for
both the interviewer and the participants, and the quality of the information that is
collected depends on the interviewer’s experience in performing interviews (Lazar
2006). It is worth mentioning that using e-mail and online questionnaires allow
preference data to be gathered quickly from small or large and/or dispersed users
(Bidgoli 2004; Macro 2000). However, the response rate for questionnaires is

typically low (Bidgoli 2004).
Focus groups

This is an informal method for collecting in-depth information regarding the needs,
judgments and feelings of typical users about an interface (Nielsen 1993; Rubin
1994; Dumas and Redish 1999). In a focus group, about six to nine users discuss
selected topics, such as the different functions and features of a website, with the

assistance of a moderator, and then identify issues during their interaction.

This method allows diverse and relevant issues to be raised; it brings out
users’ spontaneous reactions, comments and ideas through their interaction (Sharp
et al. 2007; Nielsen 1993). For example, it can provide information regarding what
functions of the website have problems or are undesirable; it also allows discussion
concerning how these problems can be solved (Bidgoli 2004). However, although
this technique captures users’ opinions and satisfaction, it does not measure users’
actual interactions with an interface (Macro 2000; Nielsen 1993; Dumas and Redish

1999).

The focus group can also be conducted online and this can provide the same
information as a face-to-face focus group (Macro 2000). Online focus groups have
the advantage of eliminating distance and travel costs for both participants and the
moderator and enables information from participants from different geographical
locations to be collected (Macro 2000). However, participants must have computer

access and a basic level of computer literacy; also, the moderator will not be able to
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observe the facial expressions and body language of the group participants (Macro

2000).

2.3.3 Tool-Based usability evaluation methods

Rather than employing experts or users to evaluate the usability of an interface,

software tools can be used to do this. The following section presents these methods.
Software tools: automatic usability evaluation

This method is related to tools that automatically assess whether a website conforms
to a set of specific usability guidelines (Brinck et al. 2001). Most of these tools
assess the quality of the HTML code of a website with regard to a number of
guidelines. For example, they check if the images on a website’s pages include the
ALT attribute. Therefore, these tools are similar to the expert review/inspection
methods (Lazar 2006). Most focus on the accessibility of a site rather than its

general usability (Lazar 2006).

One of the best known of these tools is Bobby (Stone et al. 2005). The
original Bobby tool was a free public web accessibility testing tool provided by the
Centre for Applied Special Technology (CAST). It examined the source of a site to
check its compliance with accessibility guidelines including Section 508 of the U.S
Rehabilitation Act and the W3C’c Web Content Accessibility Guidelines. Later, in
2004, Bobby software was sold to Watchfire which provided the same free service
in the WebXACT tool (Wikipedia [n.,d.]). However, Watchfire was then acquired
by IBM in 2007 and consequently, in 2008, the Bobby tool was discontinued as a
free tool or standalone product (Wikipedia [n.d.]; CAST [n.,d.]). It is now one of the
tests included within the IBM Rational Policy Tester Accessibility Edition software
(IBM [n.,d.]).

Software tools: transaction log file and web analytics tools

The transaction log file is related to tools that automatically collect statistics
regarding the detailed use of systems, including websites. The server log file was
developed originally to capture technical information concerning server
performance (i.e. server error (404 error)) (Kaushik 2007). This method is also

considered as an indirect observation method which helps to analyse users’
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behaviour and which allows researchers to understand how users have worked on

the tasks (Sharp et al. 2007).

Researchers suggested that the log file could be used as a supplementary
technique to the user testing method or it could be used alone to collect data
concerning the usage of system for a specific period (Nielsen 1993; Sharp et al.
2007; Dumas and Redish 1999). However, as log files, specifically web server log
files, started to get larger and non-technical people became interested in the data
captured by such files, scripts were programmed that automatically analysed the
large-sized log files and thus web analytics tools were officially born (Kaushik
2007). The first documented log analyzer (GetSites) was written in June 1993 at
Honolulu Community College (Website Measurement [n.d.]). The log file is one of
the most common data sources of web analytics; however, there are other sources
used by these tools such as page-tagging (JavaScript tagging) and network based
approaches. The following section outlines web analytics tools and outlines other

data sources used by these tools.

2.4 Web Analytics

This section offers a definition of web analytics and provides an overview regarding

data sources of web analytics.

2.4.1 Definition of web analytics

Web analytics is an approach that involves collecting, measuring, monitoring,
analysing and reporting web usage data to understand visitors’ experiences (Web
Analytics Association [n.d.]; Norguet 2004; McFadden 2005). Analytics can help to
optimise the websites in order to accomplish business goals and/or to improve
customer satisfaction and loyalty (Web Analytics Association [n.d.]; Norguet 2004;
McFadden 2005). The optimisation process could concern any part of the website
such as: content, product, navigation, the internal search, or the purchasing process

(McFadden 2005).

2.4.2 Data sources of web analytics

There are six web traffic data sources of web analytics which are: server-based log
file, client-based page-tagging, server plug-ins, web beacons approach, hybrid

method and network based approach. However, the two most common methods
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among all these data sources are: the server-based log file and the client-based page-

tagging (JavaScript tagging) approaches.
Server-Based log file method

This method was the first data source used by web analytics tools. It involves the
use of a server’s log file to collect data. Each visitor’s request, by typing a URL in a
browser, results in a log entry created by the web server (Malacinski et al. 2001;
Peterson 2004). The requested page is then sent from the server to the visitor’s
browser. The log entry is a piece of captured data that contains detailed information
about the requested resource (Malacinski ef al. 2001; Kaushik 2007). Examples of
the most common data collected by web server log files regarding requests for
information coming to a web server are shown in Table 2.3, adapted from Peterson

(2004).

Table 2.3: Common data collected by web server log file. Source: Peterson (2004)

Request Property  Explanation

Resource requested  The actual file being requested via http-protocol, such as html, gif,

Jpg, or pdf
Date Date of the request based on the serve time
Time Time of the request based on the sever time
Client IP Address IP address of the browser making the resource request
Referrer The URL containing the link to the resource being requested
Server Name Name of the web server serving the resources
Server IP IP address of the web server serving the resources
HTTP Status Numerical values describing the web server response. Common

code includes ‘200’ which means ok and ‘404’ which means file

not found.

The following reviews the most common advantages and disadvantages of

this data source.
Advantages of the server log file method

e Ownership of data: As the log file is generated by the web server, all data
are collected and kept on the web server itself. This facilitates accessing
historical data at any time (Malacinski et al. 2001; Peterson 2004; Kaushik
2007).
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Ease of implementation: Logging capabilities are part of every web server
process so the log files do not need additional setup to collect data (Peterson

2004; Kaushik 2007).

Measurement of complete-downloaded data: The log file has the ability to
report if non-html objects (i.e. executable files and pdf documents) have

been successfully downloaded (Peterson 2004; Kaushik 2007).

Capturing data from robots and spiders: The log file is the only data-
capturing method that has the ability to capture and store visits to a site from
robots and spiders. This helps in finding out if a site is indexed correctly

(Peterson 2004; Kaushik 2007).

Disadvantages of the server log file method

Page caching: The use of a caching technique (proxy and browser caching)
causes the loss of requests to the server pages. This is related to the fact that
the Internet Service Provider (ISP) and the visitor’s browser keep a copy of
the requested page on these machines (the ISP machine in the case of proxy
caching and the user’s hard drive in the case of browser caching) when this
page is first requested over a period of time. When another request to the
page occurs, then the page is served from the proxy server or from the hard
disk, not from the web server (Peterson 2004; Kaushik 2007). Therefore the

log file will not have an entry for the download.

Inaccuracy in identifying unique visits: This is related to the fact that this
method uses the IP address to identify unique visitors; this is inaccurate for
many reasons. One reason is related to the common use of proxy servers
which connect many users to a web server. The request of these different
users, through the proxy servers, will be considered as only one request of
one IP address; this is the address of the proxy instead of the IP address of
the users’ machines (Peterson 2004; Kaushik 2007). Therefore, the number
of unique visits appears lower than the real value. Another example is the
fact that an increasing number of users are assigned dynamic IP addresses by
Internet Service Providers (ISPs) (Kaushik 2007). Those users will be

counted multiple times which inflates the number of unique visitors.

29



Chapter Two: Literature Review

¢ Including visits from search robots or indexing applications: Robots, spiders
and crawlers frequently visit sites and therefore a non-user entry is inserted
in the web server log file. This can cause significant inflation to the number

of traffic and page requests (Peterson 2004; Kaushik 2007).
Client-Based approach- JavaScript tagging

Kaushik (2007) indicated that while the log file technique was used widely as a data
source for web analytics, the disadvantages of using this approach were noticed by
both web analytics vendors and customers. These challenges led to the emergence
of page-tagging techniques as a new source for collecting data from websites. The
page-tagging (JavaScript) technique involves collecting information by page view
and not by hits, which is the method used by the log-file (Malacinski et al. 2001). It
involves adding a few lines of script (JavaScript code) to the pages of a website to
gather statistics from them. The data are collected when the pages load in the
visitor’s browser as the page tags (JavaScript code) are executed. This code captures
information about the viewed page (i.e. a visitor’s session) and sends this to a data
collection centre. In most cases, the data collection centre is related to the web
analytics vendor’s servers (outsource vendors) where the data can be processed with

reporting available online (Malacinski et al. 2001; Peterson 2004; Kaushik 2007).

An example of a web analytic tool that uses the page-tagging approach and
which had a major effect on the web analytics’ industry is Google Analytics
(Kaushik 2007). In 2005 Google purchased a web analytics firm called Urchin
software and subsequently released Google Analytics (GA) to the public in August
2006 as a free analytics tool. The major advantages and disadvantages of the page-

tagging approach follow.
Advantages of the JavaScript tagging approach

e Accuracy: Researchers have stated that this method is typically much more
accurate than web server log files (Peterson 2004; Kaushik 2007). The
accuracy of this method of collecting data is due to several reasons: the data
are collected directly from the users and not from the web server; most page
tags that determine the uniqueness of a visitor are based on cookies; this
method is not influenced by the cache technique because it collects

information from every page as the code is executed every time the page is
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viewed, regardless of where the page was served; and most of the requests
from non-human user agents (such as search engines, indexing spiders and
crawlers) are excluded from the measurement and reporting because these
user agents do not execute the JavaScript page tags (Peterson 2004; Kaushik

2007).

Real time reporting: This method has the ability to report data in real time or
nearly so, which is quicker than the log file technique. The reason for this
related to the fact that this method, unlike the log file technique, does not
involve parsing a large-size log file periodically (i.e. monthly or weekly) to
generate the necessary reports (Peterson 2004). Usually, once the data is
collected, it is processed quickly and is translated into information that is
available via reporting in a short time (Malacinski et al. 2001; Peterson

2004).

Lower cost: This method does not require hardware to be purchased or
expert people to be hired in order to maintain the hardware and software as,
in most cases, the data are collected and processed externally by vendors
rather than internally by the company’s IT department (Peterson 2004;
Kaushik 2007).

Disadvantages of the JavaScript tagging approach

Dependence on JavaScript and cookies: This method depends on JavaScript
and cookies for collecting data. Therefore, if visitors disable one or both of
these technologies, then no data will be collected from those visitors. This
influences the quality of the information that is collected (Peterson 2004;

Kaushik 2007).

Limited types of collected data: Unlike the web server log files, this method
is limited in its ability to collect some data such as successful downloads of
file types (pdfs, executables), error pages or redirecting (Peterson 2004;

Kaushik 2007).

Ownership/security of data: Unlike the web server log file, the data collected
by this method are stored on web analytics vendors’ servers. This could
cause problems. For instance, limited length of time to keep the collected

data as some vendors will not store the data for a site forever because of the
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cost of disk space and database storage (Peterson 2006). Also, if an online
business changes the vendor then there is another problem of storing and
keeping historical data since there is no standard format to import data from
one vendor to another (Peterson 2006). Security of the data collected by this
method is another issue which should be taken into consideration as data

collected and processed externally on vendors’ web servers.

Other uncommon data sources of web analytics

There are four other data sources used by web analytics tools which are less

common in comparison with the server log file and JavaScript tagging approaches.

These sources include:

Server plug-ins (also called server monitors): This method involves the
use of server plug-ins which are integrated with the web server through a
native Application Programming Interface (API) to monitor the events of the
server (Sen et al. 2006). This method may also involve the use of application
plug-ins in order to monitor the events of an application (i.e. data entry of

the forms included in a web page) (Sen et al. 2006).

Web beacons approach: This method is a type of client-based or page-
tagging approach. It involves inserting transparent images into a web page to
gather statistics from it using a special html tag (img src) instead of adding
JavaScript code (as is the case with the JavaScript tagging approach). The
data are collected, as noted by Kaushik, when these pages are loaded on the
visitor’s browser as this executes a call for the image from a third-party
server and subsequently sends data about the page to the third-party server
(Kaushik 2007). Then the third-party server sends the image back to the
visitor’s browser with a code that can read cookies and capture the visitor’s
data (i.e. the IP address and/or the time the page was viewed). This data-
capturing mechanism was developed to capture information regarding
banner ads and was specific for companies that run similar banner ads across

many websites (Kaushik 2007).

Hybrid method: This method is a recent method that combines both the
web server log file and client-side page tagging approaches. This was

created in order to take advantage of these two approaches (Peterson 2004).
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Clifton (2008) indicated that by combining these two methods, the approach
can use the advantages of one and avoid the disadvantages of the other. For
example, this hybrid method takes advantage of the page-tagging approach
in terms of providing a powerful and accurate way of capturing data by
collecting them using page tagging; it also takes advantage of the log file as
it offers flexibility and the ownership of data by using an in-house software

solution (Peterson 2004).

¢ A Network based approach: This method involves the use of network or
packet sniffers to monitor the data flow between a web server and a web
client (visitors’ web browsers) (Peterson 2004; Sen et al. 2006). A packet
sniffer is software that can be installed on the web server. Alternatively, it
can be hardware that is linked to a data centre; it captures all traffic and

passes it to the web server (Kaushik 2007).

2.5 Evaluating the usability of e-commerce websites

Despite the importance of good usability in e-commerce websites, few studies were
found in the literature that evaluated the usability of such sites. Those that were
found employed usability methods that involved either users or evaluators in the

process of identifying usability problems. This section reviews these studies.

Tilson et al.’s (1998) study is one that involved users in evaluating the
usability of e-commerce websites and was aimed at investigating those factors that
affect the usability of such websites. The researchers asked sixteen users to
complete tasks on four e-commerce websites (two of these sites sold clothing and
two sold products) and report what they liked and disliked, as well as what would
encourage or discourage them from purchasing a product on each site. Major design
problems encountered by users while interacting with the sites were identified and,
based on them, the researchers provided suggestions for improving the usability of

e-commerce sites.

Tilson et al. (1998) did not use the observation method despite its importance
in identifying actual users’ interaction with sites and despite the fact that it is the
most efficient technique to evaluate the usability of such sites (Benbunan-Fish
2001). The study conducted by Freeman and Hyland (2003) also involved users in

evaluating and comparing the usability of three supermarket sites that sold multiple
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products. However, they employed observation as a user testing method followed
by a post-test questionnaire. The results proved the success of the user testing
method in identifying various usability problems on the three sites based on the
observations and users’ preferences; these results were used to establish guidelines

for improving usability.

Other studies have involved evaluators using the heuristic method to evaluate
the usability of e-commerce websites (Chen and Macredie 2005). Chen and
Macredie (2005) employed this method to investigate the usability of four electronic
supermarkets. The heuristic guidelines that were used included the ten heuristics
developed by Nielsen (mentioned in Section 3.4.1) in addition to three new
heuristics: support for and extending the user’s current skills, pleasurable and
respectful interaction with the user, and protection of personal information. Criteria
were developed for each heuristic to facilitate a detailed evaluation of the sites. A
checklist was also developed from the set of criteria to obtain quantitative results
regarding the seriousness of each interface’s usability problem. The results
demonstrated the usefulness of the heuristic evaluation method regarding its ability
to identify a large number of usability problems (weaknesses) and a large number of

good design features (strengths) of the sites.

Barnard and Wesson (2003; 2004) employed both the user testing and
heuristic evaluation methods together to investigate and identify usability problems
and also to determine design issues that were of high significance for e-commerce
sites in South Africa from the perspective of both experts and users. They developed
a comprehensive set of e-commerce design guidelines that were used as heuristics
by web experts to evaluate the usability of e-commerce sites. Several usability
problems were identified by experts and users by means of employing heuristic
evaluation and the user testing method (using post-test questionnaires) on the
selected South African e-commerce sites which proved the success of these methods
in identifying a comprehensive set of usability problems. Then, significant usability
problems were identified by considering the positive correlation between the
problems identified by each method. The authors indicated that these addressed
design issues that should be taken into consideration when designing any e-

commerce site in South Africa.
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However, these studies considered only the post-test questionnaire in order to
identify usability problems from the users’ points of view. Also, the heuristic
guidelines that were developed concentrated on the usability of e-commerce
transactions (i.e. category pages, product pages, customer support) and placed less
focus on general usability guidelines, such as content and navigation, which must be
included in order to design usable e-commerce websites, as indicated by earlier
studies (for example, Nielsen 2000; Sharp et al. 2007; Pearrow 2000; Brinck et al.
2001; Najjar 2005).

It is worth mentioning that the earlier studies reviewed above which evaluated
the usability of e-commerce websites are similar in the fact that, based on their
results, and regardless of the method they employed to evaluate usability, they
suggested a framework or a set of usability design guidelines and recommended the
use of them to design and evaluate e-commerce websites (Tilson et al. 1998;
Freeman and Hyland 2003; Chen and Macredie 2005; Barnard and Wesson 2003;
Barnard and Wesson 2004). Examples of these design guidelines include: effective
categorisation of products, detailed information about products, obvious order links,
an obvious and accessible running total of the shopping cart, a visible and usable
search function, and a clear method for product selection (Tilson et al. 1998;

Freeman and Hyland 2003; Chen and Macredie 2005).

These results are a valuable source of guidelines in the design of usable e-
commerce websites. The literature is also rich in other sources that provided
valuable information regarding important design issues in the context of designing a
usable e-commerce site. The next section reviews research that focused on these

issues.

2.6 Design issues for e-commerce websites

Design issues for websites have been reviewed extensively in the literature; these
explain how to design usable websites (Nielsen 2000; Sharp et al. 2007; Pearrow
2000; Brinck et al. 2001) and the researchers indicate that good design is an aspect
of good usability (Pearrow 2000). In the context of e-commerce websites, various
studies have contributed to the literature by identifying detailed design issues that
should be included for e-commerce sites. These studies can be divided into three

types. The first type relates to studies that have investigated design features of
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specific e-commerce websites that influence users to purchase from these sites. The
second type concerns studies that have identified design criteria that have been
developed with the aim of evaluating e-commerce websites, while the third type
relates to studies that have investigated the relative importance of design issues in

the design of usable e-commerce websites.

2.6.1 Preferable characteristics of e-commerce sites from users’ viewpoint

Different studies have been conducted on different types of e-commerce websites,
in terms of the type of products provided by these sites, in order to identify the
design characteristics that influence the online purchase behaviour of their users.
These studies, which adopted different investigative approaches, resulted in the
identification of important design characteristics from the viewpoint of users. For
example, Claudio and Antonio ([n.d.]) developed a model by adapting the
Technology Acceptance Model (TAM) to identify the design characteristics of CD
e-retailing websites that would influence a user’s intention to buy from these sites.
Other studies compiled a set of design issues and used them to investigate which
were preferable for users. The websites that were investigated included chocolate
websites (Oppenheim and Ward 2006), food and drink websites (White and
Manning 1998), clothing and product websites (Tilson et al. 1998) and supermarket
websites (Freeman and Hyland 2003).

Although the studies identified above investigated different types of e-
commerce website, there were a number of common design features preferred by

users for inclusion in the sites. Examples of the common features included:

e Ease of use, ease of navigation and finding products (Claudio and Antonio

[n.d.]; Tilson et al. 1998; Freeman and Hyland 2003).

e Simple and successful search facilities (Tilson et al. 1998; Oppenheim and

Ward 2006; Freeman and Hyland 2003).

e Customer service or help functions (Tilson et al. 1998; Oppenheim and

Ward 2006).
e Secure sites (Tilson et al. 1998; Oppenheim and Ward 2006).

e Site support and personalisation/customisation (White and Manning 1998;

Oppenheim and Ward 2006).
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e Pleasurable/interesting sites (Claudio and Antonio [n.d.]; Oppenheim and

Ward 2006).

e Attractive/innovative sites (Claudio and Antonio [n.d.]; White and Manning

1998).

Furthermore, additional design issues were identified uniquely by each study.
Some of these issues related to the ability to purchase without registering with the
site (Tilson et al. 1998); the availability of multilingual options; the clear provision
of error messages on pages providing feedback on users’ input (Oppenheim and
Ward 2006); and the need for a fun, useful, clear, concise and informative design

(White and Manning 1998).

2.6.2 Design criteria for evaluating e-commerce websites

Earlier research that developed design criteria and used them in evaluating e-
commerce websites are important sources for identifying design criteria. However,
some of these studies did not use design criteria alone in evaluating e-commerce
websites; instead, the criteria were used as part of an instrument/method that was
proposed to evaluate e-commerce websites. For example, Elliott et al. (2000)
developed a general design framework to evaluate commercial websites; this is the
Centre for Electronic Commerce (CEC) website evaluation framework. This
framework aims to evaluate a website and compare it to other sites in different
industries to identify areas for improvement. It includes key characteristics and
facilities of e-commerce sites. Davidson and Lambert (2005) indicated that studies
that developed a design framework for evaluating websites in various industries,
including Elliott et al.’s study, included broad categories with very little detail.
These broad categories did not explain in detail the areas for improvement on the

site being evaluated.

In contrast, Davidson and Lambert (2005) developed a specific B2C website
design framework that aimed to evaluate Australian winery websites rather than e-
commerce sites in a variety of industries. This framework includes ten categories
and 65 elements. However, the authors reported some limitations of this framework
related to the fact that customers were not asked to report additional issues/features
that they required in the design but which were not included in the framework’s

elements. Also, the authors indicated that this framework was designed according to
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the needs/requirements of local Australians. Therefore, these customers did not
consider a currency converter or foreign language as important characteristics in the
developed framework; consequently these elements were not included despite their
importance to potential overseas customers. To conclude, despite the fact that the
specific e-commerce framework developed by Davidson and Lambert (2005)
includes a large number of design elements, it can be used only to evaluate some

websites that specifically sell wine and that are located in Australia.

Oppenheim and Ward (2006) also developed comprehensive criteria to
evaluate e-commerce websites. Although these criteria were used to evaluate ten
chocolate websites, results proved that these criteria could be used to achieve a
comprehensive evaluation of any e-commerce site. The developed criteria included
eight categories and 125 statements. Interestingly, these criteria indicate
factors/features that are critical for e-commerce sites. Such indications can be noted
since Oppenheim and Ward (2006) developed two five-point scoring systems for
use by the evaluators. The first ranged from -2 to 2 (-2,-1,0,1,2) and the second
ranged from -4 to 4 (-4,-2,0,2,4). The second scoring system was suggested for use
with very important factors where the level of importance was determined by the
literature. Therefore, the statements associated with the second scoring system are
the most important factors which could be selected when developing design
guidelines for e-commerce sites. However, despite the fact that the developed
criteria are comprehensive and can be used to evaluate the effectiveness of websites
in terms of their design features, using these criteria in the evaluation has
limitations. Oppenheim and Ward (2006) stated that one of the criteria’s limitations
related to the involvement of personal judgment which made the criteria subjective.
This was inferred based on inconsistencies in the evaluators’ results. The reason for
this relates to the fact that different users usually have different preferences, which
indicates that a website designer will never be able to satisfy the preferences of all

the users at the same time (Oppenheim and Ward 2006).

Similarly, Van der Merwe and Bekker (2003) developed a framework of
criteria which included 100 items for carrying out a comprehensive evaluation of e-
commerce websites. The method developed aimed to evaluate e-commerce websites
and to compare the performance of a site with other sites in the same industry. The

method involves three steps and requires at least three evaluators to carry out the
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evaluation. Step one involves collecting input data for each site by evaluating each
site using the 100 criteria and then presenting them in a two-way contingency
matrix. Step two involves performing a corresponding analysis of the data presented
in the matrix and presenting the results graphically. Step three involves interpreting

the results and making recommendations.

Hung and McQueen (2004) developed criteria and instruments to evaluate e-
commerce websites from the viewpoint of first-time buyers. This was different from
the previous studies mentioned above with regard to two issues. The first is that the
developed criteria were based on a proposed model, which explains how an e-
commerce website can satisfy its first-time buyers, while the second issue is that the
developed instrument not only included criteria, but also included specific web
functions (i.e. customer support, privacy policy). These web functions represent the
required information or functions that should be included in any e-commerce
website to support users’ activities while performing any transaction process.
Therefore, the authors suggested using the developed criteria to check to what
extent an e-commerce site supported users’ activities, instead of checking to what

extent an element of the criteria is included in the design of the tested site.

Although all the criteria reviewed in this subsection used a different number
of categories with different names, and had different elements and categorisations of
the design elements of each category, they included common design issues or
elements. These related to company information, product information,
transaction/order, customer service, security and privacy, and payment/financial
information (Elliott ef al. 2000; Davidson and Lambert 2005 ; Oppenheim and Ward
2006; Van der Merwe and Bekker 2003; Hung and McQueen 2004). Also, these
criteria included other design issues such as content, navigation and aesthetics that
had been recommended in earlier studies for the design of a usable website in
general (for example, Nielsen 2000; Sharp et al. 2007; Pearrow 2000; Brinck et al.
2001; Najjar 2005).

2.6.3 Designing usable e-commerce websites

The previous two subsections provided an outline of the design characteristics that
are important and that need to be included in the design of e-commerce websites.

However, they did not indicate the relative importance of these issues in the design
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of a usable site. This subsection reviews studies that have investigated certain
design criteria and determines which of these criteria are important and which are

less so for the usability of e-commerce websites from the point of view of users.

The study conducted by Pearson et al. (2007) investigated the importance of
five design criteria in the evaluation of the usability of an e-commerce site from the
viewpoint of 178 web users. These criteria related to navigation, download speed,
personalisation and customisation, ease of use and accessibility. The results showed
that the five criteria were significant predictors of website usability from the point
of view of website users. Ease of use and navigation were the most important
criteria in determining website usability, while personalisation and customisation

were the least important.

Tarafdar and Zhang (2005) investigated the influence of six web design issues
on the usability of websites using different criteria related to information content,
ease of navigation, download speed, customisation and personalisation, security,
and availability and accessibility. The investigation was carried out by two web
users only who evaluated a total of 200 websites using the six design factors. These
sites were selected from five different domains: portals and search engines, retail,
entertainment, news and information, and financial services (40 sites in each
industry). Interestingly, the results showed that the four design factors that
influenced website usability were: information content, ease of navigation,
download speed, and availability and accessibility. However, the results showed
that security and customisation did not influence a website’s usability. The findings
of this study could be explained by two issues: the first is the limited number of
evaluators (only two) and the second is the fact that retail sites accounted for only
40 of the 200 sites that were investigated. This could explain why security was not
considered important when this feature was found to be one of the most important
features of e-commerce websites for users in earlier studies (for example, Tilson ef

al. 1998; Oppenheim and Ward 2006).

2.7 Effectiveness of usability evaluation methods (UEMs)

Earlier studies agreed that despite the fact that usability evaluation methods have a
similar aim, which is to identify usability problems that prevent users from

interacting easily with an interface, these methods varied with regard to the number
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and type of problems identified by them and the cost of employing these methods.
This section outlines earlier research that has investigated the effectiveness of user-
based, evaluator-based and software-based usability evaluation methods in
identifying usability problems. The empirical findings of these comparative
methodological studies highlighted which methods were more effective in
identifying usability problems with regard to a number of criteria: the number of
usability problems, the type of usability problems, and the cost of employing each

method. This section reviews findings in terms of the identified criteria.

2.7.1 Number of problems identified by UEMs

Earlier research was undertaken that compared the number of problems identified
by evaluator-based and by user-based usability evaluation methods. This section
outlines the findings of these studies with regard to the number of unique and
common usability problems and the number of major and minor usability problems

identified by employing these usability methods.

2.7.1.1 Number of unique and common usability problems

Consensus was found between studies which compared evaluator-based UEMs
(heuristic evaluation or cognitive walkthrough methods) with user testing that
evaluator-based methods identified uniquely a larger number of usability problems
than user testing (Doubleday et al. 1997; Fu et al. 2002; Desurvire et al. 1992a,
1992b; Law and Hvannberg 2002). For example, Doubleday et al. (1997) reported
the results of their study that employed a methodological comparison between
heuristic evaluation and user testing for evaluating an information retrieval
interface. They found that heuristic evaluation identified 86 usability problems
while user testing identified only 38. A total of 39% (15 out of 38) of the usability
problems identified by user testing were not identified by the heuristic evaluation
and about 40% (34 out of 86) of usability problems identified by the heuristic

evaluators were not identified by user testing.

Similarly, Fu et al. (2002), who compared the effectiveness of the user testing
and heuristic evaluation methods, found that heuristic evaluation identified the
largest number of problems in comparison with user testing. Results showed that
there were 39 distinctive usability problems identified by users and experts. The

heuristic evaluation identified 87% (34 out of 39) of problems, while user testing
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identified 54% (21 out of 39) of problems. Of the problems identified by heuristic
evaluation, 18 (46%) were unique and 16 (41%) were problems found to be in
common with user testing. The problems noted using user testing included 5 (13%)

that were unique and 16 (41%) that were in common with the heuristic evaluations.

The study undertaken by Desurvire et al. (1992a, 1992b) differed in its aim
from the two studies reviewed above but agreed with them in the sense that heuristic
evaluation was more effective than user testing in identifying a large number of
usability problems. This study employed two usability evaluation methods (heuristic
evaluation and cognitive walkthrough) using three groups of evaluators with various
levels of experience (usability specialists, non-experts and software engineers) to
evaluate a telephone-based interface. The number of participants in each of the six
groups (the three groups of evaluators who were assigned to the two afore-
mentioned methods) was three. They compared the results of these evaluations to
results acquired from user testing. This study aimed to find out what contribution
was made by each of the employed methods and what would be missing if these
methods were employed instead of user testing. Results indicated that experts using
heuristic evaluation were more effective in predicting usability testing problems
than the cognitive walkthrough method, as they predicted the highest percentage of
these problems. These problems were less than half of the problems identified in the
user testing 44% (11 out of 25) and varied in their severity (minor problems that
caused annoyance or confusion, problems that caused errors, and problems that
caused task failure). However, the evaluators identified a large number of usability
problems that were not identified in the user testing including potential problems
and problems that represented improvements to the interface. Experts using
heuristic evaluation and cognitive walkthrough identified the highest percentages of
potential problems and experts using heuristic evaluation identified the highest

percentages of improvements to the interface.

Two issues are worth mentioning regarding the study of Desurvire et al.
(1992a, 1992b). The first is that the evaluators who evaluated the interface and
predicted its usability problems used a paper flowchart that was organised for each
task of the study. This might have a negative influence on their ability to predict
usability problems as they did not interact with the interface. Secondly, the validity

of this study was questioned by Gray and Salzman (1998). Gray and Salzman
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(1998) indicated that the study of Desurvire at al. (1992) had two validity problems:
low statistical power and a selection problem. This study used too few participants
(three participants per group) and the same software development engineers
evaluated the same tasks using two methods (heuristic evaluation and cognitive

walkthrough).

2.7.1.2 The number of major and minor usability problems

All the studies mentioned above did not explain the distribution of usability
problems identified by evaluator-based and user testing methods in terms of their
seriousness: i.e. major and minor problems. This issue was discussed in other
studies with various findings (Jeffries et al. 1991; Law and Hvannberg 2002; Tan et
al. 2009; Molich and Dumas 2008).

Jeffries et al. (1991) in their study compared three evaluator-based methods
with user testing methods in their evaluation of a user interface for a software
product. The evaluator-based methods were heuristic evaluation, guideline reviews,
and cognitive walkthrough. It is worth mentioning that Gray and Salzman (1998)
criticised the fact that Jeffries et al claimed to use the heuristic evaluation method in
their study. This is because four usability specialists evaluated the interface based
on their own experience rather than using specific guidelines. Gray and Salzman
(1998) suggested that this method should be considered as an expert review rather
than as heuristic evaluation. Jeffries er al. (1991) found that their defined heuristic
evaluation identified a larger number of serious and minor problems (improvement)
in comparison with the two other evaluator-based methods (guidelines and cognitive

walkthrough) and user testing.

Jeffries et al.’s study indicated the following results regarding the number of
very severe problems identified by the four methods: heuristic evaluation identified
the largest number of these problems (28), followed by user testing (18), then
guidelines (12), and finally cognitive walkthrough (9). Concerning the number of
less severe problems identified by the four methods in this study, it was found that
heuristic evaluation also identified the largest number of these problems (52),
followed by guidelines (11), then cognitive walkthrough (10), and finally user
testing (2). This study suggests that heuristic evaluation and user testing were the

best methods for identifying major problems, and the three evaluator-based methods
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were better than user testing in identifying minor problems; thus, heuristic

evaluation was the best among them.

The authors of the previous study clarified and stressed the limitations of their
findings regarding the large number of problems (serious and minor) identified by
heuristic evaluation in comparison with user testing in another study (Jeffries and
Desurvire 1992). They warned of the use of the heuristic evaluation method as a
substitute for usability testing and explained that each method has its own strengths.
The most important limitation of their studies was that all the evaluators involved in
the heuristic evaluation were usability professionals. Recruiting such experts was
not an easy task as they are considered a scarce resource. Another limitation was
that several evaluators carried out the heuristic evaluation and therefore a single
evaluator would produce less robust results. In addition, they mentioned certain
benefits of the user testing method, such as its ability to identify problems faced by
real users; some problems identified by user testing cannot be uncovered by
heuristic evaluation. It is worth mentioning that the heuristic evaluators were given
a two-week period to complete their evaluation. This might explain the larger

number of problems identified by them in comparison to user testing.

Gray and Salzman (1998) criticised the design of the study conducted by
Jeffries et al. (1991) saying that it had many validity problems. Examples of some
of these problems were: low statistical power due to the use of a small number of
participants per group (between 3 to six participants), lack of statistical analysis, and
internal validity problems related to differences in the skills and experience of the
participants assigned to each group (i.e. usability specialists and software
engineers). Another problem was the high variation in the conditions/settings of
each group; the heuristic evaluation group evaluated the interface over two weeks
while the user testing group was given three hours training on the interface and
then conducted the user testing for three hours; it appeared that guidelines and

cognitive walkthrough groups assessed the interface in one sitting.

By contrast, Law and Hvannberg (2002), who compared the effectiveness of
heuristic evaluation and usability testing in the evaluation of a universal brokerage
platform, reported results different from those in the study carried out by Jeffries et
al. (1991) regarding the distribution of major and minor problems identified by

these methods. Results indicated that, despite the fact that a larger number of
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usability problems was identified by heuristic evaluation than was identified by user
testing, more unique major problems were identified by the latter method. The
heuristic method, however, was better at uniquely identifying minor problems
compared to user testing. A total of 43 problems were identified using heuristic
evaluation: 25 major and 18 minor. A total of 39 problems were identified by user
testing: 31 major and 8 minor. The distribution of major problems identified by
heuristic evaluation was 16 common and 9 unique major problems while there were
3 common and 15 unique minor problems. User testing identified 16 common and

15 unique major problems and 3 common and 5 unique minor problems.

Tan et al. (2009) compared the efficiency and effectiveness of user testing and
heuristic evaluation and also provided different results compared to the previous
research reviewed above. They evaluated four commercial websites that were
divided into two groups The first included two websites that had an average number
of usability problems while the second included two websites that had a high
number of problems. They found that the heuristic evaluation identified about 60%
of the problems across the two groups of sites, the user testing identified 30% of
problems, and 10% of the problems were identified by both the methods. On the
basis of severity, where three severity levels were used (severe, medium and mild),
the results showed that the two methods identified similar respective proportions of

usability problems of the severe, medium and mild types.

Although heuristic evaluation failed to identify some major problems
identified by user testing, because experts with their high levels of knowledge
cannot act like actual users (Doubleday et al. 1997; Fu et al. 2002 and Simeral and
Branaghan 1997), the results obtained from the study by Law and Hvannberg
(2002) should not be interpreted as indicating that heuristic evaluation concentrated
on finding minor rather than major problems. Nielsen (1992) explained this issue
when he reported the results of evaluating six interfaces using heuristic evaluation;
this identified a total of 59 major and 152 minor usability problems. Nielsen (1992)
indicated that heuristic evaluation is likely to find significantly higher percentages
of major usability problems than minor ones as the probability of finding major
problems is higher than finding those that are minor. However, because interfaces
will have a larger number of minor problems than major ones, the minor problems

will represent the highest proportion of problems found by any heuristic evaluation.
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Nielsen also indicated that the minor problems identified by heuristic evaluators
might represent real problems even if these were not identified during user testing.
He gave an example of a consistency problem that might not be observed in user
testing, but which might slow down the user while interacting with an interface.
Other studies also stressed that all usability problems uncovered by heuristic
evaluation are genuine problems in the interface and recommended correcting them

(Doubleday et al. 1997).

By contrast, some studies claimed that heuristic evaluation misidentified some
usability problems by identifying issues that, if implemented/corrected in the
evaluated design, would not improve its usability (Simeral and Branaghan 1997;
Jeffries and Desurvire 1992; Bailey 2001). These issues were called false alarms.
Producing false alarms was considered one of the weaknesses of heuristic

evaluation (Simeral and Branaghan 1997).

Based on the claim of these false alarms, Bailey (2001) criticised heuristic
evaluation and indicated that this method identified more false alarms than actual
usability problems; it also missed some usability problems. Bailey (2001)
summarised the results of three previous studies that included comparisons of
usability testing and heuristic evaluation methods in terms of the problems
identified by each. He reported that by comparing problems identified by heuristic
evaluation with problems identified by user testing it was found that heuristic
evaluation identified 36% of actual usability problems (serious and minor), missed
identifying 21% of problems, and reported 43% of issues that did not represent
usability problems (i.e. false alarms). Therefore, Bailey (2001) concluded that: “for
every actual usability problem identified by heuristic evaluation, there will be more
than one false alarm (1.2) and approximately half a missed problem (0.6)”. He
indicated that heuristic evaluation might lead to changes being made in a design that
would not improve its performance; some of these changes might even have new

usability problems.

Regarding the claim of false alarms being made in heuristic evaluation, Law
and Hvannberg (2002) tried to find evidence for this. In their study, they raised
questions regarding whether the minor problems that were not confirmed by user
testing represented false alarms or whether the participants were unable to identify

them. However, the researchers did not confirm or come to the definite conclusion
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that the heuristic evaluation method produced false alarms or misidentified usability

problems.

The findings of Molich and Dumas (2008) were in contrast to all the studies
reviewed above regarding the number and seriousness of usability problems
identified by user testing and evaluator-based methods. The results of this study
showed that there was no empirical difference between the results obtained from
usability testing and expert reviews. Expert reviewers reported somewhat more
serious or critical usability issues than usability testers. However, they reported
somewhat fewer minor problems. It was also found that usability testing overlooked
critical usability problems. The study did not prove that expert reviewers missed
problems or identified false alarms of problems that were not confirmed by usability
tests. Before presenting the results of this study, the study’s design is worth

considering as this may have played a role in the results that were achieved.

Molich and Dumas (2008) carried out a comparative usability evaluation
using 17 teams of experienced usability specialists who independently evaluated the
usability of a hotel website. Nine of the 17 teams employed usability testing with
test sessions including between 5 and 15 participants. Eight of the 17 teams
employed expert reviews. The number of expert reviewers varied from 1 to 2 and
the heuristics used by these evaluators were based on one or more of the following:
specific domain literature, general literature, general personal experience and
domain-specific personal experience. Results showed that user testing teams
classified 38% of their issues as either serious or critical problems, and 40% of the
issues as minor usability problems, while the expert review teams identified 42% of
their issues as either serious or critical problems, and 36% of the issues as minor.
Results also showed that the number of problems reported by single-user testing
teams was 32.3% of all problems, while the number of problems reported by single-

expert reviews teams was only 27.9% of problems.

Molich and Dumas (2008) justified the reason for obtaining different results in
comparison with the previous studies. For example, they indicated that earlier
studies conducted one-user tests while this study employed nine user tests

concurrently with a varied number of participants and tasks.
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However, two issues should be considered regarding the study of Molich and
Dumas (2008). The first is that each of the usability testing and expert review teams
received a test scenario which specifically included the three tasks and four areas
that were important to consider in the evaluation. The second issue was that each
team was asked to report a maximum of 50 usability comments using a standard
reporting format with a specific classification of problem categories (i.e. minor
problems, severe problems, critical problems) to classify the problems found by
each team. Therefore, these issues might have limited the number of problems
identified by expert reviewer teams as they concentrated on specific issues and areas
on the tested site. Also, the limited number of comments requested from each team
might have made them cautious and reticent about producing a large number of

comments.

Cockton and Woolrych (2001) criticised the assessment of usability inspection
methods (e.g. the heuristic evaluation method) that focused only on calculating
simple percentages of usability problems that they identified. They conducted an
evaluation of the heuristic evaluation method by comparing predictions of usability
problems identified by 99 analyst with actual problems identified by user testing.
To assess the effectiveness of heuristic evaluation, the researchers used advanced
analysis which classified problems into three types; by impact (severe, nuisance and
minor); frequency (high, medium and low) and by the efforts required to discover
the problems (perceivable, actionable and constructable (i.e. problems that required
several interaction steps to be discovered)). The results showed that heuristic
evaluation missed a large number of severe problems and problems that occurred
very frequently. The results also showed that the heuristic evaluation missed
relatively more constructable problems (80%) than were successfully identified
(7%). Furthermore, the results showed that 65% of the problem predictions by the
heuristic evaluators were false-alarms where the users did not consider them to be

problems..

2.7.2 Types/Area of problems identified by UEMs

Few studies were found in the literature that described and compared the content of
usability problems identified by usability evaluation methods; those which were

found compared only user-based and evaluator-based methods, while no studies
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have been undertaken to compare software-based methods with user- or evaluator-
based methods. However, earlier studies which used software-based methods,
specifically the web analytics tool, were useful in highlighting usability problems
areas for improvement. This section is divided into two parts. Part one highlights
types of usability problems identified by user-based and evaluator-based methods
while part two reviews how web analytics tools were employed by earlier studies to

evaluate and improve different design areas of websites.

2.7.2.1 Problem areas identified by user-based and evaluator-based UEM

The studies that were found in the literature that described and compared the type of
usability problems identified by user-based and evaluator-based usability evaluation
methods varied in their descriptions of these problems; some were general and

others were specific and detailed.

Research that described usability problems in general terms, found that the
heuristic evaluation method identified usability problems related to interface
features (Nielsen and Phillips 1993; Doubleday et al. 1997; Nielsen 1992; Law and
Hvannberg 2002), whereas user testing methods identified usability problems
related to user performance (Simeral and Branaghan 1997). Problems related to

interface quality were not identified in user testing (Simeral and Branaghan 1997).

Jeffries et al. (1991) also used a general categorisation to classify usability
problems picked up by usability evaluation methods. Three main categories were
used: consistency, recurring and general. Consistency problems related to aspects on
the interface that were in conflict with some other aspects on the tested interface;
recurring problems were those that appeared with each interaction with the
interface, not only during the first interaction; and general problems were problems
that affected many parts of the interface. This study found that heuristic evaluation
identified a large number of specific (as opposed to general) problems and one-time
(non-recurring) problems, while 70% of the problems identified by the user testing
method were of the recurring type and approximately equal numbers of general and
specific problems; however, only 6% of the problems identified by the user testing
were of the consistency type. This study also found that 70% of the problems
identified by the guidelines review method were of the recurring type and 60% of

the problems identified by this method were of the general type. However, it was
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found that the cognitive walkthrough method identified less general and recurring

problems compared to the other methods.

Other studies provided more detail regarding the characteristics of usability
problems identified by user testing and heuristic evaluation methods (Doubleday et
al. 1997; Fu et al. 2002; Law and Hvannberg 2002). These studies showed that the
user testing method was more effective in picking up usability problems related to a
lack of clear feedback and poor help facilities (Doubleday et al. 1997; Fu et al.
2002). User studies were also helpful in identifying functionality and learnability
problems (Doubleday et al. 1997; Fu et al. 2002; Law and Hvannberg 2002) as well
as those concerned with navigation and excessive use of complex terminology
(technical jargon) (Law and Hvannberg 2002). In contrast, these studies also
showed that the heuristic evaluation method was more effective in identifying
problems related to the appearance or layout of an interface (i.e. the use of flash
graphics that distract the attention), inconsistency problems with the interface and
slow response time of the interface to display results (Doubleday et al. 1997; Fu et

al. 2002).

Only a few studies, however, have highlighted the types of specific usability
problems identified by user testing and heuristic evaluation methods. One such
study by Mariage and Vanderdonckt (2000) evaluated an electronic newspaper.
Mariage and Vanderdonckt’s study reported examples of the usability problems that
were uniquely identified by user testing and missed by heuristic evaluation.
Examples included inappropriate choice of font size, the use of an inappropriate
format for links, and consistency problems. Mariage and Vanderdonckt’s study also
reported problems that were identified by heuristic evaluation and confirmed by
user testing, such as: home page layout that was long; navigation problems that
were related to the use of images and buttons that were not clear enough so that
users did not see that these images/button were clickable; and a lack of navigational
support. However, Mariage and Vanderdonckt’s study did not report examples
related to the unique usability problems that were identified by heuristic evaluation

and missed by user testing.

Tan et al. (2009), who compared user testing and heuristic evaluation by
evaluating four commercial websites, also classified usability problems by their

types. They identified seven categories of problems and classified the usability
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problems identified by the user testing and heuristic evaluation methods with regard
to these seven categories. The categories included: navigation, compatibility,
information content, layout organisation and structure, usability and availability of
tools, common look and feel, and security and privacy. The results showed that the
user testing and heuristic evaluation methods were equally effective in identifying
the different usability problems related to the seven categories with the exception of
two: compatibility, and security and privacy issues. The user testing did not identify
these two issues. The two methods identified different problems associated with
different levels of severity. The researchers also found that heuristic evaluation
identified more problems with regard to the seven categories compared to user
testing. However, Tan et al. (2009)’s study did not provide details regarding

specific types of problems related to the seven categories.

Studies that highlighted the types or content of usability problems identified
by heuristic evaluation and user testing methods concluded that heuristic evaluation
helped in identifying the existence of potential usability problems but did not have
the ability to provide specific details concerning these problems, while user testing
identified and provided details of usability problems (Law and Hvannberg 2002;
Mariage and Vanderdonckt 2000). Conversely, Doubleday et al. (1997) indicated
that user testing has the ability to identify evidence of usability problems using
observation although this method provides little information about the causes of the
observed problems. Heuristic evaluation, on the other hand, identified accurately the
cause of the observed problems and suggested solutions for solving such problems.
Doubleday et al. (1997) stressed the importance of heuristic evaluation in helping

with the analysis of observed usability problems.

2.7.2.2 Problem areas identified by web analytics

Research has used web analytics as a successful tool for evaluating and improving
different design aspects of different types of website: a government library website
(Xue 2004), a health care organisation website (Ong et al. 2003), a learning and
information services website (Yeadon 2001), an energy and resources institute’s
website (Jana and Chatterjee 2004), a museum website (Peacock 2003), a library
website (Fang 2007), and an archival services website (Prom 2007). Each of these

studies offered a case study which covered the employment of web analytics
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metrics. These studies can be divided in terms of the data collection method
employed by the web analytics tool. These are the log file and page-tagging
approaches which specifically employ the Google Analytics tool. This section
reviews how a web analytics tool was employed in these studies to evaluate
websites. The first part concerns studies that used log file based web analytics and

the second part reviews studies that employed the Google Analytics method.
2.7.2.2.1 Using log file based web analytics

Nearly all of the earlier studies that used web analytics to evaluate and improve the
design and functionality of websites used log file based web analytics and therefore
employed traditional metrics based on log file analysis (Jana and Chatterjee 2004;
Xue 2004; Ong et al. 2003; Peacock 2003; Yeadon, 2001). Various metrics were
employed by these studies in their evaluation of the design of the chosen websites.
The design areas that were discussed in these studies can be divided into four
categories: content, navigation, accessibility and design. This section reviews which

metrics were employed in the evaluation of each of the website design areas.
Evaluating and improving content

Earlier studies employed nine metrics in evaluating and improving the content of
the studied websites: hits, page views, user sessions, geographic information, entry

pages, exit pages, error pages, search terms and the most downloaded statistics.

Jana and Chatterjee (2004) used four metrics (hits, page views, user sessions
and the geographic profile of users) to evaluate the content of The Energy and
Resources Institute’s (TERI) website. Data were collected for 13 months and
statistical analysis (linear regression analysis) was used to investigate the trend of
three metrics (hits, page views and users sessions) for the time period of the study
and to predict future usage of the site. Based on the high number of successful hits
and page views, and the increasing number of hits (as indicated by the trend line),
they concluded that the content of the TERI website was rich and attracted large
numbers of people. The trend line also predicted a possible future increase in user
sessions. The researchers concluded that TERI’s content was international and had a
good international reputation as the geographic statistics of the TERI website

indicated a variety of visitors.
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Rubin (2004) provided examples of some reports generated by log-analysis
packages where carrying out an analysis of them is useful in providing indications
of possible design problems on websites. These reports included entry, exit and
error pages. Regarding entry pages, Rubin (2004) stated that, if more than five
percent of visitors to a site enter on particular pages, then the content of these pages
should be improved and be viewed as ‘home pages’. Regarding the exit page report,
Rubin (2004) indicated that if the exit pages of a site were not destination pages (i.e.
pages that list categories of products) then this might point to problems in their
content or architecture: for example, a page that was too long, too short, or which
contained large-sized images which required time to be downloaded. Alternatively,
the page might have uninteresting content. Finally, the error report (which displays
errors such as error 404: file not found) shows the particular pages that have errors

or problems (e.g. broken links) which prevents a visitor from getting to them.

Xue (2004) used statistics regarding the top 20 search terms and the most
downloaded files, not only to evaluate, but also to improve the content of the
studied website. Using the top 20 ‘search terms’, she found that the content in the
most accessed pages was unique and overlooked by many other websites; therefore,
she suggested broadening the content of these pages. The statistics of the most
downloaded files showed that research guides were the most frequently downloaded
files. Therefore, she recommended keeping the guides up-to-date and accurate, and

also recommended the development of new guides.
Evaluating and improving navigation

Three metrics have been used by earlier studies to evaluate the navigation of

websites: top entry pages, top exit pages, and path analysis.

Xue (2004) used top entry and top exit page statistics together to evaluate and
suggest improvements to a government library website. The statistics showed that
the most entry pages were also the pages that were most exited (i.e. visitors exited
the site from the entrance page). The home page of the site was the second most
popular entry and exit page. This result suggested that some changes should be
made to the home page of the site in order to improve its navigation. Suggestions
included adding a mouse-over dropdown message box to the home page of the

website that described each category, adding links on the home page to the most
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used pages in the site, and displaying each major category together with its sub-

categories.

Yeadon (2001) used another metric, path analysis, to improve the navigation
of the Learning and Information Services website at South Bank University (LISA).
Path Analysis is “a process of determining a sequence of pages visited in a visitor
session prior to some desired outcome (a purchase, a sign up, visiting a certain part
of site etc)” (Kaushik 2007). The path analysis proved that the LISA structure was
difficult to navigate. This resulted in a re-organisation of the structure of LISA and
thus improved the navigation within this site. Peacock (2003) also suggested using

the path analysis metric to evaluate the navigation of museum websites.
Evaluating and improving accessibility

Earlier studies discussed evaluating and improving accessibility from two
perspectives: the first concerned the accessibility of the whole website while the
second concerned the accessibility of the most viewed pages. Three metrics have
been used for the first perspective: search terms, search engines and referrer; three
other metrics have been used for the second perspective: path analysis, most viewed

pages and entry pages.

The accessibility of the TERI website was evaluated using search
terms/keywords by Jana and Chatterjee (2004). They evaluated the number of times
a search engine sent a user to the TERI website by way of specific search terms.
Jana and Chatterjee chose six keywords/terms from the complete set of the meta
tags of the TERI website and measured how many times this website had been
retrieved through three search engines (Google, Yahoo and Alta Vista) using each
search term/keyword. They also measured how the three search engines ranked the
TERI website against the selected search terms/keywords by investigating the
relative position of the site in the search results list of these search engines. These
statistics suggested that the appropriateness and relevance of TERI’s key words

should be checked.

The studies of both Peacock (2003) and Yeadon (2001) also indicated the
importance of search terms in evaluating the accessibility of the studied websites.
Yeadon (2001) stated that search terms are useful in deciding on the meta data, such

as key words, for a site.
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Xue (2004) used search engine statistics to evaluate and suggest
improvements to the accessibility of a website (a government library site) in her
study. The statistics showed that the studied site was accessed mostly by Google
(51.50%), followed by Yahoo. The ranking of the studied site, in terms of Google
search results, was also investigated by searching Google using the phrase
‘government publications’. The findings showed that it was ranked tenth on the first
results page of Google. Therefore, the researcher suggested considering factors
affecting Google’s page-ranking to improve the website in order to keep it at the top
of the search results list. Based on understanding Google’s ranking
approach/technique, the following suggestions were made concerning the studied
site: re-organising the content of the home page of the site and facilitating access
from the website’s homepage to other pages. These suggestions also improved the

navigation of the website as well as improving its accessibility.

Peacock (2003), Ong et al. (2003) and Yeadon (2001) suggested the use of
another metric which included search engine statistics. The suggested metric was
the referring sites statistic. Peacock (2003) indicated that referring sites can be used
to evaluate the strength of the registration of search engines and other websites that
have links to the studied website. This study found that eight of the top traffic
sources of the website under investigation were popular search engines; the other
two traffic sources were two organisations which had an agreement with the studied

website.

Ong et al. (2003), using referral statistics, found that Google and Yahoo
accounted for the majority of references that were made to the studied website out
of the seven search engines and open directories with which the site was registered.
This suggested that the site needed only to be registered with the Google and Yahoo
engines. Yeadon (2001) also used the referring sites statistic, not only to evaluate
the accessibility of LISA, but also to recommend accessibility improvements. The
researcher suggested re-submitting the LISA website to several major search

engines in order to improve the accessibility and referral rate of this site.

It is worth mentioning here that the studies conducted by Peacock (2003), Xue
(2004), Yeadon (2001) and Ong et al. (2003) not only employed metrics to evaluate

the accessibility of the websites as a whole, (as discussed above), but they also
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employed three metrics (entry pages, most viewed pages and path analysis) to

improve the accessibility of some of the pages in the studied websites:

Peacock (2003) used entry page statistics to evaluate and improve the
accessibility of the website of the National Museum of Australia. She found
that the most popular entry page was the museum’s daily events page. Using
this finding, she suggested adding a link on the home page to facilitate

access to this daily events page.

Yeadon (2001) used path analysis to improve the accessibility of the LISA
website. This analysis showed that large numbers of visitors followed the
same paths in order to arrive at frequently used resources. This result led to
the addition of a quick menu to the home page of the studied website which
had links to the site’s most used resources. This menu facilitated access to

the most used resources using only one click.

Ong et al. (2003) improved accessibility to the top ten most viewed pages,
using the top ten most viewed pages statistics, by reducing the number of

links needed to access them.

Providing advice on design compatibility

Earlier studies suggested that two metrics (browser and platform statistics) could be

used to provide advice regarding the design of websites and their compatibility.

Ong et al. (2003) and Yeadon (2001) used browser statistics in their case

studies, while Peacock (2003) used both browser and platform (operating systems)

statistics. The findings and recommendations of these studies regarding the metrics

used were:

Ong et al. (2003) found that the most frequently used browsers were: AOL,
Internet Explorer and Netscape. The researchers therefore suggested
considering the compatibility of the design of the website they had studied

with these most frequently used browsers.

Yeadon (2001) found that over 99 percent of the visitors to the website that
was the subject of his study were using Netscape or Internet Explorer

(version 4 or above). He suggested redesigning the website to incorporate
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highly technical features such as Java script. Java script requires a level 4

browser or above if it is to work appropriately.

e Peacock (2003) also found that the most popular browser for the website in
her study was Internet Explorer version 5 and above. She stated that such

statistics could be considered in the design of the site.
Summary of the studies of the log file based web analytics

There are a number of issues that are worth considering regarding the studies

reviewed above that used log file based web analytics:

e These studies suggested that metrics are useful in evaluating different
aspects of websites’ design. However, some of these studies indicated that
metrics need to be augmented by further investigation involving actual users
of a website (Yeadon 2001). Ong et al. (2003) also indicated that other
methods, such as usability guidelines, should be used alongside log file

statistics.

¢ Only one of these studies suggested a framework or matrix of metrics for
evaluating websites; Peacock’s study (2003) suggested a framework of
twenty log file-based metrics for evaluating and improving users’ experience
of museum websites. This framework was an initial step towards creating an
evaluation model for online museum services. This framework adapted the
idea of Maslow’s hierarchy of needs to meet the requirements of visitors to
museum websites. The 20 metrics were categorised into two groups. The
first group was used to show the volume and origin of page requests. The
second group consisted of four levels related to the four levels of the
hierarchy of users’ needs: level 1 (can I find it?) concerned the ways visitors
used to access the site; level 2 (does it work?) examined the site’s
performance from the user’s point of view; level 3 (does it have what I am
looking for?) examined the navigation of a site using four metrics and level
4 (does it satisfy my needs?) examined whether or not users were satisfied

with a site.

e The metrics employed by these studies constituted part of the reports
generated by the web log analyser. Eisenberg et al. (2002) indicated that

such metrics (i.e. page views, browsers etc.) are raw data which can be
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converted into useful information by using them as input for advanced
metrics. In contrast to all the studies that used log-based metrics, Eisenberg
et al. (2002) suggested 22 advanced metrics which can be calculated based
on the raw data provided by server log analysis. They called these
“actionable metrics” since they can be used to examine the relationship
between a site and its visitors; they are based on the interaction and actions
that can be taken. The suggested metrics were categorised into two areas:
content and commerce. The content area metrics helped to optimise a site’s
navigation, layout and design, and content, and also helped to improve
users’ activities within a site. An example of such metrics is the reject rate
for all pages, which is called the bounce rate'. The commerce metrics
helped to measure the effectiveness and efficiency of a site in generating
sales by converting visitors. An example of these metrics is the conversion
rate. Eisenberg et al. (2002), in their report, presented these 22 advanced
metrics together with their formulae; they also showed how to calculate each
and how to use each in any type of website. However, no empirical study
was undertaken to investigate how these advanced metrics could evaluate

and improve the design of websites.
2.7.2.2.2 Using the page-tagging approach of web analytics (Google Analytics)

At least two studies have recognised the appearance of Google Analytics (GA)
software, which uses the page-tagging approach, and have used this tool to evaluate
and improve the design and content of websites (Fang 2007; Prom 2007). Both used

the standard reports from GA without deriving specific metrics.

For example, Fang (2007) used seven GA reports to identify potential design
problems and to improve the design and content of a library website. The usage of
the site was tracked by GA for 44 days. The information that was collected and
analysed by GA reports was interpreted and then, based on this analysis,
suggestions for improving the design of the website were implemented. After this,
the GA tool was used for a second time for 22 days to monitor whether the modified

design was useful in terms of increasing the number of visitors who came and

' Bounce rate: Percentage of single page visits, i.e. visits in which a visitor left the site after visiting
only the entrance page (Peterson 2006).

58



Chapter Two: Literature Review

returned, together with recording the number of pages viewed during each visit. The

seven GA reports were:

e Site overlay: This report, which displays summarised clicking information
for each link on a page, was used to find those links that had few clicks. It
showed that links on the site’s right-menu generated very few clicks. This
result was used to make decisions regarding changing the layout of the home
page of the site. The left and right menus of the site were re-organised and
re-formatted by adding a mouse-over effect; the font size was also increased

and the items were bullet-pointed so that they could be easily differentiated.

e Content by titles: This report, which lists the most popular content on a site,
showed the pages that were most popular during the tracking period. Based
on this report, the most viewed items were added in a new section in the

right-hand menu of the site to facilitate accessing.

¢ Funnel navigation: This report, which shows the number of visitors
following a pre-defined path, showed that very few visitors to the site
(2.33%) followed the defined path by clicking on the specific link (a link to

the page for the council and affordable housing) from the home page.

e Visitor segmentation: This report, which shows the geographical location of
visitors, showed that most visitors to the site (83%) came from different

cities in the United States.

¢ Visualised summary reports: These reports, which provide a quick summary
of a site, were used to monitor some metrics of the site before and after the
redesign. These metrics included the number of visitors, the number of

pages viewed, and the number of new and returning visitors.

¢ Information on visitors’ connection speed: These reports showed that 15%
of the site’s visitors used a low-speed connection network. As a result, it was

decided not to add more graphics to the new design.

e Computer configuration: The screen resolution report showed that 21% of
visitors used 800X600 screen resolution; this finding lead to keeping the
site’s template (800X600) as it was. Regarding the browser type, the reports

showed that most visitors (96%) used Internet Explorer or Firefox. These
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browsers were suitable for the site’s components (JavaScript and a cascading

style sheet) so the layout of the style was not changed.

The results obtained from the GA reports after redesigning the site showed
that the modified design improved the site in terms of attracting more return visitors
and attaining better loyalty. For example, the researchers found that new visitors
increased by 21%, returning visitors increased by 44%, and the number of people

who viewed more than three pages increased by 29%.

Similarly, Prom (2007) used three reports of the GA tool and explained how
this tool had the potential to improve archival services at the University of Illinois’
archives. Based on interpreting the analysis of GA reports, some design problems
were noted. Then, changes were suggested to correct these problems. The GA
reports that were used included referrals, funnel navigation and landing pages. For

example, the funnel navigation reports showed that:

e Few visitors followed the expected defined path; they followed different
paths and few of them achieved the defined goal (sending an email

message).

e Few visitors (approximately 12%) entered the site from the home page;
instead they entered the site from other pages directly from Google or from

another search engine.

e Many visitors (approximately 71%) exited directly from the site after

viewing only the page on which they entered the site.

The suggested changes of the design of the database software included:
changing the subject terms and the page title of the site’s pages by including better
information to improve the indexing terms used by the Google search engine and
the results obtained during searches; and changing the content of the most common

landing pages to include more important information.

The studies reviewed above, which used the GA tool, suggested that the GA
tool could be useful and have specific relevance to user-centred design since GA’s
reports enable problems to be identified quickly and help determine whether a site

provides the necessary information to its visitors.
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2.7.2.2.3 Using web analytics to evaluate the performance of websites

Web analytics can be used to measure the success and performance of websites in
terms of the extent to which they achieve their objectives. This section discusses the

use of web analytics to evaluate success and performance.

Welling and White (2006) investigated the performance measurement
activities of websites in 25 organisations from Australia, New Zealand, Hong Kong
and the USA; these represented different types of business (e.g. retailing,
government/not-for-profit, business to business, and manufacturing services). They
found that site traffic (particularly the visitors’ metric) was the only common
measure among the companies; most companies considered a general upward trend

in terms of the number of visitors as sufficient.

However, Inan (2006) and Phippen et al. (2004) criticised the use of standard
basic metrics (i.e. visitors’ visits) to measure the success of websites. They
indicated that these metrics are not useful in this context because of their simplicity
(they address only some aspects of web measurement) and their ambiguous nature
(related to their inaccuracy and visits from robots and spiders). These problems led
to incorrect interpretation, the taking of incorrect decisions or not being able to take
decisions at all (Inan 2006; Phippen 2004). Instead, they suggested using advanced
metrics which focus on measuring the relationship between a site and its customers.
The advanced metrics, which are also called Key performance Indicators (KPIs), are
metrics which are expressed in ratios, rates, percentages or averages instead of raw
numbers and are designed to simplify the presentation of web data, to guide actions
to optimise online business, and to describe the success of an online business
(Peterson 2006). Phippen et al. (2004) indicated that advanced metrics should
include some basic metrics in their formulae since the basic metrics are useful if

employed as part of specific and defined formulae instead of using them alone.

A large number of advanced web metrics were suggested in the literature and
these were assigned to different models and frameworks. Inan (2006) suggested a
customer-centric framework, including three layers, to measure the success of
websites. The first layer concerned measuring the effectiveness of the customer
engagement process in a site. This included four stages: reach, acquire, convert and

retain. The second layer concerned the dropout of customers that might occur at any
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stage of the engagement (i.e. leakage from the acquire stage, abandonment from the
conversion stage, and attrition from the retain stage). The third layer concerned
factors that influence customer dropout which related to the usability of the site.
These were specifically related to content appropriateness, design effectiveness and
the website’s performance efficiency. Inan (2006) suggested metrics and analysis
techniques (i.e. path analysis) for each stage of the framework, for each stage of the
customer engagement process, for dropout stages and for those usability factors

influencing dropouts.

Peterson (2004) also used the customer life-cycle framework, which includes
four stages: reach, acquire, conversion and retention. He suggested metrics for each
of these stages and also recommended KPIs (Key Performance Indicators) to
measure each stage. Furthermore, Peterson suggested KPIs for online business
models: online commerce (i.e. order conversion rate, average order value),
advertising (i.e. percent new Vvisitors, ratio of new to returning visitors), lead
generation (i.e. lead conversion rate), customer support (i.e. information find
conversion rate) (Peterson 2004), retail, content and advertising, marketing and

customer support sites (Peterson 2006).

A few studies, however, investigated the use of advanced web metrics to
evaluate the success of websites. For example, Phippen ef al. (2004) reviewed a
study carried out in a multinational airlines company in the UK which used
advanced metrics. He found that the company employed a wide variety of metrics to
understand customer behaviour, to measure the success and performance of their
site and also to plan future strategy. Examples of the common reports and their

metrics that were employed by this company include:

e Monthly summary: These reports were aimed to indicate the monthly level
of the site’s activity using page views, visits, visitors, average time per visit,

and average page views per visit metrics.

e Monthly dashboard: These reports helped to evaluate the monthly
performance of a site using visits, visitors, registration and visits to booking

metrics.

e Post implementation analysis: These reports were used to evaluate the

success of any change to the site, including specific activities or events, for
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example, to measure the success of a campaign. The metrics that were used
included page views to the campaign page and page views of the rest of the

site.

It is worth mentioning that Inan (2006) and Peterson (2004), who suggested
the employment of advanced web metrics to evaluate the success and performance
of websites, indicated that web analytic tools and usability testing complement each
other in the sense of understanding and improving customer experience with a site,
as well as measuring the overall success of the site. They indicated that, despite the
fact that usability testing illustrates how real users interact with a site, it cannot
measure the success of a site or describe the interactions of large number of users
with it. This is in agreement with Kaushik (2007) who suggests that the new world
of web analytics involves, not only quantitative data (collected by web analytics),
but also qualitative data. The quantitative data provide an idea of what is going on
in a site (i.e. visitors’ count) but the qualitative data provide the reasons behind
users’ interactions with a site (Kaushik 2007). Kaushik stated that the combination
of these data would lead to meaningful changes and improvements in customers’
experiences of a site. The methods that Kaushik suggested could be used to obtain

qualitative data were user testing, heuristic evaluation, site visits, and surveys.

2.7.3 Cost of employing usability evaluation methods

Some earlier studies, which conducted a comparison between evaluator-based and
user testing methods, compared the cost of employing those methods. Most of these
studies agreed that user testing was more costly in terms of designing and analysing

in comparison with the evaluator-based methods:

o Jeffries et al. (1991) compared the cost of employing four usability methods
including three evaluator-based methods (heuristic evaluation, guidelines
review and cognitive walkthrough) and user testing in terms of the number
of person-hours spent by the evaluators for each method. This time included
time spent on analysis, on learning the method and on becoming familiar
with the interface under investigation. Results showed that the heuristic
evaluation method incurred the lowest cost (35 hours), followed by the

cognitive walkthrough method (43 hours) and then the guidelines review
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method (86 hours). However, the user testing method incurred the highest

cost which was 199 hours.

Law and Hvannberg (2002), who compared the cost of employing user
testing and heuristic evaluation methods in terms of the time required by
them, found that the heuristic evaluation method was less costly compared to
user testing. Results showed that heuristic evaluation required a total of nine
hours (including 6 and 3 hours spent by the two evaluators, respectively) in
the design and conduction of this method. However, user testing required a
total of 200 hours (where each session lasted on average 48 minutes) which

were spent on the design and application of this method.

Doubleday et al. (1997) compared heuristic evaluation with user testing and
presented the approximate cost of employing these two methods. They
indicated that the time required by the heuristic evaluation method was a
total of 33.5 hours (including 6.25 hours of five experts’ time in the
evaluation, 6.25 hours of evaluators’ time taking notes and 21 hours
transcription of the experts’ comments and analysis), while the total time
required by the user testing was 125 hours (including 25 hours conducting
20 users’ sessions, 25 hours of evaluator time supporting during users’

sessions and 75 hours of statistical analysis).

Molich and Dumas (2008), who reported the results of comparative usability
evaluation using 17 teams, found that the maximum and minimum person
hours used by single user-testing teams were 199 and 17 hours respectively.
However, the maximum and minimum person hours used by single expert-

reviews teams were 67 and 3 hours respectively.

However, these studies did not mention the cost of implementing/correcting

usability problems that might be undertaken after conducting heuristic evaluation or

employing a user testing method. This issue was discussed by Jeffries and Desurvire

(1992). They indicated that heuristic evaluation had a higher cost, that would be

incurred after the evaluation, in comparison with user testing since heuristic

evaluation usually identified a large number of problems, most of them minor.

Another cost was that the heuristic evaluation might produce false alarms and

implementing these would be impractical or would even lead to interfaces with new
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usability problems (Bailey 2001; Jeffries and Desurvire 1992). It is worth noting
that none of the studies suggested how to reduce the cost of employing user testing

or evaluator-based methods.

2.8 Conclusion

This chapter reviewed a variety of usability evaluation methods that can be used to
evaluate the usability of e-commerce websites from three different perspectives:
users, evaluators and tools. The review showed that few studies were found in the
literature that evaluated the usability of e-commerce websites. Those that were
found employed user-based or evaluator-based usability evaluation methods.
However, little research has employed web analytic tools which automatically
collect statistics regarding the detailed use of a site, in the evaluation of e-commerce
websites, although these tools have been employed to evaluate other types of
website and have proved to be useful in identifying potential design and

functionality problems.

The chapter then reviewed research which has been undertaken to compare
usability evaluation methods. These methodological studies were undertaken to
compare evaluator-based and user-based usability evaluation methods. They either
compared specifically the two most common methods in each category (user testing
and heuristic evaluation) or included these two methods in their comparison among
others. However, no comparisons have been undertaken between web analytics
software and user- or evaluator-based usability methods to investigate the potential

problem areas that are identified by these tools.

The literature outlined in this chapter indicated that comparative research
provided useful findings regarding which of the two approaches (user-based and
evaluator-based usability evaluation methods) was more effective in identifying the
largest number of usability problems and which cost the least to employ. A few
studies provided some examples of the usability problems identified by these
methods. However, previous research offered little detail about the benefits and
drawbacks of each method with respect to the identification of specific types of

problem.

This chapter also showed, regarding the use of web analytics to improve the

design of websites, that it is suggested that advanced or actionable metrics should be
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employed regardless of the data collection source of the analytics. These aim to
improve customers’ interactions and the overall usability of the site. The Google
Analytics tool was employed by a few studies as a useful tool to evaluate and
improve the design of websites. However, there is a lack of research to illustrate the
value of using Google Analytics for evaluating the usability of e-commerce websites

by employing advanced web metrics.

The literature outlined above indicates that there has been a lack of research
that evaluates the usability of e-commerce websites by employing user-based,
evaluator-based and software-based (Google Analytics) usability evaluation
methods together. Furthermore, it is clear from the literature that there is a lack of
research that compares issues identified by these methods in order to investigate
detailed types of specific usability problems that could be identified by them. An
awareness of the type of usability problem that could be identified by these methods
would be valuable for researchers who wish to uncover usability problems related to
a specific area; it could also help researchers determine the method that best

matches their needs.
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Chapter Three: Research Methods

This chapter discusses the research methods employed to achieve the aims and
objectives of this research. The chapter includes an overview of the research’s
philosophy, design and methods; it then discusses the data collection techniques that
were used to collect different types of data. This is followed by a discussion into

how the collected data were analysed.

3.1 Research philosophy

The design of any research starts with the selection of a topic and a paradigm or
philosophy (Creswell 1994). The paradigm refers to “the progress of scientific
practice based on people’s philosophies and assumptions about the world and the
nature of knowledge” (Collis and Hussey 2003). The research paradigm/philosophy
offers a framework, consisting of theories, methods and ways of defining data,
which explains the relationship between data and theory (Collis and Hussey 2003;
Easterby-Smith ef al. 1991). Easterby-Smith et al. (1991) stated that understanding
the philosophical issues in a research study is very useful for the following three

reasons:

e [t can help to define the research design in terms of considering what type of
evidence is required, how it will be gathered and interpreted, and how this

will provide answers to the research questions.
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e [t can help the researcher to identify which research design will work and
which will not. Furthermore, it helps him/her to reveal the limitations of

particular approaches.

e It can help the researcher to determine, and even to develop, designs that
may be not related to his/her experience; it may also suggest how to adjust
research designs with regard to the limitations of different knowledge

structures.

There are two main research philosophies or paradigms that guide the design
and methods of research. These are positivism and interpretivism. These approaches
have different propositions regarding common assumptions concerning obtaining
knowledge and the process of research. The most common assumptions are termed
epistemology, ontology and the logic of the research. Epistemology concerns how a
researcher will obtain knowledge during his/her inquiry/research; ontology concerns
how each paradigm views reality (knowledge), or what is considered reality from
the viewpoint of the researcher; and the logic of a research describes the nature of
the relationship between social research and theory, which could be, according to
Bryman (2008), either deductive or inductive. The following sections outline the

two approaches in terms of their assumptions.

3.1.1 The positivist philosophy

The positivism approach believes that: “the study of human behaviour should be
conducted in the same way as studies conducted in natural sciences” (Collis and
Hussey 2003). This implies using the scientific method approach of research, or the
same methods, principles, procedures and ethos as the natural sciences (Creswell

2003; Bryman 2008).

Studies claiming to adopt a positivism paradigm or a scientific method of
research are those that involve an inquiry process in order to understand social or
human problems based on testing a theory. The theory consists of variables that are
measured by numbers and analysed using statistical analysis in order to decide
whether or not to generalise the theory (Creswell 1994). Therefore, knowledge is
obtained, according to this approach, by observing and measuring the phenomena

using the developed numeric measures (Collis and Hussey 2003).
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Positivism employs an objective approach to test theories and to ascertain
cause and effect, and scientific laws (Nicholas 2006). Therefore, the reality in this
paradigm is objective and is independent of or external to the researcher; it can be
measured objectively using a questionnaire or instrument (Collis and Hussey 2003;

Creswell 1994).

With positivism, the deductive approach is used in order to obtain knowledge
(Nicholas 2006). Research employing a deductive approach is guided by a theory,
which is usually expressed as statements called hypotheses which are generally
based on earlier research. Creswell (2003) called this type of research
‘reductionistic” as it aims to reduce ideas into a small, discrete set of ideas to be
tested (i.e. the variables that are part of the hypothesis). Therefore, the developed
hypotheses give rise to the process of data collection. Findings in this research are
used either to confirm or reject hypotheses, therefore making a revision of theory

(Bryman 2008).

3.1.2 The interpretivist philosophy

There is a debate regarding the appropriateness of applying natural science methods
to the study of society (Bryman 2008). Therefore, the interpretivist approach was
developed in response to criticism of the positivism paradigm/philosophy (Collis
and Hussey 2003). The interpretivist philosophy is based on the belief that a
strategy is needed to differentiate between people and objects in the natural
sciences; therefore, this philosophy requires the researcher to understand the

subjective meaning of social action (Bryman 2008).

Studies claiming to adopt an interpretivist paradigm are those which represent
an inquiry process for understanding a social or human problem based on
developing a holistic picture formed from words and detailed views of information.
Such studies are conducted in natural settings (Creswell 1994). This approach
believes that subjective meaning is an important issue in social actions and
therefore, this philosophy is concerned with disclosing interpretations and meanings
of such actions (Nicholas 2006). It concentrates on the meaning of a social
phenomenon and not on the measurement of that phenomenon (Collis and Hussey
2003). The researcher is involved in the interpretation of the social phenomena

being studied on more than one level; he/she provides an interpretation of how the
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members of a social group interpret the phenomenon being studied, while his/her
interpretation is interpreted with regard to the concepts and literature of a discipline

(Bryman 2008).

Interpretivists believe that: “what is researched can’t be unaffected by the
process of research” (Collis and Hussey 2003). The researcher is not observing
phenomena from outside the system, like the natural sciences, but he/she is involved
with what is being researched (Nicholas 2006; Collis and Hussey 2003). Reality is
subjective and socially constructed and can be understood by examining and
investigating participants in the study (Collis and Hussey 2003). In this paradigm,
the researcher, rather than keeping a distance between him/herself and what is being
researched, as is the case with positivism, he/she tries to minimise the distance by
interacting with what is studied (i.e. living with or observing information or an

actual collaboration) (Creswell 1994).

Obtaining knowledge according to the interpretivist philosophy is undertaken
using an inductive or empiricist approach (Nicholas 2006). The inductive research
approach starts from specific observations where conclusions are derived from
researchers’ experiences (Nicholas 2006). Theoretical ideas are derived from data
and are not derived before collecting data, as is the case with the deductive approach
(Bryman 2008). Inductive studies provide the opportunity to elicit insightful

empirical generalisation but offer little theory (Bryman 2008).

3.1.3 Selection of the research philosophy

Following the philosophical observations made above, and by referring to the aims
and objectives of this research, as mentioned in Chapter 1, this research has adopted
an interpretivist approach. This selection can be justified for a number of reasons.
Interpretivism is an appropriate approach with regard to this type of research
problem. For example, regarding this issue, Creswell (1994) showed that a research
problem is related to a positivist approach if it evolves from the literature where
variables and theories may exist that need to be tested and verified, while a research
problem is related to an interpretivist approach when little information exists on the
topic and more exploration is needed since the variables are largely unknown.
Therefore, it is clear that the interpretivism approach is an appropriate one to be

adopted in this research as it is not guided by theory which must be tested
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objectively during the research process. Instead, it is aimed at finding an
understanding regarding which usability methods are the best in evaluating each
usability problem area. Then a methodological framework can be developed that
will illustrate how to evaluate the usability of e-commerce sites in relation to
specific areas. Furthermore, the researcher was involved in this research, and the
knowledge obtained from this research, which was used to develop a framework of
usability methods, was constructed by way of an interpretation of the three methods
involved in this research. Specifically, in order to develop the supposed framework,
and to identify usability issues obtained from the usability evaluation methods, the
researcher was involved in interpreting users’ actions while interacting with the
websites, evaluator’s comments, and the statistics obtained from the analytics
approach. Also, the inductive approach was adopted while developing the

framework in this research; this is the dominant approach for interpretivists.

3.2 Research design

The research design, as indicated by Bryman (2008), represents a structure or a
framework which guides the execution of a research method and an analysis of the
data. Alternatively, Yin (1984) defined a research design as: “an action plan for
getting from here to there, where here may be defined as the initial set of questions
to be answered, and there as some set of conclusions (answers) about these
questions. Between here and there there may be a number of major steps, including
the collection and analysis of relevant data” (Yin 1984). The research philosophy
guides the selection of the research design. Examples of common research designs
associated with the interpretivist philosophy include action research, case study,
ethnography and grounded theory (Collis and Hussey 2003). However, it is worth
mentioning here that the case study is listed also as a research design within the
positivist approach (Alhalalat 2005). The case study approach was chosen as the
research design for investigating the problem in this research because it is the most
appropriate plan for addressing the research problem. The suitability of other
research designs was investigated, compared and evaluated before selecting the
most appropriate design. This section illustrates the case study design and then

provides a justification for choosing such a design.
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3.2.1 Case study design

The case study design involves carrying out a detailed and intensive examination

and analysis of a case (setting); this is then used to obtain an in-depth understanding

of the situation and meaning of the phenomena (Bryman 2008; Merriam 1998). Yin

(1984) identified a case study as: “an empirical inquiry that investigates a

contemporary phenomenon within its real-life context; when the boundaries

between phenomenon and context are not clearly evident; and in which multiple

sources of evidence are used”.

Stake (1995) classified cases into three categories with regard to the focus of

the study or the use of the case study:

The intrinsic case study: This is the case that is selected because the
researcher is interested in learning about it as a particular case, not because
by studying it learning will be achieved about other cases or about some

general problem.

The instrumental case study: This is used when the focus of a study is on
understanding issues within a case or obtaining something; it does not apply
to a particular case. This can be used when there is a need to obtain a general
understanding of a research question which can be achieved by studying a

particular case.

The collaborative case study: This type of case is used when the focus of a
study is on more than one instrumental case at the same time and where it is

important for there to be coordination between the individual cases.

Yin (1984) identified four types of designs for case studies. These are based

on two assumptions:

Single- or multiple- case studies: A primary characteristic in designing
case studies, before collecting data, is between single- and multiple-case
designs that will be used in order to address the research questions (Yin
1984). A single case study design involves studying a single case, while

multiple-case studies involve studying more than one case at the same time.

Single- or multiple- unit of analysis within a case: If a case study

examines only the global nature of phenomena (i.e. when no logical sub-
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units can be identified within the case) then this design is called a holistic
case study. If a case study, on the other hand, involves more than one unit of
analysis (i.e. the case includes subunits of analyses) then this design is called

an embedded case study.

According to these assumptions, a single case study can be either holistic or
embedded, and a multiple-case study may consist of multiple holistic cases or of

multiple embedded cases, depending on the phenomenon being studied.
Multiple case study design

As outlined above, Yin (1984) indicated that case study research includes both
single- and multiple- case studies. According to Yin (1984), single- and multiple-
case designs come within the same methodological framework or under case study
research. However, Bryman (2008) considered the multiple-case design as a
different methodology/design from the single-case study; he called it the
comparative design. Bryman (2008) stated that the comparative design is an
extension of the case study design. Comparative design (or multiple-case study
design) involves studying two or more case studies and conducting a comparison
among them. This is based on the belief that a better understanding of phenomena
can be achieved by comparing them with regard to two or more meaningfully
contrasting cases (Bryman 2008). Multiple case studies are important if the case

studies are used for inductive purposes (De Vaus 2001).

Yin (1984) stated that, in order to gain a major insight, multiple cases must be
considered as multiple experiments in the sense that they follow “replication” logic.
This means that the research design involves employing the same experiments in
each case; so, the same results are predicted for each case and evidence will be
produced from all the cases. In this situation, each case is considered as a single
experiment, and the analysis must follow cross-experiment rather than within-
experiment design and logic (Yin, 1984). De Vaus (2001) stated that while a single

replication tells something, the repeated replication provides confident findings.

The replication approach to multiple-case studies was illustrated by Yin
(1984) in Figure 3.1. This figure shows that the first step in designing a multiple-
case study is related to the development of theory; this is followed by selecting

cases and defining data collection methods. Each case represents a “whole” study
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where convergent evidence is needed from the facts and conclusions of the case.
The conclusions of each case are then treated as the information that needs to be

replicated by other cases (Yin 1984).

Design Single-case data collection and analysis Cross-case analysis
Draw Cross-Case
i Conclusions
Conduct 1 - e
S e Individual Case [—¥»
Report
A
Modify Theo
Select Cases o Write v .
Conduct 2 R i
" Case Stu i Individual Case —»
Report
Develop Y
Theory Develop Policy
Design Data Implications
Collection
Protocol Conduct Write
—»| Remaining » Individual Case — A
Case Studies Reports Wil Giocs @ase
Report

Figure 3.1: Case study design. Source: Yin (1984)

3.2.2 Selection of a research design

This research involves conducting a comparison of three usability methods on the
evaluation of e-commerce websites in order to determine which methods were best
in evaluating each usability problem area; a framework from the results was also
created. Therefore, in order to examine the problems identified by the three usability
methods, a multiple-case study or comparative design was selected as a research
design where the logic of replication was considered; the same experiments were

employed in each case.

Although the literature showed that earlier studies which compared usability
evaluation methods conducted the comparison on a single interface (see Chapter 2,
Section 2.7), this research employed a multiple-case study design. A case study
research, as mentioned above, helps to obtain a rich picture of a particular case as it
involves a detailed and thorough examination. This was required in this research but
a multiple case study design was also selected because of its distinct advantages in
comparison with the single-case study. For example, Yin (1984) stated that the

evidence from a multiple-case design is usually considered more compelling and
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therefore the whole study is considered to be stronger. De Vaus (2001) also
indicated that multiple-case designs with sufficient resources are more powerful and
convincing and provide a greater sense of understanding compared to single-case
designs. Furthermore, Bryman (2008) stated that one of the advantages of
employing a multiple-case study design is to improve theory building. “By
comparing two or more cases, the researcher is in a better position to establish the
circumstances in which a theory will or will not hold” (Bryman 2008). Finally,
using multiple cases in a study is a common strategy that enhances the external
validity or generalisability of findings (Merriam 1998). Therefore, in order to
achieve robust, powerful and convincing findings that could be generalised
regarding the comparison between the usability testing methods, the multiple case

design was selected.

In this research design, the cases were holistic and not embedded. There was
only one unit of analysis regarding the cases (e-commerce sites): that is, the sites
themselves. The usability methods investigated the whole e-commerce site. With
regard to the focus of this research, the collaborative case study was used as it
involved more than one instrumental case study. This is because this study did not
focus on selecting a specific case study (in this research, an e-commerce website) as
a particular case, but on illustrating issues within the case studies. These issues
related to conducting usability evaluation methods in order to undertake the

comparison between them.

3.2.3 Selection of case studies

Stake (1995) indicated that case study research is not sampling research; thus, a case
study is not studied primarily to understand other cases. Regarding the selection of
case studies, Stake (1995) advised researchers, if possible, to select cases that are
both easy to get to and hospitable to the research inquiry. Purposeful sampling is the
most common sampling method to use in selecting such a case (Merriam 1998).
Merriam (1998) provided a definition regarding the purposeful sample and an
example of this is called the convenience sample. This is defined as follows:
Purposeful sampling includes determining selection criteria that are essential in
choosing cases to be studied as the criteria reflect the purpose of the study and guide

the researcher to the identification of information-rich cases. Convenience sampling
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is one type of purposeful sampling in which the selection of a sample is based on

time, money, location and/or the availability of case studies.

Merriam (1998) suggested following two steps in order to find the best case to
study: first, setting-up or deciding criteria that will guide case selection and, second,

selecting a case that fits those criteria.

In order to employ and compare usability methodologies on e-commerce
websites in Jordan and obtain a comprehensive identification of usability problems,
three e-commerce vendors were approached. Hence, the intention was to employ the
same methods (i.e. the same usability testing sessions involving the same users, the
same heuristic evaluators and Google Analytics software) in each case. This number
of cases was considered appropriate within the time and resources available for the

research.

A picture of the current situation regarding e-commerce activities in Jordan
was acquired. Twenty seven e-commerce companies that sell products in Jordan
were identified from five electronic Jordanian and Arab directories and a Google
search. The intended criteria for selecting the three case studies was to involve e-
commerce sites that had a large number of usability problems in order to obtain a
comprehensive identification of different types of usability problem. This would
help to achieve the aim of this research regarding creating the supposed
methodological framework. Therefore, the usability of the twenty seven e-
commerce sites was examined by the researcher using Nielsen’s ten heuristic
evaluation guidelines. Numbers were then assigned to these sites according to their
conformity to these heuristics which reflected their usability. It is worth mentioning
that using only one inspector, which was the researcher in this case, to evaluate the
usability of the twenty seven sites had limitations, relating to her experience, that
influenced the number of problems identified. However, this can be justified by the
following: The researcher’s first degree was in computer science and she had ten
years’ experience in designing and developing websites. Moreover, during the
process of this research, she gained some knowledge regarding usability issues.
Also, because the aim of the inspection was only to obtain a general idea regarding
the usability of the sites, rather than to conduct a thorough inspection, using the

researcher was considered to be appropriate.
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After determining the usability of the sites, the procedure for selecting three e-
commerce websites began. A covering letter was prepared (see Appendix 1) and
sent in December 2006 to the three companies that had the largest number of
usability problems asking them to participate in the research. However, only one of
the companies agreed at that time. Later, the covering letter was sent to other
companies. Again, each time, companies with the largest number of usability
problems were considered. The letter was followed by more than one reminder over
different time periods in order to obtain agreement from three companies. Gaining
the agreement from three companies to participate in this research took a long time;
the acceptance letter from the first company included in the research was received
on December 5 2006, while the acceptance letter from the third company was
received on July 28™ 2007. This long time period was due to different reasons, such
as trust and security issues (since to use Google Analytics, each company was asked
to add script code to their server), and changes at the companies (one company was
in the process of moving to Lebanon). Two of the three companies that agreed to
participate in this research sell women’s clothes and the third sells hand-crafted

gifts.

Therefore, the cases were selected on the basis of their availability and not
because they had the largest number of usability problems. However, since all the
companies, as investigated, had usability problems they were considered to be

suitable. This represents a convenience/purposeful sample.

3.3 Research methods

A research method refers to the techniques that are used for collecting data (Bryman
2008). Despite the fact that the dominant research methods associated with research
that claims to adopt an interpretivist philosophy are qualitative, Collis and Hussey
(2003) stated that it is possible for such a philosophy to produce quantitative data.
The case study design has a unique strength which is related to its ability to deal
with many sources of evidence or data collection methods, such as documents,
artifacts, interviews and observations (Yin 1984). Furthermore, Collis and Hussey
(2003) stated that, in the case study, it is usually best to combine data collection
methods so that the evidence may be both qualitative and quantitative. The use of

more than one data collection method is known as triangulation; this indicates the
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use of different research approaches, methods and techniques in the same study

(Collis and Hussey 2003).

To achieve the aims of this research, triangulation evaluation methods and
techniques were employed. Three methodologies were used. These were: heuristics
evaluation, user testing and web analytics (the tool used was Google Analytics).
Qualitative and quantitative data collection techniques were used while employing
the first two usability evaluation methods, whereas the third usability evaluation
method involved the use of quantitative data only. The data collection section below

illustrates the quantitative and qualitative methods involved in this research.

The selection of the three usability evaluation methods stemmed from the aim
of the research (which is related to developing a framework that identifies
comprehensive usability problems) and based on a thorough analysis of usability
evaluation methods of the literature (see Chapter 2). These usability evaluation
methods were selected with regard to two issues: first, because they complement
each other and second, because these methods were able to identify usability
problems from three different perspectives. Therefore, these two issues resulted in a
comprehensive identification of usability problems which helped to develop the
supposed framework and provided flexibility for the supposed evaluation

framework.
Complementary methods

The user testing and heuristic evaluation methods have been frequently used to
evaluate the usability of websites, including e-commerce websites (Kantner and
Rosenbaum 1997; Freeman and Hyland 2003; Chen and Macredie 2005; Barnard
and Wesson 2003; 2004). Stone er al. (2005) indicated that if more than one
evaluation technique/method are to be employed, then these methods should be
chosen so that they complement each other. Earlier research found that user testing
and heuristic evaluation methods are complementary to evaluation and these
methods are complementary to web analytics tools (Law and Hvannberg 2002; Fu et
al. 2002; Jeffries and Desurvire 1992; Desurvire et al. 1991, Nielsen and Mack
1994; Kantner and Rosenbaum 1997; Peterson 2004; Kaushik 2007). Earlier studies,
as reviewed in Chapter 2, Section 2.7, found that both heuristic evaluation and user

testing methods varied with regard to the number of usability problems identified by
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each and in the kind of usability problems discovered. Therefore, these studies
recommended using these two methods together in order to obtain the best results
with regard to finding large numbers of usability problems of different kinds (Law
and Hvannberg 2002; Fu et al. 2002; Jeffries and Desurvire 1992; Desurvire et al.
1991, Nielsen and Mack 1994; Kantner and Rosenbaum 1997). Regarding the use of
the Google Analytics approach, it was obvious that the literature, as mentioned in
Chapter 2, stressed the importance of employing other methods, such as usability
methods, alongside the web analytics approach. Web analytics monitors users’
behaviour over a long time period relative to user testing and identifies issues, often
missed by user testing, that could help in identifying additional usability problems.
Furthermore, despite the fact that usability testing illustrates how real users interact
with a site, it cannot measure the success of a site or describe the interactions with it

of large numbers of users (Inan 2006 ; Peterson 2004).
Providing various perspectives

Involving user testing, heuristic evaluation and Google Analytics resulted in the
identification of usability problems from various perspectives: actual or real users
identified accurately usability problems using the user testing method and web
experts identified usability problems based on their experience and therefore
provided a large number of usability problems. Google Analytics was used to
provide a different picture of the users’ behaviour while interacting with the sites.
The following section describes the strengths and limitations of the three selected

methods.

User testing was used in this research among the other user testing methods,
as mentioned in Chapter 2, since it is the most fundamental usability evaluation
method. It is irreplaceable because it provides direct information about how real
users interact with an interface and the exact problems they face during their
interaction (Nielsen 1993). This method provides an accurate and unique
identification of usability problems which prevent real users from interacting with
an interface. However, the user testing method has some limitations which relate to
the high cost of conducting such testing in terms of maintaining or renting a lab, the
cost of recruiting and paying test participants, and the length of time it takes to
analyse results (Simeral and Branaghan 1997). Furthermore, Rubin (1994) indicated

that such testing does not reflect the actual interaction between a user and an
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interface because it is an artificial situation and thus, this can affect the results of the

test.

The heuristic evaluation method was used in this research alongside the other
inspection methods as mentioned in Chapter 2, because it is the most common
usability inspection method and because of its speed and affordability in identifying
large numbers of usability problems, as indicated by Simeral and Branghan (1997).
This method can be conducted at a relatively low cost and requires little preparation
(Pearrow 2000). The inspectors usually suggest solutions to the usability problems
they identify during the inspection (Stone et al. 2005). However, the heuristic
evaluation method has some limitations including the fact that the inspectors do not
represent real or representative users and so may not predict correctly how users
will interact with an interface; they may miss some problems and they may be
overly concerned about issues that do not represent a problem to real users (Stone et
al. 2005). The evaluation data are highly dependent on the experience and skills of
the inspectors. Therefore, if the inspectors have insufficient skills, this will affect

the validity of the evaluation data (Stone et al. 2005).

The Google Analytics method was used in this research since it is a valuable
tool which was recommended for use because of the wide range of features and
benefits provided by this tool. In addition it is freely available (Azam 2006).
Examples of the key issues which encouraged the employment of this tool in this
research included: Google Analytics has a usable and simple interface and it is very
easy to implement and use; this encourages users to get started with web analytics
(Jasra 2006; Burby 2005). Google Analytics has proved to be beneficial for both
small- and medium-sized companies which cannot use web analytics or afford to
pay for such a service but still wish to improve their business (Azam 2006). Google
Analytics is a recommended tool for users who need to determine the performance
of their site (Jasra 2006). It also provides a useful first step with web analytics if a
site does not have access to its web log file, which is often the case with many

businesses (Kaushik 2007).

Furthermore, Google Analytics is concerned with the privacy of users and
requires each site that uses Google Analytics to abide by its privacy provisions that
are displayed in the Google Analytics Terms of Services (Google Analytics [n.d]).

The privacy section indicates that Google Analytics does not collect any personal
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information such as addresses, names or credit card numbers and Google reports
include aggregate and non-personally identifiable information. The privacy section
also assures users that Google Analytics recommends that a site using this service
should post a privacy policy that must include a notice of the site’s use of cookies
that collect anonymous traffic data. However, Google Analytics, as indicated in its
terms and conditions, may transfer the information collected from a site to third
parties. This was considered as one of the issues or criticisms of this tool since it
collects a great deal of critical business data. Fang (2007) indicated that, for this
reason, sites with high security are not recommended to use this service. Another
limitation of Google Analytics is related to the lack of support it offers as it is a free
tool (Burby 2005). However, Burby (2005) stated that, despite the fact that this tool
has limited capabilities compared to other tools, 95 percent of businesses do not use

all its features and these features are also not required to begin optimising sites.

The three methodologies were applied to the three Jordanian e-commerce
companies studied in this research. The following section discusses the three

methodologies and the procedures used for collecting data.

3.4 Data collection

This section illustrates how quantitative and qualitative data were collected from the
different methods used in this research. The first section illustrates the data
collection methods used while conducting the user testing method, the second
section illustrates the methods used while employing the heuristic evaluation, and
finally the third section concerns how data were collected using the Google

Analytics software.

3.4.1 User testing

To conduct the user testing method, several supplementary techniques were used.
This involved using different types of observation, including the observer taking
notes and using Camtasia software to capture performance data while questionnaires
were used to assess users’ satisfaction with the tested sites. A think aloud protocol is
one of the techniques that can be used during user testing. This has several
advantages such as obtaining immediate feedback regarding what the participants
think about the interface and any problems or surprises they face (Stone et al. 2005).

However, this technique was not used in this research because it was believed that,
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according to its stated disadvantages, it might influence the performance of the
users who were expected to perform tasks on three websites. These disadvantages
included: this technique is considered by some participants unnatural and distracting
(Stone et al. 2005); it can slow the participant’s thought processes which therefore
influences their performance of the task; also, users’ problem-solving behaviour can
be influenced as users verbalise their thoughts (Stone et al. 2005; Nielsen 1993).
Furthermore, sometimes it is very exhausting for the participants to verbalise their

thought processes during the evaluation session (Stone et al. 2005).

User testing does not have to be conducted in an extensive lab setting since
most web development projects do not have the budget to rent a usability lab (Lazar
2005). In this research, the user testing sessions were conducted at an office in one
of the universities in Jordan where the researcher has access. The office was
equipped with one desktop computer. This was connected to the Internet and the

Camtasia software was installed on it.

Since it was estimated that the user testing session would take a long time (3
hours), incentives were paid to the participants. Incentives were a small amount of
money (10 Jordanian Dinar (JD)) which is less than £10 for travel expenses (basic
expenses). This section discusses the user testing materials that were developed for

the user testing, the pilot study, and the recruitment and evaluation procedures.

3.4.1.1 Testing script and consent form

A testing script was developed in order to welcome the users and to provide an
introduction to the research (see Appendix 2). A consent form acknowledging the
user’s agreement to participate in the test and to be observed through the testing
session was also developed (see Appendix 3). The consent form was required to be

read and signed by users.

3.4.1.2 Pre-Test questionnaire

A pre-test questionnaire was developed and had to be filled out by the users after
they had signed the consent form (see Appendix 4). The pre-test questionnaire was
designed to gather users’ background information. It involved three sections:
background and experience, online shopping experience and perceptions of online

shopping. Questions in the first section were based on two earlier studies (Barnard
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and Wesson 2003; Brinck et al. 2001). The questions in the second and third
sections were based on earlier studies regarding consumer attitudes or perceptions
towards online shopping or e-commerce (Alsmadi 2002; Obeidat 2001; Aladwani
2003; May So et al. 2005; Shergill and Chen 2005). Two questions in the second
and third sections of the questionnaire were based only on studies regarding Arab
countries. These questions were related to the cost of using the Internet and the cost
of online shopping, since the cost of using the Internet is still high in comparison

with developed countries.

3.4.1.3 Task scenario

A task scenario was developed for each of the three studied websites (see Appendix
5). This included typical tasks for the three e-commerce websites that represented
their actual use. When preparing the tasks, the recommendations of Nielsen (1993)
and Preece et al. (2002) were taken into consideration regarding the beginning and
ending tasks. Easy tasks were chosen for the first and last tasks in order to allow the
user to feel confident and comfortable at the beginning, and to let him/her feel good
when they achieved something at the end of the test (Nielsen 1993; Preece et al.
2002). Task number 7 was derived from Brinck et al. (2001). Both Brinck et al.
(2001) and Kuniavsky (2003) suggested avoiding the use of terms in the tasks that
matched the screen terms so, rather than asking a direct question about the contact

details of the e-commerce company, other questions were used as part of the task.

The task scenario involved some typical tasks suggested for e-commerce
websites in earlier studies, such as finding information and products (Kuniavsky
2003; Brinck et al. 2001), using the site’s search (Kuniavsky, 2003), purchasing
products (Kuniavsky 2003; Brinck er al. 2001), changing the content of the
shopping cart, and changing the user profile. It is worth mentioning that Task 10 for
sites 1 and 2 involved asking users to use the advanced internal search facilities of
these sites. However, since site 3 did not have an advanced search function, Task 10

asked users to find information on this site.

3.4.1.4 Post-Test questionnaire

In order to gather preference information from the users regarding the tested
websites, three post-test questionnaires were developed (see Appendix 6). Each user

responded to the appropriate post-test questionnaire after interacting with each
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website. The post-test questionnaires were based on the Computer System Usability
Questionnaire (CSUQ) (Lewis 1995) and other questions proposed in earlier studies
(Barnard and Wesson 2003; Pearrow 2000). The questionnaires were organised into
four sections: the first section related to the usability of the user tasks, which were
finding specific information, using the site’s search, and purchasing a product. The
second section related to the site’s general appearance and navigation while the
third section related to the user’s confidence in the security and privacy. Finally, the
fourth section related to the user’s general feelings about the website using four

open-ended questions.

3.4.1.5 Post evaluation questionnaire

A post-evaluation questionnaire was developed to be filled out by the users after
performing all three evaluation tasks and after filling out the three post-test
questionnaires (see Appendix 7). The post-evaluation questionnaire consisted of
seven questions that required the user to compare the usability of the three tested
websites by remembering his/her experience while performing the different tasks.
The questions asked the user to determine the website that had the best features and
to clarify the reason for this preference. This questionnaire was designed by
referring to two earlier studies: Freeman and Hyland (2003) and Tilson et al.

(1998).

3.4.1.6 Compliance with ethical principles

Before collecting the data, an ethical clearance checklist was completed since the
method involves human participants. The investigation conformed to the ethical

principles specified by Loughborough University.

3.4.1.7 Pilot

A pilot test was conducted before the main test to test the user testing methods. This
is an essential step which helps to practice the test and to discover and refine any
bugs in the testing process, such as un-applicable tasks or ambiguous questionnaire

(Rubin 1994).

Before conducting the pilot study, the user testing materials were translated

into Arabic. They were then sent to two checkers. The technical checker checked
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the accuracy of translating the different terms and the grammar checker checked the

grammatical accuracy of the translated materials.

The testing materials were pilot tested using two Jordanian Internet users, one
a postgraduate and one an undergraduate student at Loughborough University, using
both the English and the Arabic language versions. The number of pilot users and
the method for selecting them (by convenience sampling) coincided with Nielsen’s

(1993) recommendation.

The pilot study identified ambiguity in the questionnaires and the user tasks,
and helped to confirm the time limit which was assigned for each task. Results from
the pilot test were taken into consideration and changes were made to the user

testing materials.

3.4.1.8 Number of users and users’ profile

In order to determine the number of users to perform the user testing, an
investigation into the literature was undertaken. For example, Brinck et al. (2002)
suggested, if the budget allowed, recruiting eight to ten users to perform user
testing. Rubin (1994) also suggested testing with more than five users, suggesting at
least eight participants. It is worth noting that, in order to obtain statistically valid
results, enough participants should be tested to perform the appropriate analysis and
to generalise to a target population (Rubin 1994). In this context, Nielsen (2006)
recommended testing 20 users in quantitative studies that included collecting
quantitative usability metrics such as learning time, efficiency of use, memorability,
user errors, and subjective satisfaction. However, while performing the user testing,
it 1s suggested that there is a need to balance acquiring participants with the
practical constraints of time and resources so issues such as the availability of the
type of participants required and the duration of the test session need to be
considered. Based on the illustration above, it was decided that twenty users would

be recruited in this research.

Regarding users’ profiles, it was decided that information about the target
users of the websites would be helpful to identify typical users for user testing
(Preece et al. 2002). Therefore, an email was sent to each of the studied companies

asking them to provide information about their current and prospective users (such
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as demographic information, experience using the computer, and experience using

the Internet). This method was used by Barnard and Wesson (2003) in their study.

Based on the answers from the three companies, a matrix of users’
characteristics was designed (see Appendix 8). The matrix was similar to a table
suggested by Rubin (1994) to identify the user profile for a tested product. The
designed matrix included five characteristics of the studied websites’ users: gender,
education level, age, experience in using a computer, and experience in using the
Internet. Company three provided two different profiles so four profiles were

considered.

Based on the three companies’ answers, an approximate percentage was
calculated regarding each characteristic; then the average of those approximate
percentages was calculated. From the calculated percentage, an approximate number
of users who should match each characteristic was also calculated. Since two of the
companies were selling specific products that were targeted at females (women’s
clothes), they identified their current users as 99% female. This influenced the
number of males and females chosen to participate in the testing; thus, 16 females

and 4 males were chosen.

3.4.1.9 Sources of recruitment
Three sources were used to recruit the participants of the user testing.

e An advertisement was prepared (see Appendix 9). It was translated into
Arabic and sent to a grammar checker to assure its accuracy. Then it was
published twice in a public newsletter. The advertisement indicated the
necessary qualifications of the volunteers and the amount of money to be

paid to them, as suggested by Rubin (1994).
¢ Email broadcasting to different Internet groups.

¢ Email broadcasting to the local email addresses of the place in which the

user testing was conducted (one of the universities in Jordan).

Each of the above sources was directed to a different e-mail address so that
the number of volunteers replying from each source could be calculated. The
volunteers from the first two sources were asked to fill out an online questionnaire.

The online questionnaire aimed to obtain background information about the
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volunteers (name, phone number, city, age, gender, education level, experience in
using a computer, experience in using the Internet). The online questionnaire was
based on Rubin’s suggestion (1994) of developing a screening questionnaire before
selecting suitable participants that matched the required profile. The volunteers from
the third source were asked to reply to an email containing background information.
This was done to facilitate counting and to limit the number of volunteers from the

same place.

Twenty participants were recruited for the usability testing; only five of them
were selected from the third source. Telephone calls were made to provide details of

the place of the study and to schedule the time of the test.

Based on the matrix of the users’ characteristics, a sample of 20 users was
selected in order to match the matrix as closely as possible. There was some match
between the planned users’ characteristics and the actual users who were recruited
for the study. The two characteristics that were matched were gender and experience
of using the Internet. Other characteristics were not totally matched because of the
lack of availability of suitable participants. This is quota sampling where

participants are selected to meet the target number for relevant characteristics.

3.4.1.10 Evaluation procedure

All user testing sessions followed the same procedure. Data were gathered using
screen capture software (Camtasia) with five questionnaires and observations of the

users working through the tasks.

The user session began with the researcher welcoming the user and reading
the test script that explained the objectives of the study, the number of websites that
would be evaluated, number of questionnaires that needed to be filled out, and the
user’s right to withdraw from the session at any time. It was also explained to the
user that that he/she would be observed and his/her screen would be recorded using
screen capture software (Camtasia) during the session. The user was then asked to
read and sign the consent form. After signing the consent form, a pre-test
questionnaire was given to the user to fill out in order to obtain information

regarding his/her background and experience.

Before beginning the tasks related to each website, the user was asked to

explore the website for a maximum of 10 minutes, as suggested by Preece et al.
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(2002). They suggested using a familiarisation task at the beginning of the usability
tests so that the user would get used to the tested site before the session started.
After the exploration, the user was given the tasks for a particular website from the
three tested sites. The time for each task was determined beforehand and checked
throughout the pilot study. As the user worked on each task, the observer noted the
sequence of pages, the time taken to complete each task, and any comments made

by the user.

After completing the tasks for the tested website, the user was given the post-
test questionnaire to fill out in order to get his/her feedback. Then the user took a
break before beginning to test the second website. A similar procedure was

followed by the user while testing the second and third sites.

After completing the post-test questionnaire for the third website, the user was
asked to explore each website for a maximum of five minutes and to remember
his/her experience of evaluating each website. Then, he/she was given the post-
evaluation questionnaire to fill out in order to get his/her feedback about the

usability of three tested websites.

At the end, the user was thanked and given the 10 JD. For each session, the
order of the three websites that were evaluated was changed so that each website
was tested fairly by all the users since, while testing the first website, the user might

be slow and unfamiliar with the testing tasks.

3.4.2 Heuristic evaluation

This section discusses the guidelines and checklist that were developed for the
heuristic evaluation method, the pilot study and the recruitment and evaluation

procedures.

3.4.2.1 Heuristic guidelines and checklist

In order to evaluate the studied e-commerce websites, a set of comprehensive
heuristics, specific to e-commerce websites, was developed based on an extensive
review of the literature. The developed heuristics were organised into five major
categories: architecture and navigation, content, accessibility and customer service,
design, and purchasing process. Table 3.1 displays the categories and the

subcategories of the developed heuristics. Appendix 10 displays the categories, the
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subcategories and the references of the developed heuristics, while Appendix 11

displays the developed heuristics and their explanations.

Table 3.1: Categories and subcategories of the developed heuristics

Heuristic Heuristic Subcategories
Categories

Consistency; navigation support; internal search;

Architecture and working links; resourceful links; no orphan pages;

Navigation . . . I
logical structure of site; simple navigation menu.
Up-to-date  information; relevant information;
accurate  information; rammatical  accuracy;
Content - 8 Y

information about the company; information about
the products.

Finding and accessing website; contact us
information; help/customer service; compatibility;
foreign language and currency support.

Aesthetic design; use of images; choice of fonts and

Accessibility and
Customer Service

Design colours; page design.

Ordering process; ordering information; delivery
Purchasing information;  order/delivery  status  provision;
Process alternative methods of ordering/ payment/ delivery;

security and privacy.

A heuristic checklist was also developed (see Appendix 12) based on the
developed heuristic guidelines. The checklist aimed to produce quantitative data on
the conformance rating of each studied website to each heuristic. It includes

statements that were derived from the developed heuristics’ explanations.

3.4.2.2 Pilot

Before conducting the pilot study, both the heuristic guidelines and the heuristic
checklist were translated into Arabic. They were then sent to two checkers. The
technical checker checked the accuracy of the translations of the different heuristic
terms and the grammar checker checked the grammatical accuracy of the translated

materials.

A pilot study was undertaken to assess the clarity and suitability of the
developed heuristic guidelines and checklist using one research student who had
knowledge of usability and design issues. He was selected for convenience as it was
difficult for the researcher to gain access to actual experts. An English copy of the
heuristic guidelines and checklist was used. The pilot study identified ambiguity and
repetition in some statements of the heuristic checklist. Results from the pilot study
were taken into consideration and changes were made to both the heuristic

guidelines and the heuristic checklist.
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3.4.2.3 Recruitment

Regarding the experience of evaluators who are supposed to perform heuristic
evaluations, research has found that usability specialists (i.e. people who have
experience in user interface and evaluation issues) were better at finding usability
problems than people without such usability experience; double specialists, who
have experience in both usability and in the interface being investigated perform
even better as they have both usability and domain expertise (Nielsen 1992).
Nielsen (1992) indicated that while there is no official certification for usability
specialists, he defined them as people with graduate degrees who had several years
of work experience in the usability area. However, recruiting inspectors who are
experts in HCI and the interface is usually difficult; these skills are rarely available
in one person and usability experts are usually scarce as they are hard to find and
expensive to recruit (Stone et al. 2005). Therefore, Stone et al. (2005) indicated that
it is more usual to find inspectors from different backgrounds. An inspector could
be a usability expert, a domain expert, a designer with extensive design experience,

a developer or a non-expert.

In order to determine the number of evaluators for the heuristic evaluation,
research has found that this number depends on the experience of those evaluators
(Nielsen 1990). Nielsen (1990) provided recommendations regarding the number of
evaluators depending on their experience as follows: if the evaluators are usability
specialists then employing three to five will result in the identification of between
74% and 87% of usability problems. If the evaluators are double specialists then it
is sufficient to use between two and three evaluators in order to identify between
81% and 90% of the problems. Finally, if the evaluators are novices, that is, they do
not have usability expertise, then using five evaluators results in finding 51% of the

problems while 14 evaluators are necessary to find more than 75% of the problems.

In this research, there were both time and resource limitations regarding
recruiting ideal evaluators with experience in usability issues and e-commerce sites,
to perform the heuristic evaluation. It was difficult to find evaluators who were
experts in usability and in e-commerce websites in Jordan. At the present time, the
HCI field is new to Jordan as an area for study in universities and therefore it is
unusual to find people with graduate degrees in this area. The target experts,

therefore, were people who had extensive design experience in e-commerce
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websites, as suggested by Stone et al. (2005) in cases when it was impossible to find
experts with the ideal experience. Extensive experience in this research was
identified as more than ten years. An investigation into companies in Jordan using
electronic Jordanian and Arab directories and a Google search Internet resulted in
identifying 17 companies which were developing and designing e-commerce sites.
All these companies were contacted by email asking them to recommend a web
expert who had at least ten years’ experience in designing e-commerce sites. Only
five companies agreed and therefore five web experts participated in this research as
heuristic evaluators. This method of sampling is known as convenience sampling as
participants were involved in this research based on their availability but taking into
consideration their experience. These evaluators with their extensive expertise were
considered appropriate as there was a lack of evaluators who were usability

specialists in Jordan.

3.4.2.4 Evaluation Procedure

Each of the five web experts evaluated the three e-commerce websites in three
different sessions. The heuristic sessions followed a similar procedure. As Nielsen
(1994) recommended, the web experts in each session were asked to visit the
website twice. At the beginning of each session, the web expert was asked to
explore the studied website for 15 minutes and then to try buying anything from this
site. After the exploration, the heuristic guidelines (Appendix 11) were given to
him/her to be used as guidelines while evaluating each website. The web expert was
asked to read each category and subcategory of the heuristic and its explanation, and
to write down his/her comments concerning whether the website complied or not to
each heuristic principle and to give any additional comments. After evaluating the
website, using the heuristic guidelines, a heuristics checklist (Appendix 12) was
given to the web expert to rate the website based on the degree of conformance to
each statement in the heuristic guidelines. The ratings were based on a seven point

rating scale (Likert scale).

3.4.3 Web analytics (Google Analytics)

The final method used was web analytics and for this Google Analytics software
was utilised. Prior to installing this software on the companies’ websites, a

familiarisation process was followed. A Google Analytics account was set up and
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the investigator created a fully functioning e-commerce website that could be used
to test the analytics software. The scripts that were required to enable Google
Analytics to collect data were added to this test e-commerce site and the investigator
assessed the site. During this process, the investigator acquired detailed knowledge

of Google Analytics and its setup.

In order to use Google Analytics to track the usage of the three studied e-
commerce websites, a document was prepared that contained the codes that needed
to be added to the web pages. This document included the required scripts which
needed to be installed on the companies’ websites together with the instructions on
how to add these scripts. This was sent to the three companies. In each case, the
script code was added successfully to the pages of the three websites. However, two
of the companies did not agree to add code that was related to e-commerce
transactions. This meant that, although the web pages that users viewed when using
the sites would be obtained, the number of products purchased in each transaction

could not be captured.

Using Google Analytics, each company could identify important or target
pages of their e-commerce website and track the usage of those pages (important
pages are called ‘goals’ in Google Analytics). Google Analytics also enables the
sequence of pages that users followed to reach the important pages to be identified

(The sequence of pages is called a ‘funnel’ in Google Analytics).

In order to determine the important pages on the studied websites and the
paths that had to be followed by users from the point view of the three companies,
an email was sent to the three companies asking them to identify their target pages
and the logical paths to those pages. The email also included a request for the IP
addresses of each company in order to identify filters to be set in Google Analytics.
This enabled certain IP addresses (such as company addresses) to be filtered out to
achieve more accurate measurements of the traffic. A meeting with each of the three
companies was organised in order to discuss how to add the defined target pages,
paths and IP addresses to the settings of Google Analytics of each website. Google
Analytics was set up successfully for the three companies. The usage of the three

sites was monitored for three months.
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3.5 Data analysis

The data were analysed to determine which methods identified the area of each
usability problem; the analysis was undertaken in three stages. The first two stages
followed the analysis procedure of the multiple case study design by Yin (1984), as
illustrated in Figure 3.1. This design starts by analysing the individual methods
within each single case and interpreting the results at the single case level. This is
followed by making a comparison across the cases which, in turn, results in drawing
conclusions for the overall study from the multiple cases. Therefore, in this
research, the first stage involved analysing each usability method separately for
each case (i.e. each e-commerce website) and identifying the usability problems
obtained from each method within each case. The second stage aimed to identify a
list of common usability problems pinpointed by each method. This was achieved
by performing a comparison of each usability evaluation method across the three
cases (i.e. the three e-commerce sites). A third stage of analysis was undertaken in
order to generate a list of standardised usability problem themes and sub-themes to
facilitate comparisons among the various methods. Problem themes and sub-themes
were identified from the common usability problem areas which were generated by
each method. These were then used to classify the problems which had been
identified. The list was generated gradually, starting from an analysis of the first
method (the performance data and observation). Then, after an analysis of most of
the aforementioned methods, new problem themes and/or sub-themes were added to
the list from problems that were not covered in the standardised themes. The

analysis of each method also described the overall usability of the sites.

This section explains how the quantitative and qualitative data obtained from

the different methods used in the research were analysed at each stage.

3.5.1 User testing analysis

The data collected during the user testing were analysed in several ways. It is worth
mentioning that the participants of the user testing were categorised into two
groups: novice and expert, as suggested by Nielsen (1993). He stated that: “one of
the main distinctions between categories of users is that between novice and expert
users”. The participants’ experience in using the Internet was used as a criterion to

categorise the participants. Participants in the novice group had less than three

93



Chapter Three: Research Methods

years’ experience using the Internet and those in the expert group had more than
three years’. In the analysis of each user testing method, allocation to the novice or
expert groups was taken into consideration. This section presents the analysis of the

five user testing methods.

3.5.1.1 Pre-Test questionnaires

Data collected from the pre-test questionnaires were analysed in various ways.
Descriptive analysis was used for Sections 1 and 2 to describe the characteristics of
the novice and expert participants and their experience in online shopping. Likert
scores were calculated for each statement in Sections 2 and 3 to describe

participants’ overall perceptions and experiences regarding online shopping.

It is worth mentioning that, for the purpose of the analysis in this research that
used the Likert scale, a Likert score of 1-3 was regarded as a negative response, 5-7
a positive response and 4 a neutral one. The response values for the negative
statements were reversed before calculating the Likert score. This was taken into
consideration in the analysis of the pre-test questionnaires, the post-test

(satisfaction) questionnaires and the heuristic checklist statements.

To determine if there was a statistically significant difference between
novices’ and expert users’ ratings regarding the perception of the online shopping
statements, the Mann-Whitney test was used. This test is a nonparametric test and
was the most appropriate statistical technique to use since the statements were
measured on an ordinal scale (Conover 1971). The Likert score of seven points was
considered as an ordinal scale because it cannot specify if the differences between
the scores will be identical. This was illustrated by May (2001) who stated that the
differences between ‘agree and strongly-agree’ are not the same as the differences

between ‘disagree and strongly-disagree’.

3.5.1.2 Performance data and the observation method

The performance data were summarised in different ways. The task timing (in
seconds) was computed, and descriptive statistics were used to obtain the mean time
(in seconds) and the standard deviation. The tasks’ accuracy was also determined.
This represents the percentage of users who completed each task successfully within

the time benchmark.
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It is important to note that the average of the performance data includes values
from users who performed the tasks within the time limit and users who exceeded
the time limit. Users who exceeded the time limit of a task were asked to stop

performing the task and the benchmark time was used for this task.

In order to identify the usability problems from the performance data, two

steps were used, as suggested by Rubin (1994):
A. Identifying the problematic tasks

In order to compile a comprehensive list of usability problems for each site, all the
problematic tasks were considered. Instead of identifying the most problematic
tasks (e.g. the tasks that have success rates below 70 percentage as suggested by
Rubin (1994)), all the tasks that one or more users could not complete successfully

within the time benchmark were considered.
B. Identifying users’ problems and conducting a source of error analysis

In order to identify users’ problems/obstacles/difficulties with the problematic tasks,
and to investigate the usability problems behind these, different sources were
examined. These included the in-session observation notes, notes taken from

reviewing the sixty Camtasia sessions, and users’ comments noted during the test.

These sources identified a large number of usability problems. The problems
were examined and categorised. They generated sixteen common usability problem
areas from the three sites. These sixteen common usability problems generated
sixteen problem sub-themes and a seven corresponding problem themes. The list of
the problem themes and sub-themes that was generated from the analysis of this

method is explained in the Results Chapter (Chapter 4).

To explain the overall usability of the sites, the summary of the total number
of tasks successfully performed by all users was used, as well as the sources that
identified the different usability problems. Inferential statistics were also used. The
analysis of variance (ANOVA) test was used to obtain statistically significant
results. The one-way within-subjects ANOVA test and the mixed ANOVA design

were also used.

The one-way within-subjects ANOVA test was employed for each of the ten

tasks. This was used to determine if the time spent performing each task was
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significantly different. The within-subject factor, the sites, had three levels: site 1,
site 2 and site 3. The dependent variable was the total time in seconds taken by

users to perform a task. However, this test does not provide detailed analysis.

A mixed ANOVA design test was employed to obtain a more detailed
analysis of the data. This type of analysis is used to analyse data from studies with
many factors as it can investigate both the effects of each factor individually and the

interaction between factors (Brace 2006). This design was used to determine:

e If the time for performing all the tasks on the three sites was significantly

different for novice and expert users.

e [f the time spent on each site to perform all the tasks was significantly

different for the three sites.

The mixed design employed was a 2*3*10 mixed ANOVA. The first factor
was the between-subjects factor of group with two levels: novices and experts. The
second factor was the within-subjects factor of sites with three levels: site 1, site 2
and site 3. The third factor was the within-subjects factor of tasks with ten levels:
the ten tasks: task 1 to task 10. The dependent factor was the time in seconds the

user took to perform a task.

3.5.1.3 Post-Test questionnaires - quantitative data

Data collected from the post-test questionnaires were used to find evidence of

usability problems with the sites.

Likert scores were calculated for each statement in Section 1 of the post-test
questionnaire for each site in order to obtain the overall results concerning the

participants’ satisfaction with the sites.

The post-test statements were grouped under four categories from the
developed heuristic guidelines: (architecture and navigation, content, design, and
purchasing process), and their corresponding sub-categories with the exception of
three statements (17, 26, 28). These statements related to the overall evaluation of
the tested sites and were grouped under a new sub-category: the overall evaluation
of the sites. The statements were grouped to facilitate the pinpointing of usability
problems. The post-test questionnaire did not include statements related to the

accessibility and customer service category of the heuristic guidelines and its sub-
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categories and therefore this category was not considered for grouping the post-test

questionnaire statements.

A Likert score rating of 1 to 3 (negative) on a post-test questionnaire
statement was interpreted as indicating there was a usability problem from the
users’ point of view. Negative statements identified a number of usability problems
with the sites. These statements were mapped to the problem themes and sub-
themes identified by the previous method. Four statements identified three new

problem sub-themes.

To explain the overall usability of the sites, two inferential statistical tests

were used for each statement of the post-test questionnaire:

¢ The Mann-Whitney test was used to determine if there was a statistically

significant difference between the ratings of novice and expert users.

e The Friedman test was used to determine if there was a statistically

significant difference between users’ ratings of the three sites.

The Friedman test and the Mann-Whitney test are nonparametric tests and
were the most appropriate statistical techniques due to the ordinal scale of

measurement that was used with the collected data (as explained in Section 3.5.1.1).

3.5.1.4 Post-Test questionnaires - qualitative data

Qualitative data obtained from users’ responses to the open-ended questions on the
post-test questionnaires were taken into account in determining the usability
problems. Users’ answers were translated into English from Arabic and were then
combined for each site and grouped under five categories from the heuristic
guideline categories that had been developed: (i.e. architecture and navigation,
content, accessibility and customer service, design, and purchasing process), and

their corresponding sub-categories.

Several usability problems were identified from the answers of users. These
answers were mapped to the problem themes and sub-themes identified by the
previous methods; nine new sub-themes were generated. Seven of these sub-themes
were mapped to appropriate problem themes and the other two sub-themes

generated new problem themes.

97



Chapter Three: Research Methods

3.5.1.5 Post-Evaluation questionnaires - qualitative data

Data obtained from the post-evaluation questionnaires were translated into English
from Arabic. These data represented answers to questions that asked users to
indicate the site with the best six features. The answers were grouped under the six
features of the sites that related to: navigation, internal search, architecture, design,

purchasing process, and security and privacy.

3.5.2 Heuristic evaluation analysis

Qualitative and quantitative data collected from the heuristic evaluators were
analysed in different ways. This section presents the analysis of the two heuristic

evaluation methods.

3.5.2.1 Heuristic evaluation analysis - qualitative data

The heuristic evaluators’ comments, obtained during the fifteen sessions on the
compliance of each site to each heuristic principle, were translated into English.
They were then grouped together for each site and categorised under the categories

and sub-categories of the designed heuristic guidelines.

Forty common usability problem areas were identified across the three sites
from examining the heuristic sub-categories. Twenty-four problems were mapped to
the appropriate themes and sub-themes identified by the user testing methods.
However, fifteen new problem sub-themes were identified and one sub-theme

identified one new problem theme.

3.5.2.2 Heuristic evaluation checklist

Likert scores were calculated for each statement of the heuristic checklist for each
site to obtain the overall ratings of the five heuristic evaluators. Statements from the
heuristic checklist were mapped to five of the heuristic categories that had been
identified and their corresponding sub-categories. Three statements were excluded

(87-89) because they required purchasing from a site.

The Likert score rating of 1 to 3 (negative) of the heuristic checklist
statements was interpreted to indicate a significant/serious usability problem. A list
of usability problems was extracted from the negative statements. These statements

were mapped to the identified problem themes and sub-themes.
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To obtain information regarding the overall usability of the sites, the
Friedman test was used. The aim of using this test was to determine if there was a
statistically significant difference among the ratings of the heuristic evaluators of
the three sites regarding each statement in the heuristic checklist. The reasons

behind using this test were explained in Sections 3.5.1.1 and 3.5.1.3.

3.5.3 Google Analytics analysis

The web usage of the three sites, tracked using Google Analytics, was measured
using 41 web metrics. This section explains the metrics and how these were

selected.

3.5.3.1 Selecting web metrics

As mentioned in Chapter 2, if a web analytics approach is to be used to improve the
design of websites, then it is advisable to employ advanced or actionable metrics
that measure users’ interactions with a site to improve customers’ interactions and
the overall usability of the site (Eisenberg er al. 2002; Inan 2006; Phippen 2004;
Peterson 2006). Consequently, an investigation was undertaken to find advanced but
appropriate web metrics to use in this research. The literature offered a large
number of advanced web metrics that could be used to measure the usage of a site
(Eisenberg et al. 2002; Inan 2006; Phippen 2004; Peterson 2006). Unfortunately, no
empirical studies were found that suggested or recommended a matrix of such
metrics for use in describing the usability of a site. Therefore, to analyse the GA

results, a matrix of 41 advanced web metrics was suggested.

3.5.3.2 The trial matrix of web metrics

The matrix was built with the intention of maximising the use of web metrics
(which could be calculated by using Google Analytics data) to produce a detailed
understanding of the overall usability of an e-commerce site. The most common
advanced web metrics defined in the literature were included. However, some
metrics could not be included due limitations in Google Analytics. Examples of the
advanced metrics that could not be included: percent new and returning visitors,
percent revenue from new and returning visitors, percent order from new and
returning visitors, new and returning visitors conversion rate, search to purchase

conversion rate and repeat visitor share.
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The matrix was divided into nine categories, as shown in Table 3.2. The first

seven categories included metrics that were selected to describe the overall usability

of a site while the last two categories included metrics that were selected to describe

other issues. These helped to provide an understanding of the usability of an e-

commerce site. The nine categories were:

General usability metrics: Five metrics were selected to describe the general

usability of a site in terms of its architecture, navigation and content.

Internal search metrics: Three metrics were selected to describe the usability

of the internal search of a site; this is an important component of any site.

Top landing pages metrics: Three metrics were selected to describe the
usability of the top landing pages. The landing page, which is also called the
entry page, is the page that appears when a user clicks on a search-engine
result link or on an advertisement (Wikipedia [n.d]). Therefore, investigating
the usability of the landing pages is important to examine how effectively
the landing pages of a site attract visitors to click deeper into the site rather

than leaving it immediately.

Top content pages metrics: Three metrics were selected to describe the
usability of the top content pages, which are also called the mostly viewed

pages of a site.

Top exit pages metrics: One metric was selected to describe the usability of

the top exit pages; exit pages are the pages from which visitors left the site.

Finding customer support information metrics: Two metrics were selected to
investigate the usability of a site regarding the finding of customer support
information. It is important for a site to have customer support information
that is easy to find rather than visitors having to make high-cost telephone

calls (Peterson 2006).

Purchasing (checkout) process metrics: Six metrics were selected to describe

the usability of a site’s purchasing process.

Visitors’ metrics: Four metrics were selected to describe the return
behaviour of a site’s visitors, while another eight metrics were used to

describe the characteristics of the computers and Internet browsers used by
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those visitors, and the connection speed of their network. These metrics add

supplementary information to the understanding of the usability of a site.

Financial performance metrics: Six metrics were selected to describe a site’s

ability to generate revenue and to cross-sell. Cross-selling means selling

additional products or services to a customer.

Table 3.2: Trial matrix of web metrics

No. Metrics Category Metrics

1 General usability metrics ~ Average time on site, average page views per visit, percentage of
high, medium and low time spent visits, percentage of high, medium
and low click depth (page view) visits, bounce rate for all pages”
(also known as reject rate for all pages).

2 Internal search metrics Average searches per visit, percent visits using search, search results

to site exits ratio.

3 Top landing pages Bounce rate for each top landing page, entrance sources for each top
metrics landing page, entrance keywords for each top landing page.

4 Top content pages (also Bounce rate for each top content page, average time for each top
called most viewed content page, percentage of site exits from each top content page.
pages) metrics

5 Top exit pages metrics Percentage of site exits from each top exit page.

6 Finding customer support Information find conversion rate, feedback form conversion rate
information metrics (also known as completion rate).

7 Purchasing process Cart start rate’ , cart completion rate, checkout start rate4, checkout
metrics completion rate, ratio of checkout starts to cart starts, funnel report.

8 Visitors” metrics Ratio of new to returning visits, visitor engagement index (also

known as average visits per visitor), percentage of high, medium and
low frequency visits (also known as visitor loyalty), percentage of
high, medium and low recency visits, language, operating systems,
browsers, screen colours, screen resolutions, flash versions, Java
support, connection speed.

9 Financial performance Average order value (AOV) (also known as average order amount

metrics

(AOA)), order conversion rate (OCR), average revenue per visit (also
known as sales per visit (SPV)), average visits to purchase, average
days to purchase, average items per cart completed (also known as
average items per order).

The trial matrix was used to measure the tracked usage of the three sites. The

metrics, their equations, meanings and results for each metric (together with the data

for each site) are shown in Appendices 13-19. It is worth mentioning that most (26

out of the 41) of these metrics were calculated manually using Microsoft Excel

since Google Analytics did not have the ability to measure and display these

metrics; it only provides raw data for the calculation. The metrics which were

% Bounce rate: Percentage of single page visits, i.e. visits in which a visitor left the site after visiting
only the entrance page (Peterson 2006).

? Cart start rate metric: Percentage of visits that involve visitors who added at least one item to their
shopping cart (Peterson 2006).
* Checkout start rate metric: Percentage of visits that involve visitors who clicked at checkout button
(Peterson 2006).
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provided automatically by Google Analytics software include: Average time on site,
average page views per Vvisit, bounce rate for all pages, bounce rate for each top
landing page, entrance sources for each top landing page, entrance keywords for
each top landing page, bounce rate for each top content page, average time for
each top content page, percentage of site exits from each top content page,
percentage of site exits from each top exit page, funnel report, average order value,

order conversion rate, average days to purchase and average days purchase.

3.6 Reliability and validity

The validity of an evaluation technique concerns whether a technique measures
what it is supposed to measure; this involves the technique itself and how it is
performed (Preece et al. 2002). For example, the validity of the user testing method,
according to Nielsen (1993), relates to if the results actually reflect the usability
issues the researcher wishes to test. Nielsen (1993) provided examples regarding
typical validity problems which included involving the wrong users, or designing

the wrong tasks, or not including time constraints and social influences.

Furthermore, Gray and Salzman (1998) defined threats to validity of
experimental studies within the context of HCI research. They examined the design
of five experiments that compared usability evaluation methods and provided
recommendations for addressing different types of validity that are most relevant to

HClI research. For example:

e To ensure internal validity, they recommended considering three issues

which are instrumentation, selection and setting:

a. Instrumentation for usability evaluation methods concerns biases in
how human observers identify or rate the severity of usability
problems. In the case of comparing methods or groups, the
instrumentation is only valid if there is a way of rating the results
that do not inappropriately favour one condition over the others. This
means that the same evaluators or experimenters should not be
assigned to different UEMs and asked to identify, classify or rate
usability problems. Also, usability problem categories that are
defined by one UEM should not be used by the experimenter to
categorise problems found by another UEM.
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b. Selection concerns the characteristics of the participants: whether
they are related to the manipulation of interest and whether the
participants assigned to different groups are equal in terms of certain
characteristics (e.g. knowledge or experience) related to conditions
of the experiment.

c. Setting concerns the conditions and location of an experiment where
a researcher should ensure that all participants in each UEM perform

the experiment under the same conditions and in the same location.

e To ensure causal construct validity, a researcher should provide explicit
information regarding the exact operation and method used so that a UEM
should be applied according to the understanding of the reader of that
method. For example, in the case of heuristic evaluation, evaluators should
use guidelines and should explain whether evaluators work together or
independently in the process of identifying the usability problems.
Furthermore, in order to avoid the problem of interactions of different
treatments, it is highly recommended not to use the same participants to
conduct two or more UEMs; each group of participants should conduct

only one UEM.

These recommendations were considered in this research in order to ensure its
validity. The internal validity of this research concerned instrumentation, selection
and setting. The researcher/experimenter was not assigned to different UEMs and
identified usability problems. Despite the fact that the researcher was involved in
the collection of data and played the role of observer in the user testing sessions and
heuristic evaluation sessions, the web experts in the heuristic evaluation sessions
identified the usability problems themselves. The researcher only reported the
results of the experts. Furthermore, the categorisation of usability problems
identified by each method was not the basis for categorising the usability problems
obtained from the other methods. Each method was analysed separately then
problems that were identified by each method were compared to generate the
problem themes and sub-themes which were generated gradually, as mentioned in

Section 3.5.

The selection issue was also considered while recruiting participants in the

user testing and heuristic evaluation methods. The characteristics of the participants
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in the user testing were based on the companies’ profiles of their users. Also, the
web experts who participated in the heuristic evaluation all had approximately
similar experience (i.e. more than 10 years) in designing e-commerce sites.

Unexpected characteristics of participants in the two experiments were not included.

The ‘setting’ issue was also considered in this research, where all the
participants in the user testing performed the testing in the same location under the
same conditions and all followed the same procedure, as illustrated in Section
3.4.1.10. All the experts in the heuristic evaluation performed the inspection under
the same conditions and followed the same procedure, as mentioned in Section
3.4.2.4. Even though every web expert evaluated the sites in his/her office in his/her

company, similar conditions existed in each company.

Causal construct validity was also taken into consideration in this research.
The data collection sections explicitly describe how each method was used in this
research while these methods represent the usability methods that were identified
and described in the literature. The problem of interactions was avoided since the
participants in the user testing were not the same as those who carried out the

heuristic evaluation.

It is worth mentioning that the multiple case study design which was used in
this research would enhance the external validity or the generalisation of the

findings, as stated by Merriam (1998).

The reliability or consistency of an evaluation technique, as indicated by
Preece et al. (2002), is related to “how well a technique produces the same results
on separate occasions under the same circumstances”. For example, in the case of
user testing, reliability is related to whether the same result would be obtained if the
test were to be repeated (Nielsen 1993). Preece et al. (2002) stated that, in the case
of experiments, if an experiment is controlled carefully then it will have high
reliability so that if another evaluator follows exactly the same process then they
should achieve the same results. In this research, it was difficult to employ the same
methods for a second time in order to investigate whether the same results would be
achieved because of the time limitation. However, the reliability of some techniques
used in this research can be measured, such as the reliability of the post-test

questionnaire.
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In the case of questionnaires, reliability means that “a measure should
consistency reflect the construct that it is measuring” (Field 2009). The most
common measure of reliability is Cronbach’s alpha, where a value of 0.7 to 0.8 is
acceptable, and indicates a reliable measure while values that are substantially lower

indicate an unreliable measure (Field 2009).

The post-test questionnaire was based on a reliable measure (CSUQ), in
addition to other questions proposed in earlier research, as mentioned in Section
3.4.1.4, that are specifically designed to measure users’ satisfaction with an
interface. The Cronbach’s alpha for this measure exceeded 0.89 (Lewis 1993).
However, this measure was adapted to evaluate e-commerce websites in Jordan. The
reliability of the developed post-test questionnaire was calculated using the overall
Cronbach’s alpha for each site. It showed that this measure had high reliability since
all Cronbach’s alpha for each site were higher than 0.8. The value of Cronbach’s

Alpha for sites 1, 2 and 3 were: .939, .937 and .931, respectively.

3.7 Conclusion

This chapter presented an illustration and justification of the selected research
philosophy, design and methods which helped to achieve the aims and objectives of
this research. The chapter also discussed the techniques that were employed to
collect and analyse data related to the three main methodologies used in this

research: user testing, heuristic evaluation and Google Analytics.
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Chapter Four: Qualitative and

Quantitative Results

This chapter presents the results from employing the different methods used in the
research. The chapter provides an idea regarding the usability problems that were
identified by each method on each website and illustrates common usability
problems that were identified by each method across the three websites. The chapter
also shows how these common areas of usability problems contributed to the
generation of a standardised list of usability problem themes and sub-themes that
were then used in the comparison of the effectiveness of the various methods in
identifying usability problem areas. A description of the overall usability of the sites
is included in this chapter, as well as a matrix of web metrics calculated using
Google Analytics, which is suggested for identifying potential usability problems on

an e-commerce website.

4.1 User testing results

This section presents the findings obtained from the analysis of the different user
testing methods. It presents an overview of the users in terms of their
characteristics, and their perceptions and experience of online shopping. This is

followed by a presentation of the findings from the performance data and
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observations; the quantitative and qualitative analysis of the post-test (satisfaction)

questionnaires; and the post-evaluation questionnaires.

4.1.1 Pre-Test questionnaires

Sections 1 and 3 of the pre-test questionnaire were answered by all the users, while

Section 2 was only answered by users experienced in online shopping.

4.1.1.1 Participants’ characteristics

e There were ten novice participants: eight females and two males. The
majority (seven) had more than three years’ experience using computers,
while only three participants had less experience. All had less than three
years’ experience using the Internet and none reported having used the

Internet for purchasing.

e There were ten expert participants: eight females and two males. All had
more than three years’ experience using computers and the Internet. Less

than half (four) reported having used the Internet for purchasing.

Neither novices nor experts reported having explored the three sites prior to the
usability testing. For full details of the users’ characteristics and the frequency

distribution, see Appendix 20.

4.1.1.2 Participants’ perceptions of online shopping

The Mann-Whitney test showed that there were no statistically significant
differences between novice and expert users in their ratings regarding their
perceptions towards the online shopping statements, except for one. That statement
related to users’ interest in information about companies presented on the sites.

Novices were not interested whilst experts were.

The Likert scores for the other statements (Appendix 21) showed that novice

and expert users:
® Considered the cost of using the Internet as generally unreasonable.
e Liked websites to be easy to navigate and to be well organised.

¢ Considered compulsory registration frustrating when shopping online.
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Worried about the security of their financial information, the privacy of their
personal information, and the absence of legal regulations that govern online

transactions when shopping online.

4.1.1.3 Participants’ experience in online shopping

The four expert users who had purchased from the Internet provided information

about their experience of online shopping (Appendix 22):

Two thirds (three) used the Internet annually for purchases, whilst one

participant indicated his/her usage was monthly.

The first purchase from the Internet was made less than a year ago for two

participants and between one and two years for the others.

Two thirds (three) used their credit card as the method of payment, whilst

one used the cash on delivery method.

The products bought in their last purchase were a mobile phone, a digital

camera, books and a video card.

Two thirds (three) purchased from international sites, whilst one purchased

from a Jordanian site.

The Likert scores for the online shopping experience (Appendix 23) showed

that these four users:

Shopped online because it saved time and they were able to buy products at

any time of day from any location.

Preferred to shop online from: well known sites with a good reputation; sites
that provided alternative methods of ordering/payment/delivery; and sites

that did not have limited delivery areas.

Found the website’s search function useful when shopping online. A
detailed description of the products was also important. They preferred to
research products in detail before purchasing and were encouraged to shop

online from sites with a clear return and refund policy.
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® Received the products within the time period specified by the company and
were satisfied with the goods received. The products were accurately

represented by the websites.

e Obtained good customer service from online companies. They felt more
comfortable with sites which kept them informed about the status of their

order.

¢ Did not find delivery costs reasonable. It was not important for a shopping
site to have the ability to deliver the order to an address different from their

own.

4.1.2 Performance data and observation method

The summary of the performance data is presented in two tables (Appendices 24
and 25). Appendix 24 presents the mean time in seconds and the standard deviation
for each task for novice and expert users. Appendix 25 presents the accuracy of the

tasks for each task across the sites.
The problematic tasks, as shaded in the tasks accuracy table, were:

e Tasks 3, 5, 6 and 8 across the three sites. These related to changing the
content of the shopping cart, changing the shipping address, using the

internal search of the site, and finding shipping information.
e Using the advanced internal search on site 1 (Task 10).

e Purchasing a product from sites 2 and 3 (Task 2 for sites 2 and 3 and Task 4
for site 3).

¢ Finding a product and finding information on site 3 (Tasks 1, 4, 9 and 10).

The observation notes, the notes generated from reviewing the sixty Camtasia
files, and users’ comments from the user testing were summarised in terms of tasks.
This summary presents a snapshot of each task and highlights the critical incidents
that occurred during each task across the sites (Appendix 26 displays two snapshots
as examples). These incidents represent potential problems with users’ interactions

with the sites and the problems were divided into three types:
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e C(ritical problems/obstacles: The user made a mistake/error and was unable
to recover and complete the task on time. The user might or might not have

realised the mistake/error.

¢ Non-critical problems/obstacles: The user made a mistake/error but was able

to recover and complete the task within the time limit.

e Other problems: These were noted when the user had difficulties, or when
unusual behaviour was observed, or when a user made a comment while

performing the task.

Problems that related to specific pages in each site were listed under the title
of each page in the summary table (Appendix 26). To ensure clarity, the summary

table is called the observation summary throughout.

Using the observation summary, a large number of usability problems were
identified on each site for each task. These problems related to problematic, as well
as non-problematic tasks. For example, novice and expert users faced obstacles or
difficulties while purchasing a product from a site 1 (Tasks 2 and 4). However,
despite these obstacles users were still able to complete the tasks required of them

(Appendix 25).

Similar problems in each site were grouped together to generate a list of
problems for each. The three lists then generated were examined to identify similar
problems across the three sites. Consequently, sixteen common areas of usability
problems were identified which suggested identifying sixteen problem sub-themes.
These sixteen problem sub-themes suggested identifying seven problem themes
based on the types of the identified problems. The seven problem themes related to:
navigation, content, design, architecture, internal search, purchasing process and
accessibility and customer service. Table 4.1 shows the sixteen problem sub-
themes, their themes and the description of each. Appendix 27 shows the common
areas of usability problems, the tasks that identified each problem, and the location
of each problem on each site. The location of the problems was named either
“entire-site” or by the title of the page with the problem. Entire site problems were
identified as problems users faced in any page on the site. Appendix 27 also shows

that during some tasks more than one problem was identified.
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Table 4.1: Usability problem themes and sub-themes that were identified by the performance

data and observations, together with their descriptions

Problem Theme

Problem Sub-Theme

Description of the Problem

Misleading links

The destination page, which was opened by the link, was not
expected by users because the link name did not match the content
of the destination page.

Links were not obvious

Link was not situated in an obvious location on a page for it to be

Navigation recognised by users.

Weak navigation support A page did not have a navigational menu or links to other pages in a
site.
Irrelevant content The content of a page was not clear to users because the page

Content displayed_ an unclear message or had repgtitive content or had empty
content (i.e. the page was under construction).

An image did not function as users expected. For example, it did not
Misleading images have a link when it suggested to users that it had one.

Design Inappropriate page design A page did not clearly represent its content or it had an inappropriate
design such as being long and/or displaying large numbers of
images, or was cluttered, or had inappropriate headings.

Poor structure The structure or architecture of a site was not simple nor

Architecture

straightforward enough to find information or products.

Internal Search

Inaccurate results

The results of the internal search were inaccurate.

Purchasing Process

Difficulty in knowing what was
required for some fields

The site had pages with some entry fields where the required
information to be entered was not clear to users.

Difficulty in distinguishing
between required and non
required fields

The site had pages with some entry fields where there was no clear
distinction between required and non-required fields.

Difficulty in knowing what links
were needed to be clicked

The site had pages with information that could be updated. Links
had to be clicked in order to confirm this update but the links did
not reveal that users had to click them to update the information.

Session problem

The site had a session problem in which it did not save users’
information, so users had to enter their information for each
transaction during the same session.

Required fields were not logical

The site had pages with some entry fields where the required fields
were not logical.

Expected information not
displayed after adding products
to cart

The site did not display expected information (i.e. confirmation)
after users had added products to their cart.

Accessibility and
Customer Service

Not easy to find help/customer
support information

The site did not display the help/customer service information in an
obvious location to be noticed and accessed by users.

Inappropriate information
provided within a help
section/customer service

Some pages that displayed help /customer information had
inappropriate content that did not match users’ needs or
expectations.

Description of the overall usability of the sites

Analysis of the performance data and observations provided the following general

findings regarding the overall usability of the sites:

¢ The observation summary showed that expert and novice users experienced

many similar problems, obstacles or difficulties performing the different

tasks across the sites. The difference between experts and novices is the fact

that experts recover faster. This explains why novice users had a larger

number of problematic tasks, as shown in Appendix 25.
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e The total number of tasks successfully performed by all the users (experts
and novices) was lowest in site 3 (Appendix 25). This indicates that sites 1

and 2 were noticeably better than site 3.

e As expected, the percentage of experts who successfully completed each
task was higher than the percentage of novices. This was due to their higher

level of knowledge.

® A one-way within-subjects ANOVA test showed the time spent performing
the majority (eight) of the ten tasks was significantly different for the three
sites. Appendix 28 shows the results of the ANOVA test for each task.

¢ A mixed ANOVA design test showed (Appendix 29):

o Experts performed all the tasks significantly faster than novices; this
was determined by assessing the effect of the Group factor: F(1,18) =
13.644, p =.002.

o The total time spent on each site to perform all the tasks was not
significantly different, demonstrated by the assessment of the effect
of Sites factor F(2,36) =2.010, p =.149.

o The time spent on performing each of the ten tasks was significantly
different for the three sites, determined by assessing the interaction
between Sites and Tasks factors F(18,324) = 16.439, p =.000. This
result is consistent with the one-way within-subjects ANOVA

analysis.

4.1.3 Post-Test questionnaires - quantitative data

A list of usability problems were identified from the negative statements (statements
with Likert score rating of 1 to 3) in the satisfaction questionnaires. Each problem
in the list and the problem sub-themes which were identified by the performance
data and observation method, were compared for agreement. Consequently, these
statements were mapped to the identified problem themes and sub-themes. Four
statements identified three new problem sub-themes that were mapped to the
navigation, design and purchasing process problem themes. These problems, as well

as their description, are shown in Table 4.2. The negative statements, their Likert
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scores and the problem themes and sub-themes identified by these statements, are

shown in Appendix 30.

Table 4.2: New problem themes and sub-themes that were identified by the quantitative data of the post-
test questionnaires, together with their descriptions

Problem Theme Problem Sub-Theme Description of the Problem

Navigation Broken links The site had pages with broken links.

) ) The site did not have an aesthetically pleasing
Design Unaesthetic design nor attractive interface.

The site requires users to register to the site to

Purchasing Proce Compulsory registration .
S SS P yree proceed in the checkout process

Description of the overall usability of the sites

The following points represent the general findings for the overall usability of the

sites:

e The Mann-Whitney test showed there were no significant differences
between novice and expert users for a large number of the post-test
statements (Appendix 31). Consequently, the ratings of novice and expert
users were combined for each statement concerning the post-test

questionnaire.

e The Friedman test was used after combining the ratings of novice and expert
users. This showed that there were statistically significant differences
between users’ ratings of the three sites for all the statements, as shown in
Appendix 32. In these statements, site 3 had the lowest ratings for all the
following aspects except one: navigation and architecture, content, design
and purchasing process. Site 1 had the lowest rating for one statement (21)
that related to navigation. The Likert scores for the overall evaluation
statements also showed that site 3 rated negatively with the lowest rating for
all statements. Site 1 rated positively with the highest rating and site 2 rated

neutral.

However, the Friedman test was not used for seven statements. For these
statements, site 3 had no ratings for six statements and sites 1 and 2 had no ratings
for one statement. Site 3 had no rating for four statements (3, 11, 12, 13) concerning
the internal search as it did not have such a facility and for two statements (4, 15) as
it did not enable registration. Sites 1 and 2 had no ratings for one statement (16) as

they did not have optional registration.
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4.1.4 Post-Test questionnaires - qualitative data

Analysis of the qualitative data from the post-test questionnaires showed novice and
expert users experienced similar usability problems in the sites. For this reason (and
since the results of the Mann-Whitney test showed no significant difference
between novice and expert users for many of the post-test statements (Appendix
31), answers from novice and expert users for each question of the post-test
questionnaire were combined. However, usability problems identified only by

expert users were highlighted by noting ‘expert’ next to these answers.

These problems were compared and then mapped to the appropriate problem
themes and sub-themes identified by the previous two methods (performance data
and observation, and the quantitative data from the satisfaction questionnaires). No
match was found between nine problems and the identified problem sub-themes.
Therefore, two new problem sub-themes identified two new problem themes
relating to an inconsistency problem and missing capabilities. Seven new sub-
themes were also identified. These sub-themes were mapped to six appropriate
problem themes (navigation, internal search, content, design, purchasing process
and accessibility and customer service). Table 4.3 shows the new problem themes
and sub-themes and their descriptions. Appendix 33 summarises all the usability
problem themes and sub-themes identified by the qualitative data of the post-test

questionnaires and their location on the sites.
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Table 4.3: New problem themes and sub-themes that were identified by the qualitative data of
the post-test questionnaires, together with their descriptions

Problem Theme Problem Sub-Theme Description of the Problem

o Orphan pages The s}te had dead-end pages that did not have
Navigation any link.

The internal search facility had limited options
Internal Search Limited options to search the site.

The site displayed inaccurate information. For
example, it displayed out of stock products or

Inaccurate information gave an inaccurate description for some
products.

Content - -
Adequate information about the products was

L i not displayed, such as: availability/stock
Missing information about the products indication, fabric, representative (large) images,
length and width of some products, size guide.

The site used an inappropriate font size (i.e.
small size) or inappropriate font style (i.e. bold
font style for many sentences on the same page)
or inappropriate combination of background and
link colours.

Design Inappropriate choice of fonts and colours

Ordering process pages included more than one
) page with similar content which increased the
Long ordering process number of steps required to purchase from a
site.

Purchasing
Process

Accessibility and The site did not display its content in languages
Customer Not supporting more than one language other than English.
Service

The site’s design, layout or content was
inconsistent throughout the site. For example,

Inconsistency Inconsistent design/layout/content. the content on Arabic and English interfaces
was inconsistent.

The site did not have some functions or
Missing functions/information capabilities (i.e. an internal search facility) or it
did not display adequate information.

Missing
Capabilities

Description of the overall usability of the sites

Question 35 on the post-test questionnaire was designed to gather users’ opinions
regarding the overall usability of the sites and showed that the majority (sixteen) of
the twenty users were not satisfied with the performance of site 3. They indicated
that the general performance of site 3 would discourage them from purchasing from
it in the future. However, all the users indicated that there were personal issues,
which did not relate to the usability of sites, but which would discourage them from
purchasing a product from all three sites. These issues related to feeling that the
security of their financial information would not be protected. The preference for

physically touching a product before purchasing it was another reason.

4.1.5 Post-Evaluation questionnaires - qualitative data

The qualitative data obtained from experts and novices were combined (as
explained in Section 4.1.4). Analysis of the seven open-ended questions on the post-

evaluation questionnaire (relating to the site with the best features from the users’
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point of view) did not explicitly identify specific usability problems. It only
provided information on the overall usability of the sites from the users’ point of

view in terms of six features of the sites:

¢ Navigation: The answers to two questions (2, 6) indicated that the navigation
support of sites 1 and 2 enabled users to find products and information
easily. The number of users who recommended site 1 was higher than the
number who recommended site 2. Site 1 had the most obvious and simplest
methods for finding products and was the easiest site to find information
related to the tasks. A few users (two) who used the Arabic interface of site
3 recommended it as the easiest site to navigate and find products or
information. The English and Arabic interfaces were similar in terms of their
design and architecture. Users preferred the Arabic interface because it used

their first language.

e Internal Search: Answers to two questions (2, 6) indicated that the internal
searches of sites 1 and 2 enabled products and information to be easily

located.

e Architecture: Answers to two questions (2, 6) on the post-evaluation
questionnaire indicated that the simple, straightforward architecture of sites
1 and 2 enabled users to find products and information easily. More users
recommended site 1 than site 2. A few users (two) preferred the architecture
of the Arabic interface of site 3 to the architecture of the other two sites

because it used their first language.

e Design: The answer to one question (1) on the post-evaluation questionnaire
indicated that site 1 had the most professional appearance. Few users

recommended site 2 and none recommended site 3.

e Purchasing Process: The answers to three questions (3, 4, 7) showed that
most users recommended site 1 as the site with the most obvious method for
ordering items. Most users recommended site 1 as having the best support
for customers (to continue shopping) and to change the contents of their
shopping cart. Most users recommended site 2 as the easiest for changing

customer information. No user recommended site 3.
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e Security and Privacy: The answers to question 5 (related to the site users
trusted the most) recommended site 1. Few users recommended site 2 and
none recommended site 3. Only two users indicated that their reason for
trusting sites 1 and 2 related to the sites’ use of the secure socket layer. All
the users who recommended site 1 indicated other reasons for their
recommendations which did not relate to the site’s design issues. They
mentioned that this site is a famous and well-known company with a good

reputation.

4.2 Heuristic Evaluation Results

This section introduces the qualitative and quantitative findings from the analysis of

the heuristic evaluation methods.

4.2.1 Heuristic evaluation analysis - qualitative data

An analysis of the qualitative data obtained from the fifteen sessions with the
heuristic evaluators provided comprehensive and detailed comments regarding the

compliance of each site to each heuristic principle.

Each heuristic sub-category of each site was examined to identify problems
with each site. These problems were classified and similar problems grouped
together to identify common areas of usability problems on each site. These were
examined to identify common areas of usability problems across the three sites.
Consequently, forty problem areas were identified and these were then mapped to
the problem themes and sub-themes identified by the user testing methods explained
in Tables 4.1-4.3. One new problem theme was identified, which was security and
privacy. Fifteen new problem sub-themes were also identified and mapped to
appropriate problem themes. Table 4.4 shows the newly identified problem themes
and sub-themes and their descriptions. Appendix 34 shows the common areas of
usability problems that were identified and the location of each problem on each site

after mapping them to their corresponding problem themes and sub-themes.
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Table 4.4: New problem themes and sub-themes that were identified by qualitative data of the heuristic
evaluation, together with their descriptions

Problem Theme

Problem Sub-Themes

Description of the Problem

Content

Grammatical accuracy problems

The site’s content was not free from errors. For
example, it had spelling errors, grammatical
errors, or its punctuation was inaccurate.

Missing information about the company

Basic facts about the company were not
displayed. For example, year founded, type of
business, purpose of its website, etc.

Design

Inappropriate quality of images

The site had images of poor quality in which the
text that was displayed was not clear/readable.

Missing alternative texts

The site did not use the alternative text for its
images.

Broken images

The site had some broken images on some pages
(i.e. images were not displayed).

Inappropriate page titles

The site’s pages had inappropriate page titles that
did not describe the content of pages and that did
not include the company name.

Architecture

Tllogical order of menu items

Menu items were not ordered in a logical way.
For example, the home page item was not
situated at the top of the menu items.

Tllogical categorisation of menu items

Menu items were not categorised in a logical
way. For example, three different menu items
opened the same page.

Internal Search

Poor visibility of search position

The internal search facility was not situated in an
obvious location identifiable by users.

Purchasing
Process

Not easy to log on to the site

The site required users to log on using their
account number instead of their password which
was not easy to remember.

Lack of confirmation if users deleted an item from
their shopping cart

The site did not display a warning message to
users before deleting an item from their cart.

Long registration page

The registration page had a large number of
required fields to be filled by users.

Security and

The site did not display either a security

Privacy Lack of confidence in security and privacy guarantee or a privacy statement policy.
Not easy to find and access the site from search The site was not f70und in the first ten pages of
engines the search engine’s (Google) results.
The site did not display the prices of its products
Accessibility and . th Spiay the p ther th P doll
Customer Not supporting more than one currency OSE other expenses in currencies other than dollars
Service ®).

Not supporting the sending of comments from
customers

The site did not have a feedback form to
facilitate sending comments from users.

Description of the overall usability of the sites

Despite the fact that the heuristic evaluators identified a large number of usability

problems on the three sites, they succeeded in identifying the site which had the best

usability compared to the other sites; this was site 1. The evaluators also indicated

that site 3 had the worst usability compared to the other sites.
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4.2.2 Heuristic checklist

The analysis of the qualitative data obtained from the heuristic evaluators identified
a large number of usability problems and the analysis of the quantitative data
obtained from the heuristic checklist served the purpose of identifying usability

problems that might have been overlooked by the heuristic evaluators.

Several usability problems were extracted from the negative statements from
the heuristic checklist. A match was examined between each problem in the list and
the problem sub-themes, identified by the previous methods, and their descriptions.
All these statements were mapped to the appropriate problem themes and sub-
themes. Neither new problem themes nor new sub-themes were identified from the
negative statements in the heuristic checklist. This means that the heuristic
evaluators did not fail to investigate the conformance of any subcategory of the
heuristic guidelines in their inspection of the websites. The negative statements,
their Likert scores, and the problem themes and sub-themes that were identified, are

shown in Appendix 35.
Description of the overall usability of the sites

Regarding the overall usability of the sites, the Friedman test showed that there
were statistically significant differences in the heuristic evaluators’ ratings of the
sites for most statements in the heuristic checklist (Appendix 36). In these

statements:

e Site 3 had the lowest ratings for: two (out of six) navigation statements
(statements 8, 13 out of statements 8, 10, 13, 15, 16, 17); all the architecture
statements (statements 19-24); all the content statements (statements 25, 27-
29, 33-35); eight (out of eleven) design statements (statements 18, 54, 55,
58, 60, 61, 64, 66 out of statements 18, 54, 55, 58, 59, 60, 61, 63, 64, 66,
67); eight (out of nine) purchasing process statements (statements 70, 72, 73,
74, 75, 76, 81, 86 out of statements 70, 72, 73, 74, 75, 76, 81, 86, 92); a
statement concerning security and privacy (95); four (out of seven)
accessibility and customer service statements (statements 38, 44, 50, 51 out
of statements 38, 41, 42, 44, 50, 51, 52); and all the consistency statements

(statements 1-5).
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Site 2 had the lowest ratings for: one (out of six) navigation statements

(statement 16) and one (out of eleven) design statements (statement 63).

Site 1 had the lowest ratings for: one (out of six) navigation statements
(statement 17); two (out of eleven) design statements (statements 59, 67);
one (out of nine) purchasing process statements (statement 92); and one (out

of seven) accessibility and customer service statements (statement 42).

Appendix 36 showed that the Friedman test was not used for a number of

statements in the heuristic checklist since no rating was obtained for one or more

sites:

Site 3 had no rating for: two statements (11, 12) of the internal search since
it did not have such a facility; two statements (69, 71) of the purchasing
process since this site did not support registration and therefore did not
require users to log in; one statement (93) that related to the use of the
secure socket layer since this site did not support online payment and this
capability/option was not relevant; and five of the accessibility and customer
service statements (45-49) because it did not have a help/customer service

section.

Sites 1 and 2 were not rated for one statement (7) that related to the
consistency of their content among the difference interfaces because they

only had one language interface.

4.3 Google Analytics results

The results obtained from the trial matrix of web metrics, which are shown in

Appendix 13, were investigated. The intention was to determine the most

appropriate web metrics that could then be used to investigate usability problems in

an e-commerce site. As a result, specific web metrics that were useful and that could

be used to offer a clear picture of the overall usability of an e-commerce website

were suggested. Also, web metrics that were not useful or did not add meaning to

the usability problems, in the context of Google Analytics, were determined and

excluded.
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4.3.1 Suggesting a matrix of web metrics

It was noticed (from the testing of the trial matrix) that the result of a single metric
was often not enough to obtain an indication of the usability problems in a site.
Instead, considering more than one web metric together helped to obtain a complete
picture of the usability of the e-commerce site. A single metric, if used alone, may
provide, either an incomplete picture, or a contradictory usability indication because
it provides both a negative and a positive usability indication at the same time. For
example, a high value of average page views per visit metric might indicate the
content of a site was interesting and that visitors therefore viewed many pages, or it
might indicate a site was difficult to navigate and that therefore visitors viewed
many pages to reach their information. Using more than one metric at the same time
can reduce the contradictions and give greater weight to one of the indications. The
following examples show how some metrics, when added to other metrics, offer a

clear picture of potential usability problems.

e The average time on site metric gave an indication of the average time
visitors interacted with a site. However, using it alone would not give a
complete picture regarding the usage since it did not state how many pages
visitors viewed. Therefore, the average page views per visit metric added
more information to the average time on site metric (see Appendix 13,
metrics 1 and 2). Despite the fact that the integration of the average time on
site and the average page views per visit metrics provided a picture of a
site’s usage, they did not give an indication of the users’ activities. These
two metrics only provided the average time and the average number of pages
visitors viewed. In order to understand the activities of visitors, a
categorisation of visits, in terms of the average time visitors spent interacting
with the site and the average number of pages visitors viewed during their
visit, was needed. This categorisation was obtained by using the percentage
of time spent visits and the percentage of click depth visits metrics. These
metrics together provided an indication of the percentage of visitors with
regard to three segments (low, medium and high) and therefore helped to
achieve an understanding of the activities of each segment (i.e. browsing,
searching, purchasing, etc.) as indicated by Peterson (2006). For example, if

a site had a high value in the low percentage segment of these metrics, this
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would indicate that visitors spent a short time on the site and viewed few
pages. Therefore, this might indicate that visitors did not purchase from a
site but instead were browsing or searching for a product. The equations and

meaning of each metric are given in Appendix 13, metrics 3 and 4.

The bounce rate metric was used to investigate the usability of each of the
top landing pages of a site by measuring the percentage of visitors who left
the site from each of these pages. However, using this metric alone was not
enough because the bounce rate might indicate that the landing page under
investigation had either usability problems (such as design problems or
inappropriate content) or targeting problems (e.g. the content of this page
did not match the users’ needs or expectations). To understand whether the
reasons behind the bounce rate related to usability problems or targeting
problems, the entrance sources and the entrance keywords metrics were
used. Using these two metrics for each of the top landing pages gave greater
weight either to the usability problem or to the targeting problem. The
entrance sources involve the search engines, sites, etc. that visitors use to
arrive at each of the top landing pages. If the entrance sources of a top
landing page are not related sites or advertisements, then this gives greater
weight to a targeting problem. If the entrance sources of a top landing page
are related sites or advertisements, then this give greater weight to a
usability problem in the landing page under investigation. The entrance
keywords involve the keyword searches that visitors use to arrive at each
page of the top landing pages. In order to understand the significance of the
keyword searches (and, for the purpose of this research, expected and
unexpected keywords were identified), their percentages were calculated for
each page of the top landing pages. Expected keywords were identified as
those that included products or information displayed on a landing page.
Unexpected keywords were identified as those that did not include products
or information displayed on a landing page. The percentage of expected
keywords for a landing page could indicate that the landing page under
investigation might be confusing or had usability problems because, in spite
of the fact that it displayed products or information that were needed by

visitors, visitors left the site. The percentage of unexpected keywords for a
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landing page could indicate that the landing page had targeting problems
because it did not display information or products needed by visitors and

therefore visitors left the site.

e The funnel report shows how many visitors start at the first step of the
funnel. In e-commerce sites, the first step of the funnel is usually the
shopping cart page or any page that is displayed after products have been
added to the shopping cart. However, the funnel report does not indicate the
percentage of all the visits to a site that started at this step (i.e. added
something to a shopping cart). Therefore, the cart start rate metric added
meaning to the funnel report and subsequently to the usability of the
purchasing process. The cart start rate metric was useful in indicating the
usability of the page that precedes the shopping cart page (usually a product
page). This metric showed the percentage of visits that involved visitors who

added at least one item to their shopping cart (see Appendix 13, metric 24).

More examples regarding how a combination of metrics helped to obtain a
clearer picture of the usability of the sites are presented in the next chapter (Chapter

35).

Therefore, the results suggested a matrix of web metrics that could be
employed to understand the usability of an e-commerce site. This matrix includes
specific metrics (from the trial matrix metrics shown in Chapter 3) that could either
individually or in combination identify potential usability problems on an e-
commerce website in relation to six areas: navigation, architecture, content/design,
internal search, customer service and the purchasing process. Figure 4.1 shows the
suggested matrix and the combination of metrics that could be used in each area.
The suggested matrix also includes specific metrics which can help to provide
useful information about the site’s visitors and its financial performance. These
metrics add meaning to the understanding of the overall usability of a site. The
detailed results, which showed how the combination of metrics provided potential
indications of usability problems in the six areas, are discussed in the next chapter

(Chapter 5).
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4.3.2 Metrics that were disregarded

Based on the results, five web metrics from the 41 trial metrics were disregarded.

Only one of these metrics (ratio of checkout starts to cart starts metric) was useful

in indicating potential usability problems in the sites. Specifically, this metric was

useful for identifying if the page that included the checkout button of a site had

potential usability problems. However, this metric was excluded since it provided

similar indications to those already obtained from other metrics (checkout start rate

and cart start rate metrics). The other four metrics that were disregarded were not

useful, in the context of Google Analytics, in indicating potential usability problems

in the sites. These were:

Metric 8 (percentage of frequency/loyalty visits) (Appendix 13) showed that
the three sites had a high percentage of low frequency visits where most
visitors visited the sites only once. However, before taking these results for
granted, the method used by Google Analytics in calculating this metric and
presenting it in the loyalty report was considered, as indicated by
LunaMetrics (2007): “The loyalty report in Google Analytics measures
visits, not unique visitors; the loyalty chart, which can be generated for any
time period, computes how many times the visitor visited the site using the
cookies of the visitor’s browser and this computation includes all the visits
of the visitor even if some of them are not in the range of the time period of

the generated report”.

Metric 9 (percentage of recency visits) (Appendix 13) showed that the three
sites had a high percentage of low recency visits where the last visit for most
visitors was 0 days ago. These results were interpreted by referring to how
Google Analytics calculates the recency metric and presents it in the recency
report, as indicated by LunaMetrics (2007): “The recency report measure
visits, not visitors; recency computes time (in seconds) between each visit
from the same visitor. If the time between visits is less than 24 hours, it will
show up as zero days ago; the recency chart includes visits outside the time
being investigated, as long as they are affiliated with a visit that is inside the
time period and the recency chart puts frequent visits in the same ‘zero days’

bucket as new visits”.
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e Metrics 13 and 14 (visits to purchase and days to purchase) for the three
sites (Appendix 13) showed that most purchases occurred after one visit and
after 0 days. This indicated that visitors to the sites were converted into
customers on the same day as their first visit to each site, which perhaps
implies good usability. However, this indication contradicted indications
from all the metrics which investigated both the usability of the overall
purchasing process of the sites and the specific pages that make up the
purchasing process. For instance, the low values of the order conversion
rate, cart completion rate and checkout completion rate metrics (Appendix
13, metrics 11, 25, 27) of all sites indicated that few visits resulted in an
order and that users had difficulty in completing purchasing process of the
sites. Furthermore, the low values of the cart start rates and checkout start
rates metrics (Appendix 13, metrics 24 and 26) indicated that users were
also having difficulty in starting the purchasing process. The funnel report
also identified possible usability problems regarding specific pages in the
purchasing process of the sites. The purchasing process metrics together
with the indications provided by them are discussed in details in Section
5.6.6. Therefore, the exceptional contradictory indication provided by visits
to purchase and days to purchase metrics suggests that the values of these

metrics were inaccurate and not useful in the context of this research.

Therefore, because of the method that Google Analytics uses in calculating the
loyalty and recency reports, and because of the contradictory indications provided
by visits to purchase and days to purchase metrics, these four metrics were not

considered in this research.

4.3.3 Usability indications provided by the web metrics

The potential usability problems indicated in the metrics in the six areas were
mapped to the appropriate problem themes and sub-themes that were identified by
the user testing and the heuristic evaluation methods; no metric identified a new
problem theme or sub-theme. Appendix 37 shows the metrics after mapping them to
the problem themes and sub-themes, and the location of the potential problems
identified by each metric. Appendix 37 shows that some metrics were mapped to

specific problem sub-themes while most of the metrics were mapped only to
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problem themes; in these cases a “?” symbol appears beside these metrics. This
symbol was used to indicate that these metrics indicated only a potential usability
problem area which could relate to one or more specific problem sub-themes in this
area. These specific problem sub-themes were identified by the user testing and/or

the heuristic methods.

4.3.4 Description of the overall usability of the sites

Generally speaking, the metrics indicated that all three sites had potential usability
problems related to six areas: navigation, internal search, architecture,
content/design, customer service, and the purchasing process. The metrics also
indicated the significance of the usability problems on these sites. The metrics
provided evidence to infer that the larger number of problems and the most serious
problems were on site 3, while the smaller number of problems was on site 1. The
usability problems and their significance that were identified by the metrics on the

sites are explained in the next chapter (Chapter 5).

4.3.5 Supplementary information provided by the metrics

Unlike the user testing and heuristic evaluation methods, web metrics provided a
picture regarding visitors to the sites and the sites’ financial performance. The

following sections report the results of the metrics that describe these two issues.

4.3.5.1 Visitors’ characteristics

The results of the eight metrics that described the characteristics of the computers
and Internet browsers used by the sites’ visitors, together with the connection speed

of their network, as shown in Appendix 13 (Tables 13-36), indicated that:

e The en-us language was the language most preferred and used by the visitors
to the three sites. Specifically, the percentage of visitors who had configured
the en-us language on their computers for site 1, site 2 and site 3 was

79.55%, 86.49% and 63.94%, respectively.

e The Internet Explorer browser was the most frequently used browser by the
visitors to the three sites. Specifically, the percentage of visitors who used
the Internet Explorer browser for site 1, site 2 and site 3 was 79.39%,

76.59% and 85.77%, respectively.
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The Windows operating system was the operating system most often used by
the visitors to the three sites. Specifically, the percentage of visitors who
used the Windows operating system for site 1, site 2 and site 3 was 96.80%,

95.88% and 96.13%, respectively.

32-bit screen colours were the most frequently used by the visitors to the
three sites. Specifically, the percentage of visitors who used the 32-bit
screen colour for site 1, site 2 and site 3 was 90.42%, 89.99% and 87.97%,

respectively.

A 1024x768 screen resolution was the screen resolution most often used by
the visitors to the three sites. Specifically, the percentage of visitors who
used a 1024x76 screen resolution for site 1, site 2 and site 3 was 47.76%,

47.59% and 49.79%, respectively.

Flash version 9 was the Flash version most frequently installed by the
visitors to the three sites. Specifically, the percentage of visitors who had
installed version 9 for site 1, site 2 and site 3 was 73.24%, 71.30% and

72.49%, respectively.

The platform of the majority of visitors to the three sites supported Java.
Specifically, the percentage of visitors whose platform supported Java for

site 1, site 2 and site 3 was 98.91%, 99.25% and 99.37%, respectively.

The highest percentages of visitors to three sites used the DSL connection
speed. Specifically, the percentage of visitors who used the DSL connection
speed for site 1, site 2 and site 3 was 32.80%, 32.93% and 55.33%,

respectively.

The results of the metrics that described the behaviour of visitors to the sites

showed that site 3 had the highest value for the ratio of new to returning visits

metric (4.75), while the value of this metric was 1.54 and 1.48 for sites 1 and 2,

respectively. These metrics might indicate that site 3 acquired a large number of

new visits in comparison to the number of returning visits. Sites 1 and 2 also

acquired new visitors, although the number of new visits of these two sites was

close to the number of their returning visits (see Appendix 13, metric 6). The

metrics also showed that site 3 had the lowest value for the visitor engagement

index metric (1.2), while the value of this metric for sites 1 and 2 was 1.54 and 1.55,
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respectively (see Appendix 13, metric 7). These metrics may indicate that, despite

the three sites having few repeat visitors who were engaged and therefore came

back to the sites, sites 1 and 2 had a higher engagement index than site 3.

4.3.5.2 The financial performance of the sites

The results of the metrics that described the sites’ ability to generate revenue and to

cross-sell provided useful information regarding the financial performance of site 1.

This site was the only site that supported data to measure these metrics and

therefore more information was obtained regarding its financial position. This

additional information helped to add meaning to other metrics such as the funnel

report metrics. The metrics of site 1 showed that:

The value of the average order value metric was $106.20 (see Appendix 13,
metric 10). Since the site sells a variety of products with prices that range
between $4.99 and $199.00, the average order value metric could indicate

that visitors to site 1 bought products in the mid price range.

It had a low value for the average revenue per visit metric (see Appendix 13,
metric 12). This low value was expected, given that 1.07% of the visits
resulted in a purchase (i.e. the value of the order conversion rate metric was

1.07 %) (see Appendix 26, metric 11).

The value of the average items per cart metric was 4 (see Appendix 13,
metric 15). This means that most visitors to site 1 purchased more than one
item per order. This was higher than the norm (see Appendix 13, metric 15).
This could be expected given that the value of the average order value
metric was $106.2, and the number of products that sold at an average price
less than $100 was considerably more than the number of products at an
average price of more than $100 (during the three tested months). (See Table

4.5).

Table 4.5: Summary of quantities and average prices of products

Average Price of Products Average Price of Products
< $100 > $100
Total Quantities 2,862 15

129



Chapter Four: Qualitative and Quantitative Results

4.4 Conclusion

This chapter summarised the qualitative and quantitative results obtained from the
analysis of each method employed in this research. The common usability problem
areas identified by each method across the three sites are described while the list of
standardised usability problem themes and sub-themes identified from the common
usability problem areas is also explained. This chapter also presented a suggested
matrix of web metrics that could be used for evaluating the usability of an e-

commerce website.
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Chapter Five: Usability Problem

Areas

This chapter reviews the problems identified in the six usability methods employed
in this research. It uses the problem themes that were generated from the analysis of
the methods to explain (by giving examples of each problem sub-theme) which
methods were able to identify usability problems related to each problem theme.
The problem themes have been used to provide a structure to explain the usability
problems. Under each problem theme, each usability method has been reviewed and
sub-themes identified. Problems common to the different methods and problems

missed by some methods are also highlighted.

5.1 Navigation problems

All six methods identified problems related to the navigation of the sites.

5.1.1 Performance data and observation
These methods identified three common navigation problems (Appendix 27):

e Misleading links were identified on all three sites (there were four problems
on site 1 and two on sites 2 and 3). These related to links with names that did
not meet users’ expectations as the name of this link did not match the

content of its destination page. For example, on site 1, users did not expect
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the advanced search link to let them only search the site by colour and price
(Figure 5.1). This may relate to the users’ low levels of experience with sites
as they expected each link to indicate the content of its destination page.
This link therefore constitutes a problem as the link name (‘Advanced
Search’) did not match the content of the destination page (Figure 5.1).
Users expected this page to have search boxes with many options available
to search the site. However, this page included only combo boxes that
allowed users to only search the site on limited criteria. It did not allow users

to search by keywords or within a specific category.
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Figure 5.1: Advanced search link and advanced search page on Site 1

Another example of a problem concerning a misleading link was identified on
site 2. This related to the ‘go’ link located on the Shipping page (Figure 5.2). Users
expected this link to provide them with a hint regarding the information they had to
enter in the ‘Redeem a Gift Certificate’ field. However, this link did not provide any
additional information. Instead, it displayed a message box (Figure 5.2) that asked

users to enter their gift certificate number in the required field.
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Figure 5.2: Go link and the message displayed after clicking it on Site 2

e A problem concerning links that were not obvious was identified on all three
sites (one problem was found with site 1, two on site 2 and three on site 3).

This related to links that were not situated in obvious locations on the sites.

¢ A weak navigation support problem was identified on sites 1 and 3 (with one
problem on site 1 and two on site 3). This related to pages without a

navigation menu or links.

5.1.2 Satisfaction questionnaire

Site 3 had a negative rating for three navigation statements (9, 10, 24), which
identified two significant navigation problems with this site. These problems related

to weak navigation support and broken links (Appendix 30).

5.1.3 Open-Ended questions (satisfaction questionnaire)

The open ended questions identified problems that were also pin-pointed by the
performance data and observation of the three sites, such as misleading links, links
that were not obvious and weak navigation support (Appendix 33). This method
also identified other problems that were not revealed by the performance data and/or

by observation:
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e Onsite 3, two navigation problems were identified. The first problem related
to pages with broken links and the second problem concerned orphan pages
(i.e. pages that did not have any links). Appendix 33 lists examples of the

problems identified by users.

e On site 2, a weak navigation support problem was also identified. This
related to the main menu on the left of this site (that included the main
product categories) not being displayed on some pages (purchasing process
pages) (Figure 5.2). Users also identified a problem with links that were not

obvious on this site being in different locations (Appendix 33).

5.1.4 Heuristic evaluation

The heuristic evaluators identified large numbers of navigation problems on the
three sites. These included some problems identified by the user testing and related
to: misleading links; links that were not obvious; weak navigation support; broken

links and orphan pages (Appendix 34).

The heuristic evaluators identified problems on pages that users were not able
to explore during their tasks. Most of these were comprehensive and detailed
problems. For example, the user-testing method identified two misleading link
problems on two pages of site 3, while the heuristic evaluators indicated numerous

misleading link problems on the entire site, not just on two pages (Appendix 34).

The heuristic evaluators, however, missed seven problems on the sites that
were identified by the user testing. These problems related to five misleading link
problems (one on site 1 and two on sites 2 and 3) including the advanced search link
on site 1 and the ‘go’ link on site 2 that were explained with examples in Section
5.1.1. The other two problems related to two pages with links that were not obvious

on sites 2 and 3.

5.1.5 Heuristic checklist rating

The negative ratings of all the navigation statements (8, 10, 16) identified

significantly weak navigation support problems (Appendix 35):

e Site 3 was not easy to navigate.
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¢ The index, and the navigation bar or the table of contents for sites 2 and 3

were not situated in appropriate places.

e Sites 1 and 2 did not have an acceptable number of links to external
resources (16). This problem was listed in the missing capabilities category

in Appendices 34 and 35.

The heuristic evaluators considered most of the problems identified through
the heuristic evaluation procedure for the three sites to be minor ones. However,

some of these problems caused failures in many of the tasks during the users testing.

5.1.6 Google Analytics

The metrics used to investigate the general usability of a site indicated that all three
sites had potential navigational problems, as shown by bounce rate (Appendix 13,
metric 5). Site 1 had the lowest value for this metric among the three sites, whilst
site 3 had the highest value. Further evidence of navigational problems on site 3 was
obtained due to the low average number of page views per visit (Appendix 13.

metric 2).

However, other metrics seemed to contradict the notion of navigational

problems on sites 1 and 2, for example:

e The low values for metrics 16 and 17 (Appendix 13, average searches per
visit and percent of visits using search) could suggest that these two sites
either had good navigation so that a search facility was not needed or
alternatively that there were problems with the search facilities (see Section

5.2.6).

e Metric 4 (Appendix 13, percentage of click depth visits) showed that sites 1
and 2 received high percentages of medium click depth visits (between 3 to

17 and 3 to 12, respectively).

e Metric 2 (Appendix 13, average page views per visit) showed that site 1 and
2 had a relatively high number of pages views per visit (17 and 12.56
respectively) compared to site 3 (5.62).

The user testing and heuristic evaluation methods confirmed these findings;

although all the sites had some navigation problems (such as misleading links) a
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smaller number of problems were identified on sites 1 and 2, while a larger number
of problems and the most serious problems were identified on site 3. The total
number of problems that were identified by the user testing on site 1, 2 and 3 was 6,
9 and 12, respectively, and the total number of problems that were identified by the

heuristic evaluators on site 1, 2 and 3 was 7, 11 and 42, respectively.

5.1.7 Summary of Navigation Problems

The three user testing methods used together constituted the best method for
identifying all the navigation problems because they complemented each other,
taking into consideration that these methods identified navigation problems only on
pages that users explored during the user testing. The performance data and
observation method was the best in identifying misleading links and links that were
not obvious. This method was also good for identifying weak navigation support
problems. The qualitative data from the satisfaction questionnaire were good for
identifying other problems that were not pin-pointed by the performance data and
observation and related to links that were not obvious, links that were broken, as
well as for identifying weak navigation support and having problems with orphan
pages. The quantitative data from the satisfaction questionnaire were also good for

identifying broken link problems.

The heuristic evaluation method was good for identifying large numbers of
navigation problems, including most of the problems identified by the user testing
methods. However, this method failed to identify some of the links that were
misleading and not obvious. The heuristic checklist only identified one navigation
problem related to having weak navigation support in sites that had this problem on

many pages.

The analytics method, using specific metrics, was good for indicating the
existence of general navigation problems in the sites, but this method required other

methods to explain what kind of navigation problems these sites had.

5.2 Internal search problems

Five of the six methods identified problems related to the internal searches of the
sites. Section 5.2.2 explains why the satisfaction questionnaire did not identify

problems related to this area.
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5.2.1 Performance data and observation

Sites 1 and 2 had two internal search’ facilities: a product search and a second
internal search (site 1 called this the ‘advanced search’, while site 2 called it ‘shop-
by-size’ search). To aid clarity, the first internal search facility will be called a

‘basic search’ and the second an ‘advanced search’ during this analysis.

These methods found that sites 1 and 2 had the same two usability problems
with their basic search facility; this related to inaccurate results (Appendix 27).
Observation showed that most users did not perform the task related to the basic
search facility successfully (Task 6) due to the inaccurate results they obtained from
these searches on sites 1 and 2. The basic search facility of these two sites (1 and 2)
provided inaccurate results if users searched the site using a name (i.e. a product
name) but provided accurate results if users searched the site using a number (i.e. a
product number). Task 6 asked users to obtain a list of products after providing
them with the name of the product category. Sixty-five percent of users did not
complete this task successfully on site 1 and fifty percent failed on site 2 (Appendix

25).

These methods also found that site 1 had a usability problem with its
advanced search facility; this related to a misleading link problem. This problem is
explained in Sections 5.1.1. However, this was missed as a navigation problem by
the heuristic evaluators. Observation showed that some users also failed in
performing the task related to the advanced search on site 1 (Task 10) because of
this problem. Thirty percent of users did not perform this task successfully

(Appendix 25).

Site 3 did not have an internal search facility for the whole site; instead, it had
an internal search for one subsection (the online-catalogue). However, the site had a
usability problem regarding accessing this subsection and therefore in trying to use
the internal search facility. This problem was related to the link which was not
obvious as the ‘online-catalogue’ link was not situated in an obvious location and
therefore most users did not even see it. This problem was categorised as a
navigation problem on this site. Observation showed this problem was the reason
why all users did not complete successfully the internal search task related to this

subsection (Task 6).
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5.2.2 Satisfaction questionnaire

Despite the internal search problems that were identified on sites 1 and 2 by the
performance data and by observation, the internal search statements in the
satisfaction questionnaire did not indicate any problems with these sites. These
statements (3, 11, 12, 13) rated positively for sites 1 and 2 (Appendix 32). This
apparent contradiction could be explained by the observation. The observation
showed that most users used the basic search facility of both sites to find the
products for the related tasks (Tasks 1, 4, 9). Those users who searched the site by
product number (as this was included with each task) were successful since the
basic search facility provided accurate results if users searched the site by product
number. Thus, the users were satisfied using these search facilities as they enabled

them to find the required products easily.

Site 3 had no rating regarding statements concerning the internal search since

it did not have such a facility.

5.2.3 Open-Ended questions (satisfaction questionnaire)

Only two expert users indicated that they experienced problems in terms of
inaccurate results with the basic search facilities of sites 1 and 2 (Appendix 33).
Problems were also identified by the performance data and by observation. This
explained the high rating of the internal search statements in the satisfaction
questionnaire which is related to the users’ low level of experience since such users

often do not recognise this problem.

Users indicated a usability problem with the basic and advanced internal
search facilities for sites 1 and 2; this was not identified in the performance data and
observation. This problem was a limited option problem and related to the limited
options provided by the searches (i.e. users cannot search the site by product type

and product name concurrently) (Appendix 33).

5.2.4 Heuristic evaluation

The heuristic evaluators identified all the problems regarding the internal search
facilities of sites 1 and 2 that were also identified by the user testing (inaccurate
results and limited options). They also identified the lack of availability of an

internal search facility on site 3 (Appendix 34).

138



Chapter Five: Usability Problem Areas

The heuristic evaluators also identified a further usability problem with the
internal search facilities on site 1 which was not identified by the user testing. This
related to the position of its basic and advanced internal search facilities which were
not obvious. The heuristic evaluators indicated that most users expect to see the
internal search box at the top of the home page whereas it was actually located
under the left-hand navigation menu (see Figure 5.3). However, the observation
showed that most users relied on the internal search facility rather than the
navigation for site 1 when performing tasks related to finding products (Tasks 1, 4,
9). This might indicate that the non-obvious position of the internal search facility

of site 1 was not a major problem for users.
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Figure 5.3: Basic and advanced internal searches on Site 1

The heuristic evaluators, through their extensive evaluation, tried most of the
links on each site. Therefore they tested the ‘online-catalogue’ link on site 3 that
opened the online-catalogue subsection. The internal search facility of this
subsection was tried. This internal search facility was reported to provide inaccurate
results. Therefore the inaccurate-results problem was identified as a usability

problem on site 3, as shown in Appendix 34.
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5.2.5 Heuristic checklist rating

There were only two statements in the heuristic checklist to evaluate the
internal search of a site. The negative rating of one of these statements identified the
significance of the inaccurate results problem of the internal search facilities on sites
1 and 2 (12) (Appendix 35). The other statement (11) rated positively for the two
sites which indicated that the response time of the internal search facilities was

good.

Site 3 had no rating regarding the statements of the internal search since it did

not have such a facility.

5.2.6 Google Analytics

The metrics used to examine the usability of the internal search and the general
usability of a site indicated that the internal search facilities of sites 1 and 2 had
usability problems. Metric 16 (Appendix 13, average searches per visit) and metric
17 (Appendix 13, percent of visits using search) showed that the usage level of the
internal search facilities of sites 1 and 2 was low. However, the relatively high
number of pages viewed on sites 1 and 2 (Appendix 13, metrics 2 and 4) could
mean that visitors relied on navigation rather than the internal search of the sites to
find what they needed. To determine if there were problems with the internal search
on these sites, the value of metric 18 (Appendix 13, search results to site exits ratio)
for sites 1 and 2 was considered. This indicated that users were leaving the sites
immediately after conducting a search and that these sites probably did have

usability problems related to the inaccuracy of the search results.

The user testing and the heuristic evaluation methods confirmed that the
internal search facilities of these sites had usability problems. The performance data
and observations, the qualitative data from the satisfaction questionnaire, the
heuristic evaluation, and the heuristic checklist identified a problem regarding the
results provided by the search facilitates of sites 1 and 2 which were often
inaccurate. The qualitative data from the satisfaction questionnaire, together with
data from the heuristic evaluation method, identified a limited options problem; and

only the heuristic evaluation method identified the not-obvious-position problem.
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5.2.7 Summary of internal search problems

The best method for identifying all the internal search problems was the heuristic
evaluation. This method was the only method that identified a problem related to the
fact that the location of the internal search facility was not obvious. This method
was also good for identifying problems related to the inaccurate results, limited
options and the unavailability of the internal search facility. Finally, the heuristic

checklist was good in identifying the problem of inaccurate results.

Two of the user testing methods were good in identifying three internal search
problems if they were used together. The observation and performance data method
was good in identifying only one problem related to inaccurate results. Only the
expert users also identified this problem via the qualitative data of the satisfaction
questionnaire in addition to two problems related to limited options and the
unavailability of an internal search facility. The quantitative data from the

satisfaction questionnaire did not identify any problems.

The analytics method, using specific metrics, was good in indicating potential

usability problems concerning the internal search facility of the sites.

5.3 Architecture problems

All six methods identified usability problems related to the architecture of the sites.

5.3.1 Performance data and observation

These methods did not identify any usability problems on sites 1 and 2 regarding
their structure, as shown in Appendix 27. However, they identified one usability
problem on site 3, which was the problem of its structure being non simple. This
problem related to the structure of its information and products as the categorisation
of the products was neither simple nor straightforward. This was obvious in the
accuracy results for the tasks which showed that it was difficult for users to find

products on this site (Appendix 25, Tasks 1, 4, 9).

These three tasks had statistically significant differences among the three sites
as illustrated by the p values. The ANOVA test results for these tasks were
(Appendix 28):

e Task 1: F(2,38) = 6.021, p=.005.
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e Task 4: F(2,38) = 10.873, p=.000.
e Task 9: F(2,38) =40.407, p=.000.

In all these tasks site 3 had the highest mean time (Appendix 24). Site 3 also
had the lowest total number of tasks performed successfully by all users (experts

and novices) (Appendix 25).

5.3.2 Satisfaction questionnaire

Site 3 was the only site with a negative rating for all the architecture statements. The
negative rating of these statements indicated significant architecture problems with
this site (Appendix 30). These related to it not being easy to find information related
to the tasks, not being easy to find products, and the unclear organisation of
information. These findings agreed with the findings from the performance data and

observation.

5.3.3 Open-ended questions (satisfaction questionnaire)

The users identified a non simple structure problem on site 3 but did not indicate
any architecture problems on sites 1 and 2 (see Appendix 33). This agreed with the

findings of the performance data and observation.

5.3.4 Heuristic evaluation

The heuristic evaluators also identified the same problem with the architecture on
site 3 (a non simple structure), which was identified by the user testing methods
(performance data and observation, satisfaction questionnaire and open-ended

questions), as shown in Appendix 34.

The heuristic evaluators also identified two architecture problems that were
not identified by the user testing. The first problem that was identified on sites 2 and
3 was that the order of the items on the menu was illogical. The second problem,
which was identified on site 3, was that the categorisation of menu items was
illogical (Appendix 34). The heuristic evaluators identified these problems because
they used comprehensive guidelines and checked the compliance of the tested sites

with each guideline.
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5.3.5 Heuristic checklist rating

The negative rating of all the architecture statements identified the three architecture
problems on site 3 that were identified through the heuristic evaluation. These were

explained in Section 5.3.4.

The architecture problem identified on site 2 by the heuristic evaluators did
not influence the rating of this site. What did influence it was the illogical order of
the menu items of one submenu of the site’s menus (the bottom menu). Therefore,

the heuristic evaluators rated this site positively considering this a minor problem.

5.3.6 Google Analytics

The metrics used to investigate the general usability of a site indicated that all the
sites had potential usability problems with their information architecture. This was
indicated by the large number of visitors who spent little time on the sites (i.e. their
visits did not exceed 3 minutes in duration) (Appendix 13, metric 3). Other metrics
explained the significance of the architectural problems on these sites. For example,
the low rate of usage of the internal search facilities of sites 1 and 2 (Appendix 13,
metrics 16 and 17), together with the high percentages of visits with medium click
depth for sites 1 and 2 (Appendix 13, metric 4) provided a potential indication that
the architecture of sites 1 and 2 had fewer problems as visitors were able to navigate
through these sites, implying that their search facilities may not be needed.
However, the low value of the average page views per visits metric for site 3
(Appendix 13, metric 2), together with the high percentage of visits with low click
depth for site 3 (Appendix 13, metric 4) provided a potential indication that site 3

had a complex architecture and that users could not navigate within it.

The findings from the metrics agreed with the user testing and the heuristic
evaluation methods. They found major problems with the overly complex
architecture of site 3, while they did not report major problems with the architecture

of sites 1 and 2

5.3.7 Summary of architecture problems

The heuristic evaluation was the best method in identifying architecture problems as
it identified structure problems in a site and its menus. The heuristic checklist was

good in identifying structure problems on a site but it identified problems with a
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menu’s structure only on the site that had this problem on its main menu. All the

user testing methods were only good in identifying structure problem on the sites.
The analytics method, using specific metrics, was good in indicating potential

usability problems with the overall architecture of the sites.

5.4 Content problems

All six methods identified usability problems related to the content of the sites.

5.4.1 Performance data and observation

These methods identified one content problem on sites 1 and 3, which was that

some content was irrelevant (Appendix 27):

e Site 1 had some irrelevant content on its Shipping Information page. An
error was displayed at the top of this page in red with the following message:
“P.O. Box address is not accepted” (Figure 5.4). This message was not clear
and confused the user, since the form that was displayed on the Shipping

Information page did not have a P. O. Box field.
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Figure 5.4: Shipping information page on Site 1

e Site 3 had a problem with irrelevant content on two pages. The first page

had some empty content (Search Mall page) while the second page had some
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unclear content (Online Catalogue subsection page). The unclear content
related to the fact that this page displayed products but did not allow users to
purchase them (or add them to their shopping carts). One of the pages in this
subsection, which was not easy to access due to the difficult architecture of

this site, informed users that these products were not ready for purchasing.

5.4.2 Satisfaction questionnaire

Site 3 was the only site with a negative rating for the content statements. This
indicated that the site had significant problems in its content that related to
ineffective information that failed to help users complete their purchasing tasks.

Another issue was unclear terminology/terms throughout this site (Appendix 30).

5.4.3 Open-Ended questions (satisfaction questionnaire)

The users identified one irrelevant content problem on site 3 which was not
identified by the performance data and observation. Users indicated that most pages

on this site had repetitive content or content that was not concise (Appendix 33).

Users identified two new content problems: inaccurate information and
missing information about products. These were not identified by the performance

data and observation:

e The problem concerning inaccurate information was identified on sites 1 and
2 and related to the product pages on these sites displaying out of stock
products. For example, images for these products were displayed on the
product page but when a user added a product to his/ her cart, a message was

displayed informing the user that the item was not in stock.

¢ The problem concerning information about products that was missing was
identified on all three sites. The sites did not display the availability of their

products on the product pages.

5.4.4 Heuristic evaluation

All the content problems identified by the user testing were also identified by the
heuristic evaluators. However, the heuristic evaluators identified additional
problems: problems with irrelevant content on sites 2 and 3; one problem

concerning inaccurate information on site 3; they also identified ten problems
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regarding missing information about products on the three sites (Appendix 34). The
heuristic evaluators identified these problems because they explored more pages

than the users.

The heuristic evaluators reported problems on each site regarding grammatical
accuracy and information about the company that was missing (Appendix 34).
However, they could not check the compliance of each subcategory (i.e. the
subcategories of grammatical accuracy and pages under construction) because of
time limitations. Therefore, they reported only a few problems that they observed

quickly.

5.4.5 Heuristic checklist rating

The negative rating of all the content statements identified significant content

problems on the three sites (Appendix 35):

e Site 3’s problems related to: information not being up-to-date nor current; no
new information being visible or obvious; content not concise; an
appropriate overview of the company not displayed, and no adequate

product photographs.

e Site 2 had significant content problems related to: no new information being
visible or obvious; nor did it display an appropriate overview of the

company.

e The three sites had two significant common content problems. These related
to the fact that the sites did not display the status of their products
adequately (i.e. their availability) and they displayed inaccurate information

(explained in Sections 5.4.3 and 5.4.4).

e Despite the heuristic evaluators rated one content statement negatively for
all the sites, (this related to an obvious date of the last update not being
included), this was not considered by the heuristic evaluators to be a

usability problem.

5.4.6 Google Analytics

The indications provided by the metrics regarding this area were divided into two

parts; content problems and content or design problems.
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5.4.6.1 Content problems

The metrics used to examine the general usability of a site indicated that the three
sites had potential usability problems with some of their content. The percentages of
visits in terms of the number of pages viewed (Appendix 13, metric 4) indicated that
visitors to the three sites did not appear to be interested in the content of the sites,
however the degree to which content was found to be uninteresting differed among
the sites. Site 3 had a high percentage of low depth visits where most visitors
viewed 2 pages or fewer, indicating that most visitors were not interested in its
content. Conversely, sites 1 and 2 had high percentages of medium depth visits
(most visitors to sites 1 and 2 viewed between 3 and 17 pages, and between 3 and
12 pages respectively), indicating that visitors to these sites were more interested in
the sites’ content or products. Although more pages were viewed on sites 1 and 2,
the metrics indicate that most visitors spent less than 3 minutes on all three sites
(Appendix 13, metric 3). Taken together these metrics imply that there are content

problems on all three sites, but that the problems are worse on site 3.

These findings agreed with the user testing and heuristic evaluation methods.
They identified content problems on all the sites but the largest number of content

problems were found on site 3 compared to sites 1 and 2 (Appendices 27, 33, 34).

5.4.6.2 Content/Design problems

The bounce rate metric, which is used to investigate the global design flaws in a
site’s page layout, also indicated that all the sites had potential usability problems in
their content or design (Appendix 13, metric 5). Bounce rate is the percentage of
visits where visitors left the site after visiting only its entrance page. High bounce
rate implies that either users are uninterested in the sites’ content or that the design
is unsuitable for the users. From the metrics it is difficult to determine if a high
bounce rate is due to content or design problems. By contrast user testing and
heuristic evaluation were able to identify a large number of design-specific
problems with the three sites. Examples of these problems are explained in Sections
5.5.1-5.5.5. This is an area where user testing and heuristic evaluation are more
precise than analytics. The analytics were able to identify potential issues, but the
user testing and heuristics were able to be more specific in identifying whether

problems were content or design specific.
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The metrics of the top ten landing pages (bounce rate, entrance searches and
entrance keywords), top content pages (bounce rate, average time on page and
percentage of exits) and top exit pages (percentage of exits) (Appendix 13, Tables
1-9) also identified specific pages within the sites that had possible usability

problems:

e The top ten landing pages in each site included the home page in each site,
various pages illustrating products (nine in site 1, seven in site 2 and six in
site 3) and other pages (the size chart and how to measure pages on site 2
and the home page of the mall on site 3). The entrance keywords/searches
metrics indicated that users had arrived at these pages with specific
intentions, yet the high bounce rates from them suggests that the users were

unimpressed with either the content or the design of the pages.

e The top exit pages in each site included the home page in each site, various
pages illustrating products (nine in site 1, five in site 2 and two in site 3) and
other pages (the size chart, how to measure and wholesale pages on site 2
and the guest book, complete order, home page of the mall and links pages
on site 3). The high percentage of site exit from these pages suggest that the
users left the sites from these pages because they were not interested with

either the content or design of these pages.

e The top content pages included the home page of each site, various pages
illustrating products (nine in site 1, nine in site 2 and four in site 3) and other
pages (the guest book and the home page of the mall pages on site 3). The
low average time on these pages, the high bounce rates from these pages
together with the high percentage of site exits from these pages suggest that

these pages had potential content or design problems.

The user testing (qualitative data from the satisfaction questionnaire) and
heuristic evaluation methods confirmed the existence of specific content and design
problems in the product category pages, in the home pages of the three sites and in
the other pages. These related to irrelevant content, inappropriate page design and

unaesthetic design (Appendices 33, 34).
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5.4.7 Summary of content problems

The heuristic evaluation was the best method to use for identifying all the content
problems and for providing a detailed explanation of them. This method was the
best and only method that identified two problems related to information that was
missing about the company and problems of grammatical accuracy. This method
also identified many content problems related to irrelevant content, and inaccurate
and missing information about products. The heuristic checklist was good for
identifying all the content problems except one, which was the problem of

grammatical accuracy.

Two user testing methods were good in identifying three content problems.
The performance data and observation were good in terms of identifying the
problem of irrelevant content related to pages that either were not clear or were
empty of content. The qualitative data from the satisfaction questionnaire were good
in identifying pages with repetitive content, and problems related to inaccurate
information and missing information about products. However, the quantitative data
from the satisfaction questionnaire were good in identifying the problem of

irrelevant content only on the site that had the largest number of problems.

The analytics method, using specific metrics, was good in indicating the
existence of general content or design problems in the sites. This method was also
good in indicating potential content or design problems in some specific pages on
the sites using the metrics of: top landing pages, top exits pages and top content
pages. However, other methods offered details regarding these content or design

problems.

5.5 Design problems

All six methods identified usability problems related to the design of the sites.

5.5.1 Performance data and observation

These methods identified two design problems: misleading images and
inappropriate page design. The misleading images problem was identified on sites 1
and 3 and related to the logo image which did not link to the home page as users

expected. Observation showed that most users kept clicking this image to return to
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the home page. This problem was identified on one page of site 1 and on all the

pages of site 3 (Appendix 27).

The problem of inappropriate page design was identified on site 2 on three

pages: the any product’s page, the Login page, and the Address page:

The method of displaying product information (i.e., colour, size, price and

quantity) was inappropriate and not clear for users. The description was

displayed using a table. A textbox was displayed beside each product with a

zero initial value so that the user

could enter the required quantity that

he/she wanted to buy from the selected product. See Figure 5.5.
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Figure 5.5: Product page on Site 2

The Login page, which was designed to be used by current and new users,

was designed in a way that was not clear. It was divided into two parts, the

left part to be completed by current users and the right by new users.

Observation showed that all users entered their information in the current

users’ fields instead of the fields for new users and therefore there were data

entry problems (Figure 5.6).
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Figure 5.6: Login page on Site 2

e The Address page was also designed in a way that was not clear for users.
This page included two columns which had similar fields: the shipping
address and the billing address (Figure 5.7). The aim of this design was to
provide the user with an option to send his/her bill to an address that differed
from his/her shipping address. A checkbox labeled ‘bill to the same address’
was displayed on this page. However, this checkbox was not obvious to
users. It was observed that none of the users noticed this checkbox and they

were confused by entering similar information twice in the shipping and

billing fields.

These three problems, in addition to the purchasing process problems,
influenced the performance of users while performing the purchasing tasks on site
2. Section 5.6.1 explains the purchasing process problems and the performance data

for the three sites regarding the purchasing process tasks.
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Figure 5.7: Address page on Site 2

5.5.2 Satisfaction questionnaire

Site 3 was the only site with a negative rating for two design statements which
indicated that the site had significant problems in its design (Appendix 30). They
related to using an unaesthetic interface and using inappropriate page design that
related to the site’s inappropriate headings so users did not know the position of any

page on this site.

5.5.3 Open-Ended questions (satisfaction questionnaire)

The performance data and observation did not identify any inappropriate page
design problem on site 1 but the users did identify problems. Users indicated that
the product category pages on this site were long and displayed a large number of
images. The default number of products displayed per product category page
totalled 30 and therefore 30 images were displayed. Users also indicated that one of
the product category pages on this site (Best/Most Selling page) displayed its
products at the bottom of the page, which was not obvious for users. The upper part

of this page was empty.
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For site 2, users identified a new design problem that was not identified by
performance data and observation. This related to an inappropriate choice of fonts
and colours throughout the site. Users felt that this site used too small a font size for
the menus and text. The combination of background and link colours was also

considered to be inappropriate (Appendix 33).

5.5.4 Heuristic evaluation

The heuristic evaluators identified a large number of design problems with the three
sites. They identified fourteen problems in sites 1 and 3 and nine in site 2 (Appendix
34). These problems included all the design problems identified by the user testing
except for two. These two problems related to the inappropriate page design of the
Login and Address pages on site 2 that were explained by examples in Section

5.5.1.
The other design problems identified by the heuristic evaluators were:

e Either located on pages not visited/explored by the users during the user
testing but observed by the heuristic evaluators because of their extensive
examination of the sites. For example, the broken image problem was

identified on many pages on site 3 (Appendix 34).

e Or related to problems that might not be noticed by users but identified by
the heuristic evaluators because of their experience or the comprehensive
guidelines used by them. These problems included missing alternative text;
inappropriate page titles; inappropriate quality of images; or inappropriate
headings (which was categorised as inappropriate page design problems).
For example, the heuristic evaluators identified a problem regarding an
inappropriate heading on site 1. This problem was identified on two pages
(Shipping Information and Order Preview pages) which had the same
heading. On another page (Shipping Method page), there was no heading.
These pages were explored by users since they were part of the purchasing
pages but the users did not notice this problem. This might mean that users
were concentrating on the content of these pages while they were entering
information rather than noticing the headings. Also, the low level of

experience of users might explain their ignorance of this problem.
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The heuristic evaluators identified unaesthetic design on the three sites.

5.5.5 Heuristic checklist rating

The negative rating of the design statements identified significant design problems

on the three sites (Appendix 35):

e Site 3’s design problems related to its unaesthetic, unattractive and
unappealing design; the inappropriate quality of its images; no alternative
text being used for images; and the inappropriate page design (pages which

did not have a clear indication of their position within the site).

e Site 1’s design problems related to its inappropriate page design (many
pages containing images whose size affected the loading time of these pages

and the site also had many long pages that required scrolling).

¢ In addition to the problems listed above, the sites had a common significant
design problem (inappropriate page titles). This related to the fact that the
page titles of the three sites did not describe appropriately the company’s

name nor the content of these pages.

5.5.6 Google Analytics

See Section 5.4.6.2.

5.5.7 Summary of design problems

Neither the user testing methods, if they were considered together, nor the heuristic

evaluation methods were best in identifying all the design problems.

The user testing methods together identified only some of the design
problems. The performance data and observation were the best in identifying
problems regarding inappropriate page design related to having pages that did not
clearly represent their content. This method was also good in identifying problems
concerning misleading images. The qualitative data from the satisfaction
questionnaire were good in identifying problems regarding long pages that
displayed a large number of images, together with an inappropriate choice of fonts
and colours. The quantitative data from the satisfaction questionnaire were good for

identifying the problem of inappropriate headings but only in the site that had the
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largest number of problems. This method was also good in identifying unaesthetic

design.

The heuristic evaluation was the best and only method which identified design
problems related to the inappropriate quality of images, missing alternative text,
broken images, inappropriate page titles and inappropriate page headings. This
method was also good for identifying detailed design problems which related to
misleading images, inappropriate page design, unaesthetic design and an
inappropriate choice of fonts and colours. However, this method failed to identify
some of the problems concerning inappropriate page design which related to pages

that did not clearly present their content.

The heuristic checklist was good in identifying inappropriate page design
related to having a long page with a large number of images, inappropriate quality
of images, and inappropriate page titles. This method identified two problems
related to unaesthetic design and missing alternative text but only on sites that had

the largest number of problems.

5.6 Purchasing process problems

All six methods identified usability problems related to the purchasing processes of
the sites.

5.6.1 Performance data and observation

Four tasks, tasks 2, 3, 4 and 5, were related to the purchasing process of the sites.
Tasks 2 and 4 asked users to purchase a product from the site while task 3 asked
users to change the content of their shopping cart and task 5 asked users to change

their shipping address.

Tasks 2, 3 and 4 showed statistically significant differences among the three
sites while task 5 did not, as illustrated by the p values. The ANOVA test results for

these tasks were (Appendix 28):
e Task 2: F(2,38) = 33.183, p=.000.
e Task 3: F(2,38) =4.471, p=.018.

e Task 4: F(2,38) = 10.873, p=.000.
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Task 5: F(2,38) = .502, p=.609.

Site 2 had the highest mean time for one of the purchasing tasks and for the

tasks related to changing the content of the shopping cart and changing the shipping
address (Tasks 2, 3 and 5) (Appendix 24).

It was also found that (Appendix 25):

All the users performed the purchasing task successfully on site 1 (Tasks 2

and 4).

Site 2 had the lowest number of users who performed one of the purchasing
tasks and changing the content of the shopping cart successfully (Tasks 2
and 3).

The same number of users successfully changed the shipping address in all

three sites (Task 5).

Appendix 27 explains the usability problems that were behind the difficulties

that users faced in these tasks. These related to navigation, content, design and

purchasing process problems. The navigation, content, design problems were

explained in the previous sections but, regarding the purchasing process, six

usability problems were identified on the three sites:

The first problem was the difficulty in knowing what information was
required for some fields. This was identified on sites 1 and 2. It was
observed that most users faced this problem during the purchasing process.
In site 1, when users went to the Free Shipping Coupon page they were
asked to enter this coupon in the ‘free shipping coupon’ field. In site 2, when
users went to the Shipping page, they were asked to enter their gift
certificate code in the ‘gift certificate code’ field. In both pages it was not

clear to users what to enter in these fields.

The second problem was the difficulty in distinguishing between required
and non required fields. This was identified on sites 2 and 3. The Login and
Address pages on site 2 did not indicate which fields were required and
which were not (Figures 5.6 and 5.7). The same problem was also identified

on the Personal Information page on site 3.
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The third problem was the difficulty in knowing what was the required link
to click to update information. This was identified on sites 1 and 3. On site
1, users did not recognise that they had to click on the ‘update order’ link
located on the Shopping Cart page to confirm the shopping cart update. The
same problem was identified on the Shopping Cart page on site 3, as users

could not identify the ‘ok’ link.

The fourth problem was only identified on site 3. This was a session
problem as users had to enter their information for each transaction during

the same session because the site did not save their information.

The fifth problem was that some fields that were required were illogical.
This was identified on sites 1 and 2. The Registration page on site 1 and the
Address page on site 2 included ‘state/province’ and ‘state/region’ fields
respectively. These fields were required even if the selected country had no

states/regions/provinces.

The sixth problem concerned information that was expected but which was
not displayed after adding the product to the cart. It related to the fact that
sites 1 and 3 did not display the expected information after users had added
products to their carts. Site 1 did not display the content of the shopping cart
directly on the page which was displayed after users had added products to
their cart (Add to Cart End page) (Figure 5.8). Instead, it only displayed a
message that confirmed the addition of the items(s) to the cart. It was
observed that most users, instead of checking out from the Add to Cart End
page, viewed their shopping cart and checkout from it. Site 3 did not display
any confirmation message after users had added products to their cart. No
new page was displayed because the product page had, in the top menu, a
link that was required to complete the order after users had added products
to their cart. This link was named ‘complete order’. It was observed that

most users clicked more than once on the ‘Add to Cart’ link (Figure 5.9).
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Figure 5.9: Product page on Site 3

5.6.2 Satisfaction questionnaire

Site 3 was the only site with a negative rating for two of the purchasing process

statements. These related to difficulties in changing customer information and

difficulties in altering the content of the shopping cart. However, Appendix 25

shows that site 3 had the highest number of users who successfully completed the

task of changing the content of the shopping cart (Task 3). The same number of

users successfully changed the shipping address (Task 5). These findings mean that
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users were not satisfied with site 3 even though most of them performed the related

tasks on it more successfully than on the other sites.

Users were more satisfied with site 1 in comparison to site 2 regarding two
statements: having an easy purchase process, and being easy to change the content

of their shopping cart.

Users identified a significant problem in sites 1 and 2 that related to their
compulsory registration (Appendix 30). Users preferred not to register on the site

before purchasing as indicated from the rating of two statements (15, 16).

5.6.3 Open-Ended questions (satisfaction questionnaire)

The users identified two usability problems that were also identified by the
performance data and observation (the difficulty in distinguishing between required
and non required fields, and the session problem) (Appendix 33). These are

explained in Section 5.6.1.

However, users identified a further usability problem on site 1 that was not
identified by the performance data and observation. This was that the ordering
process was long and users found the ‘checkout’ link was displayed twice on two
different successive pages (the Add to Cart End and Checkout pages). They

indicated that this increased the number of pages in the purchasing process.

5.6.4 Heuristic evaluation

The heuristic evaluators identified a number of usability problems regarding
obstacles and difficulties that users might face while interacting (i.e. entering,
updating or deleting information) with each site (Appendix 34). Problems were also
identified by the user testing. The common problems identified were: the difficulty
in knowing what information was required for some fields on site 2; the long
ordering process on site 1; the session problem on site 3; and the illogical required

fields on sites 1 and 3.

However, the heuristic evaluators did not identify several usability problems

that were identified by the user testing. These included:

e The heuristic evaluators identified the difficulty in knowing what

information was required for some fields on site 2, but they did not identify
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this problem on site 1 with the ‘free shipping coupon’ field. The reason for
this was because this coupon information was displayed on site 1 after a new
user registered on the site (after thanking the user for his/her registration) in
a small font (Figure 5.10). The heuristic evaluators considered this
information to be clear and felt that it did not represent a problem while
most users did not even notice it. The location of the coupon information, or
the font, or users’ experience might be reasons behind the coupon

information being missed by users.
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Figure 5.10: Thank you for registration page on Site 1

The difficulty in distinguishing between required and non required fields on

sites 2 and 3. This problem is explained in Section 5.6.1.

The problem regarding the difficulty in knowing what was the required link

to click on sites 1 and 3. This problem is explained in Section 5.6.1.

The problem that expected information was not displayed after adding the
product to the cart on sites 1 and 3. This problem is explained in Section

5.6.1.

160



Chapter Five: Usability Problem Areas

The heuristic evaluators identified additional problems regarding the

purchasing process that were not identified by the user testing. These included:

The fact that it was not easy to logon to the site on site 1. This problem
related to the fact that site 1 used both an account number and an email for
logging on to the site. This could be inconvenient as well as problematic for
users to remember their account number. The heuristic evaluators indicated
that it would be better for the site to use a password as it is easy to forget
account numbers. This problem was not identified by users because all the
users were new users who registered and were automatically logged on to
the site after their registration. They did not try subsequently to log on to the

site.

The problem that no confirmation was required if users deleted an item from
their cart was identified on the three sites. This problem was not identified

by users because users did not try to delete an item during the user testing.

The long registration page problem was identified on site 1. The registration
form had many fields which had to be filled in by the users. This problem
was not identified by the user testing because either users did not have the
experience to provide this comment or users were not asked specifically

about their opinion of the registration form.

The heuristic evaluators reported additional functions/information that were

not included in the three sites regarding the purchasing process. These functions are

listed in the missing capabilities category in Appendix 34.

5.6.5 Heuristic checklist rating

The negative rating of all the purchasing process statements indicated either

obstacles/difficulties that users might face while interacting with a site (by

purchasing or updating information) or missing capabilities in the site:

Site 3 had obstacles related to not having an easy purchasing process, not
being easy to change customer information and not being easy to change the
content of the shopping cart. The reasons behind these obstacles related to
the purchasing problems identified by the heuristic evaluators on this site, as

well as to other problems that influenced users’ interactions (i.e. navigation,
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content, design and architecture problems) (Appendix 34). Site 3 did not
display important information such as how to order, what to do if there were
problems with delivery, and the procedure for cancelling an order. Also, this

site did not support a variety of delivery methods.

e Site 2 did not display appropriate clarification about problems with delivery

(i.e. non-delivery or late delivery).

e Site 1 had obstacles that related to not having an easy purchasing process.
The reasons behind these obstacles were identified by the heuristic
evaluators and listed in the purchasing process problem category (Appendix
34). Site 1 did not display how to order information. The site also did not
support a variety of delivery and ordering methods, as well as not supporting

sending a product to another address.

5.6.6 Google Analytics

Metrics related to the purchasing process provided potential indications of usability
problems in the overall purchasing process of the three sites. For example, the low
values of the order conversion rate metrics (Appendix 13, metric 11) of all sites
indicated that few visits resulted in an order. When viewed alongside, the relatively
low values of the percentage of high time spent visits metrics (Appendix 13, metric
3), this suggests that few visitors were engaged in purchasing activity on the three
sites. The low cart completion rate and checkout completion rate metrics (Appendix
13, metrics 25 and 27) also suggest that the three sites had usability problems in

their purchasing processes.

These findings agreed with the user testing and heuristic evaluation methods
as discussed in the previous sections (Sections 5.6.1-5.6.5), where the users and the
heuristic evaluators experienced problems with the purchasing process of all three
sites. However, the user testing and heuristic evaluation methods identified the
specific usability problems regarding obstacles and difficulties that users might face

while trying to make a purchase.

A similar issue was found with specific pages that make up the purchasing
process. The metrics indicated that users were not only having difficulty in

completing the purchasing process, but that they were also having difficulty in
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beginning or starting the process. Two purchasing process metrics (cart start rate

and checkout start rate) and the funnel report indicated potential usability problems

in this area:

The low value of the cart start rate metric (which showed few users added
anything to the shopping cart) (Appendix 13, metric 24) suggests that sites 1
and 2 had usability problems on their product pages. This was confirmed by
the user testing and the heuristic evaluation methods. The performance data
and observation, and the heuristic evaluation methods identified a navigation
problem (misleading link) in this page (on site 1). The performance data and
observation, the qualitative data from the satisfaction questionnaire and the
heuristic evaluation methods identified an inappropriate design problem in
this page (on site 2). The qualitative data of the satisfaction questionnaire,
together with the heuristic evaluation methods, identified two content
problems in this page related to inaccurate information and missing

information concerning products (on sites 1 and 2).

The values of the checkout start rate metrics were lower than the values of
the cart start rate metrics (Appendix 13, metrics 26 and 24). This means that
some customers, who added a product to a shopping cart, did not begin the
checkout/payment process. This suggests that the pages containing the ‘go to
checkout’ button had usability problems. Although site 3 did not support
data to enable comparisons to be made between its cart start rate and its
checkout start rate, the low value of its checkout start rate metric indicated
potential usability problems on the page that included the checkout button.
These findings indeed confirmed by the user testing and heuristic evaluators.
The performance data and observation, the qualitative data from the
satisfaction questionnaire and the heuristic evaluation methods confirmed
that pages in all the sites that included the checkout button had usability
problems. These problems related to navigation, content and the purchasing

process.

More information about the purchasing process was obtained by the funnel

reports, which were used to identify possible usability problems regarding specific

pages in the purchasing process of the three sites; these were confirmed by the user
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testing and heuristic evaluators. An example of how the funnel was used is
illustrated in the following example: The statistics of the sign-in page of site 1
showed that few visitors (33%) proceeded to the next step in the purchasing process
(Appendices 14 and 17). Instead, many visitors went to the ‘forgot account number’
page to get their account number (18%); left the site (13%); or went to the ‘login
error’ page by entering wrong login information (11%). Therefore, the usability
problem inferred from these statistics was that it was not easy for visitors to log into
the site through the sign-in page. The heuristic evaluators also had difficulties
logging into site 1 because the process requires both an account number and an
email address, as discussed in Section 5.6.4. The evaluators indicated that this is

cumbersome and that users may have difficulty remembering their account details.

The funnel report provided indications of other potential usability problems
on other specific pages on the three sites (Appendices 38-40). These problems were
also identified by the user testing and heuristic evaluators. The following are the

potential specific usability problems that were identified using the funnel report:

e The funnel report indicated that site 1 had two potential usability problems
related to difficulty in knowing what was required for some fields and not
displaying information that was expected after adding products to the cart.
These two problems were identified only by the performance data and the
observation method. However, the funnel report also identified the first of
these problems in the last page of the purchasing process of site 1. This page
was not investigated either by the users or the heuristic evaluators because it

required the insertion of credit card data.

e The funnel report indicated two potential problems that were identified only
by the heuristic evaluation method. These problems related to the fact that
site 1 had a long registration page, and that the Shipping Method page on
site 1 had inappropriate page design.

e The funnel report indicated a potential problem that was identified by the
qualitative data of the satisfaction questionnaire and the heuristic evaluation

methods; this related to the long ordering process of site 1.
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e The funnel report indicated that site 1 had illogical required fields. This
problem was also identified by the performance data and observations, as

well as by the heuristic evaluation methods.

¢ The funnel report indicated potential problems related to the fact that site 1
had compulsory registration. This problem was also identified by the
quantitative data from the satisfaction questionnaire and the heuristic

evaluation methods.

5.6.7 Summary of purchasing process problems

No method was the best in identifying purchasing process problems because no

method identified all such problems.

The user testing methods identified eight (out of eleven) purchasing process
problems. The performance data and observation method were the best and only
methods that identified problems related to entering and updating information, and
the problem of not displaying a confirmation after users had added products to their
cart. This method was also good in identifying the session problems and the
existence of required fields that were illogical. The quantitative data from the
satisfaction questionnaire were good in identifying one problem that related to
compulsory registration while the qualitative questionnaire data were good in
identifying problems related to the long ordering process, in addition to the session

problem and some of the entering-information problems.

The heuristic evaluation method identified seven (out of eleven) purchasing
process problems. This method was the best and only method that identified
problems related to it not being easy to log into the site, problems when deleting
items from the cart, and long registration pages. This method was also good in
identifying session problems, long ordering processes, illogical required fields and

problems regarding compulsory registration.

The analytics method was good in indicating the existence of usability
problems in the overall purchasing process and in the specific purchasing process
pages of the sites. This method was also good in indicating some specific usability

problems using the funnel report. However, other methods are needed to provide
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more detail about the specific problems on the sites overall and on the specific

pages.

5.7 Security and privacy problems

Only two of the six methods identified usability problems related to security and
privacy of the sites. These problems could not be identified from the behaviour of
users while interacting with the sites as they related to users’ feelings about their
confidence in the sites. Therefore, the performance data and observations, and the
analytics methods, were not able to identify this problem area. However, despite the
fact that the satisfaction questionnaire included statements regarding security and
privacy (statements 29,30, 31), this method did not identify any problems. These
statements indicated that users were confident concerning the security and privacy
of any site because these statements were either rated neutral or positive. The open-

ended questions of this questionnaire did not include a question regarding this.

5.7.1 Heuristic evaluation

The heuristic evaluators reported that site 3 did not indicate it was secure and
protected users’ privacy. This related to the fact that it did not display a security
guarantee or a privacy statement policy (Appendix 34). The heuristic evaluators
indicated that the current weak design of this site would prevent users from feeling
it is secure. The heuristic evaluators indicated that sites 1 and 2 displayed adequate
information regarding privacy and security statements. These sites used the secure

socket layer which reflects a good level of protection of privacy and security.

Comparing users’ ratings of the satisfaction questionnaire (regarding security
and privacy) with the heuristic evaluators’ comments, showed that users did not
have enough experience to judge the privacy and security of the sites. This is also
obvious in the answers in the users’ post evaluation questionnaires, as presented in

the previous chapter, Section 4.1.5.

5.7.2 Heuristic checklist rating

The negative rating of the two statements regarding security and privacy identified
the significant problem in site 3 that was identified through the heuristic evaluation
(Appendix 35). This related to missing information, which is explained in Section

5.7.1.
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5.7.3 Summary of security and privacy problems

The heuristic evaluation and the heuristic checklist methods were the best methods
for identifying problems related to security and privacy. None of the user testing

methods identified this problem. The analytics also did not identify this problem.

5.8 Accessibility and customer service problems

Five of the six methods identified problems related to the accessibility and customer
service of the sites. The satisfaction questionnaire did not identify any problems
regarding this area because this questionnaire did not include any statements related

to this topic.

5.8.1 Performance data and observation

Two tasks, 7 and 8, were related to finding customer support information. Task 7
related to finding ‘contact us’ information while Task 8 related to finding the

shipping information for a site.

In Task 7, there were statistically significant differences between the three
sites: F(2,38) = 4.369, p=.020. Site 1 had the highest mean time for this task and all
users successfully performed it (Appendices 24, 25, 28).

However, there were no statistically significant differences in Task 8, F(2,38)
= 2.364, p=.108 which most users failed to perform successfully (Appendices 25
and 28).

Task 8 asked users to find out how long it would take for them to receive their
order. Observation showed that users did not know where to find this information.
They did not recognise that this information was displayed on the Shipping
Information page. Users kept navigating, displaying different pages to try to find the
required information without success. Users went to the order preview page on each
site since they expected to find this information there. This shows that even though
most users lacked sufficient knowledge in dealing with e-commerce sites and
therefore in recognising the location of this information in such sites, the sites did
not make it clear where this information should be found. Therefore the
performance data and observation method identified a problems on the three sites

related to not being easy to find customer support information.
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The performance data and observation methods identified another usability
problem regarding accessibility and customer service on site 3. This problem
concerned inappropriate information and was identified on the FAQ page. The
problem related to the lack of information displayed on the FAQ page (Appendix
27).

5.8.2 Open-Ended questions (satisfaction questionnaire)

The users indicated that sites 1 and 2 did not support Arabic. Most users considered
the unavailability of an Arabic interface as a usability problem in these sites

(Appendix 33).

5.8.3 Heuristic evaluation

The heuristic evaluators identified two problems that were also identified by the
user testing. These related to the inappropriate information on the FAQ page of site
3 and the fact that sites 1 and 2 did not support more than one language (Appendix
34). However, the evaluators missed identifying the problem of not being easy to
find customer support information on the three sites that was identified by the
performance data and observation (which was related to finding the shipping

information).

The heuristic evaluators identified other usability problems using their

comprehensive guidelines:
e The three sites had the problem of not supporting more than one currency.

e Sites 2 and 3 had a problem regarding not supporting the sending of

comments from customers since they did not have a feedback form.
¢ Site 3 did not have a help/customer support-section.
¢ Inappropriate information on the FAQ page of site 1.

¢ [t was not easy to find help/customer support information on site 2. This was
due to the navigation and content problems identified on this site (Appendix

34).

The heuristic guidelines included a subcategory regarding the ease of finding

and accessing the site from search engines. The heuristic evaluators only used a
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Google search to check this subcategory due to time limitations. They found it was

not easy to find sites 2 and 3 from this search engine.

5.8.4 Heuristic checklist rating

The negative rating of all the accessibility and customer service statements
identified significant problems regarding the accessibility and customer service of

the three sites (Appendix 35):

e Site 3 had three significant problems: the accessibility of this site from
search engines was not good; it did not have appropriate content for the
FAQ section; and it did not support comments from customers (i.e. have a

feedback form).

e Site 2 had three significant problems: it did not support comments from
customers (i.e. have a feedback form); it did not support an appropriate
foreign language; and there were problems regarding its help/customer
support section (i.e. it was not easy to find this section; the layout of the
section was unclear and indistinct; it was not easy to search this section; and

it was difficult to navigate).

e Site 1 had two significant problems: it did not have appropriate content in

the FAQ section and it did not support appropriate foreign languages.

e A common problem identified on the three sites related to the fact that these

sites did not support appropriate foreign currencies.

5.8.5 Google Analytics

Prior to the analysis, the customer support pages were identified by the owner of
each site (12 pages for site 1, 18 for site 2 and 20 for site 3) (Appendix 13, Tables
10-12). The low information find conversion rate metric provided evidence that
visitors could not easily find and visit the customer support pages (Appendix 13,
metric 22 and Tables 10-12). This suggests that either the architecture of the sites

are at fault or the search facilities are poor.

These findings agreed with the findings from the performance data and
observations, and the heuristic evaluation methods. The performance data and

observations showed that users did not know where to find the shipping information
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on all the sites while the heuristic evaluation method identified navigation problems
on the three sites particularly with respect to customer support links being
misleading. On site 2, the heuristic evaluation also indicated that it was not easy to
find or navigate in the help/customer support pages (as indicated in Section 5.8.3).
However, the rating of this metric might also suggest that visitors were not

interested in visiting these pages.

The relatively high value of the feedback form conversion rate metric
(Appendix 13, metric 23) indicated that visitors to site 1 were interested enough to

send feedback to the web master. Site 2 and site 3 did not have feedback forms.

5.8.6 Summary of customer service problems

Neither the user testing methods nor the heuristic evaluation methods were best in
identifying all the problems related to accessibility and customer service. The user
testing methods together identified only some of the problems related to this area.
The performance data and observation was the best in identifying problems related
to it being difficult to find help/customer support information. The performance data
and observation was also good in identifying a problem related to the inappropriate
information provided within a help section/customer service. The qualitative data
from the satisfaction questionnaire was good in identifying other problem related to

sites not supporting more than one language.

The heuristic evaluation method was the only method that identified four
problems related to: it not being easy to find sites from search engines, not
supporting more than one currency, the lack of a customer feedback form and not
having a help/customer support section. This method was also good in identifying
problems related to inappropriate information provided within a help
section/customer service and the ability/inability to support more than one language.
However, this method missed identifying problems related to the difficulty in
finding customer support information. The heuristic checklist also identified
accessibility and customer service problems. This method identified one problem
related to it not being easy to find and access the sites from a search engine only on

the site that had the most serious problem.

The analytics method was good in indicating usability problems related to the

ability to find customer support pages.
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5.9 Inconsistency problems

Only three of the six methods identified usability problems related to the
consistency of the sites. This area could not be identified from the interaction of
users with the sites. Therefore neither the performance and observation data nor the
analytics identified this problem. The satisfaction questionnaire did not include

statement regarding this area.

5.9.1 Open-Ended questions (satisfaction questionnaire)

Users identified only one inconsistency problem on one site; the Arabic and English

interfaces on site 3 were inconsistent.

5.9.2 Heuristic evaluation

The heuristic evaluators identified a large number of inconsistency problems on all
sites. These problems included inconsistent position of the navigation menu on site
1, inconsistent colours and page layout alignment on site 2, and inconsistent page
layout, font colours and style, links colours, terminology, content, menu items,
design, page heading and sentence format on site 3. Appendix 34 lists the
description, as well as the location, of the problem on each site. The heuristic

evaluators found that site 3 had many inconsistency problems throughout the site.

5.9.3 Heuristic checklist rating

The negative rating of all the consistency statements identified significant problems

with inconsistency on sites 2 and 3 (Appendix 35):

e Site 3 had significant inconsistency problems with its page layout; the
justification of text; fonts; colours; terminology/terms; and the content on

the different language interfaces.
¢ Site 2 had significant inconsistency problems in its page layout.

e The heuristic evaluators rated sites 2 and 3 negatively for one statement
related to using different link colours rather than standard link colours.
However, the heuristic evaluators indicated that, if a site did not use a
standard link colour, this did not necessarily mean there was a usability

problem.
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5.9.4 Summary of inconsistency problems

All the heuristic evaluation methods (the heuristic evaluation and the heuristic
checklist) were the best methods for identifying large and detailed inconsistency
problems. Only one of the user testing methods (the qualitative data from the
satisfaction questionnaire) was good in identifying one of the inconsistency
problems. This was related to inconsistent content between Arabic and English

interfaces.

5.10 Missing capabilities problems

Only three of the six methods identified usability problems related to the missing
capabilities of the sites. The satisfaction questionnaire did not include any statement
that asked users about these issues. The performance data and observation and the
analytics could not indicate these issues as they are not related to users’ interaction

with the sites.

5.10.1 Open-Ended questions (satisfaction questionnaire)

Users identified only one problem related to missing capabilities of the sites; site 3

did not have an internal search facility.

5.10.2 Heuristic evaluation

The heuristic evaluators identified a large number of problems regarding missing
capabilities on the three sites. They indicated that sites 1 and 2 did not have links to
useful external resources and did not have a site map. Furthermore, they stated that
site 1 did not display the content of its shopping cart on its top menu, did not
support delivery to another address, did not display information about delivery and
how to order, did not have alternative methods of delivery and its navigation menu
did not give a clear indication of the current page on display, while site 2 did not
display information regarding problems with delivery. The evaluators indicated that
site 3 did not have an internal search facility or a customer service section, did not
have alternative methods of delivery and also this site did not display information
regarding either payment options, how to order, problems with delivery or

cancelling an order. Appendix 34 listed the missing capabilities on the three sites.
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5.10.3 Heuristic checklist rating

The negative rating of seven statement identified significant problems related to
missing capabilities on the three sites (Appendix 35). These problems related to the

problems listed by the heuristic evaluators and displayed in Appendix 34.

5.10.4 Summary of missing capabilities

The heuristic evaluation and the heuristic checklist methods were the best in
identifying problems regarding large and detailed missing capabilities. One of the
user testing methods identified one problem regarding missing capabilities. This
was the qualitative data from the satisfaction questionnaire and the problem related

to the unavailability of an internal search.

5.11 Conclusion

This chapter has illustrated the effectiveness of the six usability evaluation methods
that were employed in this research with regard to their ability to identify specific
usability problems. The effectiveness of the methods was discussed in terms of ten

main usability problem areas/problem themes and their corresponding sub-themes.
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Chapter Six: A Framework to
Evaluate the Usability of E-

commerce Sites

This chapter illustrates how the aim of this research was achieved by developing a
framework to evaluate and identify usability problem areas of e-commerce websites.
The chapter explains how the framework was suggested based on the results
obtained from an analysis of the three methods employed in this research and
presented in the previous chapter (Chapter 5). First of all, the chapter reviews the
costs of employing the three methods and then presents the proposed framework.
This is followed by an evaluation of its usefulness. The chapter finally suggests an

enhancement to the suggested framework.

6.1 Comparative costs

The cost of employing the three methods (heuristic evaluation, user testing and the
Google Analytics tool) was estimated in terms of the time spent designing and
analysing each of these methods. The approximate time specifically related to the
time the researcher spent while conducting each method including: time for setting
up and designing the research tools, collecting and analysing data. This section

reviews the approximate time taken for each method. It is should be noted that the
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times for the collection and analysis of data given in Table 6.1, represent the

average time taken per site.

Table 6.1. Comparative costs for the three methods.

Heuristic User Google
Evaluation Testing Analytics
Setup and Design of
Research Tools 128 hours 136 hours 8 hours
Collecting Data 15 hours 20 hours 0 hours
Analysing Data 104 hours 170 hours 352 hours
Total Time 247 hours 326 hours 360 hours

6.1.1 Heuristic evaluation method

The approximate time taken to design and analyse the heuristic evaluation method

was 247 hours. This included:

Setup and design time: A total of 128 hours was spent recruiting web experts
(8 hours) and designing the heuristic guidelines (120 hours) that were used

by the web experts.

Time spent collecting data: A total of 15 hours was spent taking detailed
notes from the five web experts who participated in the study over five

sessions; each session took approximately 3 hours.

Time spent analysing data: A total of 104 hours was spent transcribing the
web experts’ comments, writing out the usability problems (80 hours), and

statistically analysing the heuristics checklist (24 hours).

6.1.2 User testing method

The approximate time taken to design and analyse the user testing method was 326

hours. This included:

Setup and design time: A total of 136 hours was spent recruiting typical
users (16 hours) and designing users’ tasks and questionnaires (pre-test and

post-test questionnaires) (120 hours).

Time spent collecting data: A total of 20 hours was spent in users’ sessions
observing users, taking notes, and in distributing and collecting the

questionnaires; each session took approximately one hour.
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¢ Time spent analysing data: A total of 170 hours was spent transcribing the
observation data and users’ comments, and in writing up the usability
problems (90 hours). A further 80 hours were spent statistically analysing

the performance data and questionnaires.

6.1.3 Google Analytics method

The approximate time taken to design and analyse the Google Analytics method was

360 hours. This included:

e Setup and design time: A total of 8 hours was spent installing the required

script and configuring the key business processes.

e Time spent collecting data: Google Analytics software automatically
collected users’ interactions for three months. Therefore, the time the

researcher spent collecting these data was considered to be zero.

e Time spent analysing data: A total of 352 hours was spent identifying the
key metrics (calculated using Google Analytics software) that indicate areas
with usability problems (232 hours), calculating the web metrics, and
interpreting the metrics’ values and the Google Analytics’ reports (120

hours).
See Table 6.1 above.

The total time taken to identify usability problems using the three methods
was high (933 hours), with the Google Analytics method requiring the highest total

time in comparison to the user testing and heuristic evaluation methods.

The results, however, showed that the Google Analytics method cost less in
comparison to the other methods in terms of the total time required for setup, design
and the collection of data. This is because it did not require the involvement of users
or web experts, or the design of specific users’ tasks, questionnaires or guidelines as
was the case with the user testing and heuristic evaluation methods. Furthermore,
the long time that was spent on the analysis of this method was related to the fact
that there was no specific matrix of web metrics that could be used in indicating
areas of usability problems. Therefore, much of the time was taken up finding out
and determining an appropriate matrix of web metrics and discovering how the

combination of metrics indicated areas of usability problems after examining each
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metric (as explained in Chapter 4). However, if this factor is taken out (because it is
an entry requirement), then the time taken by the Google Analytics method was
considerably less (120 hours). These 120 hours constitute the ongoing cost that is

required to calculate and interpret the specific matrix of web metrics.

These results, in addition to the results regarding the types of problem that can
be identified using each of these methods (explained in Chapter 5), suggested a
framework that could be used to evaluate the usability of e-commerce sites
according to specific areas. This could reduce the time needed to employ the three

methods: i.e. the user testing, heuristic evaluation and the Google Analytics tool.

6.2 An Evaluation framework for the usability of e-commerce websites

An evaluation framework consisting of four steps was suggested. This is aimed at
the managers of e-commerce companies who might be interested in identifying

usability problems on their sites and improving their design to meet users’ needs.

Before reviewing the steps of the framework, the importance of this
framework is worth mentioning. This relates mainly to two issues. The first is
related to the reduction of the cost of employing two usability methods (user testing
and heuristic evaluation) by using the framework. The second is related to the
illustration provided by this framework regarding the specific types of problem that

could be identified by the two usability evaluation methods.

6.2.1 Reduction of the cost of employing usability evaluation methods

The suggested framework will provide optimum results regarding the identification
of comprehensive usability problem areas on an e-commerce website with minimum
input regarding the cost of and time spent employing usability evaluation methods.
Specifically, this framework involves Google Analytics software as a pre-evaluation
tool before employing user testing and/or heuristic evaluation methods in the
usability evaluation of an e-commerce website. This tool, by employing the specific
matrix of web metrics presented in Chapter 4, will highlight usability problem areas
in the e-commerce site in a short time and therefore at a low cost (i.e. only 120
hours, as reviewed in Section 6.1.3). This will therefore help in guiding the
evaluation process, as well as reducing the time that would be taken by user testing

and/or heuristic evaluation in identifying these usability issues. For example, this
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could reduce the number of users required to deploy user testing or reduce the
extent of the heuristics given to evaluators, offering an opportunity to focus more on
identifying specific problem areas on the site. Also, the involvement of this tool will
provide useful information regarding the current users of a site and the site’s
performance which could not be collected by using either a user testing or heuristic

evaluation method.

6.2.2 Specific types of problem identified by usability methods

The suggested framework describes the specific types of usability problem that
could be identified by the user testing and heuristic evaluation methods. This
facilitates decision making regarding which of these methods to employ: i.e. user
testing, heuristic evaluation or these two methods together in order to identify
usability problems on an e-commerce website. The selection of the methods will

depend on the types of problem identified by them.

The suggested framework is shown in Figure 6.1 and involves the following

steps:
Step 1:

This is a preparatory step in order to use Google Analytics software to track the
traffic flows of a website. It includes inserting Google Analytics code in the pages to
be tracked and configuring Google Analytics software. Before configuring this tool,
it is necessary to identify the key business processes and the most logical path (the
required pages) users are expected to go through to complete these processes. This
identification can be undertaken by the manager of the site. Then, Google Analytics
software can be configured by adding these processes and their expected paths.
After this, Google Analytics can be used to start tracking users’ interactions with the
site for a specific time, depending on the time the manager of a site has set aside to

redesign the site.
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Step 1

Track the usage of an
e-commerce website - Google Analytics

l

Step 2
Identify general potential
Web Metrics - u_sability problem areas ona
site overall and on specific
/ :
Step 4 \ Step 3

Redesign l Usability Methods

’4 \

Use user testing and/or
Redesign the site and heuristic evaluation methods to
improve its usability identify the specific usability
problems on the specific areas
and pages based on the
effectiveness of those two
methods

Figure 6.1: A framework to evaluate the usability of an e-commerce website
Step 2:

This step involves the use of the suggested matrix of web metrics (summarised in
Chapter 4, p.124) to measure the site’s usage in order to obtain a clear picture of the

general usability problems on the site overall and on specific important pages.

When using the matrix of metrics the idea is that the evaluator identifies
metrics with values that may indicate problems (i.e. low value for percentage of
high or medium click depth visits or high value of bounce rate). Then by noting
which metrics are problematic, Figure 4.1 can be used to identify if the likely
problem is navigational, architectural, search related, etc. For instance, if a site has
low values for average number of page views per visits and percentage of high or
medium click depth visits metrics together with high values for bounce rate, average
searches per visits and percent of visits using search metrics, then this indicates a
navigational problem. However, if a site has low values for average searches per
visit and percent of visits using search metrics together with high values of average
number of page views per visits, percentage of high or medium click depth visits and
search results to site exit ratio metrics, then this indicate a problem with the internal

search of the site
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The matrix will help to investigate:

The general usability problem areas on a site (i.e. navigation, architecture,

content or design).

The usability of the internal search of the site.
The usability of the top landing pages of the site.
The usability of the top content pages of the site.
The usability of the top exit pages of the site.
The ability to find customer support information.

The usability of the purchasing process of a site overall and the usability of

specific pages in the purchasing process.
Furthermore, using the matrix will help to obtain a description regarding:

The site’s visitors in terms of: their return behaviour, the characteristics of
the computers and Internet browsers used by those visitors, and the
connection speed of their network. The browser characteristics include:
language, operating systems, browsers, screen colours, screen resolutions,

flash versions and Java support.

The financial performance of the site in terms of the site’s ability to generate

revenue and to cross-sell.

These two categories will add supplementary information to the understanding

of the overall usability of a site.

This step will result in:
The identification of potential usability problem areas on a site overall.

The identification of specific pages on the site that appear to have potential
usability problems. These pages will include pages encountered by visitors
while completing the identified key business processes (i.e. those identified
in Step 1). Entry pages, mostly viewed pages and exit pages that have

potential usability problems will also be identified.

The description of the site’s visitors and its financial performance.
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Step 3:

This step involves employing user testing and/or the heuristic evaluation method in
order to identify specific usability problems in particular areas and pages (resulting
from Step 2). The decision regarding which method(s) to employ (i.e. user testing,
heuristic evaluation or these two methods together) is based on understanding the
effectiveness of these methods in identifying specific usability problem areas on a

site by using Table 6.2.

Table 6.2 shows ten main usability problem areas, their corresponding sub-
areas and the method(s) that can identify such problem sub-areas, that might fail to
identify some problems in the area, or that cannot identify these problems. The

description of each problem sub-area was discussed in Chapter 5.

The table helps companies choose appropriate methods and tasks for the
evaluators. For instance, if Step 2 suggests a navigational problem, then the
evaluator should make a judgment on whether this may be related to misleading
links or broken links and if misleading links then the table indicates that this should
be investigated by user testing, but if broken links then the table indicates that this
should be investigated by heuristic evaluation, and if misleading links and broken

links then the table indicates that these should be investigated using both methods.

This step will result in identifying specific usability problems on the site
overall and on the specific pages that are important for the site’s manager and for

the visitors.
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Table 6.2. Summary of the specific problem areas and sub-areas identified by the user testing
and heuristic evaluation methods

Usability Problem Usability Problem Sub-Area User Heuristic
Area Testing Evaluation
Misleading links W N
Links were not obvious W N
Navigation Problems Broken links N W
Weak navigation support N W
Orphan pages N N
Inaccurate results W W
Internal Search Limited options W W
Problems
Poor visibility of search position W
Poor structure W W
Architecture Problems  Illogical order of menu items W
Illogical categorisation of menu items W
Irrelevant content N W
Inaccurate information W W
Content Problems Grammatical accuracy problems W
Missing information about the company W
Missing information about the products N W
Misleading images W WV
Inappropriate page design W N
Unaesthetic design N W
Inappropriate quality of images W
Design Problems
Missing alternative texts N
Broken images N
Inappropriate choice of fonts and colours N W
Inappropriate page titles N
Difficulty in knowing what was required for W N
some fields
Difficulty in distinguishing between W
required and non-required fields
Difficulty in knowing what links were W
needed to be clicked
Long ordering process W N
Session problem W W
Purchasing Process
Problems Not easy to log on to the site W
Lack of confirmation if users deleted an W
item from their shopping cart
Long registration page W
Compulsory registration W W
Illogical required fields W N
Expected information not displayed after W

adding products to cart
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Usability Problem Sub-Area

Usability Problem User Heuristic
Area Testing Evaluation
Security and Privacy Lack of confidence in security and privacy AV
Problems
Not easy to find help/customer support W N
information
Not supporting more than one language W N
Not supporting more than one currency W
Accessibility and I e informati rded withi
Customer Service napproppdte information Prov1 ed within a N W
Problems help section/customer service
Not supporting the sending of comments W
from customers
Not easy to find and access the site from W
search engines
Inconsistency Inconsistent page layout or style/colours/ N W
Problems terminology/content
Missing capabilities Missing functions/information v W

Problems

\: Good identification of the specific problem area
\: Missed identification of some of the specific problem areas
Blank: Could not identify the specific problem area

Step 4:

This step involves redesigning the site and improving the usability problems
identified by Step 3. The description of the site’s visitors obtained in Step 2
regarding the characteristics of the computers and Internet browsers and the
connection speed of the current visitors, are also taken into consideration. Then, the
usage of the site is tracked, moving to Step 2 in order to investigate improvements

in the financial performance of the site and/or to identify new usability problems.

6.3 Evaluating the usefulness of the suggested framework

In order to evaluate the usefulness of the suggested framework, two approaches
were considered. The first related to asking the three companies that were involved
in this research to redesign their sites based on the outcomes of the methods. The
intention was to test the suggested framework by repeating the data collection
process. Specifically, it was intended to ascertain whether the framework would
reduce the time required for employing the three methods (user testing, heuristic
evaluation and the Google Analytics methods) and to test whether the component
parts of the framework would identify the expected specific usability problems
areas. The second approach related to obtaining qualitative feedback on the
usefulness and effectiveness of the suggested framework from a company

perspective.
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The second approach was taken because none of the companies agreed to
redesign their websites in the time required for this research. These companies are
privately owned and they indicated that redesigning their sites would be very costly
and did not suit their short-term plans. The results related to each website were
presented in reports (Appendix 41 is an example of one report that was sent to
company 1). These results were organised according to usability problem areas and
a recommendation was made for each specific problem. The report also included an
overview regarding the methods that were employed in this research and the time
taken in designing and analysing these methods. These reports were sent to each
company, together with the suggested framework. This was followed by an
interview conducted with each site’s manager. During the interviews, and after
discussing the results, the usefulness of the framework was tested using the
questions shown in Appendix 42. The results obtained from the interviews with the

managers concerning testing the usefulness of the framework are presented below.
The usefulness of usability evaluation

All the companies agreed that the usability evaluation of their websites was useful
and was an important technique. All the companies were interested in gaining the
knowledge regarding the usability methods that were employed in this research, and
in their ability to identify the large number of problems on their sites. They
indicated that they did not have any knowledge regarding usability evaluation
methods before taking part in this research. Two of the companies (companies one
and two) indicated that they were using other methods to collect feedback from their
customers regarding what they liked or disliked on their websites. They used
survey-by email which was sent to their customers more than once. The companies
were interested in receiving useful information about the weaknesses of their
websites by taking part in this research and by trying these new methods. After
receiving the results, they said that there was no comparison between the results
gained from employing the usability evaluation methods and the survey that they
generally use. The usability evaluation methods provided them with rich, useful and
detailed information which was above their expectations. These companies were

glad they had decided to take part in this research.
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The usefulness and expectations of the results

All the companies indicated that the results were very useful, interesting and
unexpected. None of them expected the number and types of problem that were

identified on their sites.

Two of the companies (companies one and two) indicated that once they
received the results, they fixed certain problems on their websites which were easily
implemented. The recommendations that were presented with each problem in the
report that was sent to them encouraged them to correct these problems. The
companies provided examples regarding the problems that were dealt with. For
example, company one reported that they fixed eight problems: two relating to the
navigation area and six related to the content area (see Appendix 41, Report 1, 1.1.2,
1.1.5, 2.1.3, 2.2.1, 2.31, 2.3.2, 2.3.3 and 2.3.4). Company two reported that they
fixed four problems: two related to the navigation area and two related to the
content area. Furthermore, these companies indicated that they are in the process of
fixing the different types of problem included in the report with priority being given
to all the purchasing process problems. They stated that addressing the problems is

now within their short-term plans.

Company three, however, did not indicate that they had fixed any problems on
their website based on the outcomes of this research, in spite of having stated that
they did not expect their site to have such a large number of problems. However,
they did say that it was their intention to make major changes to the design of their
site shortly. The large number of problems and the recommendations encouraged

this company to take this decision.

The companies’ feedback regarding the problems that were fixed, and the
decision these companies made regarding fixing the other types of problem,

represent further evidence of the usefulness of the results.
The usefulness and applicability of the suggested framework

All the companies agreed that the suggested framework is useful and applicable.
However, the readiness of companies to apply this framework varied among them
because of variations in their resources. Companies one and two stated that, despite
the fact that employing the framework would require additional cost and effort

which was not within their plan, they were willing to employ it within their
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capabilities in order to improve the usability of their websites. These two companies
had an e-commerce department which included a team of developers and designers
who were headed by a manager. These companies stated that they were planning to
apply the framework. They also indicated that they would use the usability methods
within their capabilities by asking their e-commerce team to employ and analyse the
usability methods. The e-commerce site of company 3 was developed and updated
by one web specialist who took instructions directly from the manager. Therefore,
company 3 indicated that currently they do not have sufficient resources to conduct
the usability methods and apply the suggested framework. However, this company
indicated that they are planning to recruit a team of web specialists in order to
redesign their website, taking into consideration all the usability problems and
recommendations that resulted from this research. After redesigning their site, and
with the help of a new team to be recruited, they said they would consider applying

the suggested framework.

The three companies indicated that the illustration of the specific types of
problem that can be identified by the two evaluation methods (user testing and
heuristic evaluation) which are part of the suggested framework, was one of the
main reasons that would encourage them to apply the framework. This was related
to the fact that these companies did not have prior knowledge regarding the
usability methods and type of problems these methods are able to identify.
Therefore, the summary of the problem areas and sub-areas that were identified by
these methods encouraged the companies to consider applying the suggested

framework in the near future.
The usefulness of Google Analytics and the suggested matrix of web metrics

All the companies believed that using the suggested matrix of web metrics with
Google Analytics software would be a good approach to indicate quickly potential
usability problems on their sites; this would facilitate them in employing the

usability methods to validate these potential indications.

Interestingly, company 3, which indicated that they currently did not have
enough resources to employ the suggested usability evaluation methods, indicated
that they are planning to keep Google Analytics software for tracking the usage of

their site; they also intended to continue monitoring the usage of their site using the
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suggested matrix of web metrics. According to company 3, using the suggested web
metrics would not require additional human resources, in spite of the fact that
interpreting the web metrics will require some effort. The other two companies are
also interested in continuing to monitor their sites’ activities all the time using the
suggested matrix of web metrics and specifically after redesigning their sites. This
will help them to monitor any improvements and to keep them informed regarding

indications of potential usability problems.

It is worth mentioning that company 1 indicated that they were using Google
Analytics before participating in this research. Company one had installed the basic
code of Google Analytics on their pages and were using this software to obtain
statistics and information regarding the usage of their site. Specifically, they used
Google Analytics to monitor the number of visitors and their geographical location.
However, they had not installed the e-commerce code of Google Analytics software
which helps to collect statistics regarding the e-commerce transactions of their site.
Also, they did not use the goal and funnel options of Google Analytics which help to
monitor whether or not their site achieves their goals. This company was grateful
for the idea of the suggested web metrics as this facilitated the monitoring of the
activities on their site. It also provided them with useful information which they

were otherwise unable to obtain.
Types of problem the companies were interested to identify

The companies, by referring to their results which were categorised in terms of the
specific problems themes and sub-themes, reported the specific types of problem
they were interested or not interested in identifying on their websites. They also

indicated the methods which they would employ to identify these problems:

e Company one reported that they were interested in all the navigation,
internal search, content and purchasing process problems that were
identified by the user testing method. This company also was interested in
one design problem that related to inappropriate page design; this was
identified by user testing. Regarding the problems that were identified by
heuristic evaluation, this company reported only one design problem that
related to missing alternative text. However, company one was not interested

in identifying three problems which the heuristic evaluation method was
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more effective in identifying. These related to the position of the internal
search facility of their site which was not obvious, and two design problems

related to misleading images and unaesthetic design.

Company two reported that they were interested in all the navigation,
internal search, content, design and purchasing process problems that were
identified by the user testing. This company was also interested in one
accessibility and customer service problem which related to it not being easy
to find help/customer support information; this problem was identified by
the user testing. Regarding the problems identified by heuristic evaluation,
this company reported that they were interested in identifying all the
purchasing process problems identified by this method. They stated that they
aimed to improve the overall purchasing process of their website and
therefore they were interested in fixing all these problems. Company two
was not interested in identifying four problems. They related to one
structural problem which concerned the illogical order of menu items, one
design problem regarding unaesthetic design, and two accessibility and
customer service problems that related to the failure of the site to support the
sending of comments from customers and the fact that it did not support
more than one currency. The heuristic evaluation method was more effective

in identifying these four problems.

Company three reported that they were interested in all the problems that
were identified on their website by both the user testing and the heuristic
evaluation. They explained the reason for this by indicating that they were
planning to make major changes in their website. Therefore they were
interested in fixing all the problems which, from their perspective, were
important and should be fixed. They will employ first heuristic evaluation

followed by user testing.

Comprehensiveness of specific problem areas and/or sub-areas

All the companies indicated that the problem areas and sub-areas that were

identified by this research and presented in the suggested framework were

comprehensive and detailed. They covered all the areas on their websites and

provided details regarding the weaknesses of their sites.
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6.4 Enhancement of the suggested framework

An enhancement of the suggested framework was undertaken. It was noted that the
illustration of the specific types of problem that were identified by the user testing
and heuristic evaluation methods, which is part of the framework, was useful and
would facilitate the selection of one or two methods to be employed by the
companies, as revealed by the results of testing the framework. However, it was
inferred from the qualitative feedback from the companies that there is a need to
provide more explanation of the 44 specific problems with regard to their
importance. This would help the companies prioritise the fixing of the problems on
their sites. This was inferred when the companies were asked about the types of
specific problem on their sites they were interested or not interested in identifying
and the method that they would employ as a result. Therefore, it was suggested that
the number of problems identified by the user testing and heuristic evaluation

methods should be illustrated according to their severity level (major and minor).

To make the suggested enhancement to the framework, the usability problems
that were identified by the user testing and heuristic evaluation methods were
examined and classified by their severity: i.e. either major or minor. Major
problems included problems where a user made a mistake/error and was unable to
recover and complete the task on time. Minor problems included those where a user
made a mistake/error but was able to recover and complete the task in the allotted
time. Difficulties faced by the user while performing the required tasks, and which
were noted by the observer, were also considered minor problems. Major and minor
problems, generated by user testing, were identified by referring to the performance
data, the observation notes, the notes generated from reviewing the sixty Camtasia
files and users’ comments, and the post-test satisfaction questionnaire. Minor and
major problems generated by the heuristic evaluation were identified by matching

each identified problem with the severity rating obtained from the web experts.

It is worth mentioning that two methods were excluded in this stage of
analysis. These were the quantitative data obtained from the satisfaction
questionnaire and the quantitative data obtained from the heuristic checklist. In this
stage of analysis the aim was to count the number of specific problems identified
and the severity level of the problem. The quantitative data obtained from these two

methods only provided information regarding the existence or non- existence of a
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specific problem. However, with regard to a specific problem, these data did not
identify the specific location of the problem and how many problems a site had. For
example, the quantitative data could indicate if a site had a broken link problem, but
it was not possible to know how many broken links the site had. Therefore, to
ensure accuracy regarding the number and severity level of the specific problems
that were identified by the user testing and heuristic evaluation methods, the

quantitative data were excluded.

The following section involves three sub-sections which present the results of
the analysis regarding the number and severity level of the specific types of problem
identified by the user testing and heuristic evaluation methods. The first subsection
presents the number of usability problems that were identified by these methods.
The second subsection presents the number of usability problems with regard to
usability problem areas and finally, the third subsection presents how the framework

was enhanced.

6.4.1 Number of usability problems

A total of 246 usability problems were identified by the user testing and heuristic
evaluation methods on the three websites. Figure 6.2 shows the distribution of these
problems by each method and shows also the proportion of problems identified
commonly by both methods. This figure shows that the heuristic evaluation was
more effective than user testing in terms of identifying a larger proportion of

problems.

User
Common Testing
Problems 9%
22%

Heuristic
Evaluation
69%

Figure 6.2: Distribution of usability problems identified by the two methods

An analysis of usability problems by level of severity showed that heuristic

evaluation was effective in uniquely identifying a large number of minor usability
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problems while the user testing was effective in uniquely identifying major
problems. Table 6.3 shows the number of problems, by severity level, that were
identified by these methods. Interestingly, the common problems identified by these
methods were divided into two categories: the first includes common problems
where there was an agreement regarding their severity level between the user testing
and heuristic evaluation methods, while the second includes problems where there
was no agreement between the two methods concerning the problems’ severity
level. Table 6.3 shows that there was agreement between these two methods
regarding the severity level of 39 problems, while there was no agreement for 14
problems. The 14 problems included problems which were identified as major by
user testing while they were identified by minor by heuristic evaluators and vice
versa. This offers evidence regarding how the web experts could not predict the role
of users; they claimed that some problems might cause a task failure while they did
not actually influence the completion of tasks and users’ ability to recover from
these problems. On the other hand, the web experts identified some problems as

minor ones while these problems were major for users and caused task failure.

Table 6.3: Distribution of usability problems identified by the two methods by severity

Usability Method Minor Major Total
Problems Problems
User Testing 2 (10%) 19 (90%) 21
Heuristic Evaluation 159 (92%) 13 (8%) 172
Common Agreed Severity 29 (74%) 10 (26%) 39
Problems Not agreed 14 14
Severity
Total Number of Problems 246

6.4.2 Number of usability problems with regard to usability problem areas

This section reviews the number of minor and major problems identified by the user
testing and heuristic evaluation methods employed in this research. It uses the
problem themes that were generated from the analysis to explain which methods
were able to identify usability problems related to each problem theme. Figure 6.3
shows the distribution of usability problems that were uniquely and commonly
identified by the two methods with respect to a number of usability problems
relating to the ten problem themes. Figure 6.3 shows that the heuristic evaluation
method was more effective in identifying a large number of problems compared to
user testing with respect to all the problem themes, with the exception of one:

purchasing process problems. In this problem theme, user testing identified a larger
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number of problems. This figure also shows that user testing uniquely identified
problems related to four problem themes. These included: navigation, design, the

purchasing process and accessibility and customer service.

40 @ User Testing
35 - B Heuristic Evaluation

O Common

Figure 6.3: Distribution of usability problems identified by the two methods by number and
types of problem
The following subsections review, with regard to each problem theme, the
effectiveness of each usability method in identifying each problem sub-theme in
terms of the number of problems identified and their severity level. Problems
common to these methods, and problems missed by these methods, are also
highlighted. The description of the types of problem identified will not be discussed

here since they have already been discussed in Chapter 5.

6.4.2.1 Navigation problems

The results showed that the sites had major navigational problems relating to three
out of the five navigational problem areas. These related to misleading links, links
that were not obvious, and weak navigation support. The user testing method was
more effective compared to the heuristic evaluation in uniquely identifying major
problems related to the first two areas. However, the results showed that the

heuristic evaluation was more effective, compared to user testing, in uniquely
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identifying major problems related to the third area and minor problems related to
four areas. Table 6.4 shows the distribution of the number of specific navigation
problems identified on the three sites and their severity level. Regarding the
problems that were commonly identified by the two methods, there was an
agreement between the two methods regarding the severity rating of 8 out of 19

problems.

Table 6.4: Distribution of specific navigation problems identified by the two methods by the
number of problems and severity level

Common Problems

L. User Testing Heuristic Evaluation -

Navigation Agreed Severity Not

Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Misleading links 0 5 14 0 1 0 2

Links were not 0 2 13 1 0 2 6

obvious

Weak navigation 0 0 0 2 0 1 3

support

Broken links 0 0 3 0 3 0 0

Orphan pages 0 0 7 0 1 0 0

6.4.2.2 Internal search problems

The results showed that only one of the three internal search problems that were
identified on the sites was major (inaccurate results) and both the user testing and
heuristic evaluation methods identified this problem, as shown in Table 6.5. The
limited option problem, which was commonly identified by the two methods, was
minor. However, the other two problems that were uniquely identified by the
heuristic evaluators were also minor. These related to the not obvious position of the

search facilities and the inaccurate results of the search facility of site 3.

Table 6.5: Distribution of specific internal search problems identified by the two methods by
the number of problems and severity level

Common Problems

User Testing Heuristic Evaluation

Internal Search Agreed Severity Not

Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Inaccurate results 0 0 1 0 0 2 0

Limited options 0 0 0 0 2 0 0

Poor visibility of 0 0 1 0 0 0 0

search position
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6.4.2.3 Architecture problems

The results showed that among the three architecture problems that were identified
on the sites, only one problem was major (poor structure) and was commonly
identified by both the user testing and the heuristic evaluation (see Table 6.6). The
other problems that were uniquely identified by the heuristic evaluators and that

related to menu items were minor.

Table 6.6: Distribution of specific architecture problems identified by the two methods by the
number of problems and severity level

Common Problems

. User Testin, Heuristic Evaluation

Architecture & Agreed Severity Not

Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Poor structure 0 0 0 0 0 1 0

Tllogical order of 0 0 2 0 0 0 0

menu items

Illogical 0 0 1 0 0 0 0

categorisation of
menu items

6.4.2.4 Content problemsl

The results showed that the user testing method did not uniquely identify problems
relating to this area while the heuristic evaluators uniquely identified a total of 32
problems. Twelve problems were commonly identified by these evaluation methods
and were related to three specific content problems: some content was irrelevant,
there was some inaccurate information, and some product information was missing.
The two methods agreed on the severity of most of these common problems; two
major problems and nine minor problems (see Table 6.7). Furthermore, despite the
fact that the heuristic evaluators uniquely identified additional problems (28) related
to these three specific sub-themes, only two of them were major. It is worth noting
also that the other problems that were uniquely identified by the heuristic evaluators
which related to inaccurate grammar and missing information about the companies

were all minor.
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Table 6.7: Distribution of specific content problems identified by the two methods by the
number of problems and severity level

Common Problems
User Testing Heuristic Evaluation

Content Problems Agreed Severity Al\i'(:; d
Minor Major Minor Major Minor Major Segverity
Problems Problems Problems Problems Problems Problems

Irrelevant content 0 0 16 1 4 2 1

Inaccurate 0 0 0 1 2 0 0

information

Grammatical 0 0 2 0 0 0 0

accuracy problems

Missing information 0 0 10 0 3 0 0

about the products

Missing information 0 0 2 0 0 0 0

about the company

6.4.2.5 Design problems

In total 48 usability problems were identified by the user testing and heuristic
evaluation methods relating to this area; two were uniquely identified by user
testing, 39 were uniquely identified by heuristic evaluators and seven problems
were commonly identified by both methods (Table 6.8). The two problems that
were uniquely identified by user testing and that related to inappropriate page
design were major. The seven problems that were commonly identified by the two
methods related to three areas (as shown in Table 6.8); the two methods agreed on
the severity level of five of them. The additional problems that were uniquely
identified by the heuristic evaluators were all minor; 18 problems related to the
three sub-themes that included the commonly identified problems and 21 problems
related to five areas where only the evaluators identified problems (broken images,
missing alternative text, inappropriate page titles, inappropriate quality of images,

and unaesthetic design).
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Table 6.8: Distribution of specific design problems identified by the two methods by the
number of problems and severity level

Common Problems

User Testing Heuristic Evaluation Y 3 -
Design Problems greed Severity Al\i'(:; d
Minor Major Minor Major Minor Major Segverity
Problems Problems Problems Problems Problems Problems
Misleading images 0 0 5 0 1 0 1
Inappropriate page 0 2 9 0 2 1 1
design
Unaesthetic design 0 0 3 0 0 0 0
Inappropriate 0 0 1 0 0 0 0
quality of images
Missing alternative 0 0 4 0 0 0 0
texts
Broken images 0 0 10 0 0 0 0
Inappropriate 0 0 4 0 1 0 0
choice of fonts and
colours
Inappropriate page 0 0 3 0 0 0 0

titles

6.4.2.6 Purchasing process problems

This was the only area where user testing identified a larger number of usability
problems compared to the heuristic evaluators (Table 6.9). The user testing uniquely
identified nine purchasing process problems while the heuristic evaluators identified
only seven. A total of five problems were commonly identified by both methods.
Seven of the problems identified by user testing were major while the other two
were minor (see Table 6.9). The heuristic evaluators claimed that all the seven
problems that were uniquely identified by them and related to the purchasing

process were major.

Regarding the problems that were commonly identified by the two methods,
the two methods agreed on the severity level of them. Only one of these common
problems was a major problem that related to the session problem, while the other

four problems were minor.
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Table 6.9: Distribution of specific purchasing process problems identified by the two methods
by the number of problems and severity level

Common Problems

. User Testing Heuristic Evaluation -
Purchasing Agreed Severity Not

Process Problems Agreed
Minor Major Minor Major Minor Major Severity

Problems Problems Problems Problems Problems Problems
Difficulty in 1 0 0 0 1 0 0
knowing what was
required for some
fields

Difficulty in 0 3 0 0 0 0 0
distinguishing

between required

and non-required

fields

Difficulty in 0 3 0 0 0 0 0
knowing what links

were needed to be

clicked

Long ordering 0 0 0 0 1 0 0
process

Session problem 0 0 0 0 0 1 0

Not easy to log on 0 0 0 1 0 0 0
to the site

Lack of 0 0 0 3 0 0 0
confirmation if

users deleted an

item from their

shopping cart

Long registration 0 0 0 1 0 0 0
page

Compulsory 0 0 0 2 0 0 0
registration

Tlogical required 0 0 0 0 2 0 0
fields

Expected 1 1 0 0 0 0 0
information not

displayed after

adding products to

cart

6.4.2.7 Security and privacy problems

In this area, the only problem that was uniquely identified by the heuristic

evaluators was a major problem, which was identified on site 3 (Table 6.10).

Table 6.10: Distribution of specific security and privacy problems identified by the two
methods by the number of problems and severity level

Common Problems

. User Testing Heuristic Evaluation n

Security and Agreed Severity Not

Privacy Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Lack of confidence 0 0 0 1 0 0 0

in security and

privacy
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6.4.2.8 Accessibility and customer service problems

The user testing uniquely identified three major problems in this area, the heuristic
evaluators uniquely identified eight minor problems, and three minor problems were
commonly identified by both methods (Table 6.11). The three major problems
uniquely identified by the user testing related to it being difficult to find
help/customer support information; this was identified on all three sites (one

problem per site).

The eight minor problems that were identified by the heuristic evaluators
related to: not supporting more than one currency, the lack of a customer feedback
form, it not being easy to find sites from search engines, the difficulty in finding
customer support information and lack of information displayed with help/customer

service section.

The common minor problems that were identified by the two methods related
to: the lack of information displayed on the FAQ page of site 3 and the fact that
sites 1 and 2 did not support Arabic.

Table 6.11: Distribution of specific accessibility and customer service problems identified by
the two methods by the number of problems and severity level

Common Problems

Accessibility and User Testing Heuristic Evaluation

Customer Service Agreed Severity Al\lrzte d

Problems Minor Major Minor Major Minor Major Segverity
Problems Problems Problems Problems Problems Problems

Not easy to find 0 3 1 0 0 0 0

help/customer

support information

Not supporting 0 0 0 0 2 0 0

more than one

language

Not supporting 0 0 2 0 0 0 0

more than one

currency

Inappropriate 0 0 1 0 1 0 0

information

provided within a

help

section/customer

service

Not supporting the 0 0 2 0 0 0 0

sending of

comments from

customers

Not easy to findand 0 0 2 0 0 0 0

access the site from
search engines
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6.4.2.9 Inconsistency problems

All the problems (22) that were identified on the three sites in this area were minor
(Table 6.12). There was only one inconsistency problem that was commonly
identified by the two methods (the Arabic and English interfaces on site 3 were
inconsistent). Conversely, the heuristic evaluators identified a total of 21

inconsistency problems on all sites, which were explained in Chapter 5.

Table 6.12: Distribution of specific inconsistency problems identified by the two methods by
the number of problems and severity level

Common Problems

. User Testing Heuristic Evaluation n

Inconsistency Agreed Severity Not

Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Inconsistent page 0 0 21 0 1 0 0

layout or

style/colours/

terminology/content

6.4.2.10 Missing capabilities

The user testing method did not uniquely identify any problem related to missing
capabilities on the three sites. However, it identified only one minor problem which
was also identified by the heuristic evaluators related to missing capabilities of the

sites (Table 6.13).

There were 19 other problems that were uniquely identified by the heuristic
evaluators regarding missing capabilities; all of these were minor problems and

were discussed in Chapter 5.

Table 6.13: Distribution of specific missing capabilities problems identified by the two methods
by the number of problems and severity level

Common Problems
User Testing Heuristic Evaluation

Missing Capabilities Agreed Severity Not

Problems Agreed
Minor Major Minor Major Minor Major Severity
Problems Problems Problems Problems Problems Problems

Missing 0 0 19 0 1 0 0

functions/information

6.4.3 The Enhanced framework

Based on the previous results that related to the number and severity level of each
specific problem area identified by the user testing and heuristic evaluation
methods, a minor change to the framework was suggested. This related to Step 3.

The site manager is advised to use Table 6.14 instead of Table 6.2 to decide the
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most appropriate method to employ (i.e. user testing and/or the heuristic evaluation
method) to identify the specific usability problem areas (resulting from Step 2). This
decision will therefore be based on understanding the effectiveness of these
methods in identifying specific minor and major usability problem areas, as

illustrated in Table 6.14.

Table 6.14: Summary of the Specific Problem Areas and Sub-areas Identified by the User
Testing and Heuristic Evaluation Methods and their Severity Level

User Testin, Heuristic
Usability Usability Problem 2 Evaluation
Problem Area Sub-Area
Minor Major Minor Major
Problems  Problems Problems Problems

Misleading links N W W

Links were not obvious W W N
g::llf;:::n Broken links N W

Weak navigation support N W

Orphan pages N N

Inaccurate results W W W
Internal Search Limited options W W
Problems Poor visibility of search W

position

Poor structure W W
Architecture Ilogical order of menu W
Problems ttems

Illogical categorisation of W

menu items

Irrelevant content N N W W

Inaccurate information N N W

Grammatical accuracy W
Content Problems problems

Missing information about W

the company

Missing information about

the products v W

Misleading images N W

Inappropriate page design N W Y N

Unaesthetic design W

Inappropriate quality of W

images
Design Problems

Missing alternative texts Y

Broken images Y

Inappropriate choice of N W

fonts and colours

Inappropriate page titles W
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User Testi Heuristic
Usability Usability Problem ser Lesting Evaluation
Problem Area Sub-Area
Minor Major Minor Major

Problems Problems Problems Problems

Difficulty in knowing what
was required for some AV J
fields

Difficulty in distinguishing
between required and non- AV
required fields

Difficulty in knowing what
links were needed to be W
clicked

Long ordering process W W

Session problem A W
Purchasing Process

Problems Not easy to log on to the W
site

Lack of confirmation if
users deleted an item from W
their shopping cart

Long registration page W
Compulsory registration W
Illogical required fields W W

Expected information not
displayed after adding W W
products to cart

Lack of confidence in W

Security and ) €
security and privacy

Privacy Problems

Not easy to find

help/customer support W W
information

Not supporting more than W W

one language

Not supporting more than W
one currency

Accessibility and
Customer Service
Problems

Inappropriate information
provided within a help V W
section/customer service

Not supporting the sending
of comments from Y
customers

Not easy to find and access
the site from search W
engines

Inconsistent page layout or
style/colours/ V W
terminology/content

Inconsistency
Problems

Missing N W

Missin, iliti . . .
ssing capabilities functions/information

\: Good identification of the specific problem area
\: Missed identification of some of the specific problem areas
Blank: Could not identify the specific problem area

It is worth mentioning that it could be worthwhile to test the usefulness of the
enhanced framework by obtaining qualitative feedback from the companies for a

second time regarding these changes. An examination is needed to check whether
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the companies will change their answers regarding what types of problem they are
interested or not interested in identifying on their site in the future and therefore
what would be the best method to apply. However, this testing was not undertaken

because of time limitation.

6.5 Conclusion

This chapter discussed a framework that was developed for use in the evaluation of
the usability of e-commerce websites according to specific areas. The chapter
illustrates the importance of the framework then this is followed by an explanation
of the steps of the framework. An examination of the usefulness of the framework is

presented and finally, an enhancement to the framework is explained.
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Chapter Seven: Discussion

This chapter discusses the results of this research, presented in Chapters Four, Five
and Six, by referring to the aims and objectives of this study (Chapter One), the
literature review (Chapter Two), and the context of the research. This research has
achieved its aim by developing a comprehensive framework for evaluating the
usability of e-commerce websites, as presented in Chapter 6, to address a specific
gap in the literature regarding the lack of such a framework in general, and
specifically in developing countries. However, in the process of developing the
framework and through achieving the objectives of this research, various lessons
have been learned from the literature: new gaps were identified and some of these
gaps have been addressed. These were categorised into four areas. These were
examining the effectiveness of user testing and heuristic evaluation methods,
evaluating the usefulness of Google Analytics in evaluating the usability of e-
commerce websites, suggesting a framework for a comprehensive evaluation of e-
commerce websites, and finally highlighting some issues regarding e-commerce
implementation in the context of developing countries. This chapter is divided into
four sections covering each of these categories. Specifically, each section includes a
summarised background of the literature related to the category, then the results of
this research are discussed in the light of the existing literature related to the

category.
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7.1 The effectiveness of user testing and heuristic evaluation methods

User testing and heuristic evaluation methods have been frequently employed to
evaluate the usability of websites, including e-commerce websites (Kantner and
Rosenbaum 1997; Freeman and Hyland 2003; Chen and Macredie 2005; Barnard
and Wesson 2003; 2004). The effectiveness of these two methods in evaluating
different types of interface was investigated by previous research, as reviewed in the
literature review in Chapter Two. These studies have provided useful findings
regarding which of these methods was more effective in identifying the largest
number of usability problems, the largest number of major (severe) problems, the
largest number of minor problems (improvements) and which of these methods
incurred the least cost to employ. Furthermore, some studies provided some
examples of the usability problems identified by these methods. However, previous
research did not provide details with respect to specific types of problem that could
be identified by each method. Despite the fact that part of this research was
concerned with addressing this gap, this research presented other results that could
be compared to the findings of previous studies. The results of this research
highlighted the total number of usability problems that were identified by these two
methods in general and the cost of employing these methods. The following
sections compare the findings obtained from previous research, which compared the
effectiveness of the user testing and heuristic evaluation methods, with the results of
this research (presented in Chapters 4, 5 and 6). The comparison is presented under
four headings: the number of usability problems, the number of minor and major
usability problems, the cost of employing each method, and finally, the content of

the usability problems that were identified.

7.1.1 Number of usability problems

The results of this research (as presented in Chapter 4, 5 and 6) are comparable with
other research which compared the user testing and heuristic evaluation methods
from the point of view that the heuristic evaluation method identified the largest
number of problems compared to the user testing (Doubleday et al. 1997; Fu et al.
2002; Desurvire et al. 1992a, 1992b; Law and Hvannberg 2002). This agreement is
not surprising due to the processes used by the user testing and heuristic evaluation

methods in identifying usability problems, as mentioned by Tan et al. (2009). For
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example, the user testing focused on identifying usability problems that users faced
while performing only specific tasks while interacting with an interface, while the
heuristic evaluators explored most parts of the interfaces under inspection without
being limited to specific tasks, it is therefore unsurprising that heuristic evaluation

identified more problems.

The consistency of the results of this research with the earlier research
suggests the usefulness of employing the heuristic evaluation methods using web
experts. The experts who conducted the heuristic evaluation were not usability
specialists (as indicated in Chapter 3), unlike most of the earlier research which
employed such specialists (Doubleday et al. 1997; Fu et al. 2002; Desurvire et al.
1992a, 1992b; Law and Hvannberg 2002; Molich and Dumas 2008). Therefore, the
results of this research suggest employing the heuristic evaluation method using

web experts if usability specialists are unavailable.

7.1.2 Number of minor and major usability problems

The results of this research revealed that heuristic evaluation was more effective
than the user testing in uniquely identifying minor problems, whereas user testing
was more effective than the heuristic evaluation in uniquely identifying major
problems’ (as presented in Chapter 6). This is in agreement with the results obtained
by earlier research (Law and Hvannberg 2002). These results stress the value of
these two evaluation methods as they are complementary; in other words, each of
these methods is capable of identifying usability problems which the other method
would be unlikely to identify. This issue had already been discussed in the literature
and for this reason, researchers advised employing these two methods together (Law
and Hvannberg 2002; Fu et al. 2002; Jeffries and Desurvire 1992; Desurvire et al.
1991, Nielsen and Mack 1994; Kantner and Rosenbaum 1997).

Earlier research also showed the percentages of usability problems that were
commonly identified by user testing and heuristic evaluation methods (Law and
Hvannberg 2002; Fu et al. 2002; Tan et al. 2009). However, these studies did not
illustrate if these two evaluation methods were in agreement regarding the severity

of the problems that were commonly identified by them. Interestingly, this research

> The definition of major and minor problems is given in Section 6.4.
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differentiates between the usability problems commonly identified by user testing
and by the heuristic evaluation method in terms of their severity (i.e. major and
minor) and showed that these two methods were in agreement regarding 39 of 53
problems, as discussed in Chapter Six. This provides evidence to support the claim
raised in the literature that heuristic evaluators cannot play the role of users and

cannot judge the severity of usability problems in an interface for actual users.

7.1.3 Cost of employing usability evaluation methods

There was agreement among the studies which reported the cost of employing user
testing and heuristic evaluation methods (in terms of the time spent). These studies
reported that the user testing method incurred a higher cost compared to heuristic
evaluation methods (Jeffries ef al. 1991; Law and Hvannberg 2002; Doubleday et
al. 1997; Molich and Dumas 2008). The results of this research regarding the time
spent on employing these two methods are in agreement with the earlier research

(see Table 7.1).

However, there was a large difference in the time incurred for performing
these methods in this study in comparison with the time spent conducting the
methods in the earlier research. This difference related to at least two facts. The first
is due to the differences in the experience of the people who conducted these two
evaluation methods (user testing and heuristic evaluation) in earlier research
compared to this research. The heuristic evaluation and user testing in previous
studies was performed by usability specialists who had experience in human
computer interaction, whereas in this research no usability specialists were involved
while conducting either the heuristic evaluation or the user testing. This experience
might reduce the time taken to carry out these methods, and specifically regarding
the time required for setting up and designing, and for collecting and analysing data.
The second issue regarding the large difference in the time incurred in employing
the two evaluation methods in this research compared to the previous research,
related to the fact that the previous research did not use a standard categorisation to
illustrate how the time was spent while conducting these methods. For example,
these studies did not specifically indicate the time spent on setup and design, and on
data collection and analysis. Table 7.1 summarises the time reported from earlier

research together with illustration of where the time was spent. Therefore, the
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unreported time (i.e. the time spent on designing and setting up the research

methods) might reduce the total time that was reported by these studies.

Presumably, the time that is shown in Table 7.1 depends on the number of
users and evaluators who participated in the user testing and heuristic evaluation
methods. However, there is a limitation in this table which previous studies did not
explicitly report: the fixed and variable cost of employing the user testing and
heuristic evaluation methods. Fixed cost relates to the time spent designing and
setting up the methods, regardless of the number of users or evaluators involved in
the testing, while variable cost relates to the cost of conducting or collecting and
analysing these methods; this depends mainly on the number of users and evaluators

involved in the testing.

Table 7.1: Cost of employing usability evaluation methods

Study

Time Spent on User
Testing

Time Spent on Heuristic
Evaluation

Jeffries et al. (1999)

Law and Hvannberg
(2002)

Doubleday et al.
(1997)

This Research

199 hours

This time was spent on
analysis. Six subjects
participated in this study

200 hours

This time was spent on the
design and application of
this method. Ten subjects
participated in this study.

125 hours

This time included 25 hours
conducting 20 users’
sessions, 25 hours of
evaluator time supporting
during users’ sessions and
75 hours of statistical
analysis

326 hours

The time included 136 hours
setup and designing, 20
hours collecting data from
20 users’ sessions, and 170
hours analysing data

35 hours

This time was spent on learning
the method and on becoming
familiar with the interface under
investigation (15 hours) and on
analysis (20 hours). Four
usability specialists conducted
this method.

9 hours

The time was spent on the
design and conduction of this
method by two evaluators

33.5 hours

This time included 6.25 hours of
five experts’ time in the
evaluation, 6.25 hours of
evaluators’ time taking notes and
21 hours transcription of the
experts’ comments and analysis

247 hours

The time included 128 hours
setup and designing, 15 hours
collecting data from the five web
experts, and 104 hours analysing
data
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7.1.4 Content of usability problems

This research addressed the gaps noted in the literature regarding three issues. The
following three subsections discuss how these gaps were addressed by referring to
the results of this research that were presented in Chapters 5 and 6. The first
subsection summarises the few examples offered by previous research regarding the
types of usability problem identified by the user testing and heuristic evaluation
methods, and compares these results with the findings of this research. The second
subsection shows how this research illustrated the value or effectiveness of both the
user testing and heuristic evaluation methods used in this research with regards to
their ability to identify specific usability problems on e-commerce websites. These
methods used: performance data and observation, the quantitative and qualitative
data obtained from satisfaction questionnaires, the qualitative data obtained from
the heuristic evaluators, and the quantitative data obtained from the heuristic
checklist. The third subsection shows how this research illustrated the effectiveness
of the user testing and heuristic evaluation methods in identifying specific types of
usability problem in terms of the number of problems identified and their level of

severity.

7.1.4.1 Comparisons between the results

This research explained the effectiveness of the user testing and heuristic evaluation
methods in identifying 44 specific usability problems that could be found on an e-
commerce website. These problems are related to ten usability problem themes

which were identified in this research, as explained in Chapter 4.

Despite the fact that the results of this research involved providing more
detailed descriptions of usability problems that were uniquely identified by the user
testing and heuristic evaluation methods compared to the previous research, it was
found that there was an agreement between most of the results of this research and
the results of the previous studies. Table 7.2 summarises examples of the usability
problems that were identified uniquely by the user testing and heuristic evaluation

methods, as reported in earlier research.
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Table 7.2: Examples of content of usability problems that were uniquely identified by user
testing and heuristic evaluation methods

Example of Usability Problems

References

Characteristics of usability
problems that were
Identified by

User Testing

Characteristics of
Usability Problems that
were Identified by
Heuristic Evaluation

Related to user performance
Related to a lack of clear
feedback and poor help
facilities

Related to functionality and
learnability problems
Related to navigation
Related to excessive use of
complex terminology
(technical jargon)

Related to inappropriate
choice of font size

Related to the use of an
inappropriate format for
links

Few consistency problems

Related to interface features
and interface quality
Related to the appearance or
layout of an interface
Inconsistency problems with
the interface

(Simeral and Branaghan
1997, Jeffries et al. 1991);
Doubleday et al. 1997; Fu et
al. 2002; Law and Hvannberg
2002; Mariage and
Vanderdonckt 2000)

(Nielsen and Phillips 1993;
Doubleday et al. 1997;
Nielsen 1992; Law and
Hvannberg 2002; Simeral and
Branaghan 1997; Fu et al.
2002; Tan et al. 2009)

e Related to slow response
time of the interface to
display results

e Related to compatibility

e Related to security and
privacy issues

A general overview of the problems that were uniquely identified by the user
testing and heuristic evaluation methods in this research revealed that user testing
identified problems which influenced the performance of the users while attempting
to carry out the purchasing tasks on the sites, as indicated by earlier research. Also,
a general overview of the problems that were identified by the heuristic evaluators
in this research revealed that this method identified problems related to

improvements or interface features and quality, as indicated in the earlier research.

Furthermore, the other problems that were identified by user testing in the
earlier research related specifically to: a lack of feedback and help facilities,
navigation problems, the use of complex terms, inappropriate choice of font size
and few consistency problems; these were also confirmed by the results of this
research. Specific examples of problems identified in this research were discussed
in Chapter 5 under Sections 5.1.1, 5.1.2,5.1.3,5.4.1,54.2,5.4.3,5.5.2,5.6.1,5.6.2,
5.6.3, 5.8.1 and 5.9.1. Also, the problems that were identified by the heuristic
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evaluators in the previous research, which included inconsistency, appearance,
layout problems, and security and privacy issues, were confirmed by the results of

this research, as discussed in Chapter 5.

It is worth mentioning, however, that some results of the earlier research,
which are shown in Table 7.2, were not confirmed by the results of this research.
For example, Doubleday et al.’s study (1997) revealed that the heuristic evaluators
uniquely identified a problem related to the slow response time of an interface in
displaying results. In this research, a similar problem was identified by both the user
testing and heuristic evaluators; this was related to the inappropriate page design of
some pages of a site. These pages displayed large number of images which affected
the speed of downloading these pages. The apparent difference in the results could
relate to the fact that in Doubleday et al.’s study the usability problems that were
identified by the user testing were based only on the quantitative data obtained from
various methods used in their research, including observation and performance data.
In this research, however, the inappropriate page design problem, which was
identified by user testing, was based on qualitative data obtained from the
satisfaction questionnaire and not from the performance data. This suggests the
importance of using various methods to identify different types of problem that
could be identified by user testing. This issue is explained in more detail in the next

subsection.

Another example of the findings of earlier research that were not in agreement
with the results of this study related to three problems that were identified uniquely
by user testing and missed by heuristic evaluation, as claimed by Mariage and
Vanderdonckt (2000). These problems related to the inappropriate choice of font
size, the use of an inappropriate format, and consistency problems. In this research,
however, it was found that these problems were identified by both the user testing
and heuristic evaluation methods. These problems were identified in this research
because the issues were included in the heuristic guidelines that were used by the
heuristic evaluators. However, in the study that was conducted by Mariage and
Vanderdonckt, these elements were not included in the heuristics used by the
evaluators. This might explain why such problems were missed by the heuristic

evaluators in Mariage and Vanderdonckt’s study. This suggests that the heuristic
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evaluation method depends on the heuristic guidelines that are used by the

evaluators. This issue was already mentioned in the literature (Sharp et al., 2007).

7.1.4.2 The usefulness of usability evaluation methods in identifying problems

This research conducted a comparison of five usability evaluation methods that
were used in this study with regards to their ability to identify usability problems
relating to ten main problem areas and their corresponding specific areas, as
discussed in Chapter 5. These five methods included three user testing methods: use
of performance data and observation, quantitative data from the satisfaction
questionnaire, and qualitative data from the satisfaction questionnaire; two heuristic
evaluation methods, using qualitative data from the heuristic evaluators and the
quantitative data of the heuristic checklist, were also utilised. The aim was to obtain
a picture regarding the overall effectiveness of the user testing and heuristic
evaluation methods in identifying specific usability problems, and to uncover the
contribution or the value of each method in the identification of specific usability

problems.

The results of the comparison revealed two main issues. The first related to
highlighting the usefulness of each method in identifying specific usability
problems on an e-commerce website. This provided methodological implications
regarding each method. The second issue related to illustrating what kind of
problems each method was capable (or not capable) of identifying. These two issues
are beneficial to future research which aims to identify specific usability problems.
For example, this research suggests that user testing was uniquely effective in
identifying problems regarding misleading links. To obtain similar results, it should
be explained which specific usability method helped to identify such a problem,

which was the performance data and observation in this research.

It is worth mentioning that, despite the fact that each usability evaluation
method involved in this research has its benefits regarding uniquely identifying
types of usability problem, these methods produced consistent results regarding the
overall description of the usability of the sites in terms of which site had better

usability.
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The following sections summarise the usefulness of the five usability
evaluation methods used in this research and their role in identifying specific types

of usability problem.
The performance and observation data

The findings of this research stressed the usefulness of the performance data and
observation in identifying specific usability problems on an e-commerce website.
This is in agreement with the indications provided by earlier research (Benbunan-
Fish 2001). This research, however, showed the specific types of problem that were
identified and uniquely identified using this method. The areas where this method
failed to identify any problem were also explained. Table 7.3 summarises the
sixteen specific usability problems, which related to seven problems areas, that were
identified by this method. This method, however, could not identify problems

related to three areas: security and privacy, inconsistency and missing capabilities.

Table 7.3: Usability problems that were identified by the performance data and observations

method
Usability Problem Corresponding Specific Usability Problems
Areas

Navigation Misleading links; links were not obvious; weak
navigation support

Content Irrelevant content

Design Misleading images; inappropriate page design

Architecture Poor structure

Internal Search Inaccurate results

Purchasing Process Difficulty in knowing what was required for some
fields; difficulty in distinguishing between required and
non required fields; difficulty in knowing what links
were needed to be clicked; session problem; required
fields were not logical; expected information was not
displayed after adding products to cart

Accessibility and Not easy to find help/customer support information;

Customer Service Inappropriate information provided within a help

section/customer service

The quantitative data from the satisfaction questionnaires

The findings of this research regarding the quantitative data from the satisfaction
questionnaires revealed two issues. The first related to the fact that there were

apparent differences between the results obtained using this method and the results
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of the two other user testing methods (the performance data and observation and the
qualitative data of the satisfaction questionnaire) regarding the identification of
specific usability problems on the sites. For example, despite the fact that one of the
three sites (site 2) had usability problems, and the users reported explicitly the
specific problems on this site through their answers to the open-ended questions in
the satisfaction questionnaire, the users did not rate the corresponding statements for

this site negatively when identifying specific usability problems on this site.

Also, while the performance data and observation showed that most users
performed one tasks (Task 3) more successfully on one site (site 3) than on the other
sites (sites 1 and 2) and the same number of users successfully performed another
task in all three sites (Task 5), site 3 was the only site that rated negatively for the

corresponding statements that were related to these two tasks.

These findings suggest that the quantitative data from the satisfaction
questionnaire reflected the users’ overall satisfaction with a site without taking into
consideration the identification of specific problems. Therefore, this method was not
effective or useful in pointing out specific types of usability problem on an e-
commerce website. In fact, these findings are not surprising when compared to the
literature. Research has found that users’ satisfaction with a site cannot be used to
investigate the usability of the site (Spool et al. 1999). This is related to the fact that
users tend to be polite and give a high rating to a site even if the site if unusable
(Nielsen 1998). For example, in a study which investigated the usability of nine
commercial websites, it was found that the while the users were successful in one
site, this site was one of the sites that ranked the least in terms of users preference
(Spool et al. 1999). Conversely, the site which users preferred the most was only

ranked fifth in terms of user success.

The second issue that was revealed by the quantitative data from the
satisfaction questionnaire related to the inability of this method to identify specific
usability problems relating to the inaccuracy of the internal search facility of a site,

and security and privacy problems.
Qualitative data from the satisfaction questionnaire

The findings of this research suggest the usefulness of using open-ended questions

in the satisfaction questionnaire to identify additional and specific usability
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problems on an e-commerce website, problems which could not be identified using
the performance data and observation. This is in agreement with the findings of a
previous study which also included open-ended questions in the satisfaction
questionnaire and found that this method provided greater depth of usability

problems on the tested site (William et al. 2004).

Furthermore, this research illustrated the types of specific usability problem
that users could identify using this method after their interaction with an e-
commerce website. Table 7.4 summarises the ten specific usability problems which
were identified by this method; these were related to eight main problems areas and

were not identified by the performance data and observation.

Table 7.4: Usability problems that were identified by the qualitative data of the post-test
questionnaires method

Usability Problem Corresponding Specific Usability Problems
Areas
Navigation Broken links; orphan pages
Content Inaccurate information; missing information about the
products
Design Inappropriate choice of fonts and colours

Internal Search Limited options

Purchasing Process Long ordering process

Accessibility and Not supporting more than one language
Customer Service

. Inconsistent design/layout/content
Inconsistency

Missing Capabilities Missing information/functions

Qualitative data from the heuristic evaluation

The findings of this research were in agreement with earlier research regarding the
usefulness of the qualitative comments obtained from the heuristic evaluators in

identifying specific usability problems while inspecting an e-commerce website.

This research also illustrated the effectiveness of this method in identifying
specific types of usability problem that could be found on an e-commerce website,
as mentioned in Chapter 5. Table 7.5 summarises a total of eighteen specific new
problems that were uniquely identified by this method and that were not identified

using the user testing methods. This method, however, failed to identify some
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specific problems which related to four areas: navigation, design, the purchasing

process, and accessibility and customer support.

Table 7.5: Usability problems that were identified by the qualitative data of the heuristic
evaluation method

Usability Problem Corresponding Specific Usability Problems
Areas
Content Grammatical accuracy problems; missing information
about the company

Design Inappropriate quality of images; missing alternative
text; broken images; inappropriate page titles;
unaesthetic design

Illogical order of menu items; illogical categorisation
Architecture of menu items

Poor visibility of search position
Internal Search y P
Purchasing Process Not easy to log on to the site; lack of confirmation if
users deleted an item from their shopping cart; long
registration page; compulsory registration

Security and Privacy Lack of confidence in security and privacy
Accessibility and Not easy to find and access the site from search

Customer Service engines; not supporting more than one currency; not
supporting the sending of comments from customers

The results from this method also showed that the problems that were
identified by the heuristic evaluators were comprehensive and detailed; the
evaluators, unlike with the user testing method, provided suggestions regarding how
some problems might be solved. This research also discussed three possible reasons
behind the results that were obtained from the heuristic evaluators. The first reason
related to the fact that the evaluators used comprehensive heuristic guidelines that
were designed specifically in this research to evaluate e-commerce websites. The
second related to the experience of the heuristic evaluators compared to that of the
users who participated in this research as the evaluators were web experts while
most of the users had never previously attempted to purchase from an e-commerce
website. The third related to the fact that the heuristic evaluators examined the
websites extensively and therefore explored more pages compared to users; also,
they were not asked to perform specific tasks on the sites as was the case with the
users. These results, and the logical justifications that were offered regarding the
reasons behind these findings, has already been mentioned in the earlie