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Abstract. Trust has been shown to play a key role in our ability to safely use
autonomous vehicles; hence the authors used the Ideas Café to explore the
factors affecting trust in autonomous vehicles. The Ideas Café is an informal
collaborative event that brings the public together with domain experts for
exploratory research. The authors structured the event around factors affecting
trust in the technology, privacy and societal impact. The event followed a mixed
methods approach using: table discussions, spectrum lines and line ups.
36 participants attended the Ideas Café event held at the Coventry Transport
Museum in June 2017. Table discussions provided the key findings for The-
matic Analysis as part of Grounded Theory; which found, contrary to current
research trends, designing for the technology’s integration with society as
equally important for trust as the vehicle design itself. The authors also reported
on the emergent high level interface guidelines.
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1 Introduction

An ‘Ideas Café’ is an event where members of the public are brought together with
experts in the field around a particular topic, to stimulate conversation between the two.
The format bears similarities to a café, with participants sat around tables with coffee
and cake to engage in discussion. Through facilitation, the Ideas Café affords design
researchers the opportunity to explore various experimental methods, as the authors
demonstrate in this paper.

The format has been increasingly used by governments to garner consensus and
build trust in a new idea or topic [1–3]. The Ideas Cafe enables futures thinking which
has been shown to help people to envision the world they wish to live in, despite the
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uncertainty of the future [4, 5]. Engaging with the public has been shown to be key to
enabling society to successfully adapt to change [6], by enabling the sharing of
knowledge and exposure to different viewpoints in a calm, supportive environment [7].
Autonomous vehicles are very much a reality; and it is essential that people can safely
use this new technology as these vehicle become increasingly responsible for the safety
of its occupants [8]. There is evidence to suggest that automated systems can be
dangerous if the driver’s relationship with the vehicle is suboptimal [9, 10].

Trust has been shown to be a major factor in this relationship and it is widely
agreed that negative consequences occur as a result of the inappropriate level of trust
placed in the system (both too much and too little trust) [11–13]. There is a pressing
need to better understand how these automated systems, like autonomous vehicles, are
designed [14].

However many factors contribute to trust development between the user and the
autonomous system [11, 15, 16]. There have been attempts to quantify trust by looking
at driver distraction and performance [15, 17, 18]. There are also qualitative methods
used frequently in literature through interviews to determine the dimensions of trust
[19–21]. Given the aforementioned futures thinking nature of the topic and the need to
better understand what affects how trust is developed, there was an opportunity to
explore trust on a broader scale and stimulate a discussion with the public. This paper
describes the exploration of the public’s perceptions of trust in autonomous vehicles
using an Ideas Café public engagement event.

2 Method

The Ideas Cafes does not have a formal methodology associated with it, hence the
authors explored how to best design the Ideas Café using a mixed methods approach
(Table 1). Ethical approval was granted by Coventry University for the study P52764
Trust in Connected and Autonomous Vehicles: Ideas Café.

Table 1. Comparison of the KCP model and the principles of the Ideas Café [22–24]

Three success factors for
Ideas Cafes [22]

Key principles of an Ideas Café [23] KCP model
[24]

Communication Set the context Knowledge
Consultation Create a hospitable space Conceptualize

Explore questions that matter
Cross-pollinate and connect diverse
perspectives
Listen together for patterns, insights and
deeper questions

Participation Harvest and share collective discoveries Proposal
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2.1 Event Design

Three models of success for engagement methodologies were used in order to drive the
design of the event [22–24]. It was evident that across the literature, the majority of the
principles of an Ideas Café were centered around facilitating conceptualization and
consultation, making it an ideal tool to explore the issues of trust in autonomous
vehicles. The authors aimed to achieve the principles set out in Table 1.

2.2 Location and Personnel

The Coventry Transport Museum provided a central location for participants and was
booked for the 30th June 2017. Circular tables were setup in a cabaret formation to
accommodate ten participants on each. Environmental cues can be influential in the
participants’ ability to engage with the task [25], so the selection of the venue was very
important to the design of the Ideas Café to ensure an informal environment that
encouraged participation.

The authors were assisted by ten table facilitators and a compere. Facilitators were
given guidance on how to structure the hour given for the table discussions. Facilitators
were encouraged to engage in the conversation as a participant (to achieve a two way
flow of information), and to be wary of participants who felt uninvolved and to provide
a platform for disagreement. The event day was hosted by a compere who was
experienced working in similar Ideas Café events. The compere’s role was independent
of the research, which allowed the researchers to focus on the content of what was
being said. The event was photographed by the University of Warwick photographer.

2.3 Participants and Recruitment

36 participants arrived on the day for the event (22 male, 11 female, 2 preferred not to
say), recruited through opportunity sampling (Table 2). The age demographic can be
seen in Table 2. Participants were split across 9 tables, with 4–7 participants and a one
facilitator per table. From participant feedback, 44% of participants said they were
‘extremely satisfied’ with the event location, and 38% said they were ‘satisfied’. 100%
of participants said they were happy to be contacted again to take part in future research
in the area, further suggesting that the Ideas Café was very successful.

Table 2. Age demographics (ordered by most populous categories)

Age range Number of participants
35–44 9
45–54 9
25–34 5
55–64 5
75 or older 4
18–24 2
65–74 1
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The Ideas Cafe was advertised through social media, physical posters and news-
paper articles with the help of the communications department at WMG, University of
Warwick. The representation of society in the event can be seen below in Table 3. An
opportune showing of a television documentary on autonomous cars meant many
participants came prepared with discussion points, highlighting the importance of pre-
education before the event.

2.4 Spectrum Line

A spectrum line (otherwise known as a semantic scale) was placed on a wall near the
entrance of the venue. The intention was to see if there was any effect on participants’
perception of autonomous vehicles before and after the event. This consisted of a line
approximately 5 m long with a question placed above it. As participants entered, they
were asked to stick their paper marker on the line in response to the question “Do you
think driverless cars are a good idea?”. This was also repeated at the end of the event to
capture any differences in opinion from the start and end of the event. The line had no
markings, similar to Visual Analogue Scales (VAS) which has been shown to be less
prone to bias [26].

2.5 Line up

To counter participants potentially becoming restless after sitting for more than an
hour, a standing physical spectrum line was used. Participants were asked to physically
stand on a line on the floor to represent their opinion. The compere would then ask
participants to explain their viewpoint to the group and encouraged those with
opposing views to engage in the conversation. Further, this helped cross-pollinate ideas
and bring together people with opposing viewpoints in conversation, as recommended
by the guidelines in Table 1. However, results were not collected for this as its purpose
was as more of an energizer.

Table 3. Representation of civil society at the event (ordered by most populous category)

Occupation Number of participants
Retired 9
Academia 6
Student 5
Engineering 5
Government 4
Unknown 4
Charitable 1
Publishing 1
Marketing 1
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2.6 Table Session

Three areas of trust from literature were chosen for the table topics, these were: Trust in
Technology, Privacy and Societal Impact. The authors created a set of bespoke artificial
newspaper articles designed to help stimulate conversation around the table.

Participants were asked to capture their ideas on post-it notes and stick everything
they produced onto a larger sheet of A2 paper. The authors did not provide any specific
instructions on how participants should build or structure their posters, or if they had to
be unanimous in their message as a table. Table facilitators then fed back to the group
about what was discussed and displayed their poster on a wall. Enabling participants to
share and display their opinions is an effective facilitation method that can help build
consensus in situations where opinions may be varied [27]. Hence, for the goals of the
Ideas Café (Table 1), this methodology was an appropriate choice.

3 Findings

3.1 Spectrum Line

The lines were collected and the data converted into spreadsheet data by measuring the
distance from each point to the left side of the line in Photoshop. Statistical differences
between the two lines were analyzed using the Wilcoxon Signed Rank Test (Tables 4
and 5). The data from the lines was continuous, there were related groups between the
two tests and distributions were verified from symmetry using boxplots.

Table 4 suggested that participants were in favor of driverless cars (on both lines),
with the mean and 50th percentile being placed towards the more positive response on
the spectrum line. However, the Z value (−0.581) in Table 5 told us that there was no
significant difference between the two lines.

In addition to capturing attitudes and perceptions, the activity helped participants
feel settled and comfortable. Second, it provided the event with a strong user centric
focus by enabling participants to easily share and publicly display their views, setting
the precedent for participants to be more willing to share their opinions.

3.2 Table Sessions

All participant comments were transcribed into NVivo 11.4.3 (Mac). Qualitatively, a
thematic analysis as part of grounded theory was run. The authors ran multiple cycles
in order to mitigate the effects of subjectivity in the coding. The open ended qualitative
format enabled us to collect rich data and find underlying themes that would not have

Table 4. Descriptive statistics for the spectrum line

Line N Mean 25th percentile 50th percentile 75th percentile
First 28 7694 6193 7780 9473
Second 28 7902 5913 8861 9629
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been possible with just a quantitative approach. Quantitatively, references to each code
were summed for comparison. Sources were the number of unique participants, ref-
erences were all instances of a code (to distinguish single participants who mentioned a
code multiple times).

The codes were organized using structural coding according to the 3 table topics
chosen (Tables 6, 7 and 8).

The capabilities and reliability of the vehicle were the key concerns. Participants
appeared to draw on their previous experience with computers in general, “Computer
systems are not all they should be” (P15) and “Technology can go wrong, it can do a
lot of damage” (P7) when communicating their opinions on driverless vehicles; con-
sistent with findings which suggest previous experience is a key aspect of trust [28, 29].

Both the capabilities and reliability featured with equal importance in participant
responses (both with seven participants each). Some participants named specific issues,
“can it be trusted with speed limits?” or “Can it be trusted with last minute changes?”
(P25). The authors would suggest that the Reliability and Capability codes can be
categorized under the theme of safety. Hence, ensuring the public are content and
convinced with the safety of the technology would appear to develop trust in the users.

Participants also voiced concerns for how autonomous vehicles will work with
existing vehicles on the road. All comments in this code were written as questions,
suggesting research can do a better job of communicating the potential solutions to
these trust issues. Consequently, what should be done to communicate the capabilities
and reliability of the vehicle? Statistically proving the technology’s safety is one

Table 5. Wilcoxon signed ranks test for the spectrum line

Second Line – First Line N Mean rank Sum of ranks
Negative ranks 13 13.65 177.50
Positive ranks 15 15.23 228.50
Z −0.581
Asymp. sig. (2 tailed) 0.561

Table 6. Coding analysis for the theme: trust in technology

Code Sources References
Capabilities of vehicle 7 9
Reliability 7 10
Vehicle brand matters 6 9
Coexistence of traditional and self-driving vehicles 5 5
Aesthetics 4 4
Service and maintenance 4 5
Driving style 4 4
Cost 3 3
Nothing can stop driverless tech arriving 3 3
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possibility. However, it has been found that this would be impractical, requiring
hundreds of millions of miles of testing to prove their safety [30]. With capability and
reliability being key findings for the adoption of autonomous vehicles, it warrants
further research as to how this can be communicated with the user.

Hacking featured multiple times in the safety risk code, “Could they be hacked?”
(P14), “Potential for hacking” (P2), and “Self-driving cars are open to cyber security
threats, more susceptible to terrorism” (P34). From the table discussions, this appeared
to be detrimental to trust with the participants.

Some participants were aware of the benefits of data sharing in creating more
reliable and better supported systems, for example, “Good thing, data will help the
technology work more efficiently” (P1), “Information…communication are necessary to
enhance the quality and reliability for self-driving vehicle” (P19). Some participants
also remarked, “I accept that most of my data is already out there, especially my
location at any given time” (P1) and “We already share our data” (P18).

The results would suggest that there was no general consensus on data sharing. One
solution proposed by participants that appeared to be able to satisfy all viewpoints was
the idea of differential or customizable privacy, giving control to the driver over what
information was shared. However, this would need further research to determine which
pieces of information would be deemed critical and non-customizable.

Differential privacy is a new techniques that allow analysis of data collected from
personal devices whilst removing all personally identifying information from the data
[31]. Though no participant specifically named this technique, it was evident from their
responses that this could be an amicable solution.

Accessibility issues were voiced by participants, concerned with how the tech-
nology interacts with people, for example, “Would the technology be too complicated
for the average person?” (P25) and “Control for all people, not just the technologist”
(P8). Participants were able to describe methods akin to those used in participatory
design that could solve this, “Technology can be trustworthy, but it needs to start from
a certain group of people (and not engineers) to assure that it’s working” (P5) and
“Involve public, i.e. buses and taxis should be involved” (P23).

Table 7. Coding analysis for the theme: data and privacy

Code Sources References
Safety risk 11 16
Customizable privacy 8 10
Acceptance that data is shared 6 6
Not concerned 6 8
Differential privacy 5 5
Unaware of sharing 5 5
Targeted advertising 4 4
Data storage 3 3
Reasons why 3 4
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Communication was raised as an important factor in the adoption of the new
technology, “Unbiased communication towards building trust” (P23), “Use of lan-
guage- explain why needed” (P16). Studies have found that in any change process,
good communication and the language used to deliver the message is critical to the
success of the change initiative [32]. It also highlights the importance of events like
Ideas Cafes as a tool for communicating with the public, and how participants perceive
good communication as a key part of building trust. These findings suggest that the
issue of building trust is not a technical problem, but one that is based primarily on
good communication with the public.

The next major theme was the legal and regulatory impact. For example, “Who is
liable? [in a crash]” (P25), “Needs to be regulated, legal and ethical” (P10). These
appeared to stem from the lack of human driver, leading to accessibility concerns. For
example, a few elderly participants remarked, “who will take luggage and help visually
impaired to reception desk (e.g. In a taxi)” (P6), “remember the human element of taxi
drivers” (P8), “Trust late at night, no bus or taxi driver, not good for reassurance”
(P6). These issues are present regardless of the maturity of autonomous technology and
raises questions as to what kind of solution can provide the same level of tertiary
services (such as help with luggage) as a human driver. The results make it evident that
though increased accessibility is touted as a beneficial feature to older users who will be
able to maintain their independent travel, there are other aspects which may be more
detrimental to the vehicle user experience to older drivers.

3.3 Key Emergent Themes

The authors then reviewed the codes and reorganized the data from the structural
coding of the table sessions. The result is presented below in Fig. 1. The results suggest
that the effects of autonomous vehicles on society and policy are the biggest factor
determining trust. This is followed closely by data and privacy issues. To the authors,
this suggests that until the impact of the technology on broader society and privacy is
understood, trust may struggle to be established. Much of current work is focused on
establishing trust through interface design [33, 34], which is important, but only a part
of the issue of trust. The authors were only able to find one model of trust in

Table 8. Coding analysis for the theme: societal impact

Code Sources References
Accessibility issues 7 10
Involve people in the design 7 9
Legal, regulatory 7 9
Concerns with no driver 6 9
Infrastructure 4 4
Adoption of technology 3 4
Age issues 3 4
Pedestrians 3 6
Physical privacy 3 4
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autonomous vehicles that draws specific attention to the need to consider the design of
society to establish trust in the technology [35].

The codes relating to the internal interface are important for the authors’ research
and will be addressed in future work.

4 Limitations

A limitation of the spectrum line is the possibility that the question “Do you think
driverless cars are a good idea?” is leading. A more appropriately designed question
would have been “What do you think about driverless cars?”.

While the lineup was a useful tool as an energizer for participants, it had limited
value to the results because of time constraints on the event day and difficulties in
capturing the result. The authors recommend that future events could plan for longer
time to be given to the exercise, perhaps capturing the positions with a panoramic
photograph.

The table sessions provided the most significant proportion of the data collected
from the event. The Ideas Café format allowed participants freedom to discuss and
approach the topic as they saw fit. This is both an advantage and disadvantage; while
this allowed the results to cover a broad spectrum of topics, it also meant that no
specific topic could be explored in particular depth.

This alludes to one of the limitations of the Ideas Café in that it did not audio record
the sessions, this placed greater stress on the expert facilitators on taking detailed notes
and encouraging participants to write all their thoughts and comments. Audio recording
the tables would have been beneficial, but difficult to analyze given the number of
participants on each table.

Society and Policy 
(49) 

• Vehicle Brand 
• Coexistence of 

traditional and 
self driving 
vehicles 

• Service and 
Maintenance 

• Legal, REgulatory 
• Infrastructure 
• Adoption of 

Technology 
• Physical Privacy 
• Concerns with no 

driver 

Data and Privacy 
(45) 

• Safety Risk 
• Acceptance data 

is shared 
• Differntial 

Privacy 
• Unaware of 

sharing 
• Targeted 

Advertising 
• Data Storage 
• Reasons why 

Internal Interface 
(37) 

• Capabilties of 
Vehicle 

• Reliability 
• Aesthetics 
• Driving Style 

Adjustments 
• Customisable 

Privacy 

Inclusive Design 
(29) 

• Accesibility 
Issues 

• Involve People in 
Design 

• Age Issues 
• Pedestrians 

Fig. 1. Coding themes related to trust in autonomous vehicles
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5 Conclusion

This paper set out to understand the factors affecting trust in autonomous vehicles and
has provided thematically derived recommendations for future research. The Ideas Café
is unique in providing an informal setting to deploy a variety of different engagement
tools with the express purpose of creating a two way flow of information from the
expert to the user. Other methods like Charrettes [36] and Focus Groups [37] appear to
be similar, but place far greater emphasis on defining a specific topic to solve. The
Ideas Café takes a more informal, open approach, providing participants with a relaxed
café style environment with cake and tea and more focus on two way communication.
The highly positive feedback from participants, as well as the fact that all participants
were happy to be invited back to take part in future research, were endorsements of the
method. This means the authors are now able to access a large pool of participants for
future research in the area. This was an unexpected but useful outcome.

The authors have demonstrated how it is possible to gather perceptions of trust by
engaging with the public using an Ideas Café. A better understanding of the factors that
must be addressed for users to trust the autonomous vehicle was gained. Specifically,
the importance of designing for the technology’s integration with society was high-
lighted. The value of this work is a recognition that this broader societal level design is
as important as the vehicle design itself. The authors aim to ensure that the issues
highlighted by the event will be taken forward into future research.
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