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Abstract  17 

Application of synthetic datasets in training and validation of analysis tools have led to 18 

improvements in many decision-making tasks in a range of domains from computer vision to 19 

digital pathology. Synthetic datasets overcome the constraints of real-world datasets, namely 20 

difficulties in collection and labelling, expense, time and privacy concerns.  21 

In flow cytometry, real cell-based datasets are limited by properties such as size, number of 22 

parameters, distance between cell populations and distributions, and are often focused on a 23 

narrow range of disease or cell types. Researchers in some cases have designed these desired 24 

properties into synthetic datasets, however operators have implemented them in inconsistent 25 

approaches and there is a scarcity of publicly available, high-quality synthetic datasets.  26 

In this research, we propose a method to systematically design and generate flow cytometry 27 

synthetic datasets with highly controlled characteristics. We demonstrate the generation of 28 

two-cluster synthetic datasets with specific degrees of separation between cell populations, 29 

and of non-normal distributions with increasing levels of skewness and orientations of skew 30 

pairs. We apply our synthetic datasets to test the performance of a popular automated cell 31 

populations identification software, SPADE3, and define the region where the software 32 

performance decreases as the clusters get closer together.  33 

Application of the synthetic skewed dataset suggests the software is capable of processing 34 

non-normal data. We calculate the classification accuracy of SPADE3 with robustness not 35 

achievable with real-world datasets. Our approach aims to advance research towards 36 

generation of high-quality synthetic flow cytometry datasets, and to increase their awareness 37 

among the community.  38 

The synthetic datasets can be utilised in benchmarking studies that critically evaluate cell 39 

population identification tools and help illustrate potential digital platform inconsistencies. 40 
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These datasets have the potential to improve cell characterisation workflows that integrate 41 

automated analysis in clinical diagnostics and cell therapy manufacturing.  42 

 43 

Keywords: flow cytometry, synthetic datasets, clusters, separation, skew, accuracy, 44 

repeatability.  45 
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1 Introduction 47 

An important challenge in manufacturing of emerging therapies is the need to develop and 48 

satisfy appropriate regulatory standards. To support advanced analytics, toolsets are required 49 

to establish quality assurance, such as data reference sets for data analysis, presentation, and 50 

interpretation (1).  51 

Synthetic datasets are datasets generated by computer simulation, rather than collected 52 

through real world observations or experiments. These datasets are often created from 53 

mathematical models that approximate aspects of real-world data. Synthetic datasets can be 54 

referred to as ‘simulated’, ‘artificial’, ‘mock’, ‘toy’, and more colloquially, ‘dummy data’.  55 

In unsupervised machine learning, well known ‘toy’ datasets used to compare different 56 

clustering algorithms include clusters in the shape of two rings, crescent moons, spirals, and 57 

data with no structures (2). Sophisticated synthetic datasets include urban street images 58 

applied to object detection for autonomous driving (3,4), and household objects images for 59 

object detection in the field of robotic manipulation (5). In medical imaging fields, synthetic 60 

datasets generated based on real images (e.g. magnetic resonance imaging (MRI), 61 

mammography, and whole-slide histopathology datasets) have demonstrated utility within 62 

computer-aided detection or computer-aided diagnosis systems, and may be useful for 63 

educational purposes and in quality control (6–8).  64 

Further strategies to generate artificial datasets have made use of data augmentation methods 65 

(9). Similarly, in flow cytometry, cell subsets from real samples can be selected and 66 

computationally mixed in a copy-and-paste strategy with other real or synthetic cell 67 

populations, to create augmented and reprocessed ‘semi-synthetic’ datasets (10).  68 

 69 
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Real data are generally required during the development of computational analysis tools to 70 

provide means for training and validation, as well as potential decision-making reasons. An 71 

analysis tool implies any method that performs detection, recognition, identification, 72 

classification, tracking, prediction, or any other function that enables subsequent decision 73 

making. Real data also play an important role in benchmarking studies that evaluate the 74 

performance of these tools. 75 

 The key advantage of real data is that the information contains true characteristics of a 76 

biological system. Albeit biological systems are very large and have complex signalling 77 

pathway interactions between multiple cellular and molecular components. Real data have 78 

various limitations that necessitates the creation of synthetic datasets to overcome them. 79 

Being mathematical models, synthetic datasets can reduce the complexity of real data to gain 80 

insight into how they are processed by computational analysis tools that have hidden ‘black 81 

box’ algorithms. 82 

A disadvantage of synthetic datasets is the issue of how accurately they represent the real 83 

data. The purpose of synthetic datasets is to simplify real data, which requires assumptions to 84 

be made and boundary conditions to be set around it, hence it is impossible to produce a 85 

faithful replication of the real data. Whilst it may not be necessary to capture all the 86 

complexities and features of real data in the design of synthetic ones in order to establish their 87 

utility and credibility, there is potentially an expectation from users that higher complexity 88 

equates to higher quality, leading to a lack of acceptance of synthetic data amongst the 89 

biomedical community. 90 

Often, real datasets with predetermined criteria are difficult to collect because of limited 91 

availability at certain conditions and time periods. Synthetic data can be designed to mirror 92 

existing real data and further optimise the dataset by including rare cases and those at 93 
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extreme conditions, thereby enhancing the realistic range of features or parameters. 94 

Additionally, a high level of control is potentially achievable with synthetic datasets, where 95 

designers can quickly change one factor at a time or build up layers of complexity through 96 

controlled addition of factors.  97 

Once collected, a major shortcoming of real data is the laborious and time-consuming task of 98 

labelling observations with meaningful information (e.g. healthy vs abnormal) performed by 99 

experienced personnel. Synthetic datasets can be designed with the labels inherent in the data, 100 

side-stepping this task. The desired property of the synthetic data is also known and can be 101 

applied in performance assessment of analysis tools.  102 

A drawback of large-scale real datasets is that they sometimes take a large amount of time to 103 

acquire (particularly true concerning collection of rare events). An equivalent large-scale, 104 

complex synthetic dataset may also require a large amount of computing time to generate, 105 

however this problem is negated as computers become faster.  106 

Further benefits of synthetic data are: the potential lower costs associated with use of a 107 

modern computer rather than expensive technical equipment, reagents and raw materials; the 108 

reproducibility of computer code; and the absence of personal data which means that the 109 

processing of synthetic data does not have the same privacy concerns and legal compliance 110 

requirements as that of real data (11).   111 

In flow cytometry, synthetic datasets usually aim to mimic the properties of real cell 112 

populations. The properties of these randomly generated datasets range from simple two-113 

dimensional datasets with four clusters (12), to up to 30 populations in 35 dimensions (13). 114 

The statistical distributions of synthetic clusters vary from normal (Gaussian), to non-normal 115 

generated from mixtures of several Gaussians, and skewed (14–16). Simulated background 116 

noise also features (17,18). Prior synthetic work approaches, however, have not explored 117 
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other possible characteristics specifically such as distance between clusters (both standard 118 

and rare), which is modelled in real data through the comparison of median fluorescence 119 

intensities between a stained and an unstained population in terms of population widths or 120 

standard deviations, in order to estimate the relative brightness of a fluorophore (19,20). 121 

Moreover, in a somewhat fragmented space, there is reason to apply systematic design on 122 

existing properties (such as the skewness of clusters) to optimise the coverage of 123 

characteristics.   124 

Evaluation of developers’ own tools using internally generated synthetic datasets is 125 

inherently biased, therefore external and independent testing is a prerequisite for software 126 

credibility in the clinical and biomanufacturing communities. Benchmarking datasets are 127 

used in independent studies to compare software performance, however, existing studies 128 

performed have solely relied on experimental data toolsets and have not used synthetic 129 

datasets (21,22). This may be related to a limited amount of synthetic datasets available 130 

within public flow cytometry repositories for the community to use (23). Software 131 

benchmarking studies holds similarities to other quality assurance methods, such as those 132 

applied in proficiency testing defined in ISO 13528:2005 (24), and similar statistical methods 133 

can be used to evaluate software output performances in an external and independent manner. 134 

When using real datasets as the test material, determination of the software performance is 135 

achieved through comparison of software results against an estimate of the true value. This 136 

value is assigned through a choice between 1) formulation, 2) cellular certified reference 137 

materials (of which very few exist for flow cytometry) (25), 3) manually gated analysis from 138 

one expert, 4) consensus manual analysis results from a group of experts, or 5) consensus 139 

values from participant results. Possible bias from the results of experts or participants 140 

reduces the robustness of the test. Synthetic datasets can be used adjacent to certified 141 

reference materials with potential benefit.  142 
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 143 

In this research we propose the use of synthetic datasets for benchmarking unsupervised 144 

learning automated flow cytometry data analysis software of which there are a large array of 145 

options available to the data analyst (26). We define a description of the data characteristics 146 

of flow cytometry data and demonstrate two methods to generate highly controlled, 147 

systematically designed synthetic datasets with different degrees of separation between 148 

clusters, and different levels of skew. We illustrate the use of our synthetic datasets using an 149 

exemplar software, SPADE3 (27), and present results that allow robust calculations of 150 

performance metrics not possible with real cell data. This work starts to explore the role of 151 

synthetic datasets as digital reference materials and standards, and the potential regulatory 152 

implications as the biomedical and biomanufacturing fields move increasingly towards using 153 

automated systems, machine learning and artificial intelligence techniques. 154 

  155 
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2 Materials and Methods 156 

2.1 Target characteristics for synthetic flow cytometry datasets 157 

We identified certain commonly recognised data characteristics or potential statistical 158 

attributes of flow cytometry data and put forward a strategy to control and modify these 159 

characteristics to create systematic scenarios for testing software (Table I). In this research 160 

we targeted the separation / overlap and the skew properties in our simulation studies because 161 

these had not been addressed in previous work and/or the designs had not been approached in 162 

a systematic way. In order to focus on these properties, non-target characteristics such as the 163 

number of clusters, number of datapoints, and number of dimensions were kept constant, and 164 

noise was excluded in our simulations. 165 

2.2 Description of the Separation Index 166 

The separation index (SI) is used throughout this research to define the distance between 167 

clusters. The SI  measures the magnitude of the gap between a pair of clusters based on the 168 

upper and lower percentiles of the two clusters (28). In the one-dimensional example (Figure 169 

1), the SI can be summarised as Eq. 1:  170 

�� �
����/2	 
 ��

��/2	

��
��/2	 
 ����/2	

 
Eq. 1 

 

 171 

where ��
��/2� and ��

��/2� are the sample lower and upper ��/2� quantiles of cluster i. The 172 

interpretation of the SI is relatively straight forward, the range is [-0.999, +0.999] with values 173 

approaching +1 indicating increasing separation, SI of 0 indicating clusters touching, and SI 174 

approaching -1 indicating total overlap. In practice, our working range for the SI was [-0.3, 175 

+0.3]. These limits were defined because at a SI of +0.3 clusters were already very well 176 

separated, and at a SI of -0.3 clusters appeared well overlapped or merged.  177 

 178 
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2.3 Hardware and software 179 

Dataset generation and analysis was run on a 64-bit Windows 10 operating system with a 180 

3.00 GHz processor and 64 GB of RAM. Computational tools used are listed in Table II. 181 

Throughout this paper, we use regular type to refer to software or computing environments, 182 

italics for packages, and monospace font to designate functions. 183 

2.4 Synthetic datasets 184 

The concept of creating artificial, computer-generated flow cytometry datasets is essentially 185 

random number generation, with numbers typically drawn from a normal distribution. Other 186 

probability distributions are available e.g. binomial, exponential, Poisson, Student’s t, etc. If 187 

flow cytometry data are considered as mixtures of subpopulations of a heterogenous sample, 188 

then the generation of synthetic data is a process of creating a mixture of random clusters.  189 

 190 

2.4.1 Separation dataset generation 191 

We designed a library of two-cluster synthetic datasets in two dimensions with 1,000 192 

datapoints per cluster as an exemplar size of cell populations in real flow cytometry data, 193 

with different degrees of separation between neighbouring clusters ranging from well-194 

separated to merged. The datasets were prepared using the R clusterGeneration package, with 195 

SI values ranging from [-0.3, +0.3] at 0.05 intervals. Nine random normally distributed 196 

cluster replicates were generated at each SI value. Covariance matrices were randomly 197 

generated from eigenvalues between 1 and 5 to give a variability in the diameter and shape of 198 

clusters that is similar to those seen in real flow cytometry data. These parameters produced 199 

clusters with known separation, but which were random in their elliptical shape attribute. 200 

Datasets were converted to FCS3.1 format using the R package flowCore. 201 

 202 
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2.4.2 Skew dataset generation 203 

We designed a library of two-cluster synthetic datasets in two dimensions with 1,000 204 

datapoints per cluster, with different levels of skew and skew-direction pairs. Single skew 205 

clusters were prepared with the package sn, of which the α parameter regulates asymmetry 206 

(29). Likewise random cluster replicates were generated at each skew direction (left and 207 

right) along the x-axis in addition to each level of skew input α values between 2.5 to 10, at 208 

intervals of 2.5. Applying the skewing α parameter causes the diameter of the elliptical 209 

cluster to reduce along the x-axis. To compensate for this, clusters were elongated to obtain a 210 

pre-skew diameter using the package rescale. The skewness of the clusters before and after 211 

rescaling were identical (measured using the package psych) determined by the asymmetry 212 

around the mean remaining unchanged (Figure 2A). Two clusters were joined together, and 213 

one cluster shifted further away from the other through vector arithmetic operations in R 214 

(Figure 2B). The distance between two clusters was measured with the clusterGeneration 215 

package, datasets with a SI value between -0.25 and -0.15 were selected for further 216 

processing. Files were converted to FCS3.1 standard using flowCore and visualised within 217 

FlowJo software.  218 

 219 

2.5 Real datasets 220 

All material was obtained with the approval of and in accordance with the respective Ethics 221 

Committees of Loughborough University and LGC, and under jurisdiction of the Human 222 

Tissue Authority. 223 

2.5.1 Real cell PBMC dataset 1 224 

Fresh whole blood from healthy donors (Cambridge Bioscience, UK) was processed using 225 

Ficoll-Paque (Fisher) to isolate the buffy coat layer containing peripheral blood mononuclear 226 
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cells (PBMCs). Cells were single-stained separately with CD4-PerCP-Vio700, CD45RO-227 

APC-Vio770, and CCR7-VioBlue (all from Miltenyi Biotech). Data were acquired using BD 228 

FACSCantoII cytometer equipped with 3 lasers (405nm/ 30mW, 488nm/ 20mW, 633nm/ 229 

17mW). 100,000 cell events were collected.  230 

2.5.2 Real cell PBMC dataset 2 231 

PBMCs (LGC, UK) were stained with CD3-BB515, CD4-BB700, CD45RA-BV786 (all from 232 

BD Biosciences), and live/dead fixable aqua dead cell stain (Invitrogen). Data were acquired 233 

using a BD LSRFortessa cell analyser equipped with four lasers (355nm /20mW, 405nm/ 234 

50mW, 488nm/ 50mW, 640nm/ 40mW). 200,000 cell events were collected. Single-stained 235 

beads and fluorescence-minus-one controls were used to calculate compensation.  236 

 237 

2.6 SPADE3 analysis of synthetic datasets 238 

SPADE3 was run within Matlab R2019a. Each FCS file was run separately. User input 239 

parameters that were selected were: overlapping markers used for SPADE tree = CH1, CH2; 240 

ignore compensation; no transformation. All other settings were left as default values (local 241 

density neighbourhood size = 5, local density approximation factor = 1.5, maximum 242 

allowable cells = 50,000, outlier density = 1, target density = 20,000 cells, algorithm = K-243 

means, number of desired clusters = 100).  244 

 245 

2.7 Statistics and performance metrics 246 

Methods used for statistical analysis included the mean, standard deviation, coefficient of 247 

variation, and metrics derived from the confusion matrix as shown in Table III.  248 

The performances of software runs were calculated using Eq. 2 and Eq. 3:  249 
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Absolute difference to reference count � | 
 �| Eq. 2 

 

Population percentage difference �%	 �  
| 
 �|

����� ����������
� 100 

Eq. 3 

 

where A is the software output count, and B is the reference value defined here as the known 250 

count of cluster 1 (1,000 events) which was designed inherently in the dataset. 251 

As in binary classification (30), here a true positive (a ‘hit’) is defined as the correct SPADE3 252 

assignment of a target cell to its reference target population set during cluster generation. 253 

Events in cluster 1 of the synthetic datasets were arbitrarily selected as the ‘target’ cases. 254 

SPADE3 assignment of a non-target cell to its non-target population is a true negative. 255 

Misclassification of a non-target cell to a target population is a false positive, and 256 

misclassification of a target cell to a non-target population is a false negative (a ‘miss’). The 257 

evaluation metrics calculated from the confusion matrix include the accuracy, precision, 258 

recall and F1 measure, and are defined in Eq. 4 to Eq. 7 (31). We compared the individual 259 

cell assignments to a cluster predicted from SPADE3 with the reference cell assignments, 260 

using the R package caret. 261 

 262 

������� �  
���  ��!���" # ���  � $���" 
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Eq. 4 

 

 263 
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Eq. 5 

 

 264 
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Eq. 6 

 265 
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&1 � 2 �  
%� ��!��� � ' ����
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Eq. 7 

 

  266 
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3 Discussion 267 

In flow cytometry, data typically contain cell populations that are positive or negative for a 268 

marker of interest. The distance between the positive and negative cell populations is 269 

variable, ranging from well resolved to merged. Multiple factors affect this separation, 270 

including but not limited to biological attributes (the level of marker expression, affinity and 271 

avidity of antibody binding, the number of antibody bound per cell) and assay variables 272 

(antibody panel design and concentrations used in the staining process, fluorophore 273 

brightness and dye stability, sensitivity and resolution of the detectors). This separation 274 

directly impacts the accuracy and precision of manual data analysis, with significantly higher 275 

technical variation seen in poorly resolved populations compared with clearly defined cell 276 

populations in human peripheral blood (32). 277 

 278 

3.1 Distance between clusters  279 

To simulate flow cytometry data with different distances between a positive and a negative 280 

population we generated a normally distributed synthetic two-cluster dataset with different 281 

degrees of separation between clusters. For comparison, we measured the SI between two 282 

clusters in a real cell dataset. The PBMCs dataset 1 contained negatively and positively 283 

stained populations in each fluorescent channel. These subpopulations were separated using 284 

the automated cell population identification software SPADE3 (27). Then the magnitude of 285 

the gap between pairs of real cell clusters along each channel was measured using the 286 

sepIndex function in the clusterGeneration package. We observed similar SI values 287 

between the real-world positive and negatively stained cell populations and the synthetic 288 

clusters, within the range of -0.3 and +0.2 (Figure 3). These results show our method defined 289 

here for generating synthetic flow cytometry datasets is able to successfully simulate the 290 

distance parameters seen between clusters in a real example of flow cytometry data. 291 
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Individual cluster statistics can potentially vary by a small amount, however at this stage of 292 

the research this was not a focus of this study. 293 

 294 

3.2 Clusters with non-normal distributions 295 

The synthetic datasets generated in Section 3.1 contain clusters following a normal 296 

distribution, visualised as symmetrical bell curves for univariate data or symmetrical circles 297 

and ellipses in scatterplots for multivariate data. However, real flow cytometry data consist of 298 

cell population clusters that follow a normal distribution as well as those that display non-299 

normal distributions. The exact distribution along a marker channel is difficult to predict and 300 

may depend on the state of the cell along a differentiation pathway. For example, a stable 301 

haematopoietic stem cell population may display a normal distribution of CD34+ expression 302 

that transitions to a non-normal distribution during cell differentiation as CD34 expression 303 

decreases (33).  304 

Non-normal data are characterised by asymmetry around the sample mean. These cell 305 

populations can display positive (right) skew or negative (left) skew. The skewness can be 306 

estimated using the adjusted Fisher-Pearson coefficient of skewness (p value) (34), where a 307 

normal distribution has a skewness value of p = 0, a positive skewness value indicates a tail 308 

pointing to the right, and a negative skewness value indicates a tail pointing to the left. The 309 

further away the value is from 0, the greater the skew and typically the longer the tail.  310 

There are different strategies to generate synthetic flow cytometry datasets with skewed cell 311 

populations. One method is to create multiple Gaussian distributions that can then be merged 312 

together to form an overall distribution with the desired skew. This strategy has been used 313 

previously to create synthetic data with non-convex shapes (15,16). This method may require 314 

many rounds of trial and error. To avoid this shortcoming, here we developed and tested a 315 
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different method using the sn  R package to generate random clusters with multivariate skew-316 

normal distributions (29).  317 

The multivariate skew normal distribution extends the class of normal distribution (defined 318 

through a mean vector and covariance matrix) by the addition of a skew parameter.  319 

A comparison of the skewed clusters generated from computer simulation against real cell 320 

populations from the PBMCs dataset 2 demonstrates that the synthetic and real cases are 321 

comparable (Figure 4). This result shows that the simulated data we generated is a realistic 322 

model of both positive and negative skew observed in real flow cytometry cell populations, 323 

and therefore has biological relevance. Thus, the synthetic dataset can be reliably used to gain 324 

understanding on how automated software responds to skewed flow cytometry data, with the 325 

additional benefit of the ability to systematically control the strength of the skew as well as 326 

the absolute cell number.  327 

The strategy we devised to create a dataset with multiple skewed clusters was to generate 328 

individual clusters in parts then combine them together to form one whole dataset. The gap 329 

between the clusters can be controlled by shifting one cluster closer or further away to the 330 

other through vector arithmetic operations, with the SI being measured after the clusters were 331 

combined. With skewed clusters, a new level of complexity is introduced compared to 332 

normally distributed clusters, because assuming the skew is introduced only in one parameter, 333 

each cluster can be left-skewed or right-skewed. Thus, the possible permutations of pairs of 334 

skewed clusters in a two-cluster dataset increases from one to three. In this paper we refer to 335 

these combinations as: head-to-head, head-to-tail (this is the same orientation as tail-to-head), 336 

and tail-to-tail (Figure 5).  337 

 338 
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3.3 Application of synthetic datasets to a cell population identification software  339 

To demonstrate the efficacy of the synthetic datasets, they were passed through an exemplar 340 

software, SPADE, in order to illustrate how synthetic data can reveal limitations of 341 

automated software, and can provide a deeper understanding of the inner workings of ‘black 342 

box’ algorithms in a way that real cell datasets are unable to.  343 

SPADE, named for spanning-tree progression analysis for density-normalised events, is a 344 

widely applied software package that uses automated down-sampling, clustering and 345 

minimum spanning tree construction to aid analysis of high-dimensional flow cytometry data 346 

(35). There are two versions of SPADE with different algorithms. The original SPADE1 347 

applies a stochastic down-sampling algorithm paired with an agglomerative hierarchical 348 

clustering algorithm that produces different outputs when run on the same data. This specific 349 

issue of reproducibility in SPADE1 was subsequently resolved in SPADE3 by removing the 350 

stochastic algorithms and replacing them with deterministic ones (27). In addition, a tree 351 

partitioning function was introduced to assist interpretation of the outputs.  352 

Here, we used the Matlab implementation of SPADE3 to process our synthetic datasets using 353 

default parameters (as described in section 2.6). We used the auto tree partitioning tool to 354 

split the spanning tree into two populations, then compared the population number to our 355 

known reference value, which was 1,000 cells per cluster, or 50% of total cells events, for 356 

both the separation and skew datasets.  357 

For the separation dataset, the absolute difference in cell count of each cluster between the 358 

software output and the reference value was calculated for each SI condition. The results 359 

show that the accuracy and precision of SPADE3 decreased as the SI decreased from +0.3 to 360 

-0.3, with performance deteriorating noticeably at a SI value of -0.2 and below (Figure 6). 361 
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These results were to be expected, because defining the boundary between one cluster and 362 

another becomes progressively more difficult as clusters get closer together.  363 

The benefit of applying the synthetic datasets to test software such as SPADE3 was the 364 

ability to quantify for the first time the SI value where the software began to lose 365 

performance. The high level of control in designing the gap between cell populations within 366 

the synthetic datasets would have been very difficult to achieve with real cell data. 367 

Furthermore, since the absolute counts and frequencies of each cell population was known in 368 

the synthetic dataset, the evaluation of the software was based on robust absolute traceable 369 

figures, and did not rely on comparison with a manually gated reference subpopulation count, 370 

which has already been shown to be operator dependent and potentially biased (36,37).  371 

In the design of the skew dataset, a constant SI value of -0.2 between clusters was chosen 372 

because it fell in the critical region where the SPADE3 software began to deteriorate. The 373 

skew dataset was processed through SPADE3, then the difference in cell population 374 

percentage of the cluster between the SPADE3 output and the reference value was calculated 375 

for each skew condition and cluster pair orientation. We found that, for each cluster pair 376 

orientation, increasing the level of skewness in the clusters had no effect on the accuracy and 377 

precision of SPADE3. However, at each level of skewness, SPADE3 was able to partition the 378 

two clusters with improved performance when the orientation was tail-to-tail, followed by 379 

head-to-tail and finally head-to-head (Figure 7).  380 

 381 

This pattern of performance appeared to correlate with the density of points between the two 382 

clusters. The skew dataset was planned with skewness and skew orientation among the 383 

variable design factors, and the separation between clusters as constant factors. The 384 

systematic way this skew dataset was designed allowed for the pattern of behaviour of 385 
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SPADE3 to become apparent. This finding suggests the SPADE3 algorithm is well suited to 386 

analysis of skewed data albeit with a performance bias and sensitivity depending on skewed 387 

cluster orientation. This may not be the case for other algorithms that use different clustering 388 

techniques, in particular those that use a Gaussian mixture model-based clustering approach. 389 

Further work to investigate this in a software comparison study is warranted.  390 

 391 

3.4 Assessment of software performance based on synthetic data 392 

One of the benefits of synthetic data is that, as well as ‘true’ population counts and 393 

frequencies, an estimate of the true membership of a cell to its cluster is known a priori. This 394 

is not the case with real cell data, where membership of a cell to a population is estimated by 395 

an analyst performing manual gating. Here, we demonstrate the evaluation of robust 396 

performance metrics of SPADE3 runs on synthetic datasets using confusion matrix analysis.  397 

Each cell event in the synthetic dataset was pre-assigned a cluster membership on generation. 398 

These cluster memberships were withheld for the SPADE3 analyses. After running the 399 

datasets through SPADE3, the software predictions of cluster memberships for all 2,000 cell 400 

events were compared with the reference cluster memberships using the R caret package. 401 

Events in cluster 1 were arbitrarily assigned as positive cases.  402 

The results from the SPADE3 analysis of the synthetic separation dataset (Table IV) showed 403 

a classification accuracy (Eq. 4) greater than 90% with SI values of -0.1 or greater. Accuracy 404 

fell to 86% and 43% at SI values of -0.2 and -0.3 respectively (Figure 8A).  405 

The same pattern appeared with precision, also called positive predictive value (Eq. 5) with 406 

values greater than 90% at SI values of -0.1 or larger, then falling to 81% and 50% at SI 407 

values of -0.2 and -0.3 respectively (Figure 8B).  408 
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The recall metric that measures the rate of true positives identified (Eq. 6) gave perfect scores 409 

of 100% at SI of +0.3, scored greater than 90% at SI values of -0.2 or greater, and 410 

deteriorated to 46% with SI of -0.3 (Figure 8C).   411 

The F1 score (Eq. 7) was calculated from the precision and accuracy to give the overall 412 

accuracy of SPADE3. The F1 score remained above 90% for SI values greater than -0.1, then 413 

fell to 85% at a SI value of -0.2 and reduced further to 47% at a SI value of -0.3 (Figure 8D).  414 

The results from the classification analysis reinforce the finding that SPADE3 performs 415 

strongly when clusters are well-separated, but the accuracy decreases as clusters approach a 416 

SI value of -0.2 and falls to below 50% when processing overlapping clusters with SI values 417 

of -0.3. Our application of this synthetic flow cytometry dataset in this instance has helped to 418 

illustrate good performance characteristics and ranges, but also limitations of SPADE3 with 419 

respect to cluster separation both with normal and skewed cluster probability distributions.  420 

  421 

on January 18, 2022Downloaded from 



22 
 

4 Conclusion 422 

 423 

In this article we have introduced a systematic method of designing and generating synthetic 424 

flow cytometry datasets, with specific focus on control of the distance between clusters and 425 

the probability distributions of events within clusters. We applied our computer-generated 426 

flow cytometry datasets to an automated data analysis software, SPADE3, and have shown 427 

that the synthetic datasets are capable of critically assessing the quality of the software 428 

outputs and hence the software performance. In addition, we have given an example of 429 

quantifying performance assessment using synthetic datasets that is robust compared with 430 

using real-world datasets.  431 

 432 

The systematic approach we have implemented to produce flow cytometry datasets is straight 433 

forward to execute computationally, but would be complicated to achieve experimentally due 434 

to uncontrollable external sources of variation within real cell datasets, thus synthetic datasets 435 

here overcome the limitations of acquiring real datasets. The synthetic datasets have the same 436 

range of data properties as their biological equivalents and can serve as credible substitutes 437 

for real flow cytometry datasets for the testing of automated cell population identification 438 

software.  439 

 440 

It is noted here that in most cases algorithms that underpin flow cytometry analysis software 441 

have been previously published, but it is (at times) inherently opaque implementation of 442 

algorithms in executable code that whilst allows understanding of inputs and outputs, does 443 

not allow a full understanding of the data transfer functions. Application of our synthetic 444 

datasets to an automated cell population identification software such as SPADE3 can 445 
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therefore help users understand how the underlying ‘black box’ algorithm works. Here we 446 

have identified the regions where SPADE3 begins to lose performance, specifically where 447 

two clusters are located at a SI value of -0.2 or less. Our results suggest that SPADE3 is not 448 

specifically affected by the probability distributions of data, but is more sensitive to the 449 

relative density of data points between two clusters. Findings such as these can provide 450 

guidance to users on software selection when having to contend with large array of potential 451 

software solutions (26) (i.e. in this exemplar whether SPADE3 would be an appropriate tool 452 

of choice for automated analysis of real data containing heavy overlapping of clusters), and 453 

then help to understand the validity of their automated analysis outputs. 454 

 455 

A further benefit of synthetic datasets was apparent when we assessed the performance of 456 

SPADE3 using the metrics calculated from the confusion matrix. This classification analysis 457 

relied on comparison of software predictions with known ‘true’ conditions hence an absolute 458 

analysis. In the synthetic dataset, an estimate of the true assignment of cells to clusters was 459 

designed into the data, making this analysis relatively rapid and robust. With real data, the 460 

assignment of cells to subpopulations must first be manually determined (often with potential 461 

difficulty and error), then the dataset labelled, before a confusion matrix can be calculated. 462 

These additional steps are time-consuming and prone to error. The variability observed in 463 

manually gated datasets means either the analysis from a single expert must be taken as the 464 

best estimate of the ‘true value’, or a pooled manual analysis from a group of experts is used. 465 

The first option risks bias, and the second is dependent on the precision and accuracy of the 466 

group. In both instances, it is difficult for the final analysis to be as robust compared with 467 

synthetic datasets.  468 
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There are also a few disadvantages with synthetic datasets. The datasets are built on 469 

assumptions of real data. These approximations are based on mathematical models and have 470 

limits. Although the aim is to create synthetic datasets that are as realistic as possible, there 471 

may be features missing as a function of boundary conditions and design assumptions.  472 

 473 

Further investigations on flow cytometry synthetic datasets will follow two main directions. 474 

The first is the extension of the work to generate datasets with controls on other flow 475 

cytometry data properties identified in Table I, and more complex datasets with multiple 476 

controlled factors. We are currently developing and optimising synthetic datasets with rare 477 

cell populations with and without skewed distributions, and noise characteristics. The second 478 

area is the comparison of software performance across multiple platforms when challenged 479 

with synthetic datasets targeting flow cytometry automated data analysis software that 480 

employ various clustering algorithms such as K-means, hierarchical, partition, density-based, 481 

model-based, spectral clustering and self-organising maps.  482 

 483 

Besides being a benchmarking tool for software developers, possible further applications of 484 

synthetic datasets include their use as educational and training tools for manual gating, as part 485 

of external quality assessment (EQA) and proficiency testing schemes. In addition, as cell 486 

identification and quantification in medical diagnostics and cell therapy/ regenerative 487 

medicines manufacturing fields move increasingly towards automated machine learning and 488 

artificial intelligence techniques, it is likely that synthetic datasets will have important 489 

regulatory applications as digital reference materials and standards, as well as potential 490 

regulatory implications.  491 

  492 
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Tables 630 

Table I. Characteristics of flow cytometry datasets 631 

Characteristic Description 
Number of clusters Number of cell subpopulations in a sample 
Number of datapoints Number of cell events acquired from a sample 
Number of dimensions Number of parameters recorded in the experiment, e.g. forward scatter, 

side scatter, fluorescent markers 
Separation The gap between negatively and positively stained cell populations 
Overlap Poorly resolved populations that appear merged  
Placement Projection direction of one cluster to another in space 
Distribution The shape of the cell population, as modelled on probability distributions 

e.g. Gaussian, Student’s t, exponential, Chi-squared 
Spread The variance of the cell population  
Skew and kurtosis The level of asymmetry around the mean of the cell cluster 
Orientation The direction of the asymmetry 
Elongation Stretched out populations with long tails 
Noise Events that are excluded from analysis e.g. outliers, dead cells, debris, 

doublets, false events detected in the region of interest. 

 632 

 633 

Table II. Toolset used in this research for the generation of synthetic datasets, automated cell 634 
population identification, and performance evaluation. R packages in italics. 635 

Tool Version Purpose in this research 
R 3.5.1 Programming 

RStudio IDE 1.2 Programming environment 

Matlab R2019a Environment for SPADE analysis 

FlowJo 10.6 Flow cytometry data analysis and visualisation 

SPADE 3 Automated analysis of synthetic datasets 

caret 6.0-82 Calculate performance metrics, confusion matrix 

clusterGeneration 1.3.4 Generate synthetic clusters 

flowCore 1.48.1 Manipulate flow cytometry data  

psych 1.8.12 Measure skew 

scales 1.1.0 Scale functions for visualisation 

sn 1.5-3 Build and manipulate probability distributions of the 
skew-normal family 

tidyverse 1.3.0 Data manipulation, analysis and visualisation 

 636 

 637 

 638 

on January 18, 2022Downloaded from 



31 
 

Table III. Confusion Matrix 639 

  Reference 

  Target Non-target 

P
re

di
ct

ed
 

Target True positive False positive 

Non-target False negative True negative 

 640 

 641 

Table IV. Performance metrics. 642 

Separation 
index 

Mean Accuracy 
(%) 

Mean Precision 
(%) 

Mean Recall 
(%) 

Mean F1 
(%) 

-0.3 43.0 49.8 45.8 47.4 

-0.2 86.1 80.5 91.6 85.1 

-0.1 93.9 93.5 94.4 93.9 

0 97.0 97.0 97.2 97.0 

0.1 98.6 98.7 98.5 98.6 

0.2 99.7 99.8 99.7 99.7 

0.3 99.98 99.97 100.00 99.98 

 643 

  644 
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Figure captions 645 

Figure 1. One-dimensional example of the separation index (SI) that measures the magnitude of the 646 
gap between two clusters. Vertical lines indicate the lower and upper quantiles of the clusters. The 647 
difference between U1 and L2 (numerator) is divided by the difference between L1 and U2 648 
(denominator) to calculate the SI value. This method is robust against outliers in between the two 649 
clusters that may affect the SI. Figure adapted from (28).  650 

Figure 2. Workflow for skew dataset generation. Top panels show scatterplots, bottom panels show 651 
density estimates. A) A cluster with a normal distribution is generated, then skew is added through the 652 
alpha parameter in the R package sn, then the cluster is rescaled. B) Two clusters are combined, then 653 
the distances between them can be varied through vector arithmetic operations.  654 

Figure 3. Comparison of synthetic and real clusters with representative separation index values 655 
ranging from -0.3, 0.0 to +0.2, showing overlapping, touching and well-separated clusters, 656 
respectively. Top panel shows synthetic data generated from R package clusterGeneration, bottom 657 
panel shows real peripheral blood mononuclear cells (PBMCs) data after automated population 658 
detection and partition with SPADE3 software followed by separation index calculation.  659 

Figure 4. Comparison of synthetic (A) and real (B) flow cytometry data with skewed distributions. 660 
Both left-skewed and right-skewed synthetic clusters can be generated that mimic real data.  661 
Asymmetry around the mean is clearly shown with contour plots (top) and histograms (bottom). 662 

Figure 5. Generation of synthetic two-cluster skewed datasets. Three combinations of cluster pairs are 663 
shown here; head-to-head, head-to-tail and tail-to-tail. 664 

Figure 6. The synthetic two-cluster separation dataset was run through SPADE3, then the absolute 665 
difference between the SPADE3 cell count to the reference value of cluster 1 was calculated. Result 666 
demonstrates the accuracy and repeatability of SPADE3 deteriorates as the distance between clusters 667 
decreases. Data represents mean ±1SD. 668 

Figure 7. The synthetic two-cluster skewed dataset was run through SPADE3, then the gap between 669 
the SPADE3 cell population percentages and the reference cell population percentages was calculated. 670 
Increasing the cluster skewness in the datasets did not affect SPADE3 performance. However, the 671 
accuracy and repeatability of SPADE3 improved as direction of the cluster pairs changed from head-672 
to-head to head-to-tail, and then to tail-to-tail. All clusters had separation index of -0.2. Data 673 
represents mean ±1SD.  674 

Figure 8. Performance metrics for SPADE3 analysis of Separation dataset. 675 
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