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Abstract

Wireless communication in the 5G era has to meet challenging goals such as huge target

data rates, ultra-low latency, massive connectivity, and several other requirements. In the

literature, several techniques were suggested to fulfill these goals. One of the promising

techniques to achieve higher data rates, which has received considerable attention recently,

is buffer-aided cooperative relay networks.

This thesis aims to study how to exploit buffer-aided relays in the 5G cooperative net-

works more effectively to get closer to achieve the goals of the 5G and beyond. Specifically,

the proposed techniques in this thesis are directed to improve the most critical performance

metrics of the buffer-aided cooperative relay network: the system throughput, the diversity

gain and the average packet delay.

Firstly, a novel prioritization-based buffer-aided relay selection scheme, which is able to

combine non-orthogonal multiple access (NOMA) and orthogonal multiple access (OMA)

transmission in buffer-aided cooperative relay networks is proposed in this thesis. Opposing

to the available buffer-aided relays in cooperative NOMA schemes, which are only valid

for high signal-to-noise ratio (SNR) ranges, the result shows that the proposed scheme

significantly improves the data throughput and the diversity gain in both low and high SNR

ranges. While all the available schemes for buffer-aided relays in cooperative NOMA have

considered a single relay, the proposed scheme has shown its excellence for the multiple

relays scenario. The closed-form analytical expression for the average throughput of the

proposed scheme is successfully derived and verified by numerical simulations. Besides,

the analytical and simulation analysis show that the diversity gain of the proposed scheme

is equal three times the number of relays in the system, which was twice the number of

relays in previous studies. In addition, the impact of setting different values for the target



vi

length is discussed. Result shows that in delay-unconstrained applications, it is better to set

the target length based only on avoiding empty and full buffers.

Secondly, buffer-aided relays can lengthen the packet delay if queues in the buffers

are not controlled. In order to make a fair delay performance comparison between the

non-buffer-aided relays and the buffer-aided relays, a new factor, the delay that packets

encounter at the source (the source delay) which is not considered in the available literature,

is thoroughly discussed in this thesis. Buffer-aided relays have better outage performance

than non-buffer-aided relays, therefore, packets tend to leave the source faster. The result

shows that buffer-aided relays have shorter source delay than non-buffer-aided relays.

Hence, buffer-aided relays can beat non-buffer-aided relays in the packet delay in some

cases especially at low SNR. The closed-form expression for the source delay is successfully

derived. Some of the delay reduction techniques such as broadcasting and small buffer

size are tested while considering the source delay. The result shows that this technique

has a positive impact on the delay performance of buffer-aided relays. Thirdly, a novel

relay selection scheme, which introduces the idea of an adaptive target length based on

the status of the relay transmission channel, is proposed. Simulation results show that the

proposed scheme has better average packet delay when compared to other schemes.

Finally, in delay-constrained applications such as tactile internet, which requires the

latency below 1ms, studying the distribution of the delay is necessary because every packet

with delay higher than the target delay will be re-transmitted or discarded. This has an

impact on the system performance metrics such as throughput. In this thesis, Trellis state

diagram and Markov chain are used to analyse the delay-constrained outage probability

which caused by both the channel outage and the delay exceeding the target delay. The

closed-forms of the delay-constrained outage probability is successfully derived for three

benchmark selection schemes for the 3-node relay network. This thesis proposes an

adaptive buffer-size relay selection scheme which is applied on the available schemes and

achieves significant better delay-constrained outage probability than their fixed buffer size

counterparts.
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Chapter 1

Introduction

The increasing demand on higher data rates in wireless communication, the require-

ment of having everything online all the time such as the case with the internet

of things IoT technology, and the ultra low latency requirement in applications

such as autonomous vehicle, are hard to be met in the current 4G [1]. The require-

ments of the upcoming high demanding applications such as ultra high definition

video streaming and many other applications are expected to be met in the next-

generation 5G. These high demands led to intensifying the research in the 5G area.

Multiple techniques have been proposed to support these applications. One of

these techniques which was part of 4G and it is suggested for 5G is cooperation;

this chapter explains this technique and how cooperation can also be combined

with other 5G techniques such as non-orthogonal multiple access NOMA to achieve

better performance.

1.1 Fifth Generation 5G

1.1.1 Evolution in Wireless Technologies

Wireless communication has evolved over the past few decades from analog voice

calls to modern technologies that provide high quality mobile services with up to

100 Mbps user data rate [14]. The first generation was introduced 1980’s. It has up

to 2.4kbps data rate. It has disadvantages like low capacity. The second generation
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was announced in 1990’s. Digital technology is used in mobile telephones. Global

systems for mobile communications was the first 2nd generation system used for

voice communication and it has up to 64kbps data rate. A 2.5G system generally

uses 2G system frameworks, but it applies packet switching along with circuit

switching. It has up to 144kbps data rate. The third generation was presented

in 2000. It has transmission rate up to 2Mbps. The evolving technologies has

made an intermediate wireless generation between 3G and 4G named as 3.5G and

3.75G with improved data rate of 5-30 Mbps. In 4G, voice, data and multimedia

are delivered to users on every time and everywhere and at quite higher data

rates compared to earlier generations [112]. Fig. 1.1 summarizes the evolution in

wireless generations (so far) in terms of data rate, mobility and coverage. It is clear

that as wireless technologies are growing, the data rate, mobility, and coverage are

also growing as well [52].

Mobility/Coverage 

Vehicular 

0 
c .. Pedestrian c.. 
0 
Q ... 

Fixed 

Pedestrian 
:I 
c.. 
0 
0 ... Fixed 

/ 

Data Rate 

Figure 1.1 Wireless generations [52].

The aiming for future mobile networks is to provide users with unbounded

access to information and sharing information every time and everywhere for
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everyone and everything. The maturity in 4G (e.g. long-term evolution (LTE))

makes any improvement to be limited and quite complicated. At the same time,

data explosion in wireless communication will continue. In the last decade, the

number of IP devices increased by over a factor of 100, and the data required by

each device has risen. Therefore, the volume of data, the number of connected

devices and the data rates are growing in an unprecedented pace. Meeting all these

requirements can not be done with LTE, and a significant shift in performance is

needed to meet these demands. To this end, practical and efficient techniques are

suggested in the literature under the term 5G. 5G techniques focus on three main

communication enhancing categories [138]:

• Enhanced mobile broadband (eMBB): this includes extended coverage area,

higher mobility, higher data rate and high user density.

• Ultra-reliable and low latency communications (URLLC) applications such as

intelligent transport systems and remote medical surgery.

• Massive machine-type communication (mMTC) consists of a massive number

of low data rate devices such as IoT. Table 1.1 summarizes the 5G require-

ments.

Table 1.1 Minimum 5G requirements in IMT 2020 [114]

Peak data rate DL: 20Gbps, UL: 10 Gbps
Peak spectral efficiency DL: 30 bit/sec/Hz, UL: 15 bit/sec/Hz
User experienced data rate DL: 100 Mbps, UL: 50 Mbps
Area traffic capacity (indoor) DL: 10 Mbps/m2

Latency 1-4 ms
Connection density 106 devices/km2

Reliability 1−5 error probability for 32 byte/ms transmission
Mobility up to 500 km/h
Bandwidth 0.1-1 GHz

1.1.2 5G Techniques

Understanding the available 5G techniques is vital as well as integrating them

for achieving the maximum performance and minimum overhead. This section
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discusses multiple existing and future techniques necessary for 5G deployment.

A. Millimeter Wave

Wireless systems operate in a thin range of microwave frequencies that begins

from several hundred MHz to a few GHz which corresponds to wavelengths from

centimeters up to about a meter. This spectral band has become nearly fully occu-

pied, therefore, much wider bandwidth is required. To get wide new bandwidth,

there is only one way, using higher frequencies. Luckily, large amounts of not

used spectrum is in the mm wave range of 30–300 GHz, where wavelengths are

1–10 mm. The mm wave spectrum had been thought of as unsuitable for mobile

communications because of its low propagation qualities, including high path loss,

atmospheric and rain absorption, low diffraction around obstacles and penetration

through objects [85, 105]. However, these propagation problems can be solved

with cooperation techniques such as relay cooperation. Very high data rate can be

met for example, with wider bandwidth offered by millimeter waves. Since the

available band (lower than 6 GHz) is matured, ITU-WRC-15 has suggested higher

bands 24-100 GHz, which are suitable for high data rate and short-range indoor

applications, which can be extended with cooperative solutions.

B. Massive MIMO

Based on research started in 1990s, MIMO communication was introduced into

3G cellular around 2006. Multiple-input multiple-output (MIMO) can exploit the

spatial dimension of the communication channel. In single-user MIMO (SU-MIMO),

the number of links are limited by the number of antennas on a mobile device.

However, if each BS communicate with several users concurrently, the multiuser

version of MIMO (MU-MIMO) number of links is given by the smallest between the

number of antennas at users and the number of antennas at the BS. Furthermore,

in coordinated multi-point (CoMP), multiple BSs can cooperate and act as a single

effective MIMO transceiver and turning some of the interference in the system into

signals. MIMO was a part of 4G standard with two-to-four antennas per mobile

device and as many as eight per BS sector. For 5G, massive MIMO aims to increase



1.1 Fifth Generation 5G 5

the number of antennas per BS into the hundreds which offers noticeable benefits:

1) Enhancements in spectral efficiency. 2) Smoothed out channel responses. 3)

Simple transmit/receive structures because of the quasi-orthogonal nature of the

channels between each BS and the set of active users, orthogonality increases as

the number of BS antennas grows and simple linear transceivers perform close-to-

optimally [76, 43].

Theses benefits brought massive MIMO to a central position in preliminary 5G

discussions related to providing a high-capacity and wider coverage. However,

massive MIMO has several challenges to overcome such as interference in different

cells and the requirement of extensive field measurements. In addition, small

cell would not be equipped with massive MIMO due to their smaller form factor,

and applying massive MIMO at mm wave frequencies requires finding the correct

balance between power gain and interference reduction [26].

C. Spectrum Sharing

As mentioned in mm wave technique, wider bandwidths as compared to the current

available spectrum is required for realizing the target performance of 5G applica-

tions. So to overcome this difficulty, spectrum sharing is a promising technique.

As it makes the available spectrum more accessible. One of the spectrum sharing

techniques that can utilize the available spectrum effectively is cognitive radio. Cog-

nitive radios are fully programmable wireless devices and has a perfect adaptation

property for achieving a better network and application performance. It is able

sense the environment and dynamically performs adaptation in the networking

protocols, spectrum utilization methods, channel access methods and transmission

waveform used . Non orthogonal multiple access (NOMA) is another technique to

achieve spectrum sharing. While ultra-low latency requires shorter transmit time

which may be accomplished by new waveform [4, 53, 115], or by small packet size.

The currently available multiple access techniques such as orthogonal frequency

multiple access (OFDMA) has a significant overhead on packet size associated with

the scheduling for orthogonal transmission. New multiple access techniques such

as non-orthogonal multiple access (NOMA) may help in achieving the ultra-low
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latency goal for 5G systems by relaxing the requirement for scheduling the trans-

mission as all the available spectrum is shared by all users [10, 77]. NOMA is

discussed in detail next [133].

D. Densification

A straightforward but effective way to increase the network capacity is to make

the cells smaller, which means more BSs (densification) are required to preserve

coverage. This approach has been demonstrated over several cellular generations.

Started with size of order of hundreds of square kms. Since then, those sizes keep

shrinking and now they are fractions of a square km. Small cells are picocells

(range under 100 meters) and femtocells (WiFi-like range). Cell shrinking has

several benefits, like the reuse of spectrum across a geographic area and the

ensuing reduction in the number of users competing for resources at each BS. With

densification some challenges arise such as supporting mobility through such a

highly heterogeneous network, and affording the rising costs of installation and

maintenance [27].

Densification with mm wave adds additional complexity, since the cell boundary

is blurry at mm wave frequencies because of the strong impact of blockages, which

results in nearby BSs being bypassed in favor of farther ones that are unblocked.

On the other hand, interference is much less important in mm wave. But in mm

wave, hand-offs will be particularly challenging since transmit and receive beams

must be aligned to communicate, this puts restrictions on mobility. Smaller cells

requires lower-power and cheaper BSs. 5G and all networks beyond it are expected

to be extremely dense and heterogeneous [103].

E. Device to Device (D2D) and Machine to Machine (M2M)

D2D enables the devices in proximity to communicate directly bypassing the BS for

sharing relevant contents. There are three main types of device-level communica-

tions:
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• Device relaying with BS. In this type, the devices communicate with the BS

by relaying their information through other devices. This is helpful for the

device to attain a higher quality of service.

• Direct D2D with BS controlled link formation: source and destination devices

exchange data with each other without the involvement of a BS, but they are

supported by the BS for link formation.

• Device relaying with device: BS is neither involved in link formation nor

for communication purpose. So, source and destination devices are totally

responsible for synchronizing communication using relays (other devices in

the network) amid each other.

Some technical issues with D2D need to be addressed like security, since devices

in the middle may violate privacy. This can be solved by making each device has

a list of certain reliable devices, and uses an appropriate encryption [119, 11].

Unlike D2D communications, machine to machine (M2M) communications connect

massive number of devices, like meters, sensors and other smart equipments in

wide coverage areas. Major features of intelligent machines M2M communications

are automated data generation, processing, transfer and exchange. M2M communi-

cations have small data, high reliability, low latency and real time operation. Like

D2D communications, M2M communications are also expected to have to be part

of 5G [66]. To summaries, the main 5G techniques [10, 114] are

• Wide bandwidth: 4G users are heavily using the lower than 6 GHz band, this

encourages the movement towards new bands like millimeter wave, which

can provide wider bandwidth. However, all the mentioned bands can be used

to support 5G. For instance, a base station may work in lower than 6 GHz

band carries user control signaling, and another base station may work in the

millimeter band carries users traffic.

• More spatial diversity: one technology is massive multiple-input multiple-

output (MIMO) arrays at the base station BS. With higher carrier frequencies
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massive number of antennas on a relatively small size array becomes permis-

sible. This technology overcomes the path loss and gives spatial multiplexing

gain. Another approach that achieves the spatial diversity with much lower

complexity is relay selection in cooperative relay networks.

• High spectral efficiency, this means raising the number of bit/sec/Hz per

node, this can be done by several techniques such as NOMA. NOMA may also

help in delay reduction. Another technology to improve spectral efficiency is

cognitive radio (CR) networks, which allow spectrum sharing to avoid leaving

part of the available spectrum unused.

• Massive densification by adding more active nodes such as small cells per

unit area.

• D2D and M2M reduce the overhead on BSs, and provide reliable link for

communication. A comprehensive overview for the available 5G techniques

is in [26, 101, 35].

1.1.3 5G Applications

A wide variety of new applications is the main force behind the commercial roll out

of 5G wireless systems. 5G techniques are expected to provide network solutions

for a wide range sectors like energy, agriculture, city management, health care,

manufacturing and transport. Two of the challenging applications are:

A. Internet of Things (IoT)

As shown in Fig. 1.2, IoT aims to millions of simultaneous connections, involving a

variety of devices, connected homes, smart grids and smart transportation systems.

This aim can be eventually realized only with high bandwidth 5G wireless networks.

IoT enables internet connections and data interchange for numerous smart objects

and applications. Implementation of IoT is complex, as it includes cooperation

among massive, distributed, autonomous and heterogeneous components. Relay

cooperation is a capable candidate to achieve IoT aims. The concept of cloud,



1.1 Fifth Generation 5G 9

offering large storage, computing and networking capabilities, can be integrated

with diverse IoT devices [33].
1636 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 18, NO. 3, THIRD QUARTER 2016

Fig. 25. Internet of Things (IoT): Connecting “Anything, Anyone, Anytime, Anyplace”.

could be eventually realized only with the advent of high
bandwidth 5G wireless networks. IoT enables internet con-
nections and data inter-operability for numerous smart objects
and applications [139]. Six unique challenges [140] of IoT
include (i) Automated sensor configuration, (ii) context dis-
covery, (iii) acquisition, modeling and reasoning (iv) selection
of sensors in ‘sensing-as-a-service’ model [140] (v) security-
privacy-trust and (vi) context sharing. Implementation of IoT is
complex, as it includes cooperation among massive, distributed,
autonomous and heterogeneous components at various levels of
granularity and abstraction [141]. The concept of cloud, offer-
ing large storage, computing and networking capabilities, can
be integrated with diverse IoT enabled devices [142]. A high
level design of cloud assisted, intelligent, software agent-based
IoT architecture is proposed in [141]. Smart objects, enabled
with 5G wireless are expected to form the basis of large scale
IoT design and roll out [141]. More recently, Social Internet
of Things (SIoT) is also coming up for exploring the relation-
ship between objects and form social networks [143]. Concepts,
reviews and challenges of SIoT are presented in [144], [145].
We expect IoT will gradually transform the current Internet
from the human centric interactions to a M2M platform [24]
equipped with 5G wireless. This ubiquitous connectivity of
autonomously communicating, IoT-enabled devices is the basis
of 5G wireless [18]. To advocate IoT on a global scale, ITU-T’s
IoT Global Standards (IoT-GSI), proposes unified approach for
technical standard developments [146].

D. Advanced Vehicular Communications

Development in IoT automatically leads to the evolution
of Internet of Vehicles (IoV) [147]–a network of intercon-
nected vehicles for robust traffic management and reduced
collision probabilities [10]. High bandwidth, pervasive avail-
ability, and low latency of 5G wireless is assuring smart
and intelligent vehicular communications. Emerging vehicular
cloud is responsible for all essential services and applications,
like content search routing, spectrum sharing and dissemina-
tion [148]. IoV involves very huge spatio temporal data (Big
Data), which needs to be processed and delivered with high
safety and security. IoV is also expected to explore road-
side cooperative, as well as non-cooperative relay nodes [147].
Cooperative and non cooperative Bayesian coalition games,
using learning automata, is conducted in IoV [147] for VANET.
Vehicles, as smart and interactive social objects, form the
basis of Social IoV (SIoV) [149]. SIoV leverage VANETS
and develops a vehicular social networking platform, based
on cyber physical architecture [149]. Intelligent Internet of
Vehicles Management System (IIOVMS), with cloud assisted
data processing, over a wide number of vehicles helps in traf-
fic management [150]. Dedicated Short Range Communication
Working Group (DSRC), presents IEEE 1609 standards for
Wireless Access in Vehicular Environment (WAVE) [151],
[152]. Society of Automotive Engineer (SAE) standards, along
with IEEE standards for vehicular communications are elab-
orated by John B. Kenney of Toyota InfoTechnology Center
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Figure 1.2 IoT connecting anything, anyone, anytime, anywhere [1].

B. Tactile Internet—Real-Time Context

Real-time interaction with the environment is important to humans. The real-time

interaction is when the communication response delay is negligible. Tactile internet

is an ultra-reliable and ultra-responsive network connectivity will enable it to

deliver real-time control. Tactile internet will provide paradigm shift from content-

delivery to skill-delivery networks. Tactile internet addresses areas with reaction

times in the order of a millisecond, example areas are real-time gaming, overseas

online surgeries. Because tactile internet will be servicing critical applications, it

has to be ultra-reliable, with a second of outage per year. and it has to support very

low latencies, and have sufficient capacity to allow large numbers of devices to

communicate with each other simultaneously. 5G mobile communications systems
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are expected to support the tactile internet challenging requirements [118]. Several

5G applications are covered in [1].

Integrating 5G technologies is a trending research manner nowadays because

of its ability to achieve better performance. For example, NOMA is combined with

MIMO to achieve better spectral efficiency and spatial diversity simultaneously.

Specifically, authors in [75], have proved the superiority of MIMO-NOMA compared

to MIMO-OMA in terms of the sum channel capacity. While a hybrid system

combining both MIMO-NOMA and MIMO-OMA was suggested in [15] to maximize

the bandwidth efficiency.

Finally, cooperative network is an effective solution in 4G, hence, it is part of

many wireless standards such as 3GPP LTE-Advanced [122]. During the last decade,

several enhancements on the cooperation performance have been suggested, which

makes cooperation a promising 5G technique, simultaneously, other 5G techniques

and applications such as mm wave and IoT require cooperation to enhance their

performance.

1.2 Cooperative Networks

Due to time-variant fading, wireless system typically include some degree of diver-

sity to provide the receiver with several realizations of the signal, which increases

the probability of a successful transmission. Many forms of diversity are possible,

time diversity consists of transmitting replicas with enough separation in time. Fre-

quency diversity relies on multiple carriers, and space diversity systems sufficiently

spaced paths for the same signal. Wireless user devices tend to be compact in size

with low complexity and power which makes previous diversity methods unfeasible.

To deal with this problem, the spatial diversity has effectively exploited recently.

Networks which achieve spatial diversity with single antenna device are called

cooperative networks [113].

Although mobile cellular networks are the main target of cooperative diversity

techniques, any wireless network affected by fading can use them. Since the benefit

increases as more intermediate devices are in the network, dense sensor networks
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represent a good application scenario for low complexity cooperative techniques.

There are multiple options from information theory to improve cooperative diver-

sity transmission systems. The first option is to increase the number of intermediate

devices. Beside, the restriction of orthogonal transmission may be removed using

MIMO coding techniques, it is possible to allow several transmissions simultane-

ously, or the source to transmit new information while previous information is

being relayed by intermediate nodes [47].

There are three levels of cooperation (applying cooperative diversity): coop-

eration can be between base stations to serve users more efficiently, like in the

coordinated multi-point cooperative (CoMP). The CoMP is an attractive technique

to enhance the service offered for far users (cell edge users), by allowing multiple

BSs to perform coordinated beamforming towards these users [5]. Another form of

cooperation is between BSs and users, where BSs or users can act as relays between

source and destination. The third level is cooperation between users like the case

in D2D, where users can communicate directly without the BS, and intermediate

users act as relays.

Cooperative communication is well-studied and has capabilities to enhance

the performance of wireless networks [125]. The cooperation can be in power,

computation and other forms. One form of cooperation that has gathered significant

attention is relay cooperation, which is the main focus of this thesis work.

1.2.1 Cooperative Relay Networks

In non-relay-aided communication networks, sources (e.g. BS) transmit signals

directly to destinations (e.g. mobile station (MS)) without assistance. In general,

intermediate nodes may enhance performance by tackling path loss and shadowing.

In the 1970s, the idea of cooperation was presented under the name relay channel

[126], where an intermediate node act as a relay receives data from the source

and re-sends it to the destination, Fig. 1.3 illustrates a typical 3-node cooperative

relay network consisting of a source S, a relay R and a destination D. Relaying can

take place either by user cooperation, where strong users act as relays or through

dedicated relays. Relay nodes are essential in both wired (repeaters) and wireless



1.2 Cooperative Networks 12

networks. In wireless networks, any node decodes nearby communication can act

as a relay.

SourceSource
Relay

Destination

Figure 1.3 Typical 3-node cooperative relay network.

The main advantages of relay cooperation [95] are as follows:

1. Increasing diversity since more independent paths are available, and data can

be transmitted over any of these paths.

2. Reducing path loss, as the distance between source and destination is reduced.

3. Mitigating shadowing, since placing relays in the right position could help in

avoiding obstacles.

A comparison in the outage probability at different target rates between the source-

to-destination path (direct) and the relay path is depicted in Fig. 1.4. In [126],

outage probability is defined as the probability that channel capacity is lower than

the target data rate. Inserting a relay R between source S and destination D makes
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the path loss in each the resulting two links S→R and R→D, lower than the path

loss of S→D. This is why the relay path has a better outage performance.
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Figure 1.4 Direct path vs relay path SNR = 10dB for all links [126].

If the channel gains for all links in Fig. 1.3 network are known. In direct

communication, S uses the full slot to transmit its packet to S over link S → D . In

conventional relaying (no buffering), S uses the first half of the slot to transmit its

packet to R over link S → R. If R can successfully decode the packet, it re-encodes

and transmits it to D in the second half of the slot over link R → D.

In this thesis, transmission time duration is partitioned into time-slots with equal

length of t. In each time-slot, the source or the relay is selected to transmit packets.

The source or the relay assembles information symbols intended for transmission

into a packet with size of ηBt bits and transmits it to the relay or the destination

where η denotes the target transmission rate and B denotes the bandwidth of the

system. For example, if η = 1bps, B = 1Hz and time slot duration t = 1s, then the

packet size is 1 bit.
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When multiple relays are employed, due to the broadcast nature of wireless

transmissions, other relay nodes may receive the signal from the transmission

by S and can cooperatively relay it to D. The destination now receives multiple

copies/signals and can use all of them jointly to decode the packet. Since these

signals have been transmitted over independent paths, the probability that all

of them have poor quality is significantly smaller. Cooperative communication

protocols take advantage of this spatial diversity gain by making use of multiple

relays for cooperative transmissions to increase reliability and/or reduce energy

costs. Compared to the single relay case, multiple relays guarantee better outage

performance [64, 141, 124].

One way of multiple relay cooperation is done by making all relays participate in

cooperation using space-time coding, analogous to maximal-ratio-combine (MRC)

in MIMO transmission. Multiple single antenna relays achieve spatial diversity

similar to MIMO [90]. The difficulties this method causes [142] are:

• It requires orthogonal transmission, which is inefficient in bandwidth usage.

• It demands that channel state information (CSI) and control information

of each link being exchanged between all nodes (each relay requires this

information about other relays).

• It requires that perfect synchronization among relays has to be preserved.

Another way to perform the relay cooperation, which overcomes the mentioned

difficulties, is relay selection.

1.2.1.1 Relay Selection

Relay selection was proposed as an efficient and practical scheme to exploit spatial

diversity in [25]. In relay selection, only one relay (the best relay) is selected

to perform the cooperation. The impact of the relay selection cooperation on

outage probability (outage definition similar to [126]) is depicted in Fig. 1.5. The

relay selection is usually performed based on CSI. Recently, buffering capability

was added to relays. This has improved the performance of cooperative relay
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network. The superiority of buffer-aided relays compared to non-buffer-aided

relays in throughput and diversity gain was shown in [61]. This thesis extends that

superiority even further. In buffer-aided relays, another factor, other than the CSI,

is considered into relay selection that is the buffer state information (BSI). Recent

relay selection schemes are discussed in Chapter 2.
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Figure 1.5 Outage probability for selection cooperation, rate= 1bit/sec/Hz and channels
gain= 1 [25].

1.2.1.2 Relay Protocols

Based on how the relay process the source data upon receiving it, the relay has two

main protocols: decode-and-forward (DF) and amplify-and-forward (AF). Authors

in [113] investigated the DF technique in the form of user cooperation. After

that, the DF heavily studied in the literature. The DF relay acts as a repeater:

first, the relay receives data from the source then the relay decodes the received

data. Next, the relay regenerates and retransmits the original data towards the
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destination; this requires nodes with sufficient processing power to decode and

re-encode received signals. The DF technique is popular because of its immunity

against error propagation.

On the other hand, the AF technique was suggested in [70]. As the name

suggests, the AF relay amplifies the received data from the source and then retrans-

mits it to the destination. In this technique, the noise is amplified with the signal;

however, in some cases, where nodes have low-level processors, the AF still can be

the right choice.

Two other relay protocols are based on how a relay transmits and receives data,

it is either termed as full-duplex (FD) or half-duplex (HD) relay. In the FD relays,

the same channel is used for reception and transmission, which leads to higher

throughput. Nevertheless, this causes loop interference from the output of the relay

to its input, which increases the implementation complexity [106, 107]. On the

other hand, the HD relay is transmitting and receiving on two orthogonal channels.

Although orthogonal transmission reduces spectral efficiency, it makes the HD relay

implementation much more straightforward compared to the FD [13, 104, 42].

Relay cooperation can be performed under different multiple access (MA) schemes.

1.2.2 Relay Cooperation in Multiple Access

Multiple access allows multiuser to use resources more efficiently and effectively

[39]. A significant part of the available relay cooperation studies was performed

with traditional orthogonal multiple access (OMA) schemes.

1.2.2.1 OMA

Traditional multiple access schemes require orthogonality among signals, which

prevents mutual interference and lowers the complexity of receivers. As shown

in Table ??, several types of orthogonal multiple access (OMA) schemes evolved

with wireless generations. Frequency division multiple access (FDMA) presented in

1G, and time division multiple access (TDMA) is 2G, while code division multiple
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access (CDMA) is 3G, and orthogonal frequency division multiple access (OFDMA)

is 4G.

All mentioned advantages of relay cooperation in Subsection 1.2.1, were ex-

ploited with OMA schemes during the last decade. However, adding buffering

capabilities to relays has revived the research in this area. Several relay selection

schemes for buffer-aided relay with OMA have been proposed recently.

As mentioned in Section 1.1, the orthogonality constraint of OFDMA (4G) limits

the number of users to the number of orthogonal resources, and it causes high

latency [34, 146, 147, 127, 91]. Therefore, other MA schemes such as NOMA have

been suggested for 5G. Relay cooperation with NOMA is discussed in Chapter 3;

thus, a discussion about NOMA is presented next.

1.2.2.2 NOMA

NOMA is fundamentally different from conventional OMA schemes, in NOMA,

multiple users are allowed to transmit at the same code, time and frequency, but

with different power levels. Specifically, NOMA assigns less power to users with

better channel state, andsuch users decode their own information by applying

successive interference cancellation (SIC). As a result, such users will know the

messages directed to other users; such prior information can be exploited to

improve to other users performance through cooperation [40].

NOMA connects more users in the same resource block, such as frequency

band or time-slot, but with different other aspects such as levels of power [81].

Exploiting channel differences amongst users makes NOMA a promising technique

to improve spectral efficiency [38]. Duo to the advancement in the signal processing

field, NOMA becomes achievable with complicated receivers, which can remove

mutual interference caused by sharing the same resources such as SIC. One of the

well-studied types of NOMA is the power-domain NOMA. Power-domain NOMA

is performed by assigning higher levels of power to users with poorer channel

conditions (weak user) [54]. In the rest of this thesis, the term NOMA refers to

power-domain NOMA.
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Figure 1.6 Down-link NOMA for two-users case.

Fig. 1.6 illustrates the down-link (DL) NOMA network for two users U1 and

U2. The SIC is added to the strong user (U1) receiver. In a two users DL NOMA

system, decoding in the SIC begins with the signal corresponding to the weak user

(U2), which has smaller |h|2
N

, where h is the channel gain, and N denotes the noise

and the interference power. After decoding U2 signal, the SIC subtracts U2 signal

from the original signal, and the remaining part is U1 signal. Since higher power is

allocated to the weak user, the weak user can cancel the strong user signal (treating

it as interference) and retrieve its signal successfully.

For a comparison with OMA, authors in [19] gave an example of two users, DL

system comparisons, the difference between the strong user and the weak user in

terms of their |h|2
N

is 20 dB. In OMA, both users get the same power level P , with 0.5
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Hz of bandwidth is assigned to each users. While in NOMA, 0.8P is allocated to the

weak user and 0.2P for the strong user, and both users share the full bandwidth (1

Hz), both the strong and the weak users achieve 32% and 48% higher rates with

NOMA. Since the strong user is bandwidth-limited, doubling the bandwidth raises

its rate. In contrast, the weak user is power-limited, hence giving it a lower power

(0.8P ) is not preferable unless higher bandwidth is available. In some scenarios,

applying NOMA is more significant such as:

• If one of the users is in deep fading; hence, if OMA is used, one subcarrier is

wasted.

• Another scenario is the IoT devices. The IoT devices require a low data rate,

so assigning one subcarrier to each device is not efficient.

The superiority of NOMA sum rate (of all users) over OMA, when the channels of

all users are asymmetric, was also mathematically proved in [32]. Fig. 1.7 and Fig.

1.8 show the user data rate comparison between applying OMA and the DL NOMA

for a two-users case, with symmetric and asymmetric channels, respectively.

For up-link (UL) NOMA, the SIC is installed at the BS. Both strong and weak

users transmit their signals to the BS at the same time and frequency. The strong

user has better channel conditions and lower path loss, hence, its signal arrives at

the BS with higher power than the weak user signal (transition power of all nodes

are equal). Therefore, SIC at BS starts with decoding the strong user signal then

subtract it from the superposed signal; hence, the remaining part represents the

weak user signal [137, 12].

Experimental trials in [19, 16] has also proved that DL and UL NOMA achieve

higher throughput than OMA by exploiting the available spectrum more efficiently.

Several other experiments on NOMA performance evaluation have been done in

different labs such as Huawei Technologies and others; their experiments supported

the superiority of NOMA over OMA, further details are in [18, 17, 110, 111, 108,

109]. It is worth mentioning that a new 5G broadcasting standard in the USA ATSC

3.0 has applied the concept of power-domain NOMA successfully in the physical

layer technologies [34].
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Figure 1.7 User data rate comparison between applying OMA and the DL NOMA, SNR=
10dB for both users (symmetric)[55].

The main advantages of NOMA over OMA can be summarized as follows:

• NOMA improves spectral efficiency, which causes higher throughput. It

achieves that by allowing different users to share the same time and frequency

resources non orthogonally. Simulation and excremental results show that

NOMA may achieve about 30% higher throughput than the OFDMA [18, 17,

34].

• NOMA achieves massive connectivity because it relaxes OMA constraint that

the number of users is restricted to the number of the orthogonal channels.

• NOMA reduces transmission latency. In contrast to NOMA, OMA users have

to send a scheduling request to the BS, and data transmission can not start
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Figure 1.8 User data rate comparison between applying OMA and the DL NOMA, SNR=
10dB for both users (asymmetric)[55].

before receiving the schedule. This process causes a delay of 15.5 ms in the

4G LTE [10]. Such scheduling can be avoided with NOMA.

In order to grasp better understanding of buffer-aided relays cooperative networks,

wireless channels which connect all communicating nodes need to be discussed.

Also, Markov process which is used in modeling various buffer states and how they

are related is also discussed next.

1.2.3 Wireless Channel

A key characteristic of the mobile wireless channel is the variations of the channel

strength with time and over frequency. This variations are known as fading and

modeled as a random process. Fading is caused by various variables such as time,

position, and frequency. The presence of reflectors surrounding a transmitter and
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receiver create multiple paths for signals. And the receiver gets the superposition

of multiple copies of the transmitted signal. Each signal copy experiences different

attenuation, delay and phase shift in its path to the receiver. This results in

either constructive or destructive interference. Strong destructive interference is

frequently referred to as a deep fading and causes failure in communication due to

severe drop in the SNR. Fading channel models are often used to model the effects

of electromagnetic signal transmission over the air in cellular networks [123].

Slow fading occurs when the coherence time of the channel is large compared

to the application delay requirement. The variations imposed by the channel is

considered constant during transmission. Slow fading can be caused by shadowing,

where a large obstacle such as a hill or large building object the main signal

path between the transmitter and the receiver. While fast fading occurs when

the coherence time of the channel is small compared to the delay requirement of

the application. In this case, the signal variations imposed by the channel varies

considerably during transmission. In a fast-fading channel, the transmitter may take

advantage of the variations in the channel conditions using time diversity to help

increase robustness of the communication to a temporary deep fade, because the

transmitter exploits multiple realizations of the channel within its delay constraint.

In a slow-fading channel, it is not possible to use time diversity because the

transmitter sees only a single realization of the channel within its delay constraint.

A deep fade therefore lasts the entire duration of transmission and cannot be

mitigated using coding [123, 2].

The coherence bandwidth measures the separation in frequency after which

the signal experiences uncorrelated fading passing the channel. In flat fading, the

coherence bandwidth of the channel is larger than the bandwidth of the signal.

Therefore, all frequencies of the signal experiences the same magnitude of fading.

In frequency-selective fading, the coherence bandwidth of the channel is smaller

than the bandwidth of the signal. Therefore, different frequency components of

the signal experience uncorrelated fading. OFDM divides the wide-band signal into

many narrow-band sub-carriers, each exposed to flat fading rather than frequency

selective fading [86].
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When the decoding error probability can not be made small to a level where

error correction methods can help in retrieving the original signal, the system is

said to be in outage. Reliable communication can be achieved otherwise. There is

a conceptual difference between the AWGN channel and the slow fading channel.

In the AWGN, one can send data at any rate less than the channel capacity while

making the error probability as small as required. This cannot be done with the slow

fading channel as long as the probability the channel is in deep fade is above zero.

Thus, the capacity of the slow fading channel in zero outage is zero. For fading

distributions for which the fading coefficient can be arbitrarily small (such as for

Rayleigh, Rician, or Nakagami fading), the probability of an outage is positive. For

applications in which outage probability larger than zero is acceptable, the maximal

achievable rate as a function of the outage probability (also known as outage

capacity) may be a more relevant performance metric than Shannon capacity. The

outage capacity is the largest achievable rate under the assumption that the outage

probability is less than a certain threshold [46].

In a slow fading channel, the duration of each of the transmitted packets is

smaller than the coherence time of the channel, so it is reasonable to assume

that the random fading coefficients stay constant (flat) over the duration of each

packets. This slow and flat fading channel during the packet transmission (and

varies from one packet to another) is known as quasi-static fading channel. If

the quasi-static channel model is reasonable, the outage capacity is a meaningful

performance metric. In this thesis, the assumption is that the channels are quasi-

static fading channels. This is a valid assumption because this channel model

characterizes practical settings that experience slow fading conditions, such as

fixed wireless access point [28]. Rayleigh channel means that the channel follows

Rayleigh probability density function which may be flat or selective within each

packet transmission. Quasi-static Rayleigh channel means that the channel has flat

fading during each packet transmission and this flat fading during each packet vary

independently from one packet to another. It is worth mentioning that Rayleigh

is reasonably models wireless system when no dominant path (LOS) is available

[134, 51].
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Many real-time applications (e.g., voice) have stringent delay constraints and

fixed rate requirements. In slow fading environments (where decoding delay is of

the order of the channel coherence time), it may not be possible to meet these delay

constraints for every packet. However, these applications can often tolerate a certain

fraction of lost packets or outages. A variety of techniques are used to combat

fading and meet this target outage probability such as exploiting diversity through

cooperation [124]. Finally, the transmitter can track CSI. There are several ways

in which such channel information can be obtained at the transmitter (CSIT). In a

time-division duplex (TDD) system, the transmitter can exploit channel reciprocity

and make channel measurements based on the signal received along the opposite

link. In a frequency-division duplex (FDD) system, there is no reciprocity and the

transmitter will have to rely on feedback information from the receiver, which

means more overhead on the communication system. However, full CSI (CSI at

both transmitter and receiver) enhances the system achievable rate [123].

1.2.4 Markov Process

The Markov process is a probabilistic model attractive for analyzing complex

systems. The main concepts of Markov process models are the concepts of state

and state transition. The explanation of state is as follows, a physical system can

be described by a number of variables that describe the system. For example, a

chemical system can often be described by the values of temperature, pressure,

and volume. Such critical variables of a system are called state variables. When

the values of all state variables of a system are known, then its state has been

specified. The state of a system thus represents all we need to know to describe

the system at any instant. In the course of time a system passes from state to

state and thus exhibits dynamic behavior. In the chemical system such changes

are caused by the application of heat, an increase in volume, etc. Such changes of

state are called state transitions. The most general state transition model would

allow states described by continuous variables and transitions that could occur at

any time. While practical buffer (i.e. finite size buffer) content belongs to systems

that have only a finite number of states. The time interval separating transitions in
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buffer-aided relay is assumed to be fixed, it can be generalized to a random process.

However, we are interested not in the time pattern of transitions, but in the buffer

state after successive transitions. Noticing that being at any state is random [57].

The Markovian assumption greatly simplifies both the possible behavior of

the process and the problem of specifying the process. That is only the last state

occupied by the process is relevant in determining its future behavior. Thus, the

probability of making a transition to each state of the process depends only on

the state presently occupied. The Markov process is an extremely useful model

for wide classes of systems ranging from genetics to inventory control. When

Markovian assumption can be justified, then researchers can enjoy analytical and

computational convenience not often found in complex models [21].

To define a Markov process we must specify for each state in the process and

for each transition time the probability of making the next transition to each other.

A matrix whose elements cannot lie outside the range [0, 1] and whose columns

sum to one is called a stochastic matrix; thus the transition probability matrix that

defines a Markov process is a stochastic matrix. The interesting thing about Markov

process that the possibility of knowing the process is at which state after a specific

number of transitions [68].

The Markov chains (discrete-time process) are stochastic processes defined only

at integer values of time. At each integer time the process is at a specific state. For

the countably infinite case, the most common applications come from queueing

theory, where the state often represents the number of waiting customers, which

might be zero. A popular application of Markov chain is birth–death Markov chain.

Birth–death is a Markov chain in which the state space is the set of non-negative

integers, the transition probabilities are non-negative. A transition from state to

a larger state is regarded as a birth and to smaller state as a death. Thus the

restriction on the transition probabilities means that only one birth or death can

occur in one unit of time. Many applications of birth–death processes arise in

queueing theory, where the state is the number of customers, births are customer

arrivals, and deaths are customer departures [45].
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1.3 Buffer-Aided Relay in 5G and Beyond 5G

Since the superiority of buffer-aided relays compared to non-buffer aided relays

has been proved in several studies like [61], any benefits from applying non-buffer

aided relays in 5G are expected to become even better with buffer-aided relays.

Therefore, any promising application of non-buffer aided relay in 5G is considered

as a promising application of buffer-aided relay in 5G.

In the LTE-Advanced protocols, relay standards were detailed. However, the

role of relays in these networks was limited. For example, cognitive relaying and

D2D relaying were partly investigated but their implementation was left for the

next generations of wireless networks 5G and beyond 5G [58]. There are several

future communication areas where buffer-aided relay can play an important role:

High mobility should be supported in 5G networks. As the position of the relay

and the users changes fast, channel estimation is performed harder and relays with

accurate and fast sensing offer superior performance. Moreover, the increased

coverage offered relays result in less handovers and possible outages. In many

5G and beyond 5G applications, delay is the most critical concern e.g. emergency

applications like remote surgery. The delay is usually defined as the time required

for a packet to reach the destination after it is transmitted by the source. To

this end, relays must be capable of handling delays by increasing the throughput.

Regarding economic and environmental sustainability, green communications is a

major research topic in the next wireless generations. In this field, relay aiming at

efficient power usage, leads to reduced public exposure to electromagnetic fields

[96].

Buffer-aided relay can be integrated with other 5G techniques to achieve higher

performance. D2D and millimeter wave are two important 5G techniques which

buffer-aided relays can improve their performance. As discussed in Section 1.1.2,

in 5G D2D communication, devices are able to communicate either directly or

by partial involvement of BS, if both devices are within the proximity area. D2D

communication enhances cell throughput, especially at cell edge users where

signals are much weaker and devices are not able to communicate directly with
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the BS. This can offload data from base stations by direct transmission between

mobile devices, which makes D2D a promising technique for 5G and beyond 5G

wireless networks. When the devices are not in their proximity area and they want

to communicate, they choose other devices (relays) for their communication, this

is known as multi-hop communication. In multi-hop communication, the devices

communicate with the help of relays. Relays in D2D networks can further reduce

the energy consumption of mobile devices, enhance the quality of data transmission,

assist connection establishment among devices, and increase the range of D2D

communication [88, 83]. These benefits that relay brings to D2D are crucial in the

next wireless generations.

And one of the most important techniques for 5G and beyond 5G is millimeter

wave. The main challenge for millimeter wave is that it is severely effected by path-

loss and shadowing. Relays can be used to route around blockages and extend the

millimeter wave link. Several studies have shown the positive impact of applying

relay with millimeter wave on coverage and spectral efficiency [89].

1.4 Thesis Outline

The outline and the organization of this thesis are as follows:

In Chapter 2, some of the main challenges that buffer-aided relay faces are

introduced. Meanwhile, this chapter presents a literature review of different state-

of-the-art schemes that have been employed to tackle the challenges of using the

buffer-aided relays. Additionally, this chapter highlights some main shortcomings

and weaknesses of the available schemes.

It has been shown in the available literature, applying buffer-aided relays can

further increase the throughput and diversity order in NOMA cooperative network.

However, the full potential of using the buffer-aided relay is not achieved. Therefore,

in Chapter 3, we propose a novel prioritization-based buffer-aided relay selection

scheme, which is able to seamlessly combine NOMA and OMA transmission in the

buffer-aided cooperative relay network. The proposed scheme shows improvement

in the data throughput of the system, and it increases the diversity order.
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Although exploiting buffering capabilities can tremendously enhance the perfor-

mance of the cooperative relay networks, this enhancement can be at the expense

of lengthening the packet delay. In Chapter 4, a new factor, the source delay

affecting the average packet delay, which was not considered in previous studies,

is thoroughly studied. The importance of considering the source delay is making

the comparison between the buffer-aided and the non-buffer-aided relays more

accurate. Also, accurate delay calculation is very important in the 5G delay sensitive

applications. The buffer-aided relays show a better source delay performance than

the non-buffer-aided relays, hence, it has a better average packet delay in some

cases, especially at low SNR range.

Studying the degradation on the buffer-aided performance caused by constrain-

ing the packet delay by a specific target delay is necessary. Because all the packets

that exceed the target delay are discarded or retransmitted, which causes per-

formance degradation. In Chapter 5, we introduce the delay-constrained outage

probability to study the impact of imposing a target delay on the buffer-aided relay

outage performance. In addition, we propose an adaptive buffer-size algorithm to

enhance the outage performance under delay constraints.

Finally, Chapter 6 concludes the thesis with a discussion of the main remarks

and possible future research challenges.

1.5 Original Contributions

The main contributions of this thesis are focussed on the improvement of buffer-

aided relay application in 5G and beyond 5G cooperative networks. The specific

contributions of each chapter are listed below and supported either by international

journal or conference paper, all publications can be found in the publication list.

Chapter 3

This chapter features a novel buffer-aided relay selection scheme for multiple relay

cooperative NOMA networks. The new selection scheme led to a better system
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throughput, and the diversity order of the new scheme is higher than the available

schemes in the literature. It also shows the importance of selecting a proper value

for target length based on the application requirements [8].

Chapter 4

This chapter shows the impact of considering the source delay on the average

end-to-end delay. Numerical simulations show that buffer-aided relays can beat

non-buffer-aided relays in average packet delay in some cases, especially at low

SNR range. It also shows the positive impact of two delay reduction techniques. In

addition, a novel relay selection rule is proposed, where the idea of adaptive target

length is presented in this rule [9, 6].

Chapter 5

This chapter studies the impact of constraining the delay to a certain target delay

on the system performance. Specifically, delay-constrained outage probability is

derived by Trellis diagram and Markov chain. It also suggests a novel modification

on the available relay selection schemes to enhance their performance in the delay-

constrained applications. Numerical simulations show that the altered schemes are

superior compared to their original forms [7].



Chapter 2

Literature Review

The objective of this thesis is to study the buffer-aided cooperative relay networks.

Specifically, the goal is to suggest improvements for the main performance metrics.

In this chapter, the challenges associated with buffer-aided relays that degrading

their performance and the relevant attempts to tackle these challenges are discussed.

This chapter also discusses certain shortcomings and limitations corresponding to

the available solutions in the literature.

2.1 Cooperative Relay Selection

As presented in Chapter 1, cooperative relay has gains in communication systems

which was proved experimentally in [84]. Relay selection is one of the simplest

methods to achieve these gains; hence, many relay selection schemes were sug-

gested in the literature.

Relay selection started first with non-buffer-aided relays, which are also known

as conventional relays. In conventional relays, the relay receives a packet from a

source in one time-slot and then transmits the received packet to a destination in

the next time-slot. Several conventional relay selection schemes were proposed in

[56, 69, 98, 60, 13, 92, 23, 67, 71, 22, 151]. For example, [22, 151] suggest making

the selection based on distances between nodes, which requires the geographical

knowledge of each node. After that, authors in [87] suggested a different scheme.

This scheme is considered the optimal scheme for conventional relay selection; it is
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known as the best relay selection (BSR), also known as the max-min scheme [87].

The max-min requires the exchange of the CSI between all nodes and the control

node, then the relay with the best end-to-end (from source to destination) channel

conditions is selected for receiving data from the source and transmitting it to the

destination. This procedure happens in two time-slots. The max-min algorithm is

analytically represented by

RBest = arg max
Rk

min{γsrk
, γrkd}, k = 1, 2, ...., K (2.1)

where RBest is the selected relay, K is the number of relays, γsrk
denotes source-to-

relay link SNR and γrkd is the relay-to-destination link SNR. To clarify this scheme,

Fig. 2.1 shows a 3 relays network example.

S

R1

R2

R3

D8dB

Figure 2.1 Cooperative relay network example with three non-buffer aided relays.
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Although S → R1 link has the highest SNR 12dB, R1 is not selected by the max-min

scheme. The minimum SNR of S → R1 → D, S → R2 → D and S → R3 → D

pathes are 5, 3 and 7 respectively, hence, the highlighted path S → R3 → D has

the highest minimum SNR, thus, R3 is the selected relay.

The max-min scheme achieves a diversity gain of the number of relays K [25, 23].

Nonetheless, the max-min scheme suggests that the R → D link stays fixed for two

time-slots, which can not be guaranteed. Hence, if the R → D link SNR reduced for

any reason (e.g., moving object) and it becomes unable to support the transmission,

then the received packet in the first time-slot is dropped.

2.2 Buffer-Aided Cooperative Relay Selection

To relax conventional relay constraint of receiving and transmitting consequently,

and provide more flexibility in relay selection, authors in [129] suggested giving

relays buffering capability. This improves the performance of the cooperative relay

networks since buffer-aided relays can store data and transmit it in favorable

channel conditions [61].

Fig. 2.2 shows a typical buffer-aided cooperative relay network with S, K

relays Rk and D, it can be seen that the receiving relay does not have to be the

transmitting one.

Recently, buffer-aided relays have been considered in many 5G applications for

different purposes. Cognitive network is an example. At first, conventional relays

were considered in cognitive network, where the relay which causing minimum

interference from the secondary network to the primary network is selected. This

increases the available frequency for secondary network [139]. After that, further

enhancement on cognitive networks performance was achieved by introducing

buffer-aided relays. Because of buffering capabilities, relays can keep data when

the interference is high rather than dropping it [31]. Another buffer-aided relay

application is physical layer security in wireless networks. Buffer-aided relays were

suggested for the MIMO network in [78] to maximize the secrecy rate.
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Figure 2.2 Typical buffer-aided cooperative relay network.

Lastly, the majority of the available studies have proved the effectiveness of relay

cooperation with OMA. Because NOMA is superior to OMA, researchers have been

motivated to study the impact of combining relay cooperation with NOMA. First

relay cooperation with NOMA was performed with a single relay in [130]. Results

show better throughput and outage performance compared to the non-cooperative

NOMA. After that, multiple relays was the logical next step; hence, other studies

like [135] have considered multiple relays, which resulted in better performance.

After the famous of buffer-aided relay, combining buffer-aided relay with NOMA

was another application. Cooperative NOMA with a single buffer-aided relay was

proposed in [140, 80, 136]. Result shows performance improvement compared

to results in combining NOMA with a conventional relay. It is worth noting that

the aforementioned studies focus on the relay cooperation with DL NOMA. Studies

on the relay cooperation with UL NOMA have also shown a positive impact on the

performance as shown in [65, 132]. Further details about buffer-aided relays in

cooperative NOMA is in Chapter 3. With buffer-aided relays, a new era of relay

selection schemes has begun, and several schemes have been suggested.
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2.2.1 Max-Max Relay Selection (MMRS)

The first relay selection scheme for buffer-aided relays is in [62]; the authors

suggested the max-max relay selection (MMRS) scheme. In the MMRS, during

the first time-slot, the relay with the best available S → Rk link (has the highest

SNR) is selected to receive a packet from the source S. In the next time-slot, the

relay with the best available Rk → D link is chosen to transmit a packet to the

destination D. The S → Rk link is considered available if the corresponding buffer

is not full. The Rk → D link is deemed to be available if the corresponding buffer

is not empty. The MMRS has more flexibility compared to the max-min since the

relay which received a packet does not have to be the same relay for transmission.

The MMRS kept the conventional two time-slots scheduling, where the first slot

is always for the reception and the second one for the transmission. The MMRS

scheme can be represented as:

Rreceive
Best = arg max

Rk

{γsrk
} (2.2)

Rtransmit
Best = arg max

Rk

{γsrk
} (2.3)

where Rreceive
Best denotes the relay selected for the reception, and Rtransmit

Best is the

selected relay for the transmission.

Result in [62, 148] shows that similar to the max-min, the MMRS achieves full

diversity order (K), but the MMRS achieves higher coding gain than the max-min.

Higher coding gain means delivering the same outage at lower SNR. To achieve

this gain, the MMRS requires buffers of relays to be neither empty nor full. Because

if any relay has a full buffer, this reduces the number of independent receiving

paths, so, the diversity gain is reduced. Similarly, when a relay has an empty buffer,

the number of independent transmitting paths is reduced. The MMRS deepens the

problem of a full and empty buffer, as the buffer corresponding to the best S → Rk

link tends to overflow because the MMRS keeps selecting it, and vice versa, the

buffer of the relay with best Rk → D link tends to be empty more often. The case

of neither empty nor full buffer can be guaranteed with infinite buffers. However,
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Figure 2.3 The MMRS example.

practical buffers are finite. Hence, this problem needs to be avoided by modifying

the selection scheme.

To demonstrate how the MMRS works, Fig. 2.3 is a four relays network example;

each buffer can hold four packets. This example is also used in the following

schemes. Since S → R1 has the highest SNR among S → Rk links, R1 is selected

for receiving a packet from S. In the next time-slot, R2 is the best Rk → D link,

accordingly, it is selected for transmission. Subsequently, R1’s buffer is full, and

R2’s buffer is empty, which reduces the number of available links.

2.2.2 Hybrid Relay Selection (HRS)

To overcome the MMRS limitations, authors in [61] addressed the empty and full

buffer challenge by proposing the hybrid relay selection (HRS) scheme. The HRS



2.2 Buffer-Aided Cooperative Relay Selection 36

applies the MMRS on all links (even links correspond to a full or empty buffer

are available for selection). If the selected relay by the MMRS has a full or empty

buffer, the max-min is applied on the selected relay, which means the same selected

relay has to receive and transmit consequently.

Rreceive
Best =


MMRS − Rreceive

Best , if q < L.

BSR − RBest, otherwise.

(2.4)

Rtransmit
Best =


MMRS − Rtransmit

Best , if q > 0.

BSR − RBest, otherwise.

(2.5)

where q is the buffer length and L is the buffer size. the HRS achieves full diversity

order (K), but it does not fully exploit the flexibility of the buffer-aided relays. The

HRS follows the traditional two time-slots scheduling. Also, the HRS treats empty

or full buffers as non-buffer cases, rather than avoiding them.

An example of the HRS scheme is shown in Fig. 2.4. Because S → R4 link

has the highest SNR 15dB, R4 is chosen for reception by the MMRS, but it has a

full buffer, hence, R4 is treated as a conventional relay. So, R4 has to receive and

transmit consequently.

2.2.3 Max-Link Selection

Authors in [68] proposed a relay selection scheme known as the max-link. The

max-link selects the best available link, which has the highest SNR, whether it is a

S → Rk or Rk → D link. Hence, the max-link relaxes the two time-slots scheduling

and fully exploits the flexibility offered by buffers. The max-link is the starting

point for adaptive link selection. The max-link is expressed by:

RBest = arg max
Rk

{
⋃

Rk:q<L

{γsrk
},

⋃
Rk:q>0

{γrkd}} (2.6)

In the max-link scheme, selection is performed only on the available S → Rk and

Rk → D links. The total number of the available links may be added to 2K if all
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Figure 2.4 The HRS scheme example.

links are available (all buffers are neither full nor empty). Still, it can not be lower

than K. Hence, there are K → 2K choices. Consequently, the diversity order of

the max-link may double the diversity order of previous schemes to 2K. Therefore,

the max-link scheme outperforms all the schemes mentioned above in terms of

the diversity order. Yet, the empty or full buffer problem is much worse with the

max-link. Specifically, if one link has the highest SNR for a while, this leads to an

empty or full buffer faster than the MMRS or the HRS.

Although the buffer-aided relays can significantly improve the throughput and

the diversity gain compared to the conventional relays, it can worsen the delay by

giving packets the ability to reside in the buffer. So, if long queues are not controlled,

unacceptable delays can occur. The most critical challenge faces the max-link is the

delay. All the aforementioned relay selection schemes have focused on achieving

higher diversity or coding gain without considering the delay. However, the max-
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link causes longer queues because it gives relays the ability to keep receiving for a

while before transmitting. The max-link delay is calculated as follows: by Little’s

law [72], average packet delay at any relay Rk can be obtained as

D̄rk
= L̄rk

ξ̄rk

(2.7)

where L̄rk
and ξ̄rk

are the notations of average queue length and average throughput

at the relay Rk respectively. Because all packets are transmitted from one source

node, the average throughput at the source node (ξ̄s) is similar to that for the

overall system (because what goes in goes out) which is given by ξ̄s = ξ̄ = 0.5,

where ξ̄ is the average throughput of the overall network..

The average queue length at Rk is calculated by averaging the queue lengths

over all buffer states

L̄rk
=

(L+1)∑
i=1

πiq
(i)
k

(2.8)

where π is the stationery probability. Because selecting any of the relays has the

same probability, the average throughput at the relay Rk is given by

ξ̄rk
= ξ̄

K
= 1

2K
(2.9)

The delay at any relay

D̄r = 2K
(L+1)∑

i=1
πiq

(i)
k . (2.10)

For any fixed-size buffers, the number of packets arrive at all the relays equal to

that leave these relays, because no data packet can stay in a relay buffer forever

and fail to reach the destination. Thus, we have P (S → R) = P (R → D) = 0.5,

and average queuing length at the source L̄s = 0.5. Hence,

D̄s = L̄s

ξ̄s

= 1 (2.11)

At high SNR, all buffer states are equally likely, this makes L̄rk
= 1

L+10+ 1
L+11....+

1
L+1 = L

2 , so D̄r + D̄s = KL + 1, which is proportional to K and L [120].
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Figure 2.5 Max-link relay selection example.

The example in Fig. 2.5, shows how the max-link selects only one of the

available links (with the highest SNR), which is S → R1. This makes R1 buffer full,

hence, S → R1 link becomes not available. This example represents the worst-case

scenario for the max-link, where S → Rk links are stronger than Rk → D links.

Therefore, buffers tend to become full, and long queues are more likely to occur.

Authors in [100], proposed a modified version of the max-link by priorities

transmission in odd time-slots and receiving in even time-slots. This equivalent to

the MMRS at sufficient SNR levels. While giving relays the ability to transmit in

odd time-slot if none of the S → Rk links has adequate SNR to the reception, and

vice versa. This keeps the max-link diversity gain while minimizing the imbalance

between reception and transmission. So, long queues are less likely to occur.

However, pre-fixed two time-slots scheduling is needed.
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2.2.4 Buffer-State Based Relay Selection (State-Based)

Long queues in the max-link raise the need for queue-control schemes, where

the buffer-state information BSI is considered in the selection procedure. The

first scheme to consider the BSI is state-based in [79]. The state-based scheme

is performed into two stages, in stage one: both the CSI and the BSI are jointly

considered in the selection according to the method in Table 2.1.

Table 2.1 Decisions by relays [79]

Case SRk link RkD link qk Decision
1 out out any qk Silent
2 not available out = L Silent
3 out not available = 0 Silent
4 suc out < L Receive
5 out suc > 0 Transmit
6 suc suc ≥ 2 Transmit
7 suc suc ≤ 1 Receive

In Table 2.1, "out" denotes the link is in outage, "suc" means the link is not in

outage, qk is the kth relay buffer content, and the relay can receive, transmit or

remain in silent. For example, when both links are in outage, the relay remains

silent (case 1). If any relay has a full (empty) buffer and it can not transmit

(receive), then that relay keeps silent, this is case 2 (case 3). Case 4 (case 5)

is a non-full (non-empty) buffer that receives (transmits) a packet. The most

remarkable cases are case 6 and case 7. In case 6, a higher priority is given to

transmit even with the ability to receive, this case reduces the packet delay. In case

7, receiving has a higher priority than transmitting to avoid empty buffer, which

maintains diversity.

In the second stage, the control node (any R that can communicate with other

nodes) divides all relays into two groups: transmitting and receiving groups based

on stage one. Then the control node finds the relay the has the highest number of

packets in the transmitting group. This relays are denoted as Lt
max. Similarly, the

relays of the lowest content in the receiving group are denoted as Lr
min. As a result,

there are four cases as follows
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1. If Lt
max = L, then transmit.

2. If Lt
max < L and Lr

min = 0, then receive.

3. If 2 ≤ Lt
max < L and Lr

min > 0, then transmit

4. If Lt
max = 1 and Lr

min > 0, then receive. If more than one relay can be selected

in any case, the control node selects one randomly.

The Result in [79] show the superiority of the state-based over the max-link. By

reducing the probability of an empty or full buffer, the diversity of the state-based

is maintained at 2K with L ≥ 3. The state-based also reduces the packet delay

by prioritizing transmission in cases 1 and 3. The state-based delay has similar

calculations to those in max-link except that at high SNR, if the system is in the

state that all relays have a packet in their buffers. Then the system chooses one

relay randomly to receive a packet (Case 7 of stage one and Case 4 of stage two).

In result, the selected relay has two packets in its buffer and all the other relays

have one packet in their buffers. Next, the relay with two packets in its buffer

is chosen to transmit a packet in the following time slot (Case 6 of stage one

and Case 3 of stage two). Thus, all the relay buffers again have only one packet.

This process repeats and thus when the SNR is high enough, the system is in the

state in which all relays have one packet in the buffer (K packets in total) with a

probability of 1/2. The probability for the buffers to have K + 1 packets in total is

also 1/2. Based on this result, the average number of packets stored in the buffers

is K
2 + K+1

2 = K + 1
2 , hence,

D̄r =
K + 1

2
1
2

= 2K + 1 (2.12)

D̄r + D̄s = 2K + 2, which is proportional to K only [79].

Fig. 2.6 shows how the state-based selects one link based on its buffer state.

R4 has a full buffer, so R4 → D link is selected, although it has the lowest SNR

(assuming 3dB is sufficient for transmission).
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Figure 2.6 The state-based scheme example.

2.2.5 Minimum Delay Relay Selection (Delay-Reduced)

Although the state-based has achieved better performance than the max-link, still

delay-sensitive applications in 5G may not tolerate the delays offered by the state-

based scheme. This encouraged the authors in [121] to prioritize transmission

always by suggesting the delay-reduced. In the delay-reduced, the transmission has

a higher priority than the receiving unless the transmission is not possible. Hence,

the queues in buffers become shorter.

For instance, if all K buffers are empty, then a packet is sent to a relay after one

time-slot. In the next time-slot, the received packet is forwarded to the destination

with probability 1
K+1 with the traditional max-link if all links are available. So, the

packet is more likely to remain in the buffer with probability K
K+1 , which increases
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the delay by one time-slot. On the other hand, this extra delay is avoided by

prioritizing transmission.

In the delay-reduced, selecting Rk → D link is based on the CSI, where the link

with the highest SNR is selected. If no Rk → D link can be selected, then S → Rk

with the highest SNR is selected. Otherwise, the system is in outage. The results in

[121] show enhancements in average packet delay compared to the state-based.

At high SNR, the delay of the delay-reduced scheme is 2, which is equivalent to

the conventional relays. However, these improvements are at the price of lower

diversity order (≥ K and ≤ K + 1).

In Fig. 2.7, the delay-reduced selects the best available Rk → D link which is

R2 → D. This kept R4 with full buffer, and now R2 has an empty buffer, which

reduces the diversity. If all Rk → D links stay available for a while, all packets will

be transmitted before receiving any new packet.

It is worth noting that a trade-off has to be done between the diversity order

and the delay based on the application requirements. The dilemma is as follows:

multiple relays and large buffer sizes increase the diversity order. Nevertheless,

multiple relays and large buffer sizes may cause long delays. Thus, for delay-

sensitive applications, some studies have suggested to reduce the number of relays

and to use small buffers [131].

2.2.6 Priority-Based Relay Selection

For the trading-off between the delay and the diversity order, authors in [48],

presented the target buffer length (denoted as θk) at every relay. In addition, the

authors have defined ∆k = qk − θk as the difference between the buffer content qk

and the target length θk of the relay Rk. Each relay has to keep its buffer content

closer to θ. So, the further the buffer content from θ (higher in |∆|), the higher the

priority for its corresponding link. After obtaining the priorities for all the available

links, the priority-based selects the link with the highest priority. If more than one

link has the same priority, the link with the highest SNR is selected.

To enhance the delay performance, the PBRS prioritizes the transmission in

case of equal |∆k|. This is done by giving higher priority to buffers with positive
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Figure 2.7 The delay-reduced scheme example.

∆. For example, if θ1 = θ2 = 3 in a two relays network. Let the buffer of the first

relay have one packet, while the other buffer has 5 packets. Hence, both buffers

are 2 packets away from their θk. However, the first relay has a negative value of

∆1 = −2, so R1 needs to receive a packet to get closer to θ1. The second relay has

∆2 = +2, so it has extra packets which have to be transmitted. The priority-based

gives R2 → D link higher priority than S → R1.

To clarify the priority-based, Fig. 2.8 shows how the priority-based works in

the four relays network example with θk = 2 for all relays. Since R4 buffer is the

furthest from target ∆4 = +2, the priority-based gives it the highest priority. The

rest of the links are ordered based on their priority as follows: R1 → D, S → R2,

R3 → D > S → R3 > R2 → D > S → R1.

The state-based and the delay-reduced are special cases of the priority-based.

Specifically, at target length θ = 2, the priority-based is equivalent to the state-



2.3 Challenges and Opportunities 45

S D

   R1

 R2

 R3

 R4

Figure 2.8 priority-based example.

based. And at θ = 0, the priority-based is equivalent to the delay-reduced. Finally,

finding the optimal target length for all buffers to achieve the optimal trade-off

between the delay performance and the diversity order, is still an open problem.

2.3 Challenges and Opportunities

Buffer-aided cooperative relay network is a promising technique for 5G networks

and beyond. This motivated researchers to investigate new methods to enhance

buffer-aided cooperative relay network performance either by proposing new relay

selection schemes or by combining it with other available 5G technologies.

This thesis suggests novel enhancements that can be done on the buffer-aided

cooperative relay network performance. Accordingly, solutions for the challenges

and limitations that come with the available solutions are proposed. Firstly, part of
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the available studies on buffer-aided relays in cooperative NOMA assumes infinite

buffer size in their relay selection scheme, which is impractical. And the other

part of the available studies considers a finite buffer size, but it did not consider

combining the NOMA and the OMA in the relay selection. In addition, the available

studies were done on a single relay. Therefore, in Chapter 3, a novel prioritization-

based buffer-aided relay selection scheme, which is able to combine the NOMA and

the OMA transmission in multiple relay cooperative networks is proposed.

Secondly, the main challenge for applying buffer-aided relays is that the buffers

may lengthen the packet delay. And non of the available studies has considered the

source delay, which is the delay that packets encounter at the source. This motivates

us to study how the buffer-aided relay deals with the source delay in Chapter 4.

To check if the source delay is worsening the delay problem in the buffer-aided

relay. This consideration of the source delay makes the delay comparison between

buffer-aided and non-buffer-aided relays more accurate. In addition, we propose a

new relay selection scheme to reduce the packets delay.

Finally, the degradation on the buffer-aided relay performance caused by con-

straining the delay to a certain target delay is studied in Chapter 5. This is important

in the 5G applications, which have stringent delay constraints, where every packet

exceeds the target delay will be re-transmitted or discarded, which is expected to

cause huge degradation in the performance. Therefore, we presented the delay-

constrained outage probability to study this degradation. Then we propose an

adaptive buffer-size algorithm to maintain the performance of the buffer-aided

relay under delay constraints.

2.4 Summary

Conventional cooperative relay enhances the quality of the communication system

by exploiting the spatial diversity and extending the coverage area. This is done

while maintaining the simplicity of the system by selecting the best relay. A better

form of cooperative relay is buffer-aided cooperative relay. Several relay selection

schemes have been proposed to maximize the benefits of buffer-aided cooperative
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relay and make it more suitable for the 5G applications. Part of the available

schemes focuses on improving the diversity gain and the throughput of the buffer-

aided cooperative relay network. Another part of the available schemes focus on

delay reduction. The rest of the available schemes suggest the trade-off between

different performance metrics. Still, the necessity for new schemes is high, to

overcome the shortcomings of the available schemes and to exploit buffer-aided

relays more efficiently. In the next chapter, we propose a novel buffer-aided

relay selection scheme to combine both NOMA and OMA transmission in the 5G

cooperative relay network.



Chapter 3

Buffer-Aided Relay Selection for

Cooperative NOMA in 5G systems

Non-orthogonal multiple access (NOMA) improves the spectral efficiency by allow-

ing more than one user to share the same resources. Which is particularly essential

in the fifth generation (5G) systems, such as the Internet of Things (IoT), which

involves massive number of connections.

It has been theoretically shown that using buffer-aided relays can further in-

crease the throughput in NOMA relay network. This is however valid only when

the channels SNR’s are large enough to support NOMA transmission. Although it

would be straightforward for the cooperative network to switch between NOMA

and the traditional orthogonal multiple access (OMA) transmission modes based

on the channel SNR, the best potential throughput would not be achieved. In this

chapter, a novel prioritization-based buffer-aided relay selection scheme which is

able to combine NOMA and OMA transmission effectively in the relay network is

proposed.

3.1 Introduction

As introduced in Chapter 1, 5G systems such as the IoT aims to connecting large

number of devices, which imposes great challenges in mobile network design

[30, 29]. NOMA theoretically improves transmission efficiency by allowing multiple
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devices to share the same spectrum resources [50, 37, 41, 59], which provides an

attractive solution to achieve massive connectivity required for 5G applications

such as the IoT [82, 74, 102].

NOMA has been successfully applied in cooperative relay networks. The im-

portance of the relay selection (as described in Subsection 1.2.1) is the simplicity

of implementation, since it does not involve complex physical layer transmission

techniques such as synchronization processes or distributed space-time codes like

the codes used in MIMO [68].

Cooperative NOMA is briefly introduced in Section 2.2. In this section, we

extend the discussion about cooperative NOMA. Firstly, several studies have sug-

gested conventional (non-buffer) relay selection for cooperative NOMA. In [38],

a two-stage relay selection scheme is described to maximize the data rate for one

NOMA user opportunistically upon satisfying the target transmission for other users

which has lower data rate requirements. The analytical and simulations results

show that the suggested scheme outperforms the traditional max-min scheme when

combined with NOMA in maximizing diversity gain. Other conventional relay

selection schemes were suggested in [36, 143].

On the other hand, another recent development in cooperative networks is

buffer-aided relay [94]. With buffer-aided relay, the transmission can be better

aligned with strong links than traditional schemes such as the max-min relay

selection [24]. Thus, buffer techniques have been applied in the cooperative NOMA

networks. In [80], adaptive link scheme for a single-relay NOMA network with an

infinite buffer size is proposed, the analysis show that the proposed system has

higher throughput compared with conventional relaying NOMA.

In [80], NOMA and OMA transmission can be optimally chosen by letting the

buffer operate at the edge of non-absorbing mode, which is a necessary condition

for optimality in link selection as proved in [149]. So, the queue of each buffer

has to be at the boundary of absorbing and non-absorbing. In other words, the

number of arriving packets at buffers have to equal the number of departing packets.

However, to get the optimal selection rule, the authors in [149] and [80] assumed

an infinite buffer size and an infinite delay, which is impractical as described in
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[149], also, long queues are not acceptable in 5G. Therefore, the authors in [140]

proposed another buffer-aided cooperative NOMA link selection scheme, where the

system model is the same as that in [80], but with finite buffer size.

Because of the limited buffer size, it is usually not possible to have the buffer

operating at the non-absorbing edge since full or empty buffer are more likely to

occur, this complicating the optimization problem in [149]. In addition, as stated

in [63], designing an optimal protocol which can achieve the maximum throughput

at a given delay constraint, is still an open problem even in the most elementary

buffer-aided relay network. As a result, optimal selection scheme is still an open

problem for relays with finite buffer size.

In the link selection scheme, which was proposed in [140] for a two users single

buffer-aided relay system, the relay always applies NOMA to serve the two users.

The result shows that diversity order of two can be achieved with buffer size larger

than or equal to two. The proposed scheme, however, only has higher throughput

than its OMA counterpart in the high SNR range (low outage), this is because the

throughput is defined as the successful (no outage) data transmission rate per unit

time and NOMA doubles the data rate of OMA. This is similar to the delay-limited

throughout which equals η(1−Pout) [124] where η is the data rate and Pout denotes

outage probability. Compared with OMA, although NOMA doubles OMA’s data rate,

it increases the outage probability Pout.

The suggested scheme in [140], has defined Pout as the probability that neither

the source-to-relay link can achieve NOMA data rate nor the relay-to-users links

can support NOMA data rate. It is worth noting that switching to OMA is better

than applying NOMA when only one user can be served. Because in NOMA, part of

the power is wasted on unavailable user and more processing is required.

At low SNR range, because Pout is close to one, the throughput is dominated by

Pout and OMA has higher throughput than NOMA. At high SNR range, on the other

hand, Pout approaches zero when the SNR goes to infinity. Then the throughput is

determined by η and NOMA has higher throughput than OMA. Therefore, when

the SNR is not large enough to support NOMA, instead of stop transmitting (as in

[140]), OMA may still be applied.
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Authors in [140], highlighted that combining NOMA and OMA will make

performance analysis “very complicated" (Remark 3, [140]). To avoid this scenario,

the authors in [140], have suggested a compromise approach by switching between

NOMA and OMA based on the outage events, this is done by setting a threshold

SNR. When the SNR is larger than the threshold, NOMA is used, and otherwise,

OMA is used. As will be shown later in this chapter, this compromised approach

cannot achieve the full potential of the system.

The performance of the buffer-aided cooperative rely networks depends on

buffer states which are determined by the number of packets in the buffers. If a relay

buffer is full or empty, the corresponding source-to-relay or relay-to-destination

link is not available for reception or transmission respectively. The early proposed

buffer-aided max-link relay selection [68] may achieve full diversity order (i.e.

twice the number of relay nodes) when the buffers have infinite size and balanced

input/output data rates which is however not always the case in practice.

In [79], the state-based was proposed, in which the link selection is based on

buffer states. As discussed in Chapter 2, state-based achieves better outage perfor-

mance than max-link scheme, but the improvement becomes less significant for

unbalanced channels since full or empty buffer are more probable. This becomes

more serious in NOMA cooperative network: even when the source-to-relay and

relay-to-user links have the same average gains, the buffer input/output rate may

still be unbalanced because the source-to-relay and relay-to-user apply different

transmission modes. It is interesting to note that the buffer-aided relay for coopera-

tive NOMA link selection scheme in [140] is similar to state-based but for NOMA

transmission.

As aforementioned, the optimum link selection in [80] applies to the relay

network with infinite buffer sizes, which is often impractical. On the other hand,

the link selection in [140] considers finite buffer size, but it does not include OMA

transmission and the selection rule is not always optimum. Neither [80] nor [140]

considers the multiple relay scenario. This motivates us to investigate the finite

size buffer-aided relay selection for cooperative NOMA 5G networks. The main

contributions of this chapter are listed as follows:
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• Proposing a novel buffer-aided relay selection scheme for multiple relay

cooperative NOMA networks.

• Composing a prioritization-based selection rule to combine both NOMA and

OMA transmission.

• Analyzing the average throughput of the proposed scheme. Turns out com-

bining NOMA and OMA makes the performance analysis very complicated,

and considering multiple relays also further complicates the analysis.

• Obtaining the diversity order of the proposed scheme as 3K, where K is the

number of relays. In contrast, if the link selection in [140] is generalized to

multiple relays, the diversity order would be 2K.

The remainder of this chapter is organised as follows: Section 3.2 describes the

system model; Section 3.3 covers the performance analysis of the proposed system;

Section 3.4 shows simulation results; Finally, Section 3.5 concludes this chapter.

3.2 System Model

The system model of the buffer-aided cooperative NOMA in 5G is shown in Fig. 4.1,

where there are one source node S, K half-duplex decode-and-forward (DF) relay

nodes denoted as Rk, k = 1, · · · , K and two users U1 and U2, respectively. The

channel coefficients for S → Rk, Rk → U1 and Rk → U2 links are denoted as hsrk
,

hrku1 and hrku2 respectively. All channels have flat Rayleigh fading coefficients that

remain constant within the time-slot and change independently from one slot to

another. Every relay Rk is equipped with two L-size buffers for data transmissions

to users U1 and U2 respectively (two buffers for organisation and simpler notation).

We assume that source always has enough information to send to relays in all

time-slots. In each time-slot, a packet can be transmitted by the source or a relay,

information symbols intended for the two users are assembled into packets of

equal size. In addition, we assume that the source and the users are not directly

connected. Without losing generality, we assume that the transmit powers at all

transmit nodes are Pt, and the noise variances at all receiving nodes are σ2.
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Figure 3.1 System model for the cooperative relay with NOMA network.

When OMA transmission is applied, at time-slot t, the link capacity for channel

hdk
(t) is given by

Cdk
(t) = log2 (1 + γdk

(t)),

dk ∈ {srk, rku1, rku2}, k = 1, · · · , K,
(3.1)

where γdk
(t) = (Pt/σ2)|hdk

(t)|2. Assuming |hdk
(t)|2 is exponentially distributed

with the average Ωdk
= E[|hdk

(t)|2], where E[.] is the expectation. γdk
(t) is also

exponentially distributed with average γ̄dk
= (Pt/σ2)Ωdk

. Thus γdk
(t) and γ̄dk

are

the instantaneous and average SNR for channel hdk
(t) respectively.

3.2.1 Transmission Mode

At every time-slot, both of source-to-relay S → Rk and relay-to-users Rk → Um

transmissions may operate in two modes: double and single packet transmission.

For the S → Rk link, if it satisfies

Csrk
(t) ≥ 2η, (3.2)
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where η is the target data rate, the source S is able to transmit two packets to

both buffers at Rk. This is achieved based on TDMA (time-division-multiple-access)

principle by applying half of the time-slot to transmit each packet. Otherwise, if

(3.2) does not hold but Csrk
(t) ≥ η, a single packet can be transmitted to either of

the buffers at Rk. TDMA is chosen for comparison with the available study [140].

Also, fixed rate transmission is used because we are not studying the achievable rate,

instead, other performance metrics like throughput. Noting that fixed transmission

is simpler than adaptive transmission since it does not require the availability of

CSI at the transmitter CSIT.

On the other hand, for the Rk → Um (m = 1 or 2) link, NOMA can be applied

to transmit packets to U1 and U2 simultaneously. The superimposed NOMA symbol

at Rk is given by

xrk
(t) =

√
αxrk,1(t) +

√
1 − αxrk,2(t), (3.3)

where xrk,1(t) and xrk,2(t) are data for users U1 and U2 respectively, and 0 ≤ α ≤ 1

is the power allocation factor. Then the received signal at Um is given by

ym(t) =
√

αPthrkum(t)xrk,1(t) +
√

(1 − α)Pthrkum(t)xrk,2(t) + nm(t), m = 1, 2,

(3.4)

where nm(t) is the noise at user Um. When NOMA is applied, the link capacity is not

given by (3.1) but must include the interference within the superimposed symbol.

To be specific, when γrku1(t) > γrku2(t), the SNR to decode xrk,2(t) at U2 is given by

SINR(xrk,2(t)) = (1 − α)γrku2(t)
αγrku2(t) + 1 . (3.5)

Because γrku1(t) > γrku2(t), xrk,2(t) can also be decoded at U1 if it can be decoded

at U2. Removing xrk,2(t) from the received signal at U1 by SIC, the required SNR to

decode xrk,1(t) at U1 is given by

SNR(xrk,1(t)) = αγrku1(t). (3.6)
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Following similar procedures as those in [140], the condition that there exists an α

to support NOMA transmission to both U1 and U2 (i.e. log2(1 + SINR(xrk,2(t)) ≥ η

and log2(1 + SNR(xrk,1(t)) ≥ η) is given by

(1 − α)γrku2(t)
αγrku2(t) + 1 ≥ 2η − 1, (3.7)

αγrku1(t) ≥ 2η − 1, (3.8)

from (3.7) and (3.8)

2η − 1
γrku1(t) ≤ α ≤ 1

2η
(1 − 2η − 1

γrku2(t)), (3.9)

γrku2(t) ≥ (2η − 1)γrku1(t)
γrku1(t) − 2η(2η − 1) , if γrku1(t) > γrku2(t). (3.10)

Similarly, if γrku1(t) < γrku2(t), NOMA condition becomes

γrku1(t) ≥ (2η − 1)γrku2(t)
γrku2(t) − 2η(2η − 1) . (3.11)

If the SNR for the Rk → Um (m = 1 or 2) links is not large enough to satisfy

(3.10) or (3.11), NOMA transmission is not possible or not efficient. In this case, if

Crkum(t) > η, OMA can be used to transmit one packet to Um.

3.2.2 Selection Rule

Recently, as presented in Chapter 2, relay selection has been done based on CSI

or buffer state BSI. Based on this, each relay has one of three decisions to make:

transmits, receives or remains silent. As mentioned in Section 3.1, the selection

rule proposed in the previous work [140] is similar to the state-based, which was

described in detail in Chapter 2.

On the other hand, the selection rule is more complicated in our proposed

system. In particular, for the relay Rk, the transmission may be chosen from the
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following six candidates

{(srk,1), (srk,2), (TDMAk), (rk,1u1), (rk,2u2), (NOMAk)}, (3.12)

where (srk,m) indicates the single packet transmission from S to the m-th buffer

at Rk, (TDMAk) indicates the double packet transmission based on TDMA from

S to both buffers at Rk, (rk,mum) is the single transmission from the m-th buffer

at Rk to Um, and (NOMAk) is NOMA based double transmission from Rk to both

U1 and U2. In total, there are 6K candidates. The relay selection is to select not

only a relay link but also a transmission mode, among all available transmission

candidates.

At any time, the numbers of data packets in relay buffers (i.e. the buffer length)

form the buffer states. While each relay has two buffers, if the relay number is

K and buffer size is L, there are (L + 1)2K states in total. The l-th state vector is

defined as

q(l) = [q(l)
1,1, q

(l)
1,2, · · · , q

(l)
K,1, q

(l)
K,2], l = 1, · · · , (L + 1)2K , (3.13)

where q
(l)
k,m is the buffer length for the m-th buffer at Rk at state q(l). At any time-

slot, given the BSI and CSI of all channels, the relay selection is carried out as

following:

• First, selection priorities are given to all available transmission candidates.

This will be described later.

• All candidates are then checked, from the highest to lowest priorities, whether

they can support the target data rate or not. This is meant to check whether

(3.2) is satisfied for candidate (TDMAk), (3.10) or (3.11) for candidate

(NOMAk), and Cdk
> η for single transmission candidates.

• The candidate with the highest priority which can support the target trans-

mission rate is selected for data transmission.

• Outage occurs if no candidate can be selected.
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In order to give priority orders to select the available transmission candidates,

we introduce the “target buffer length", Θk,m, for the m-th buffer (m = 1 or 2) at

relay Rk. Supposing the buffer state vector is q(i), the distance between the buffer

length and the corresponding target length is defined as

∆(i)
k,m = |q(i)

k,m − Θk,m|, m = 1, 2, k = 1, · · · , K, (3.14)

Then we can give higher priorities to candidates corresponding to buffers further

away from the target length as following:

• The double transmission candidates always have higher priority than the

single transmission candidates. If an available double transmission candidate

candb is selected, the buffer lengths of both buffers at relay Rkb
are changed

by one, and the buffer state becomes q(i,candb). Then for m = 1 and 2, we

obtain

∆(i,candb)
kb,m = |q(i,candb)

kb,m − Θkb,m|,

candb ∈ {(TDMAkb
), (NOMAkb

)}
(3.15)

While selecting candb leads to buffer length change of two buffers at relay Rkb
,

the buffer with higher ∆(i,candb)
kb,m is used for prioritization. Then the priority

measurement for selecting candidate candb at state q(i) is defined as

M(i,candb) = sign
(
∆(i,candb)

kb,mb
− ∆(i)

kb,mb

)
· ∆(i,candb)

kb,mb
, (3.16)

where mb = arg max
m

(
∆(i,candb)

kb,m | m = 1, 2
)
. It is clear that, if M(i,candb)

< 0, selecting candb will decrease the distance between the corresponding

buffer and target lengths, and otherwise will increase it. Thus higher priority

is given to candidates with smaller M(i,candb).

Specifically, in (3.15), ∆(i,candb)
ka,m would be the distance between the buffer

length (if the corresponding candidate would be selected) and the target

buffer length. Thus the larger the ∆(i,candb)
ka,m is, the further buffer length is

away from the target. Then in (3.16), if M(i,candb) < 0, selecting candb will
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decrease the distance between the corresponding buffer and target lengths,

and otherwise will increase it. Thus higher priority is given to candidates with

smaller M(i,candb). Nevertheless, the example in Fig. 3.2 shows an illustrative

example on how (3.15) and (3.16) are used in setting the priority orders.

• Similarly, the priorities for single transmission candidates are ordered as

follows. If an available single transmission candidate canda is selected, the

buffer length of the ma-th buffer at relay Rka is changed by one so that the

buffer state becomes q(i,canda), and then the new distance between the buffer

length and the target is given by

∆(i,canda)
ka,ma

= |q(i,canda)
ka,ma

− Θka,ma|,

canda ∈ {(srka,1), (srka,2), (rka,1u1), (rka,2u2)}.
(3.17)

The priority measurement for selecting candidate canda is then obtained as

M(i,canda) = sign
(
∆(i,canda)

ka,ma
− ∆(i)

ka,ma

)
· ∆(i,canda)

ka,ma
, (3.18)

higher priority is then given to candidates with smaller M(i,canda). It is

worth noting that with the mentioned rule, the relay-to-users links have

higher priority orders than source-to-relay links when they are at the same

distance from the target buffer length, this applicable only if the two compared

candidates are from two different buffers, the example in Fig. 3.2 shows this

clearly.

High throughput relies on large data rate and low outage probability. In the

proposed scheme, the large data rate is achieved by giving higher priority to select

double-packet transmission modes, and the low outage probability is achieved by

setting appropriate target lengths so that the buffer lengths are kept away from

empty or full as much as possible.

In general, for buffers at relay Rk, if the input data rate is higher than the

output rate, the buffers are likely to be saturated and thus the target length shall

be set close to zero. Otherwise, if the input rate is smaller than the output rate,
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the buffers tend to be empty and the target buffer length shall be close to the full

buffer size. Particularly, if a buffer’s input and output rates are the same, the target

buffer length can be set as 2 (where we assume the buffer size is larger than or

equal 3), because this not only keeps buffer lengths away from empty or full but

also leads to small packet delay.

In the proposed scheme, however, the input and output rates at buffers depend

on not only channel gains but also transmission modes. Therefore, even if the

S → Rk and Rk → Um links have the same average SNR, setting the target length

to 2 may not be the best choice. It is interesting to note that the selection rules

in [140], except that it does not include OMA transmission, is equivalent to the

proposed selection rule with the target buffer lengths being set to 2. On the other

hand, in order to achieve minimum transmission delay, the target buffer length

shall be set as zero so that the data in the buffers can be transmitted out as quickly

as possible (same as setting the target to 0 in the priority-based).

Before leaving this section, we show an example of giving priority orders to

all available candidates in Fig. 3.2, where the relay number K = 2, the buffer

size L = 4, the target buffer lengths for all buffers are set as 2, and the buffer

state is q = [4, 1, 3, 0]. From (3.14), the distance between the buffer length and

the target for the four buffers can be obtained as (2, 1, 1, 2) respectively. There are

two available double transmission candidates at this state, which are (TDMA2)

and (NOMA1) respectively. From (3.16), their priority measurements are obtained

as +2 for both, since transmission is prioritized over reception, their priorities are

given as

O(NOMA1) > O(TDMA2), (3.19)

where O(.) is the selection priority for the enclosed candidate. On the other hand,

there are six single transmission candidates, which are (sr1,2), (r1,1u1), (r1,2u2),

(sr2,1), (sr2,2) and (r2,1u1) respectively. From (3.18), the priority measurements

are obtained as (0, −1, +2, +2, −1, 0) respectively. Thus the six candidates are

prioritized as O(r1,1u1) > O(sr2,2) > O(r2,1u1) > O(sr1,2) > O(r1,2u2) > O(sr2,1).
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Figure 3.2 An example of giving priori orders to available candidates at state q = [4, 1, 3, 0],
where the target buffer length is 2, candm indicates the priority order of the corresponding
candidate is m, the links with the solid-lines are for the double transmission, and the links
with dash-lines are for the single transmission.

The priorities for all available candidates are illustrated in Fig. 3.2, where candm

indicates the priority order m of the corresponding candidate.

Note that, although both relays are at the same distances from target buffer

length (R1 with distances (2, 1) and R2 with distances (1, 2)), NOMA is prioritized

over TDMA and single transmission from rely-to-user has higher priority like the

case with cand3 and cand4

3.3 Performance Analysis

Let A be the (L + 1)2K × (L + 1)2K state transition matrix, where the entry Ai,j

as the transition probability from state q(j) to q(i). Particularly Ai,i is the outage

probability at state q(i). We assume that at buffer state q(i), there are Li available

candidates for selection at state q(i), denoted as cand1, · · · , candLi
from the highest

to the lowest priority order respectively.
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Every double transmission candidate is associated with a pair of single trans-

mission candidates: candidate (TDMAk) is associated with (srk,1) and (srk,2), and

candidate (NOMAk) is associate with (rk,1u1) and (rk,2u2). We have the following

remarks:

Remark 1 A double transmission candidate and its two associated single transmis-

sions are not independent, because they correspond to the same link(s).

Remark 2 If a single transmission candidate is in outage, its associated double trans-

mission candidate must also be in outage.

Below we derive the transition probability Ai,j for i = j and i ̸= j, from

which the average throughput is obtained. For better exposition, we will show

the analysis for the example in Fig. 3.2. As shown in Fig. 3.2, there are eight

available candidates for selection at state q(i) = [4, 1, 3, 0], in which candidates

{cand1, cand3, cand7} are associated, so are the candidates {cand2, cand4, cand8},

but cand5 and cand6 are not associated with any other candidates. We denote

P (candl) and P (candl) as the probabilities that the candidate candl is and not in

outage, respectively.

3.3.1 Outage Probability

The outage probability at state q(i) is the probability that all available candidates

are in outage as

P q(i)

out = Ai,i = P (cand1, · · · , candLi
). (3.20)

For the example in Fig. 3.2, from remark 1, we have

P
q(i)=[4,1,3,0]
out = P ((NOMA1), cand3, cand7)

× P (TDMA2, cand4, cand8)P (cand5)P (cand6),
(3.21)
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where candidates cand1 and cand2 are represented as (NOMA1) and (TDMA2)

respectively for better exposition. From remark 2, we have

P ((NOMA1), cand3, cand7) = P (cand3, cand7)

= P (cand3)P (cand7),
(3.22)

where the second equation comes from the fact that, if candidate (NOMA1) is

removed, cand3 and cand7 become independent as they correspond to two indepen-

dent channels. We also have

P (TDMA2, cand4, cand8) = P (cand4, cand8) = P (cand4), (3.23)

where the second equation follows from the fact that both cand4 and cand8 corre-

spond to channel hsr2 , leading to duplicate S → Rk terms in (3.23).

Substituting (3.22) and (3.23) into (3.21) gives

P
q(i)=[4,1,3,0]
out =P (cand3)P (cand7)P (cand4)P (cand5)P (cand6). (3.24)

Every term in (3.24) corresponds to one single packet transmission. This can be

straightforwardly extended to general cases: i.e. the outage probability at state

q(i) can be obtained by removing all double-transmission and removing duplicated

S → Rk link terms in (3.20). Candidates (srk,m) and (rkum) correspond to channels

hsrk
and hrkum respectively. Supposing candw corresponds to channel hdk

, from

(3.1), we have

P (candw) = P{log2 (1 + γdk
(t)) < η} = 1 − e

(
− 2η−1

γ̄dk

)
,

dk ∈ {srk, rk,1u1, rk,2u2}.

(3.25)

For the example in Fig. 3.2, cand3, · · · , cand7 correspond to channels hr1u1,1, hsr2,

hr2u2,1, hsr1 and hr1u1,2 respectively. The above analysis leads to the following

remark:
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Remark 3 The outage probability at any state depends only on the available single

packet transmission candidates and not the double packet transmissions.

3.3.2 Transition Probability

We suppose that if candl is selected, the buffer state transits from q(i) to q(il), which

occurs when all candidates with higher priority order than candl are in outage and

candl is not in outage. Thus we have

Ail,i = P (cand1, · · · , candl−1, candl). (3.26)

3.3.3 Double Transmission

Because double transmission candidates have higher priority than the single trans-

mission candidates, no single transmission term is included in (3.26). In the

example shown in Fig. 3.2, we have

Ai1,i =P (cand1) = P ((NOMA1)) = 1 − P ((NOMA1))

Ai2,i =P (cand1, cand2) = P (cand1)P (cand2)

=P ((NOMA1))(1 − P ((TDMA2)),

(3.27)

where

P ((NOMAk)) = 1 − Pk,(1,2) − Pk,(2,1), (3.28)

where Pk,(1,2) and Pk,(2,1) are the probabilities that NOMA can be supported for

(3.10) and (3.11) respectively. Following the similar procedures as those in [140],

we have

Pk,(m,n) = 1
γ̄rkum

e

(
−

(2η−1)γ̄rkum +(22η−2η)γ̄rkun
γ̄rkum γ̄rkun

)

×
∫ ∞

2η−1
e

(
− x

γ̄rkum
− 2η(2η−1)2

γ̄rkun x

)
dx

− γ̄rkun

γ̄rkum + γ̄rkun

e

(
−

(2η−1)(γ̄rkum +γ̄rkun )(22η+2η)
γ̄rkum γ̄rkun

)
,

(3.29)
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where (m, n) ∈ {(1, 2), (2, 1)}. On the other hand, we have

P ((TDMAk)) = P{log2 (1 + γsrk
(t)) < 2η} = 1 − e

(
− 22η−1

γ̄srk

)
. (3.30)

3.3.4 Single Transmission

For the example in Fig. 3.2, the transition probabilities when candidates cand3, · · · , cand6

are selected are respectively obtained as

Ai3,i = P ((NOMA1), cand3)P ((TDMA2))

Ai4,i = P ((NOMA1), cand3)P ((TDMA2), cand4)

= P (cand3)P ((TDMA2), cand4)

Ai5,i = P ((NOMA1), cand3)P ((TDMA2), cand4)P (cand5)

= P (cand3)P (cand4)P (cand5)

Ai6,i = P ((NOMA1), cand3)P ((TDMA2), cand4)P (cand5)

× P (cand6)

= P (cand3)P (cand4)P (cand5)P (cand6).

(3.31)

On the other hand, we obtain the transition probabilities when candidates cand7

and cand8 are selected as

Ai7,i = P ((NOMA1), cand3, cand7)P ((TDMA2), cand4)

× P (cand5)P (cand6)

= P (cand3, cand7)P (cand4)P (cand5)P (cand6)

= P (cand3)P (cand7)P (cand4)P (cand5)P (cand6)

Ai8,i = P ((NOMA1), cand3, cand7)P (cand5)P (cand6)

× P ((TDMA2), cand4, cand8)

= P (cand3, cand7)P (cand4, cand8)P (cand5)P (cand6)

= 0,

(3.32)
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where we make use of P (cand3, cand7) = P (cand3)P (cand7) and P (cand4,

cand8) = 0 in obtaining (3.32). This is because the two associated S → Rk single

transmission candidates cand4 and cand8 correspond to the same channel hsrk
, and

it is not possible that one of the candidates is in outage and the other is not. We have

obtained all probability terms in (3.31) and (3.32) except P ((NOMAk), (rk,mum))

and P ((TDMAk), (srk,m)) which are derived as follows:

P ((NOMAk), (rk,mum)) = 1 − P ((NOMAk), (rk,mum))

− P ((NOMAk), (rk,mum)) − P ((NOMAk), (rk,mum)).
(3.33)

From remark 2, we have P ((NOMAk), (rk,mum)) = P (rk,mum), P ((NOMAk),

(rk,mum)) = P (NOMAk) and P ((NOMAk), (rk,mum)) = 0. Substituting these into

(3.33) gives

P ((NOMAk), (rk,mum)) = 1 − P (rk,mum) − P (NOMAk)

= P (NOMAk) − P (rk,mum),
(3.34)

where P (NOMAk) and P (rk,mum) are obtained in (3.28) and (3.25) respectively.

Similarly we have

P ((TDMAk), (srk,m))

= 1 − P ((TDMAk), (srk,m)) − P ((TDMAk), (srk,m))

− P ((TDMAk), (srk,m))

= 1 − P (srk,m) − P (TDMAk)

= P (TDMAk) − P (srk,m),

(3.35)

where P (TDMAk) and P (srk,m) are obtained in (3.30) and (3.25) respectively. It

is straightforward to extend the above analysis to general cases that the transi-

tion probability Aj,i can always be decomposed into terms including P (NOMAk),

P (TDMAk) and P (candw), where candw is a single transmission candidate. The

above analysis leads to the following remark:
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Remark 4 The double packet transmission candidates have higher priority to deter-

mine the transmission probabilities than the single packet transmission when both of

double and single transmission candidates are not in outage. Only when the double

transmission candidates are not available or in outage, do the single transmissions

affect the transition probabilities.

3.3.5 Average Throughput

Average throughput of the system is defined as the number of bits that reach the

destination per a time-slot. To proceed with the analysis, buffer states can be casted

as a Markov chain where each state describes a possible state of the buffers. The

main difference in the proposed system and the traditional system is that the values

of the transition probabilities differ from the source to the relays, since the source

may transmits two packets to a relay rather than just one packet, and the same

holds for the transition probabilities from the relays to the destinations, as two

packets may get transmitted when both links are not in outage.

The transition matrix of the Markov chain A with the dimension of (L + 1)n(L +

1)n, Amn is the notation for the mth row and nth column entry, which represents

the transition probability to move from state qn at time t to state qm at time t + 1:

Amn = P (Xt+1 = qm|Xt = qn) (3.36)

The transition probability Amn depends on the state of the two buffers and the

channel conditions of the links.

The Markov chain with the transition matrix A is irreducible and aperiodic.

The Markov chain is said to be irreducible if all states are reachable starting from

any state in the chain, and if the probability of staying at any state higher than

zero, then the Markov chain is aperiodic, see [97], [20]. As in [68], in irreducible

and aperiodic there exists a unique solution for the steady state distribution (π =

[π1, π2, · · · , π(L+1)2K ]T , πl is the probability that the buffer state is ql) where

Aπ = π, (3.37)
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π is unchanged by the operation of A

(L+1)2K∑
i=1

πi = 1, (3.38)

Bπ = b, (3.39)

where b = [1, · · · , 1]T and B denotes a (L+1)2K ×(L+1)2K matrix with all elements

of one. From (3.37) and (3.39):

Aπ − π + Bπ = b =⇒ π = (A − I + B)−1b, (3.40)

where I denotes the identity matrix.

A key aspect that governs the system performance is the throughput of the

system. In the existing OMA and NOMA buffer-aided relay systems, the throughput

is easily calculated because the relay is transmitting a fixed number of packets in

case of no outage, but in the hybrid system, in case of no outage, the relay may

send one or two packets. For calculating the throughput of the hybrid system, the

following need to be considered: if NOMA mode is selected with no outage, then

two packets are sent from the relay to the users, while if OMA mode is the chosen

mode, one packet is sent to the users.

In other words, at any time-slot, if candidate (rk,1u1) or (rk,2u2) is selected, one

packet is transmitted to user U1 or U2, respectively. While if candidate (NOMAk)

is selected, two packets are transmitted from Rk to the users. At state q(i), the

probabilities to select candidates (rk,1u1), (rk,2u2) and (NOMAk) are denoted

as P (i)
rk,1u1, P (i)

rk,2u2 and P
(i)
NOMAk

respectively, which are zero if the corresponding

candidates are not available at state q(i) and otherwise are obtained as in (3.26).

Considering all buffer states and all relay nodes, the average throughput for user

Um is given by

ξm =
(L+1)2∑

i=1
πiξ

(i)
m =

(L+1)2∑
i=1

πi

K∑
k=1

(
P (i)

rkum
+ P

(i)
NOMAk

)
, (3.41)
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where m ∈ {1, 2}, ξ(i)
m = ∑K

k=1

(
P (i)

rkum
+ P

(i)
NOMAk

)
which is the average throughput

for user Um at state q(i). And the sum throughput for all users is given by ξ = ξ1 +ξ2.

For illustration, Fig. 3.3 shows all possible buffer state transition at the state

q(i) = [4, 1, 3, 0] for the example in Fig. 3.2, where the single and double arrows

represent the state transitions due to the single and double packet transmission,

respectively. The average throughput for users U1 and U2 at this state are given by

ξ
(i)
1 = Ai1,i + Ai3,i + Ai5,i and ξ

(i)
2 = Ai1,i + Ai7,i respectively. In other words, in Fig.

3.2, for single packet transmission, one of the two buffers in a relay node will be

changed. To be specific, if a source-to-relay link is selected, the corresponding buffer

will be increased by one; if a relay-to-destination link is selected, the corresponding

buffer will be decreased by one. While for double packet transmission, both buffers

will be changed. To be specific, if a source-to-relay TDMA transmission is selected,

both buffers of the corresponding relay will be increased by one; if a relay-to-

destination NOMA transmission is selected, both buffers of the corresponding relay

will be decreased by one. Accordingly, the change of the buffer length will lead to

the corresponding change in buffer state.

3.3.6 Diversity Order

The diversity order is defined as

d = − lim
γ̄→∞

log Pout

log γ̄
, (3.42)

where γ̄ = Pt/σ2 and Pout is the outage probability. Outage probability of the

system is defined as the probability that all relays neither transmit to the users nor

receive from the source. When this happens, the number of packets stored in the

buffers remains the same, which means the Markov chain remains in the same

state, so outage probability can be calculated as follows:

Pout =
∑

i

P q(i)

out πi. (3.43)



3.3 Performance Analysis 69

q
(i)
=[4,1,3,0]

[3,0,3,0]

[4,1,4,1] [3,1,3,0]

[4,1,3,1]

[4,1,2,0]

[4,2,3,0][4,0,3,0]

[4,1,4,0]

iiA ,1

iiA ,2
iiA ,3

iiA ,4

iiA ,5

iiA ,6
iiA ,7

)(

,

i
q

outii PA

Figure 3.3 State transition diagram at the state q(i) = [4, 1, 3, 0] for the example in Fig.
3.2, where the single and double arrows represent the state transitions due to the single
and double packet transmissions respectively.

The diversity order depends on both the outage probabilities at every state P q(i)

out

and the stationary buffer state probabilities πi.

When γ̄ → ∞, all transmission candidates are able to support the target rate

transmission. Thus if the target buffer length is set as 2 ≤ Θi < L (where we

assume the buffer size L ≥ 3), according to the proposed prioritization-based

selection rule, the buffer lengths at any time-slot are either Θi or Θi − 1 which are

neither empty nor full. From Remark 4, the transition probabilities are then only

determined by the double transmission candidates (because they are all available),

and the buffers can only be in two states: either all buffer lengthes are Θi, or only

the pair of buffers for one of the relays have length of Θi − 1 and all other buffer

lengthes are Θi. In both cases, the corresponding P q(i)

out are the same. Further from

Remark 3, P q(i)

out only depends on the single transmission candidates which are also
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all available. Therefore, if the target buffer length is set as 2 ≤ Θi < L, we have

d = − lim
γ̄→∞

log Pout

log γ̄
= − lim

γ̄→∞

log P q(i)

out

log γ̄

= − lim
γ̄→∞

log∏K
k=1 P (Csrk

< η)P (Crku1 < η)P (Crku2 < η)
log γ̄

= 3K,

(3.44)

where (3.25) is substituted in the second equation of above to give the final

result. This states that every relay contributes 3 diversity orders to the system,

corresponding to S → Rk, Rk → U1 and Rk → U2 transmission respectively. It is

interesting to note that if only NOMA transmission is applied (as in [140]), the

diversity order is 2K.

3.3.7 Discussion

Below we explain that the proposed scheme has higher sum throughput than both

buffer-aided NOMA and OMA schemes. Recall that the network throughput can be

regarded as η(1 − Pout), where η is the data rate (without considering the outage).

From Remark 3, the outage probability of the proposed scheme depends on the

single packet transmission, which is significantly lower than that of the buffer-aided

NOMA relay selection (which only applies the double packet transmission).

On the one hand, because the proposed scheme gives higher priority to the

double packet transmission than the single packet transmission, the double packet

transmission will always be selected first when possible. This implies that the data

rate η of the proposed scheme is no less than that of NOMA scheme. Thus we have

ξproposed > ξNOMA, (3.45)

where ξproposed and ξNOMA are the sum throughput for the proposed and buffer-

aided NOMA schemes respectively.

On the other hand, compared with the buffer-aided OMA scheme (which only

applies single packet transmission), the proposed scheme has similar outage proba-
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bility but higher data rate. Thus we also have

ξproposed > ξOMA, (3.46)

where ξOMA is the sum throughput for OMA scheme. In summary, next section

verifies all the above mentioned results:

• ξproposed > ξNOMA.

• Outage probability of the proposed scheme is significantly lower than that of

the buffer-aided NOMA .

• ξproposed > ξOMA.

• The proposed scheme has similar outage probability of the buffer-aided OMA,

because it depends on the single packet transmission.

As is mentioned in the introduction section, a simple alternative to combine

NOMA and OMA in the buffer-aided relay selection is to set an appropriate threshold

SNR, SNRt, where ξNOMA < ξOMA for SNR ≤ SNRt, and ξNOMA > ξOMA for

SNR > SNRt. Then we can simply apply the buffer-aided OMA scheme if SNR <

SNRt and switch to NOMA scheme otherwise. It is clear the throughput of the

switch-based scheme satisfies

ξswitch =


ξOMA, if SNR ≤ SNRt,

ξNOMA, if SNR > SNRt.
(3.47)

Using (3.45) and (3.46) in (3.47), it is clear that the proposed scheme has higher

throughput than the switch-based scheme as

ξproposed > ξswitch, (3.48)

this is also verified in the next section.
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3.4 Numerical Simulations

In all simulations below, the target transmission rate for both users is set to

η1 = η2 = 2 bps, the buffer size is set to L = 5 for every buffer, all noise powers σ2

are normalized to unity and bandwidth is normalized to 1Hz in all links.

First we consider the single relay scenario. This is for easy comparison with

the buffer-aided NOMA scheme in [140] which considers the same scenario. The

average channel gains are set to Ωsr1 = 1.1 dB, Ωr1u1 = 1.0 dB and Ωr1u2 = 1.5 dB.

In Fig. 3.4, we show the outage probability vs transmission SNR Pt/σ2 of the

proposed scheme and the buffer-aided NOMA scheme in [140]. It can be seen that

the proposed scheme outperforms buffer-aided NOMA system in terms of outage

probability. This verifies that systems which depend on a single packet transmission

have lower outage probability.
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Figure 3.4 Outage probability comparison between the proposed scheme and the buffer-
aided NOMA.
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Figure 3.5 Throughput of the buffer-aided NOMA, OMA and proposed schemes, where
the relay number K = 1, buffer size L = 5.

Fig. 3.5 shows the sum throughput vs transmission SNR Pt/σ2 for the proposed

scheme, the buffer-aided NOMA scheme in [140], the buffer-aided OMA scheme

and the no-buffer traditional max-min scheme. The buffer-aided OMA scheme

uses the same selection rule as that in the proposed scheme except that NOMA

transmissions are not included in the selection process. The target buffer-lengths

in both the proposed and OMA schemes are set to 3, while buffer-aided NOMA

scheme has target buffer-length of 2 as proposed in [140].

In Fig. 3.5, the analytical results very well match the simulation results for the

proposed scheme, which verifies the analysis in Section 3.3. Fig. 3.5 also shows

that both buffer-aided NOMA and the proposed scheme can achieve full throughput

rate, i.e. one packet/time-slot, when the SNR is large enough. Where system full

throughput rate is one packet/time-slot because we assumed half-duplex relays

and data rate is = 2 bps. On the other hand, OMA schemes buffer-aided and



3.4 Numerical Simulations 74

non-buffer-aided (max-min) can only achieve the maximum throughput of 1/2

packet/time-slot. This is because NOMA delivers two packets simultaneously.

As expected, NOMA scheme has larger throughput than OMA over the high SNR

range (i.e. Pt/σ2 ≥ 12 dB), but has worse throughput than the latter over the low

SNR range (i.e. Pt/σ2 < 12 dB). On the contrary, the proposed scheme can achieve

significant throughput improvement over both low and high SNR ranges.

It is interesting to observe that, if we simply apply the switch-based scheme in

which the buffer-aided OMA scheme is used in the low SNR range (i.e. Pt/σ2 < 12

dB) and the buffer-aided NOMA scheme is used in the high SNR range (i.e. Pt/σ2 ≥

12 dB), the throughput will still be significantly lower than that in the proposed

scheme as can be seen in Fig. 3.6. This verifies (3.48) in the discussions in the

last section. In all cases, the non-buffer-aided max-min scheme has the lowest

throughput. It is worth mentioning that the switch-based scheme curve is the result

of switching from OMA to NOMA at 12 dB in Fig. 3.5

Fig. 3.7 shows the sum throughput for the 2-relay network1. Because multiple

relays are not considered in [140], the selection rule of the buffer-aided NOMA

scheme in Fig. 3.7 is the same as that for the proposed scheme by excluding OMA

transmission modes. It is clearly shown in Fig. 3.7 that while all of the three

schemes achieve higher throughput than those in Fig. 3.5, the comparison among

the three schemes is similar.

Fig. 3.8 and Fig. 3.9 show the throughput and outage probability of the

proposed scheme for different relay numbers respectively, where the target buffer

length is set to 3 in all cases. Fig. 3.8 shows that higher throughput is achieved

with more relay nodes. This is because of the higher diversity order with more

relays as shown in Fig. 3.9. According to (3.42), the diversity orders are calculated

in Table 3.1. It is clearly shown that the diversity order is approximately 3K which

well matches the analysis in (3.44).

Figures. 3.10, 3.11 and 3.12 show the throughput vs the target buffer lengths

for the proposed scheme for the 2-relay network. Three cases are considered. In

1To the best of our knowledge, there are not many existing algorithms which can be directly
compared with the proposed scheme. Even in NOMA scheme in Ref. [140], only the single relay
network was considered. We have to generate it to the multiple-relay case in the following figures.
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Figure 3.6 Throughput versus SNR in hybrid and switching modes.

case (a), all channels have the same average gains (γ̄sr1 = γ̄sr2 = γ̄r1u1 = γ̄r1u2 =

γ̄r2u1 = γ̄r2u2 = 7 dB). Because S → Rk and Rk → Um apply different transmission

modes, even with the same average gains for all channels, the input/output rate at

the buffers is still not balanced so that the optimum target length is not two. This

is clearly shown in Case (a) where the optimum target length which achieves the

largest throughput is three. In Case (b), S → Rk channels are much stronger than

the Rk → Um channels where γ̄sr1 = γ̄sr2 = 10γ̄r1u1 = 10γ̄r1u2 = 10γ̄r2u1 = 10γ̄r2u2 =

10 dB, so that the buffers are more likely to be saturated. As a result, the optimum

target length shall be close to zero, which is clearly verified in Case (b). In Case

(c), on the other hand, the S → Rk channels have much lower average gains than

the Rk → Um channels where we set as γ̄r1u1 = γ̄r1u2 = γ̄r2u1 = γ̄r2u2 = 30γ̄sr1 =

30γ̄sr2 = 13 dB, and so the buffers tend to be empty. In this case, the optimum
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Figure 3.7 Throughput of the buffer-aided NOMA, OMA and proposed schemes, where
the relay number K = 2, buffer size L = 5.

target length shall be chosen close to the full buffer size. These results very well

match the statements in Section 3.2.2.

3.5 Summary

This chapter proposes a buffer-aided relay selection scheme to seamlessly include

both NOMA and OMA transmission with finite buffer size. The proposed scheme

achieves significant improvements in throughput over both low and high SNR

ranges. A prioritization-based selection rule is described by introducing the target

buffer length for every buffer. The analytical expression of the average throughput

is successfully obtained and verified by numerical simulations. Particularly, the

diversity order of the proposed scheme is obtained as 3K, where K is the number

of relays. This provides useful insight for designing the cooperative NOMA for 5G
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Figure 3.8 Throughput of the proposed scheme for different relay numbers, where
all average channel gains are set to 1 and the target buffer length is set to 3.

applications. In the next chapter, we study the impact of considering the delay that

the packet encounters while being at the source node on the system delay.

Table 3.1 Diversity orders from Fig. 3.9

K Pout(Pt/σ2) (dB) Pout(Pt/σ2) (dB) Diversity order
1 Pout(18 dB) = 38.7 Pout(20 dB) = 44.6 44.6−38.7

20−18 ≃ 3
2 Pout(10 dB) = 30.1 Pout(11 dB) = 36.2 36.2−30.1

11−10 ≃ 6
3 Pout(8 dB) = 29.6 Pout(9 dB) = 38.5 38.5−29.6

9−8 ≃ 9
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Figure 3.9 Outage probability of the proposed scheme for different relay numbers,
where all average channel gains are set to 1 and the target buffer length is set to 3.
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Figure 3.12 Throughput vs target buffer lengths for the 2-relay network. Case (c):
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Chapter 4

The Impact of Source Delay on

End-to-End Average Packet Delay in

Buffer-Aided Cooperative Relay

Networks

Relays with buffering capability have the potential to enhance the performance of

a cooperative network significantly. However, such an enhancement comes with

difficulties such as data buffering may increase packet delays considerably. In this

chapter, a new factor in terms of the delay incurred at the source is considered for

the first time in the literature. This new approach enables calculation of end-to-end

delay (from source to destination) more accurate, which is essential for delay-

sensitive applications. In addition, a novel selection rule is proposed to reduce the

end-to-end delay.

4.1 Introduction

In buffer-aided relay schemes, the average packet delay is proportional to the

number of relays and the size of buffers [131], so the average packet delay increases

as the number of relays increases or with larger buffer size. However, adding more

relays or enlarging buffer size may enhance some other performance metrics, such
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as diversity gain and throughput. Therefore, a trade-off between delay and other

performance metrics has to be considered. This trade-off is challenging in 5G

networks due to stringent delay requirements, while requiring an extremely high

data rate in order of 10 Gbps (such as the case in tactile internet) [121, 63, 116].

As in [117] and to the best of our knowledge, none of the previous buffer-aided

relay works has considered the delay at the source. In delay-sensitive applications,

the source delay can not be neglected and has to be counted in the maximum

permitted delay [117]. For example, tactile internet requires a real-time response.

This requirement makes the end-to-end delay (form the source to the destination)

to be in the order of 1 ms starting from the point that the source has data for

transmission[44]. The end-to-end delay of any packet is defined as its queuing

delay added to its delivery delay [73]

In order to build the case for source delay consideration, we first briefly describe

some of the main buffer-aided relay selection schemes followed by a study on the

impact of the source delay on the described schemes. Relay selection schemes are

discussed in further detail in Chapter 2.

Prior to -aided relays, the optimal relay selection scheme is the max-min [24].

The max-min scheme selects the relay, which has the best weaker link. Then the

source transmits a packet to the selected relay in one time-slot, and the relay

forwards the packet to the destination in the next time-slot. Thus, the max-min

delay without the source delay is two time-slots.

After introducing -aided relays, one of the most popular relay selection schemes

is the max-link [68]. The max-link selects the link, which has the highest SNR,

which leads to an increase in the throughput and the diversity order compared to

the max-min. However, the max-link has longer queues than the max-min because

packets in the max-link can reside in s. After the max-link, reducing packet latency

became a trend in the latest studies. One of the studies proposed an altered form

of the max-link that is the state-based [79]. The authors have considered the BSI

in their selection procedure. The results show that the state-based has reduced the

values of delay compared to the max-link.
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Finally, in [121], the authors have suggested the delay-reduced, which priori-

tizes transmission always. The delay-reduced reduces the packet delay of -aided

relay network effectively compared to the state-based [48]. However, with all these

enhancements still, the traditional max-min significantly outperforms -aided relays

in terms of the packet delay, especially at low SNR.

This encourages us to consider the source delay in the aforementioned schemes;

this makes the comparison more accurate. In this chapter, we suggest considering

the source delay, which represents a part of the delay that packets encounter at the

source before the transmission. By doing so, the delay definition is generalized to

cover all parts of the delay, which leads to a more accurate comparison between

-aided and -buffer relays. The results show that -aided relay outperforms -buffer

relay in the average packet delay with considering the source delay. Thus, buffer-

aided relays are still competitive, even with low latency constraints. The main

contributions in this chapter are listed as follows

1. Considering the source delay in -aided relays network, which gives more

accurate results for the delays that the packets in the system encounter.

2. Conducting the theoretical outage probability by modeling different buffer

states as a Markov chain state.

3. Deriving the analytical expressions for -aided network delay by considering

the source delay. In addition, the asymptotic performance of the system by

considering the source delay is examined.

4. Proposing a novel selection scheme where the adaptive target length is

introduced. The simulations show that the new rule outperforms the delay-

reduced in shortening the delay.

The remainder of this chapter is organized as follows. In Section 4.2, the system

model is presented. Section 4.3, discuses the outage probability in -aided relay

network. Next, Section 4.4 presents the average packet delay with the source

delay analysis for -aided relay networks. In Section 4.5, the asymptotic delay

performance is discussed. Section 4.6 proposes a new selection rule. Simulation
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results thoroughly discussed in Section 4.7. Finally, a summary concludes this

chapter in Section 4.8.

4.2 System Model

The system model of -aided relay networks is shown in Fig. 4.1, where there are

one source node S, K half-duplex decode-and-forward (DF) relay nodes denoted

as Rk, k = 1, · · · , K and a destination D. The channel coefficients for S → Rk,

Rk → D links are denoted as hsrk
(t), hrkd(t) respectively. All channels have a flat

Rayleigh fading coefficient that remains constant within the time slot and change

independently from one slot to another.

Every relay Rk is equipped with one L-size buffer for data storing. We assume

that the source always has enough information (saturated) to send to relays in all

time slots. Due to path loss and shadowing, we assume that the source and the

destination are not directly connected. Without losing generality, we assume the

transmit power Pt at all transmitting nodes, the assumption for the noise variances

at all receiving nodes to be σ2.

The data rate is assumed to be fixed at the value of η. If the link capacity

is greater or equal to η, the link is up, and the transmission is successful. Re-

transmitting happens based on the ACK/NACK mechanism; this happens between

transmitters (source or relay) and receivers (relay or destination). Each receiver

broadcasts the ACK/NACK signal to the transmitters: relays → source and destina-

tion → relays. Channel state information at the receivers (CSIR) is assumed to be

available.

At time slot t, the link capacity for channels hsrk
(t) and hrkd(t) are given by

Csrk
(t) = log2 (1 + γsrk

(t)), Crkd(t) = log2 (1 + γrkd(t)), k = 1, · · · , K, (4.1)

where γsrk
(t) = (Pt/σ2)|hsrk

(t)|2 and γrkd(t) = (Pt/σ2)|hrkd(t)|2. The channel gains

|hsrk
(t)|2 and |hrkd(t)|2 are exponentially distributed with the average Ωsrk

=

E[|hsrk
(t)|2] and Ωrkd = E[|hrkd(t)|2], where E[.] is the expectation. γsrk

(t) and
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Figure 4.1 System model for -aided relay network.

γrkd(t) are also exponentially distributed with average γ̄srk
= (Pt/σ2)Ωsrk

and

γ̄rkd = (Pt/σ2)Ωrkd. Thus γsrk
(t) and γrkd(t) are the instantaneous SNR, while γ̄srk

and γ̄rkd are the average SNR for channels hsrk
(t) and hrkd(t) respectively.

The delay-reduced has shown the best delay profile among the available buffer-

aided relay selection schemes. Thus, we choose it as the selection scheme for -aided

relay network to study the impact of source delay on -aided and -buffer-aided relay

networks.

4.3 Outage Probability

Since the source delay is proportional to the outage, we first describe the outage

analysis of -aided relay network. The outage occurs if the link capacity is less than

the target data rate
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P{log2 (1 + γsrk
(t)) < η} = 1 − e

(
− 2η−1

γ̄srk

)

P{log2 (1 + γrkd(t)) < η} = 1 − e

(
− 2η−1

γ̄rkd

)
.

(4.2)

In each of the relays buffers, the numbers of data packets represent a state.

Since there are K relays with L buffer size, there are (L + 1)K states in total. Every

state suggests the numbers of the available S → Rk and Rk → D links. Any S → Rk

link is available if the receiving buffer is not full, and any Rk → D link is available

if the transmitting buffer is not empty. The l-th state vector is defined as

q(l) = [q(l)
1 , q

(l)
2 , · · · , q

(l)
K ], l = 1, · · · , (L + 1)K , (4.3)

where q
(l)
k is length at Rk at state q(l)

By taking all possible states into consideration, the outage probability is the

probability that the system remains at the same state, which means that no com-

munication happened during the current time-slot. Hence the outage probability of

buffer-aided system can be obtained as

Pout =
(L+1)K∑

i=1
P q(i)

out πi. (4.4)

where πi is the stationary probability for state q(i), and P q(i)

out is the outage probability

at state q(i). Since we are using the delay-reduced, the rest of the analysis is done

based on this assumption. Hence, the outage occurs if all Rk → D links then all

S → Rk links are in outage. So the outage probability at state q(l) is given by

Pout = psrk
.prkd (4.5)

where

psrk
= (1 − exp− 2η−1

γ̄srk )
M

srk

q(l)
(4.6)
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prkd = (1 − exp
− 2η−1

γ̄rkd )
M

rkd

q(l)

(4.7)

where psrk
and prkd are the probabilities that all available S → Rk links and Rk → D

links are in outage, respectively. M srk

q(l) denotes the number of available S → Rk

links at state q(l), and M rkd
q(l) is the number of available Rk → D links at state q(l).

In -aided relays, buffer states is modeled as a discrete time Markov chain, the

transition matrix of the Markov chain is denoted as A representing (L+1)K ∗(L+1)K

state transition, Amn is the notation for the mth row and nth column entry, which

expresses the transition probability to move from state q(n) at time t to state q(m) at

time t + 1:

Amn = P (Xt+1 = q(m)|Xt = q(n)) (4.8)

The described Markov chain with the transition matrix A has two properties:

irreducible and aperiodic. The Markov chain is considered irreducible if all states

are reachable by all other states in the chain, and if the probability of staying at

any state higher than zero, then the Markov chain is aperiodic, see [97], [20]. As

presented in Chapter 3, in irreducible and aperiodic Markov chain, the stationary

state probability vector is obtained as

π = (A − I + B)−1b, (4.9)

where π = [π1, π2, · · · , π(L+1)], πm is the probability that state is qm, b = [1, · · · , 1]T ,

I is the notation of the identity matrix and B denotes an (L + 1) × (L + 1) matrix

with all elements have the value of one.

The definition of the outage probability of the system is the probability that all

relays neither transmit to the destination nor receive from the source. When this

happens, the number of packets resides in s remains the same, this means the

Markov chain remains in the same state, so outage probability can be obtained as

follows:
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Pout =
(L+1)K∑

i=1
πiAii (4.10)

where Aii are the diagonal elements of A.

For example, let L = 3 and K = 1 then the Markov chain which models the

system is shown in Fig. 4.2. The transition matrix of the Markov chain is

0 1 2 3

Figure 4.2 Markov chain for L = 3 and K = 1 system.

A =



psr1 pr1d 0 0

psr1 psr1 pr1d pr1d 0

0 pr1dpsr1 psr1 pr1d pr1d

0 0 pr1dpsr1 pr1d


(4.11)

based on that, the stationary state probabilities can be calculated by (4.9), hence

Pout =
4∑

i=1
πiAii. (4.12)

4.4 Average Packet Delay

The traditional definition of the delay of a packet in -aided scheme is the duration

between the packet leaving the source node and arriving to the destination. How-

ever, in this chapter, we add the source delay to the definition. The source delay

of a packet is the time interval between this packet arrives at the source and its

departure from the source. Hence, the average packet delay is given by
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D̄ = D̄s + D̄sr + D̄r (4.13)

where D̄s denotes the average source delay, D̄sr is the average delay caused by

transmitting the data packet from the source to a relay and D̄r is the average delay

at the relay node. Based on the introduced definition of the source delay:

P (Ds = 0) = (1 − psrk
)P (q(1)),

P (Ds = 1) = (1 − psrk
)P (q(1))psrk

,

P (Ds = 2) = (1 − psrk
)P (q(1))(psrk

)2,

...

P (Ds = n) = (1 − psrk
)P (q(1))(psrk

)n

(4.14)

from (4.14) we get the average of Ds to be:

D̄s = (1 − psrk
)P (q(1))

n∑
i=0

ipsrk

i (4.15)

as n → ∞ :

D̄s = (1 − psrk
)P (q(1))

(
psrk

(1 − psrk
)2

)
= P (q(1))psrk

(1 − psrk
)

(4.16)

where (1 − psrk
) is the probability of no outage in S → Rk links, P (q(1)) denotes

the probability of all buffers are empty and n is the source delay instants. Based on

(4.16), the source delay is proportional to the outage probability. Since the source

delay is counted only in empty buffers, Rk → D links are not available, hence,

Pout = psrk
.

It worth mentioning that in -aided relay, the source delay is only calculated when

all buffers are empty. In other words, even though some packets may encounter

delay at the source (S), this delay is not considered in the source delay because

this delay is already considered as D̄r for other packets. So, each non-empty buffer

acts as a source, which gives -aided relay an advantage over -buffer-aided relay.
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Algorithm 1 summarises the procedure of calculating the source delay in -aided

relay.

Algorithm 1 The proposed algorithm

1: input θ = 0, γsrk
and γrkd, k = 1, · · · , K,

2: find the best Rk → D available link:
3: if γrkd >= η then
4: the selected link = arg maxk{∆k},
5: a packet is transmitted to the selected relay,
6: else if γsrk

>= η then
7: the selected link = arg mink{hsrk

},
8: the selected relay receives a packet,
9: else

10: outage occurs,
11: end if
12: if outage occurs and all buffers are empty then
13: start counting the source delay
14: end if

After calculating the source delay (D̄s), we move to the second part (D̄sr). It

takes one time-slot to send a packet from the source to any relay node, so D̄sr is

one. Finally, because D̄r in every relay is the same (identical channels), D̄r in one

relay Rk is analyzed. Based on Little’s law [72], the average packet delay at the

relay Rk is given by

D̄rk
= L̄rk

ξ̄rk

(4.17)

where L̄rk
and ξ̄rk

are the notations of average queue length and average throughput

at the relay Rk respectively. The average queue length at Rk is calculated by

averaging the queue lengths over all buffer states

L̄rk
=

(L+1)∑
i=1

πiq
(i)
k

(4.18)

Because selecting any of the relays has the same probability, the average throughput

at the relay Rk is given by

ξ̄rk
= ξ̄

K
(4.19)
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where ξ̄ is the average throughput of the overall network. For delay-limited

transmission as in [3] and [93], the average throughput ξ̄ is obtained as

ξ̄ = η(1 − Pout) (4.20)

In the selected scheme, every packet needs two time-slots (do not have to be

consecutive) to reach the destination, so we have η = 1/2 packet per time-slot, and

thus

ξ̄rk
= (1 − Pout)

2K
(4.21)

substituting (4.18) and (4.21) into (4.17) gives

D̄r = 2K
∑(L+1)

i=1 πiq
(i)
k

(1 − Pout)
. (4.22)

4.5 Asymptotic Performance

To gain a better understanding, this section studies the delay performance of the

delay-reduced with considering the source delay when the average channels SNR

for both of S → Rk and Rk → D links goes to infinity. Regarding D̄s

lim
(γ̄srk

,γ̄rkd)→∞
psrk

= 0 (4.23)

so outage is impossible to occur when SNR is high enough. Since source delay only

occurs when S → Rk links are in outage, as in (4.16), the source delay approaches

zero as SNR goes to infinity:

lim
(γ̄srk

,γ̄rkd)→∞
D̄s = 0. (4.24)

Now we calculate D̄r under the no outage assumption. Suppose that all s are empty

at time t, so that relay Rk is in the state q
(0)
k . At this point, a packet is assumed to

be received by the relay Rk at time (t + 1), and Rk moves to state q
(1)
k . After that,
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the packet in needs to be transmitted to the destination at (t + 2) and Rk returns to

state q
(0)
k . And this process continues, thus

P (q(0)
k ) = P (q(1)

k ) = 1
2

(4.25)

if s are empty, the probability that Rk receives a packet is 1/K, so P (q(1)
k ) = 1

2K

(without the assumption Rk has received the packet)

lim
(γ̄srk

,γ̄rkd)→∞
L̄rk

= 0.P (q(0)
k ) + 1.P (q(1)

k ) = 1
2K

(4.26)

lim
(γ̄srk

,γ̄rkd)→∞
ξ̄rk

=
limγsrk

(t)→∞(1 − Pout)
2K

= 1
2K

(4.27)

From (4.17), we find limγsrk
(t)→∞ D̄r = 1, and the average delay is

lim
(γ̄srk

,γ̄rkd)→∞
D̄ = 0 + 1 + 1 = 2 (4.28)

which means in -aided and -buffer-aided relays, the delay has the same value 2 at

high values of SNR. This will be verified in Section 4.7.

4.6 Proposed Selection Rule

Before ending this chapter, we are suggesting a novel selection rule. The idea of

the adaptive target length θk based on the state of the relay channels is introduced

in this rule. We kept the idea that the Rk → D links have higher priority as in

the delay-reduced. After that, the relay which has Ωrkd above a certain threshold

(denoted as Ωt) is termed as the fast relay (FR), which could be more than one

relay. Otherwise, relays are termed as the slow relays (SR)

Since the FR is expected to handle longer queues better than the SR, a longer

target length is assigned to the FR. This is expected to reduce the delay compared

to give all the relays the same target length. On the other hand, shorter target

lengths are assigned to SR’s. Then we calculate ∆k = θk − q(k) for all links. As

in the PBRS, in Chapter 2, higher priorities are given to larger |∆k|’s. Among the
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same category the FR or the SR, in the case of equal |∆k|, positive ∆k ’s have higher

priority than negative ones (transmission has higher priority).

In case of different category, to avoid long delays caused by the SR, the SR is

given a higher priority in the case of equal positive ∆k because packets are more

likely to stuck in its buffer. And the opposite is done in the case of equal negative

∆k. Otherwise, if more than one link has the same priority, the one with the highest

SNR is selected.

For a better exposure, Fig. 4.3 shows how the proposed scheme is applied on a

four relay network. In Fig. 4.3, notice the following:

• The Ωrkd values for the relays R1, R2 and R4 are larger or equal to Ωt, so they

are the FR’s and R3 is the SR.

• For the FR’s θ = 2, and θ = 0 for the SR.

• The priorities for all the available links are shown in the highlighted squares.

• Although R3 and R4 have the same ∆k = +2, the R3 → D link is prioritized

to reduce the delay.

• ∆1 = +1 and ∆2 = −1, so the R1 → D link has higher priority than the

S → R2 link.

• In the situation of worsening ∆k (all the above links are in outage), we

prioritize links with smaller |∆k|. This is why R2 → D and S → R1 have

higher priority than S → R3.

• Finally, this example can be generalized for more relays with keep increasing

the target length as relays get faster (higher Ωrkd).

4.7 Numerical Simulations

In all the simulations below, the target transmission rate is η = 2 bps, the bandwidth

is 1Hz, size is L = 5 for all buffers and all noise powers σ2 are normalized to unity.

The average channel gains are set to Ωsrk
= Ωrkd = 1.
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Figure 4.3 Four relay network example, where Ωt = 5, L = 4 and K = 4.

In Fig. 4.4, we show the source delay D̄s vs the transmit SNR (in dB) in a single

relay system. The selection scheme is the delay-reduced. The simulation results

clearly verifies the results derived in Section 4.4, 4.5. The D̄s starts high and then

goes to zero as the SNR reaches high values.

For a better insight, we start with showing how different schemes perform in

terms of the outage probability and the throughput. In Fig. 4.5 and Fig. 4.6,

buffering capability has improved both the outage probability and the throughput.

In particular, buffer-aided schemes the delay-reduced and the state-based outper-

form -buffer-aided max-min scheme in both of outage probability and throughput.

Both figures show that larger target length in the state-based (2) has better outage

probability and throughput compared to the delay-reduced.

Fig. 4.7 and Fig. 4.8 show the impact of considering the source delay (D̄s) on

the average packet delay. The following can be observed:
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Figure 4.4 The source delay D̄s with K = 1 theoretical vs simulation.

• Prior to considering the D̄s, average packet delay in the max-min is always

equal to 2 time-slots even at very low SNR which is unbeatable by -aided

relay.

• After considering the D̄s, the delay performance in the three schemes has

changed. Fig. 4.8 shows that the delay-reduced outperforms the max-min.

• The state-based has longer delay than the delay-reduced because with larger

target length, packets tend to stay longer in s.

As stated in Chapter 2, adding more relays boosts the system performance in

some performance metrics. However, it can lengthen the D̄r. As the number of

relays increases, the outage probability is decreased, and the D̄s is decreased as

well. Fig. 4.9 shows that the delay-reduced and the state-based have longer delay

than the max-min.
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Figure 4.5 System outage probability with K = 1.

There are some techniques were suggested to improve the system delay, however,

the impact of these techniques were not studied while considering the source delay.

• In [99], the broadcast technique has improved the system delay. Interestingly,

when we apply the broadcast technique, which means the source is transmit-

ting each packet to all relays all at once simultaneously, the delay in both

cases: the max-min and the delay-reduced get closer as shown in Fig. 4.10.

• The broadcasting enhancement motivates us to look for more enhancement

techniques even with more relays. Therefore, using small buffers (e.g. L =

1)is another technique which can be combined with the broadcasting. Small

buffers reduces the delay at the relay D̄r because long queues are less likely.

So we set sizes to L = 1 while applying broadcasting, Fig. 4.11 shows that the

delay-reduced again outperforms the max-min especially in low SNR range.
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Figure 4.6 System throughput with K = 1.

Although using buffers with L ≤ 2 is harmful for the diversity order, it is

beneficial in reducing the delay.

Finally, in Fig. 4.12, we study the proposed selection rule as follows

• The target length θ = 2 for the FR and for the SR θ = 0.

• We set the following: Ωr1d = 3, Ωr2d = 2, Ωr3d = 1, Ωsrk
= 1 and Ωt = 2.

• The best results for the delay-reduced is with broadcasting and L = 1, so we

used this results for comparison with matching the Ωrkd in both schemes.

• The proposed scheme requires larger buffer size, so we used L = 3 for the

proposed scheme while keeping L = 3 in the delay-reduced. It is noticeable

that the new rule has never been worse than the delay-reduced. In particular,

the new rule outperforms the delay-reduced in low SNR range, and has

similar performance otherwise.
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Figure 4.7 Average packet delay with K = 1 without considering (D̄s).

4.8 Summury

Longer delay is the main difficultly in applying relays especially in 5G which requires

very low values of end-to-end delay (1ms). Buffer-aided relays can have negative

impact on system delay. However, buffer-aided relays have shorter source delay.

The impact of considering the source delay that each packet encounters before being

transmitted is studied in this chapter. This makes delay calculation more accurate.

The average packet delay is analyzed asymptotically. Some techniques which

may enhance the system performance were discussed. For instance, broadcasting

and smaller buffer size have shown positive impact on -aided schemes delay

performance. The presented results show that the delay of -aided relay can be

shorter than the delay of -buffer-aided relay, this is true in a single and a multiple

relay network. Finally, a new selection rule is proposed. The result shows further
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Figure 4.8 Average packet delay at K = 1 with D̄s.

enhancement in the delay performance of aided multiple relay network. The next

chapter studies the impact of delay constraints on -aided relay performance.
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Figure 4.9 Average packet delay in K = 3 network with the D̄s.
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Figure 4.10 The impact of the broadcast technique on average packet delay in K = 3
network with D̄s.
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Figure 4.11 The impact of the broadcast technique on average packet delay in K = 3
network with D̄s and L = 1.
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Figure 4.12 The delay including D̄s in the delay-reduced vs the proposed scheme with
K = 3.



Chapter 5

Delay-Constrained Adaptive Link

Selection in Buffer-Aided Relay

Networks

Several 5G applications have strict delay constraints. For example, tactile internet

enables real-time interactive, which constraining the delay to ultra low values.

This gives rise to the necessity to analyse the impact of constraining the delay to a

certain target delay on the buffer-aided cooperative relay network performance.

In this chapter, Trellis state diagram and Markov chain are used to analyse the

delay-constrained outage probability which caused by both the channel outage and

the delay exceeds the target delay.

5.1 Introduction

The cooperative network has been regarded as an important concept in the 5G and

beyond mobile networks to improve the wireless connectivity, which is crucial in

applications including the internet of things IoT, machine to machine (M2M) and

device to device (D2D) communications. A typical 3-node relay network is shown

in Fig. 5.1 which consists of a source node S, a relay node R and a destination node

D. In the traditional relay scheme, the transmission follows the S → R and R → D

order consecutively. Therefore, when one of the S → R and R → D channels
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suffers from deep fading, even if the other channel is strong, the data throughput

is severely deteriorated. The buffer-aided cooperative relay is applied to address

this issue.

In the buffer-aided relay network, the buffer is applied at the relay node to

store the data packets. As a result, the transmission links can be adaptively selected

without complying with the order as that in the traditional relay scheme. This

brings larger flexibility for the transmission to avoid the deep fading, leading to

higher data throughput. Various adaptive link selection has been proposed for

the buffer-aided 3-node relay network. Typical examples include the variable rate

adaptive link selection in [149], the fixed and mixed rate link selection in [150],

and the discrete transmission rate link selection in [128]. While these adaptive link

selection can achieve significantly higher throughput than the non-buffer-aided

relay schemes, they all assume the relay buffer size is infinite large which is often

impractical. The link selection with finite buffer size based on stochastic throughput

optimization for two-hop relay is investigated in [145].

On the other hand, a number of buffer-aided relay selection in multiple relay

networks have been proposed, which can be directly used in the adaptive link

in the 3-node network. In [68], the max-link scheme is proposed to select the

transmission link with the highest SNR among all S → R and R → D links. The

max-link can achieve full diversity for the independent-and-identical-distribution

i.i.d channels when the buffer-size is large enough. However, the performance

of the max-link may deteriorate quickly when the channels become independent-

and-non-identical-distribution (i.n.i.d.). This is because the i.n.i.d. channel fading

makes buffer be more likely to be empty or full if the max-line selection is applied,

leading to lower diversity gain. This issue is addressed in the state-based selection

scheme in [79], where the link selection is based on not only the channel status

but also the buffer states. The state-based shows better performance both in

throughput and delay than the max-link scheme. In [121], the delay-reduced

is proposed to reduce the delay by giving higher priority of selection to R → D

links. The delay-reduced has the minimum delay among all buffer-aided scheme,

but may not have throughput as high as that in the state-based. In [49] and
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[8], the prioritization-based relay selection is proposed for the social-aware and

NOMA networks respectively, in which the target buffer length is introduced for the

trade-off between the throughput and delay. Particularly, when the target buffer

length is set as zero or two, the prioritization-based scheme is equivalent to the

delay-reduced and the state-based selection schemes respectively.

While applying buffers at the relays significantly increases the data throughput,

it may lead to higher transmission delay because of the data waiting at the buffers

for transmission. Therefore, for communications with delay constraints, many

buffer-aided schemes such as those in [149, 79, 68, 61] cannot be used. This can

be seen in the benchmark the max-link scheme [68], where the average packet

delay increases linearly with the relay number K and buffer size L. For example,

when K = 3 and L = 20, the average packet delay is > 60 time-slots/packet, which

will not even satisfy the moderate delay constraints. On the other hand, while

some buffer-aided schemes can maximize the throughput with constrained average

delays (e.g. [149, 79]), the distribution of the delay is not considered, which is

however of particular interest in some applications. For example, in the traditional

TCP communications, because every packet with delay higher than the target delay

will be re-transmitted or discarded, it is important to obtain the distribution of the

packet delay.

In this chapter, we investigate adaptive link selection in the delay-constrained

relay network. In [68, 79, 121, 48] and [8], the corresponding outage probability

and average packet delay have been derived by using the Markov chain and little

law. However the analysis does not apply to the delay-constrained link selection.

Moreover, the existing link selection schemes will see performance degradation with

delay constraints. New selection rules are necessary. These issues are addressed in

this chapter which are summarized as following:

• Analyse the delay-constrained outage probability for both channel outage

and delay overtime, which reveals the effective throughput within the delay

constraints. Particularly, the Trellis state diagram is introduced to obtain the

closed-form expression.
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• Obtain the closed-forms of the delay-constrained outage probabilities for the

benchmark selection schemes including the max-link, the state-based and the

delay-reduced, for the 3-node relay network.

• Propose an adaptive virtue buffer-size relay selection scheme which achieves

significant better delay-constrained outage probability than existing schemes.

The rest of this chapter is organised as following. Section 5.2 describes the

system model; Section 5.3 analyse the delay-constrained outage probability; Section

5.4 investigate the delay-constrained outage probability for benchmark schemes

including the max-link, the state-based and the delay-reduced; Section 5.5 proposes

the adaptive virtue buffer-size relay selection scheme; Section 5.6 verify the analysis

and the proposed scheme with simulation results; Section 5.7 concludes this

chapter.

5.2 System Model

Fig. 5.1 shows the system model for a 3-node buffer-aided relay network, where

S is the source node, R is the relay node which works in the half-duplex HD

decode-and-forward DF mode and is equipped with a data buffer of size L, and D

is the destination node. We assume no direct link between S and D. For simple

expression, we use index ‘1’ and ‘2’ to indicate the S → R and R → D channels

respectively. Both channels are flat Rayleigh fading that the channel coefficients

h1(t) and h2(t) remain constant within a time slot and change independently from

one time slot to another. Without losing generality, we assume that the transmission

powers at both transmitting nodes (S and R) are Pt, and the noise variances at

both receiving nodes (R and D) are σ2.

The channel capacity for the i-th channel is given by

Ci(t) = log2(1 + γi(t)), i = 1, 2 (5.1)

where γi(t) = (Pt/σ2)|hi(t)|2 which is the instantaneous channel SNR at time

slot t. For Rayleigh fading channels, the channel gain |hi(t)|2 is exponentially
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Figure 5.1 System model for the buffer-aided 3-node relay network.

distributed with the averages of Ωi = E[|hi(t)|2]. The average channel SNR is given

by γ̄i = (Pt/σ2)Ωi. If Ci(t) < η, the i-th channel is in outage that it cannot support

the target data rate η.

Due to the buffer equipped at the relay, either the S → R or R → D link may

be selected at any time-slot. When the buffer is empty or full, however, the R → D

and S → R links are not ‘available’ for selection, respectively. At one time-slot,

if no available channel can support target rate transmission, the outage (due to

channels) occurs.

On the other hand, when a data packet arrives at the relay node at time slot t,

there are three possibilities at the next time slot: 1) the R → D link is selected so

that the packet is forwarded to the destination; 2) the S → R link is selected for a

new packet to arrive at R; 3) the channels are in outage. In both case 2) and 3),

the packet arrived at time t will queue at the relay buffer, causing the packet delay.

If the packet delay d is larger than the target delay D0, the outage (due to delays)

occurs.

The overall outage probability considering both channel and delay outages can

be obtained as

Pout = P (outc or (d > D0)), (5.2)

where outc is the event that channels are in outage. If there is no constraint on the

packet delay (i.e. D0 → ∞), we have Pout = P (outc).
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5.3 Outage Probability Analysis

From (5.2), the overall outage probability can be expressed as

Pout = 1 − P (outc, d ≤ D0)

= 1 − P (d ≤ D0|outc) · P (outc)

= 1 − P (d ≤ D0|outc) · (1 − P (outc))

(5.3)

where outc and outc are the events that channels are in and not in outage, respec-

tively.

As it is shown in (5.3), the overall outage probability depends on the channel

outage probability P (outc) as well as P (d ≤ D0|outc) which is the delay outage

probability conditioned on no channel outage. Therefore, the channel and delay

outages are successfully ‘detached’ in (5.3), making it convenient to obtain the

overall outage probability. Below we derive P (outc) and P (d ≤ D0|outc) respec-

tively.

5.3.1 P (outc)

The number of data packets in the relay buffer forms a“state". If the buffer size

is L, there are (L + 1) states in total, denoted as q0, · · · , qL respectively. The

state transition matrix A has dimension (L + 1) × (L + 1) , where the ij-th entry

aij = P (qi|qj) which is the transition probability from state qj to qi, i, j = 0, · · · , L.

For example, when the buffer size L = 3, we have

A =



a00 a01 a02 a03

a10 a11 a12 a13

a20 a21 a22 a23

a30 a31 a32 a33


=



a00 a01 0 0

a10 a11 a12 0

0 a21 a22 a23

0 0 a32 a33


(5.4)

Suppose the state is at qj at time slot t. If the relay receives or transmit out

a data packet at time (t + 1), the number of packets in the buffer increases or
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decrease by one respectively, and the state transits to another state qi. The state

transition probability depends on both the channels and the link selection rules.

On the other hand, when channels are in outage, the state keeps unchanged.

Thus the diagonal element aii is the channel outage probability at state qi, i =

0, · · · , L. Particularly, when the state is at q0 such that the relay buffer is empty, the

only available link for selection is S → R. Thus we have

a00 = P (C1 < η) = 1 − e
− 2η−1

γ̄1 . (5.5)

When the state is at qL that the relay buffer is full, the channel outage only depends

on the R → D link so that

aLL = P (C2 < η) = 1 − e
− 2η−1

γ̄2 . (5.6)

When the buffer is neither empty nor full, the channel outage occurs only when

both S → R and R → D are in outage. Thus we have

Aii = P (C1 < η)P (Cs < η)

=
(

1 − e
− 2η−1

γ̄1

)(
1 − e

− 2η−1
γ̄2

)
, i ̸= 0, L

(5.7)

The outage probability of the overall system is given by

P (outc) =
L∑

i=0
πi · aii, (5.8)

where πi is the stationary probability for state qi. For column stochastic, irreducible

and aperiodic transition matrix, the stationary state probability vector is obtained

as

π = (A − I + B)−1b (5.9)

where π = [π0, · · · , πL]T, b = (1, 1, ..., 1)T , I and B are the identity and all one

matrices with appropriate dimensions respectively.
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5.3.2 P (d ≤ D0|outc)

The delay of a packet is the number of time slots for the packet to reach the

destination after it leaves the source. Because it always takes one time slot for the

S → R transmission, the packet delay is given by

d = 1 + dr, (5.10)

where dr is the delay for R → D transmission including the queuing at the relay

buffer. Thus we have

P (d ≤ D0|outc) = P (dr ≤ D0 − 1|outc)

=
D0−1∑
i=1

P (dr = i|outc)
(5.11)

Because P (d ≤ D0|outc) is conditioned on no channel outage, at any time, the

relay always receives or transmits a data packet so that the state transition always

occurs. We denote the transition matrix without the channel outage as Â. The ji-th

entry of Â is given by

âji =


0, i = j

aji

(∑L

k=0 aki)−aii
, i ̸= j

(5.12)

where aji is the ji-th entry of the original transition matrix A. The stationary state

probability without channel outage, π̂, is similarly obtained as in (5.9) by replacing

A with Â.

Only when the buffer is not full, it can receive a packet. Therefore, when a

packet leaves the source node S, the buffer state is qj, j = 0, · · · , L − 1. After the

packet arrives at R and is stored in the buffer, the buffer state transmits from qj to

qj+1. Considering all possible buffer states when a packet transmits from S to R,

the probability that it takes i time slot for this packet to go through the buffer (i.e.
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dr = i) is given by

P (dr = i|outc) =
L−1∑
j=0

P (dr = i|qj+1, outc) · π̃j, (5.13)

where (dr = i|qj+1, outc) is the probability that it takes i time slots for the last packet

in the buffer to be transmitted out when the buffer state is qj+1 and no channel

outage occurs, and π̃j is the normalized stationary state probability which is given

by

π̃j = π̂j∑L−1
l=0 π̂l

, j = 0, · · · , L − 1 (5.14)
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Figure 5.2 State transition Trellis diagram for buffer size L = 4.
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Below we use the Trellis diagram to calculate P (dr = i|ql, outc), l = 1, · · · , L.

For better exposition, we consider the buffer size L = 4 first. The state transition

Trellis diagram is illustrated in Fig. 5.2, where the solid and dash lines correspond

to the S → R and R → D links selection respectively, and the values for the lines

are the corresponding state transition probabilities (which are obtained in (5.12)).

From (5.4) and (5.12), the state transition matrix without outages for L = 3 is

given by

Â =



0 â01 0 0

1 0 â12 0

0 â21 0 1

0 0 â32 0


When a new packet leaves S, the buffer state must be either q0, q1 or q2. After

the packet arrives at R, the buffer state transits to q1, q2 or q3 accordingly.

When the buffer state is ql, R → D link has to be selected l times for the last

packet to be transmitted out. For example, we assume the buffer state is q1 after

the new packet arrives R. In order for this packet to be transmitted out, the R → D

needs only to be selected once which can be one of the following cases:

• At first time-slot n = 1, R → D link is selected. This corresponds to path

q1 → q0, and we have

P (dr = 1|q1, outc) = â01 (5.15)

• At n = 1, S → R link is selected; at n = 2, R → D link is selected. This

corresponds to path q1 → q2 → q1, and we have

P (dr = 2|q1, outc) = â21â12 (5.16)

• At both n = 1 and n = 2, S → R link is selected; at time n = 3, R → D link is

selected. This corresponds to path q1 → q2 → q3 → q2, we have

P (dr = 3|q1, outc) = â21â32â23 (5.17)
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• At n = 1, n = 2 and n = 3, S → R link is selected; at time n = 4, R → D link

is selected. This corresponds to path q1 → q2 → q3 → q4 → q3, we have

P (dr = 4|q1, outc) = â21â32â43â34 (5.18)

We can apply the above procedure on every buffer state ql, l = 1, · · · , 4+.

The above observation can be generalized. At state ql (l = 1, · · · , L), without

the channel outage, the minimum and maximum time slots to transmit out the last

packet are l and L + l − 1, respectively. Thus we have

P (dr = i|ql, outc) = 0, if i < l or i > L + l − 1 (5.19)

On the other hand, at state ql, in order to have delay dr = i (l ≤ i ≤ L + l − 1),

the number of the possible paths in the Trellis diagram need to be counted. For

example, the highlighted lines in Fig. 5.2, represent all the possible paths for the

buffer state q2 which are as follows:

• For i < 2 or i > 5, there is no possible path.

• For i = 2, R → D link is selected twice. This corresponds to path q2 → q1 → q0,

which may happen in only one possibility, Ci−1
l−1 = C2−1

2−1 = 1.

• For i = 3, S → R link is selected once, and R → D link is selected twice. This

corresponds to paths q2 → q1 → q2 → q1 or q2 → q3 → q2 → q1, which may

happen in two possibilities, Ci−1
l−1 = C3−1

2−1 = 2.

• For i = 4, S → R link is selected twice, and R → D link is selected twice.

This corresponds to paths q2 → q1 → q2 → q3 → q2, q2 → q3 → q2 → q3 → q2

or q2 → q3 → q4 → q3 → q2, which may happen in three possibilities,

Ci−1
l−1 = C4−1

2−1 = 3.

• For i = 5, same paths of i = 4, and Ci−1
l−1 − Ci−1

i−L+1 = C5−1
2−1 − C5−1

5−4+1 = 3.

In general, the number of possible paths at any value of l and i (l ≤ i ≤ L+ l−1)

is given by:
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N(l, i) =

 Ci−1
l−1 , l ≤ i ≤ L

Ci−1
l−1 − Ci−1

i−L+1, L < i ≤ L + l − 1
(5.20)

where Cm
n = m!

n!(m−n)! . The reason for subtracting Ci−1
i−L+1 when i is larger than L,

is the different shape of the Trellis at i > L and the number of possible paths is

reduced. This is illustrated in Fig. 5.3, where the highlighted dashed lines represent

the removed part of the Trellis when i > L.
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Figure 5.3 The change in Trellis when i > L for L = 4.
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Denoting Ppathm(l, i) as the probability for the m-th path in the Trellis for state

ql and delay dr = i, we have

P (dr = i|ql, outc) =
N(l,i)∑

pathm=1
Ppathm(l, i), (5.21)

where l ≤ i ≤ L + l − 1 and l = 1, · · · L. Substituting (5.21) into (5.13) and then

(5.11), we can obtain

P (d ≤ D0|outc) =
L−1∑
j=0

D(j+1)∑
i=j+1

N(j+1,i)∑
pathm=1

Ppathm(j + 1, i) · π̃j (5.22)

where D(j + 1) = min{D0, L + j}, and N(j + 1, i) is given by (5.20).

5.4 Case Studies

5.4.1 Max-link

In the max-link scheme, at any time slot, the available link with the highest SNR is

selected. The channel outage probability of the max-link for the i.i.d. channels is

obtained in [68]. In this section, we derive the channel outage P (outc) for the non

i.i.d. channels and then P (d ≤ D0|outc), from which the overall outage probability

involving both channel and delay is obtained.

In order to obtain P (outc), we derive the transition matrix A first. When the

buffer is empty or full, the channel outage occurs when either the S → R or R → D

link is in outage, respectively. In other buffer states, the channel outage occurs

when both S → R or R → D links are in outage. Thus we have

ajj =


1 − exp− T

γ̄1 , j = 0(
1 − exp− T

γ̄1

)(
1 − exp− T

γ̄2

)
, j ̸= 0, L

1 − exp− T
γ̄2 , j = L

(5.23)

where T = 2η − 1.
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Similarly, when the buffer is empty or full, the buffer state can only be increased

or decreased by one, corresponding to γ1 > T or γ2 > T , respectively. At other

states, the buffer state is increased by one if γ1 > γ2 and γ1 > T , or decreased by

one if otherwise. Therefore, we have

aij =



exp− T
γ̄1 , i = 1, j = 0

exp− T
γ̄2 , i = L − 1, j = L

f(γ1, γ2), i = j + 1

f(γ2, γ1), i = j − 1

0, otherwise

(5.24)

where
f(γ1, γ2) = P (γ1(t) > γ2(t)) = P (γ1 > T |γ2 < T )

+ P (γ1(t) > γ2(t)|γ1 > T, γ2 > T )
(5.25)

P (γ1 > T |γ2 < T ) =
∫ ∞

T

∫ T

0

1
γ̄2

exp− y
γ̄2

1
γ̄1

exp− x
γ̄1 dy dx

=
(

1
γ̄1

exp− T
γ̄1

)(
1 − 1

γ̄2
exp− T

γ̄2

) (5.26)

P (γ2(t) < γ1(t)|γ1 > T, γ2 > T ) =∫ ∞

T

∫ x

T

1
γ̄2

exp− y
γ̄2

1
γ̄1

exp− x
γ̄1 dy dx

(5.27)

with mathematical simplification

f(γ1, γ2) = (γ̄2γ̄1
2 − γ̄2 − γ̄1) exp− T (γ̄2+γ̄1)

γ̄2γ̄1 +γ̄1 exp− T
γ̄2 (γ̄2 + γ̄1)

(γ̄2 + γ̄1)γ̄2γ̄1
(5.28)

then, similarly

f(γ2, γ1) =P (γ2(t) > γ1(t))

= (γ̄1γ̄2
2 − γ̄1 − γ̄2) exp− T (γ̄1+γ̄2)

γ̄1γ̄2 +γ̄2 exp− T
γ̄1 (γ̄1 + γ̄2)

(γ̄1 + γ̄2)γ̄1γ̄2

(5.29)
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From (5.23) and (5.24), we obtain A, then substituting A into (5.9) to obtain

P (outc) from (5.8).

To obtain P (d ≤ D0|outc) from (5.22) for max-link, we need to find Ppathm(l, i),

we assume:

• P1 denotes P (qj → qj+1) 0 < j < L

• P2 denotes P (qj → qj−1) 0 < j < L

• P3 denotes P (qj → qj−1) j = L

For example, Fig. 5.4 shows the Trellis for L = 5 and l = 3, where Ppathm(l, i) for

this example is described as follows:

• for 3 ≤ i < 5, links can have one of the two probabilities P1 or P2, and links

with P2 have to be chosen 3 times to get the packet transmitted. Similar to P2

link, every time P1 link is selected, the delay i is increased by 1, hence, P1 is

selected i − 3 times.

• for i = 5, a different probability P3 occurs at full buffer, which is part of

one path only q3 → q4 → q5 → q4 → q3 → q2, and the rest of the paths

((N(l, L) − 1)) are similar to case 3 ≤ i < 5.

• for L < i ≤ L+l−2, P3 is involved in multiple paths and it can be encountered

more than once within the same path. Since full buffer is more likely to occur

when i > L. With this values of i, if l = L, then all paths have P3 in it

(vl−1 = 0).

• for i = L + l − 1, all paths at i = L + l − 2 have to go through one link with

probability P3.

The Ppathm(l, i) description for L = 5 and l = 3 can be generalized to any L and

l as:
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Figure 5.4 Trellis for L = 5 and l = 3.

Ppathm(l, i) =



Ci−1
l−1 P i−l

1 P l
2, l ≤ i < L

P i−l
1 P l−1

2 P3 + (Ci−1
l−1 − 1)P i−l

1 P l
2, i = L

P i−l
1 P l+L−i−1

2 P i−L+1
3 + vl−1P

i−l
1 P l

2+∑i−L
j=1(vjP

i−l
1

P l+L−i−1+j
2 P i−L+1−j

3 ), L < i ≤ L + l − 2

P3Ppathm(l, L + l − 2), i = L + l − 1

(5.30)
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where

• vj = N(l, L + j) − (s + uz) − 1, j = 1, 2 ... l − 2

• vl−1 =

 vl−1 = N(l, L + l − 2) − (∑l−2
i=1 vi) − 1, l < L

0, l = L

• u =

 0, l − j ≤ 3

1, ow

• s = CL−1
l−1 − 1

• z = ∑l−3
i=1 CL−1−i

l−1 − 1.

The path that has the highest power of P3 occurs only one time (q3 → q4 → q5 →

q4 → q5 → q4 → q5 → q4 in L = 5 and l = 3 example), so we subtract 1 from

the notations v, s and z. By substituting (5.30) into (5.22), and then substituting

P (outc) and P (d ≤ D0|outc) into (5.3), we get Pout for max-link.

5.4.2 State-Based

While max-link gives a better outage performance than max-min, it increases the

delay to an unacceptable levels especially for the 5G applications. As a result, the

state-based was suggested to consider the buffer state into the selection, which led

to a better outage and delay performance. In the state-based, if the buffer content is

less than two, the priority is given to the reception, otherwise, the priority is given

to the transmission. This modifies both parts of (5.3): P (outc) and P (d ≤ D0|outc).

For P (outc), ajj of A is similar to (5.23), but aij becomes
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aij =



exp− T
γ̄1 , i = 1, j = 0

exp− T
γ̄2 , i = L − 1, j = L(

1 − exp− T
γ̄1

)
exp− T

γ̄2 , i = 0, j = 1

exp− T
γ̄1 , i = 2, j = 1(

1 − exp− T
γ̄2

)
exp− T

γ̄1 , i = j + 1, j > 1

exp− T
γ̄2 , i = j − 1, j > 1

0, otherwise

(5.31)

by obtaining A, and substituting A into (5.9), we can obtain the state-based P (outc)

from (5.8).

Regarding P (d ≤ D0|outc), similar to max-link we have P1, P2 and P3, but

in state-based, there is a special case at q1, so we have P4 = P (q1 → q2) and

P5 = P (q1 → q0). The effected paths by the new probabilities are highlighted in

Fig. 5.5.

This affects Ppathm(l, i) for the example in Fig. 5.4, as follows:

• for i = 3, when i = l, there is only one path q3 → q2 → q1 → q0, which has P5

once and P2 is selected 2 times.

• for 3 < i < L, only one of the paths passes through q1 → q2 which has the

probability P4.

This alters (5.30) as follows
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Figure 5.5 Effected paths in the state-based Trellis diagram for L = 4.

Ppathm(l, i) =



P l−1
2 P5, l = i < L

P i−l−1
1 P l

2P4 + (Ci−1
l−1 − 1)P i−l

1 P l
2, l < i < L

P l−2
2 P3P5, l = i = L

P i−l
1 P l+L−i−1

2 P i−L+1
3 +

+P i−l−1
1 P l−1

2 P3P4 +∑i−L
j=1(vj

P i−l
1 P l+L−i−1+j

2 P i−L+1−j
3 ), L < i ≤ L + l − 2, l = L

P3Ppathm(l, (L + l − 2, l = L)), L < i ≤ L + l − 1, l = L

Similar to max-link, ow

(5.32)
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For L < i ≤ L + l − 2, l = L same notations of max-link v, u, s and z are used

here, but with subtracting 2 instead of 1 in v, s and z, because there are two special

paths: the path with the highest power of P3, and the path involves P4. The special

cases for l = L effect Ppathm(l, i) are described as follows:

• for l = i = L, there is only one path through P3 and P5 (qL → qL−1 ... q0)

• for L < i ≤ L + l − 2, if l = L, there are two special paths, the path with the

highest power of P3, and the path with P4. Otherwise, this case is similar to

max-link.

• for i = L + l − 1, if l = L, all paths at i = L + l − 2, l = L have to go through

P3 at the end of the Trellis. Otherwise, this case is similar to max-link.

Similar to max-link, by substituting (5.32) into (5.22) and then substituting P (outc)

and P (d ≤ D0|outc) into (5.3) we get Pout for the state-based.

5.4.3 Delay-Reduced

In the delay-reduced scheme, higher priorities are given to transmission. This

guarantees that each packet leaves the buffer as soon as possible. The delay-

reduced is superior in terms of the delay reduction compared to the state-based,

however, the delay reduction is on the price of higher outage. In the delay-reduced,

ajj is similar to the max-link and the state-based, but aij is changed as follows:

aij =


exp− T

γ̄2 , i = 0, j = 1

exp− T
γ̄1

(
1 − exp− T

γ̄2

)
, i = 2, j = 1

Similar to state-based, otherwise

(5.33)

By substituting A into (5.9) we can obtain P (outc) for the delay-reduced from

(5.8).

The delay-reduced has Ppathm(l, i) similar to (5.30), with different values of

P1, P2 and P3. By substituting the new values in (5.30), and then into (5.22), we

can get Pout for the delay-reduced by substituting P (outc) and P (d ≤ D0|outc) into
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(5.3).

5.5 Link Selection With Adaptive Buffer Size

It is understood from the previous analysis that, with larger buffer size, the channel

outage probability becomes smaller but the delay overtime probability is higher.

Therefore, there exists an optimum buffer-size corresponding to the smallest delay-

constrained outage probability. In this section, we propose the adaptive buffer-size

algorithm to search for the optimum buffer-size.

In the adaptive buffer-size algorithm, the delay-constrained outage probability is

monitored on a block-to-block time basis. We assume that every block time contains

Nt time slots. For the n-th block time, the delay-constrained outage probability is

measured as P̂out(n) = Ne(n)/Nt, where Ne(n) is the number of the time slots that

either the channel outage occurs or the delay is beyond the target delay constraint.

Within one block time, the buffer-size remains unchanged but adapts from one

block to another. Suppose that at block times (n − 1) and n, the buffer-sizes are

L(n − 1) and L(n), respectively. If P̂out(n) < P̂out(n − 1), this means the buffer-size

adaptation from time (n − 1) to n is ‘correct’. Therefore, we shall have the similar

buffer-size adaptation from time n to (n + 1). Otherwise, if P̂out(n) > P̂out(n − 1),

the buffer-size adaptation from n to (n + 1) shall be opposite to that from (n − 1)

to n. With these considerations, we have the buffer-size adaptation rule as

L(n + 1) =

 L(n) + δl · ∆L(n), if P̂out(n) < P̂out(n − 1)

L(n) − δl · ∆L(n), otherwise
(5.34)

where ∆L(n) = sign{L(n) − L(n − 1)}, and δl is the adaptation step-size which is

a positive integer. We can express (5.34) in a more compact form as

L(n + 1) = L(n) + δl∆L(n)∆P (n), (5.35)

where ∆P (n) = sign{Pout(n − 1) − Pout(n)}.
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Furthermore, if the maximum and minimum buffer sizes are Lmax and Lmin

respectively, we have

L(n + 1) = min {max{L(n) + δl∆L(n)∆P (n), Lmin}, Lmax} (5.36)

The adaptive buffer-size algorithm can be used in any buffer-aided link selection

schemes including those in Section 5.4.

Algorithm 2 The proposed algorithm

1: Input the number of time-blocks N
2: for n = 1 : N do
3: Ne = 0 :
4: the buffer size is adapted according to [5.36], starting with Lmax at n = 1
5: for i = 1 : Nt do
6: if no channel outage and no delay overtime then
7: if buffer-length ≥ target-length then
8: give R → D link higher priority for selection
9: else

10: give S → R link higher priority for selection
11: end if
12: else if channel outage or delay overtime then
13: Ne = Ne + 1
14: end if
15: end for
16: P̂out(n) = Ne/Nt

17: end for

5.6 Numerical Simulations

In all simulations below, the target transmission rate is set to η = 2 bps/Hz, the

buffer size is set to L = 50, the target delay is set to D0 = 25 time slots and the

average channel gains are set to Ω1 = Ω2 = 0.5 for S → R and R → D links

respectively except otherwise stated.

Fig. 5.6 compares the channel outage probability P (outc) and the delay-

constrained outage probability P (out) with respect to the SNR for the max-link,

delay-reduced and state-based link selection schemes. Particularly, for the delay-
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Figure 5.6 The channel outage probability P (outc) vs. the delay constrained outage
probability Pout, where average channel gains Ω1 = Ω2 = 0.5.

constrained outage probabilities, both the theoretical and simulation results are

shown. We have the following observations:

• For the three schemes, the theoretical results for the delay-constrained outage

probability well match the simulation results. This verifies the performance

analysis in Section 5.4.

• The delay-constrained outage probabilities P (out) are significantly larger

than the channel outage probabilities P (outc) in all schemes. This states that

the outage performance deteriorates drastically when the delay constraints

are considered.

• For the channel outage probability P (outc), the state-based and delay-reduced

schemes have the best and worst performance, respectively. This matches

our expectation, because the state-based scheme can better avoid the full
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or empty buffer states than the max-link scheme, while the delay-reduced

scheme achieves lower packet delay at the price of higher outage probability.

• On the other hand, for the delay-constrained outage probability P (out), while

the state-based scheme still has the best performance, the delay-reduced

scheme performs better than the max-link scheme. This is not surprising

because the packet delay in the delay-reduced scheme is well lower than that

in the max-link, leading to better P (out).
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Figure 5.7 Delay-constrained outage probabilities P (out) for the delay-reduced and state-
based link selection schemes with and without adaptive buffer-size, where the average
channel gains Ω1 = Ω2 = 0.5.

Fig. 5.7 compares the delay-constrained outage probabilities P (out) for the

delay-reduced and state-based link selection schemes with and without adaptive

buffer-size. Particularly for the adaptive buffer-size, the maximum and minimum

buffer-sizes are set as 50 and 0, respectively. For comparison, the result for the
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benchmark max-link scheme is also shown. It is clearly shown that the selection

schemes with adaptive buffer-size achieve significantly lower outage probabilities

than their fixed buffer-size counterpart.
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Figure 5.8 Average packet delays for the delay-reduced and state-based link selection
schemes with and without adaptive buffer-size, where the average channel gains Ω1 =
Ω2 = 0.5.

Fig. 5.8 shows the average packet delays for the schemes in Fig. 5.7. It is clearly

shown that the adaptive buffer-size well reduces the average delays, which again

leads to lower delay-constrained outage probability as is shown in Fig. 5.7.

Fig. 5.9 is similar to that in Fig. 5.7, except the i.n.i.d. channels are considered

such that the average channel gains are set to Ω1 = 0.5 and Ω2 = 1. In this case,

the R → D link is stronger than the S → R link, making the buffer be more likely

to be empty than saturated. We have the following observations:
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Figure 5.9 Delay-constrained outage probabilities P (out) for the delay-reduced and state-
based link selection schemes with and without adaptive buffer-size, where the average
channel gains Ω1 = 0.5 and Ω2 = 1.

• Without the adaptive buffer-size, the state-based and delay-reduced link

selection schemes have close delay-constrained outage probabilities which

are both higher than that in the max-link scheme. This is because that the

state-based and delay-reduced schemes are equivalent to setting the target

buffer length to two and zero in our previous proposed prioritization-based

relay selection ([49, 8]), respectively. With stronger R → D link, because

the buffer tends to be empty, the target buffer length shall be set close to the

full buffer-size. Therefore, because neither the state-based nor delay-reduced

scheme has equivalent target buffer length close the buffer size, both have

worse outage performance than the max-link scheme.

• With the adaptive buffer-size, the state-based and delay-reduced schemes

also have close delay-constrained outage probabilities, and both perform
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better than their fixed buffer-size counterpart, though the comparison is not

as obvious as that in Fig. 5.7.
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Figure 5.10 Delay-constrained outage probabilities P (out) for the delay-reduced and state-
based link selection schemes with and without adaptive buffer-size, where the average
channel gains Ω1 = 1 and Ω2 = 0.5.

Fig. 5.10 also consider the i.n.i.d. channels except that the S → R link is

stronger than the R → D link that Ω1 = 1 and Ω2 = 0.5. We have the following

observations:

• Without the adaptive buffer-size, both the state-based and delay-reduced

schemes perform better than the max-link scheme. This is because that, with

stronger S → R link, the buffer is more likely to be saturated than empty.

Thus the optimum target buffer length shall be set close to zero, which well

matches the state-based or the delay-reduced scheme.
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• With the adaptive buffer-size, both the state-based and delay-reduced schemes

perform better than their fixed buffer-size counterpart. Particularly, the

performance improvement due to adaptive buffer-size is more obvious than

those in Fig. 5.7 and 5.9. This is because that, with stronger S → D link,

the buffer lengths are more likely to grow than shrink, making it have higher

impact for the delay overtime on the delay-constrained outage probability.

5.7 Summary

This chapter studies the impact of constraining the delay to a specific target delay

on the buffer-aided relay performance. This is done through introducing the delay-

constrained outage probability, which combines outages caused by channels and by

delay exceeds the target delay. The delay-constrained outage probability is studied

for three of the most effective buffer-aided relay selection schemes: the max-link,

the state-based and the delay-reduced. Result shows that the delay-constrained

outage probability has worse values than the channel outages in the three schemes

because of the delay-constraints. Therefore, a novel adaptive buffer-size is proposed

to mitigate the delay-constraints challenge. Result show improvement in the delay-

constrained outage probability when adaptive buffer-size is applied.



Chapter 6

Conclusions and future work

This chapter summarizes the main contributions of this thesis and the main conclu-

sions that can be drawn from them. In addition, this chapter includes a discussion

about possible directions for future research.

6.1 Conclusions

Traditional cooperative networks are known for their ability to achieve higher

throughput and diversity gain. On the other hand, giving the cooperative relay

networks the buffering capabilities has improved their performance tremendously.

However, this improvement in the throughput and the diversity gain can be on

the price of longer data queues in the buffers, and ultra-low latency is one of the

main requirements in the 5G applications. This thesis has focused on how the

buffer-aided relays can be applied in the 5G cooperative networks more effectively.

In particular, this thesis has proposed techniques to improve the buffer-aided

cooperative relay networks main performance metrics: the throughput, the diversity

gain and the average packet delay.

In Chapter 3, we proved the effectiveness of the proposed prioritization-based

buffer-aided relay selection scheme through analytical expressions and numerical

simulations. The proposed scheme combines the NOMA and the OMA transmissions

in the buffer-aided relay network. The proposed scheme uses the OMA transmission

when the NOMA is not possible rather than being in outage like the case in [140].
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This is why the proposed scheme achieves higher throughput and diversity gain

than [140], especially at low SNR ranges. The superiority of the proposed scheme

compared to the threshold-based switching scheme is also proved. While all the

available schemes for buffer-aided relays in cooperative NOMA has considered

a single relay, the proposed scheme has shown its excellence for the multiple

relays scenario. And the performance improvement in the proposed scheme is

proportional to the number of relays. Chapter 3 also stresses the importance

of choosing the proper value of the target length. Thus, in delay-unconstrained

applications, selecting the target length is based only on avoiding empty and full

buffers.

Chapter 4 studies the impact of the source delay in cooperative relay networks.

The result shows that the buffer-aided relays have lower source delay than the

conventional (non-buffer-aided relays). In a single relay network, considering the

source delay was enough to make the end-to-end delay of the buffer-aided relay

lower than in the conventional relay at low SNR values. However, this is not true

with multiple relays. Because the delay-reduced [48], which is the best available

scheme to minimize the delay, is proportional to the number of relays at the low

SNR range. Therefore, two delay reduction techniques are used to tackle the long

delays caused by multiple relays. Broadcasting and small buffer size are able to

reduce the end-to-end delay of the buffer-aided multiple relay network and make it

competitive to the conventional network. In addition, the proposed adaptive target

length scheme has succeeded in reducing the buffer-aided relay network delay.

The proposed scheme has a better than the delay-reduced even with applying the

broadcasting and small buffer size on the delay-reduced.

In Chapter 5, the buffer-aided relay performance degradation caused by con-

straining the delay to a target delay is analysed by introducing the delay-constrained

outage probability. The delay-constrained outage probability is applied on three re-

lay selection schemes: the max-link, the state-based and the delay-reduced. Results

show the huge degradation on outage performance caused by exceeding the target

delay. The delay-reduced has the best delay profile, but on the price of channel

outage. While the state-based has the best delay-constrained outage probability
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because it has the best channel outage and better delay performance than the

max-link. A novel adaptive buffer-size algorithm is proposed to reduce the delay.

When comparing adaptive buffer-size delay-reduced and state-based with their

fixed buffer-size counterparts, the ones with adaptive buffer-size have experienced

significant delay reduction, which is also, led to better delay-constrained outage

performance. Interestingly, the importance of choosing the right target length is

proved again. Specifically, when the R → D channel is stronger than S → R, the

scheme with the larger target length has better performance, and vice versa.

6.2 Future work

The research presented in this thesis could be extended in several directions. In

general, we assumed flat fading Rayleigh channels through the whole thesis. Be-

cause it gives a fair comparison with the available relay selection studies since

the majority of them applied flat fading Rayleigh in their assumption. It is intu-

itive to check the performance of the presented systems under different channel

models, such as Nakagami-m distribution. Nakagami-m distribution is suitable

for special cases like the indoor mobile multi-path environment as mentioned in

[122]. Another assumption through this thesis is the availability of the CSI; it is

useful to study the impact of the outdated CSI or the statistical CSI on the proposed

systems performance because the availability of the CSI is less common in practical

scenarios. Besides, study the proposed solutions with AF relays is a possible future

research path.

In Chapter 3, studying the impact of the proposed scheme on average packet

delay might be necessary to gain a comprehensive performance assessment from

all perspectives. And finding the appropriate target length to achieve the optimal

trade-off between the diversity and the delay is still open for research. Another

interesting direction is to apply the adaptive transmission rate to the proposed

scheme to calculate the maximum achievable rate and compare it to the previous

schemes. This was the path in previous studies, but it still valid for the proposed

scheme.
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In Chapter 4, enhancements other than the broadcasting and the small buffer

size can be studied while considering the source delay. For example, authors in

[144] suggest the NOMA as a delay reduction technique. So, applying the NOMA

in the S → Rk links rather than the broadcasting may lead to better results. In

addition, the optimal values for the threshold and the target lengths of the proposed

relay selection scheme is still an open problem.

Extending the work in Chapter 5, to a multiple relay scenario is a natural future

direction. Also, applying the machine learning (ML) methods on the proposed

schemes to find the optimal target length or buffer size is an attractive future

direction as ML methods have proved its ability to tackle very complicated problems.

Finally, the door is still open for proposing new selection rules which can achieve

better trade-off between the performance metrics.
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