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Abstract

The development of flow cytometry data analysis computational tools in recent years
has the potential to reduce the variation arising from manual gating and improve the
quality of cell characterisations performed within academic, clinical and biomanufactur-
ing settings. However, there is a need to understand the uncertainty of measurements
from automated tools, alongside a need for benchmarking datasets with ground truth that
enable systematic comparisons to be made between these tools. This thesis investigates
the cell identification outputs of software that utilise different classes of clustering algo-
rithms, with a focus on implementing highly controlled synthetic datasets for performance
evaluation.

A literature survey was conducted to identify the most cited tools, enabling the se-
lection of the most relevant ones representative of different unsupervised clustering tech-
niques: Flock2, flowMeans, FlowSOM, PhenoGraph, SPADE1, SPADE3 and SWIFT.
Synthetic flow cytometry datasets were designed and generated with specific data charac-
teristics of separation, normal/skew distributions, rarity and noise elements, and demon-
strated to be credible substitutes for real cell data. These synthetic datasets were applied
to the different software tools to determine the accuracy and repeatability of absolute
cell counts. The results demonstrated how outputs from software analysing the same
reference synthetic dataset vary considerably with accuracy deteriorating as the clusters
overlapped and the separation index fell below zero. Moreover, SWIFT was found to be
more negatively affected than other software in the presence of skewed cell populations.
Assessment of rare cell detection revealed most software failed to consistently achieve a
limit of detection of 100 cells in 10° events (0.01%). The addition of noise events re-
sulted in a decrease in performance from all software, most significantly for FlowSOM.
Furthermore, an automated versus manual comparison study carried out using a CD34+
stem cell dataset revealed higher variability from automated outputs compared to manual
ones (mean coefficient of variations of 96% and 54%, respectively), and a weak correlation
between the two methods (r=0.33) when analysing less well-separated cell populations.

This work has illustrated how the generation of novel synthetic flow cytometry datasets,
and their application in comparison studies, has allowed the performance limitations of
different automated software tools to be uncovered. The synthetic datasets benefit from
having known ground truth not obtainable from real world datasets, therefore have po-
tential utility as digital reference materials, possibly leading to enhanced measurement
confidence in automated cell characterisations and enumerations in fields such as diag-

nostics and cell therapy productions.
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Chapter 1

Introduction

Flow cytometry is a single-cell analytical technique used to characterise and measure cells
within academic, clinical and manufacturing laboratory settings. The identification of
cell populations in flow cytometry data, typically performed manually, is a significant
potential source of variation that can affect the quality of results [1, 2, 3], with incorrect
interpretations of the data potentially impacting, for instance, the diagnosis and moni-
toring of leukaemia and lymphoma [4, 5], and the efficacy of cell therapy products given
to patients.

Computational tools that provide automated analysis of flow cytometry data have been
developed in recent years to aid the increasingly complex nature of multi-parametric single
cell analyses, as well as to improve the reproducibility of results [6]. These automated
advances have subsequently opened up questions on how to quantify the uncertainty of
cell measurements arising from usage of these software tools. The intention of this thesis
is to explore this question within the fields of clinical laboratory analysis and cell therapy
manufacturing, in order to understand the requirements for process improvement and to
ensure confidence in diagnostics and in the quality of the final cell therapy product that
is delivered to patients.

This research aims:

o To examine the variability of automated analyses, both between different software
tools and also in comparison to established manual methods.

o To consider whether synthetic datasets can serve as digital reference materials to
benchmark automated flow cytometry data analysis software tools.

o To enable the systematic comparison of cell characterisation performances between

the various tools.

In this chapter, the cell therapy manufacturing context of the research is introduced,
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and a background on flow cytometry is given. The latter part of this chapter presents the

research aims and objectives, and ends with an outline of the thesis structure.

1.1 Cell therapy

Cell therapy is the use of living cells that have desired regenerative or curative properties
to repair damaged tissue and treat disease. Gene therapy is a related treatment where
a patient’s cells are modified with the introduction of genetic material. The DNA or
RNA genetic material is usually inserted into targeted cells through viral vectors, and
can be done either in vivo or exr vivo. Within this thesis, the term ‘cell therapy’ is
used to cover both cell and gene therapy approaches that produce cells as medicinal
products, because both share similar cell manufacture processes and likewise challenges
in cell product characterisations.

Cell therapies can be categorised as two types: autologous and allogenic. An autolo-
gous therapy is one where the donor is the same as the recipient, so a patient’s cells are
returned to their own body. In contrast, allogenic therapy involves a different donor to
the recipient. Both approaches have their own risks and benefits, such as the low risk of
immune rejection but high cost of goods for autologous therapies, versus a higher risk of
immune rejection but more attractive ‘off-the-shelf’ business model for allogenic therapies
[7].

1.1.1 Prominent cell therapies and clinical landscape

Prominent examples of cell therapies include haematopoietic stem cell transplantation
(HSCT), mesenchymal stromal cell (MSC) therapy, and chimeric antigen receptor (CAR)-

T cell cancer immunotherapy.

1.1.1.1 Haematopoietic stem cells

Typically in the case of HSCT, stem cells that have self-renewal and proliferative capacity
are harvested from the bone marrow, peripheral blood or cord blood of an autologous
patient or an allogenic healthy donor, and used to treat haematological malignancies
such as leukaemia. In successful engraftments, the transplanted stem cells reconstitute
the bone marrow, where the patient’s own cells had previously been destroyed from the
chemotherapy or radiotherapy regimens [8].

First performed in humans over 60 years ago with initial unsuccessful results [9],

HSCTs have advanced to become a routine treatment with an estimated 1.5 million trans-



Chapter 1. Introduction

plants performed to date in over 1,500 transplant centres worldwide [10]. The reported
number of HSCTs in Europe has expanded 10-fold within 30 years (from 4,000 in 1990
to 48,000 in 2019) [11]. Although graft-versus-host disease (GvHD) remains an ongoing

challenge for allogenic therapies.

1.1.1.2 Mesenchymal stromal cells

MSCs have also been extensively investigated as cell therapy products for a wide range
of clinical indications, due to their accessibility from multiple tissue types (e.g. bone
marrow, adipose tissue and neonatal tissues) and their multipotency and immunomodu-
latory properties [12]. However, there have been limited successes with these MSC-based
therapeutics, with most failing to deliver clinically meaningful results as beset by chal-
lenges in manufacturing (in particular, the characterisation of an inherently heterogenous

population of cells), cell administration to target tissues, and host factors [13].

1.1.1.3 CAR-T cells

In more recent technology advances, CAR-T cells are T cells that have been genetically
engineered to express a synthetic receptor composed of an extracellular antigen-binding
domain linked to one or more intracellular T cell receptor (TCR) signalling domains,
which enables the T cell to specifically recognise cancer antigens on malignant cells and
activate an immune response to kill them [14].

CAR-T cell therapies in clinical studies have shown high response rates and re-
markable cases of long term remissions in patients with B cell malignancies [15, 16],
with notable therapies tisagenlecleucel (Kymriah, Novartis) and axicabtagene ciloleucel
(Yescarta, Kite) being approved by the FDA in 2017 and 2018, respectively.

The CAR-T cell field continues to expand, with a further three products since being
granted FDA approval: brexucabtagene autoleucel (Tecartus, Kite) in 2020, and idecabta-
gene vicleucel (Abecma, Celgene) and lisocabtagene maraleucel (Breyanzi, Juno) in 2021
[17]. Reports on the current CAR-T cell therapy landscape identified over 900 products

in development from preclinical through to pre-registration stages [18].

In light of these developments, the outlook for the cell therapy market is promising,
with estimates of the industry being worth between £9 billion to £14 billion by 2025 [19].
Yet, encouraging results from small scale clinical studies can be a challenge to transfer
onto large scale operations intended to widen patient access as well as achieve commercial

viability. Lessons from previous commercially released products have identified numerous
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challenges faced by cell therapy companies, including manufacturing, delivery, regulatory,

and reimbursement hurdles [20].

1.1.2 Cell therapy manufacture

The manufacture of advanced cell therapies broadly involves cell harvest from a donor,
followed by the processing, manipulation and culture of the cells in a laboratory, and their
administration back into a patient as a biological therapeutic agent [21].

The manufacture process is related but distinct from organ donation or routinely
performed HSCTs, where the tissue is stored temporarily outside of the body but not
manipulated or cultured (although HSCs form the starting materials of many advanced
therapy medicinal products). Manipulation can range from cell selection, cell expansion
and genetic modification, but importantly, the characteristics of the resulting cells are sig-
nificantly altered from the original donor material, and so fall outside of regulatory crite-
ria for “minimally manipulated” cells [22]. The process also has major differences to that
of traditional biologics (for instance, monoclonal antibodies, cytokines and inhibitors),
because while the cells used in biologics production to synthesise drug substances are
considered waste at the end of the process, for cell therapies, the cells themselves are the
final product.

Important considerations in the large scale production of these therapies are maintain-
ing the efficacy and safety of the cells while optimising product quality and reproducibility
through control of or accommodation of process variation. This task is especially difficult
when dealing with living cells and in biological processes where previous research have
shown variation up to four orders of magnitude [23].

To understand the process and the sources of variation, analytical methods need to
be effective at providing cell characterisation data with high levels of confidence. Critical
quality attributes (CQAs) measured during manufacture for in-process testing and end
product release testing include identity, purity, potency, viability and safety. Table 1.1
gives some examples of the CQA specifications for CAR-T cell products from previous
manufacturing runs [24, 25, 26, 27]. As shown in this table, flow cytometry is heavily
used to characterise these CQAs and is therefore a crucial measurement system in cell
therapy manufacturing. To that end, validation of the flow cytometry analytical technique

is essential to obtain good quality data on the biological product.
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Table 1.1: Example critical quality attributes for CAR-T cell products based on [24, 25, 26,
27].

Critical quality Test Method Specification
attribute
Identity CD3+ T cells Flow cytometry >95%

T cell subsets Flow cytometry For information
purposes, not criteria
for release

Purity Contaminating cells Flow cytometry <5%
Potency Transduction Flow cytometry >10% CAR+ T cells
efficiency

In vitro cytotoxicity Chromium Cell-mediated

(51Cr)-release assay cytotoxicity

Cytokine secretion IFN-v release assay IFN-+ production

Sterility Bacterial and fungal Automated blood Sterile
contamination culture system
(Bactec), Gram stain
Safety Endotoxin LAL assay <5 EU/kg

Vector copy number PCR <4 copies/cell

Mycoplasma PCR Negative

RCR/RCL PCR No detection

Viability Trypan blue exclusion  Microscopy >70%
7-AAD staining Flow cytometry >70%

AO and PI staining Automatic cell >70%

counting
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1.1.3 Quality landscape in cell therapy manufacturing

Similar to other manufacturing industries, cell therapy manufacturing by pharmaceutical
and biotechnology companies adhere to the principles of quality manufacturing that are
essential for making consistent and successful products.

Quality guidance documents are set out by global and national regulators. Specifically,
the International Council for Harmonisation (ICH) provides guidance on a Quality by
Design (QbD) approach in design of manufacturing process, quality risk management
and a pharmaceutical quality system for continuous improvement (ICH Q8/Q9/Q10)
[28, 29, 30].

These quality guidelines are often adopted by regulatory authorities of individual
countries who have the power to approve clinical trials and grant marketing authorisation.
For instance, the European Medicines Agency (EMA), the UK Medicines and Healthcare
products Regulatory Agency (MHRA) and the US Food and Drug Administration (FDA)
produce documents based on ICH guidelines on the quality of a cell therapy drug product
and the requirements for investigational advanced therapy medicinal products (ATMP) /

Investigational New Drug (IND) applications [31, 32].

1.2 Flow cytometry

Flow cytometry is a technique used to quantify the number of cells in a sample in suspen-
sion, and to analyse different cell sub-populations based on the physical characteristics
and expression of fluorescently-tagged biomarkers on individual cells.

Flow cytometry is routinely used in diagnostic laboratories for a wide range of clinical
applications such as immunophenotyping, DNA content analysis, and quantification of
soluble antigens or antibodies [33]. In cell therapy manufacturing, flow cytometry is
used to measure key characteristics (e.g. identity, purity, potency and viability) during
in-process testing and final product release testing, as mentioned in Section 1.1.2.

Practically, flow cytometry experiments involve staining cell samples with fluores-
cently conjugated antibodies or other fluorescent dyes, which bind specifically to intra
and extracellular target proteins [34]. Single-cell suspensions are required, so solid tissue
or adherent cell cultures must be disaggregated or disassociated into single cells through
mechanical or enzymatic means prior to flow cytometric analysis. The single cells are
flowed in a fluid stream through lasers in a flow cytometer. As the cell passes through the
laser beam, light scattering occurs at various angles with forward scatter (FSC) indicative

of cell size and side scatter (SSC) proportional to cell granularity and surface roughness.
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The fluorescent light emitted by excitation of fluorophores are captured by a system of
optics, filters, and detectors. These signals allow specific characterisations of different cell
types.

The power of flow cytometry lies in its high throughput capacity to detect thousands
of cells per second as well as the use of multiple antibody-fluorophores that can be bound
on a single cell and analysed simultaneously. Advances in instrumentation (electronics,
detectors and lasers) and reagents (availability of organic and inorganic fluorochromes)
have lead to an “explosion” in the number of measurable parameters, from five colours in
the 1990s to up to 28-colour panels in 2018 [35, 36]. It is noted that other cytometry plat-
forms such as full spectrum flow cytometry and mass cytometry are capable of analysing
over 40 cellular parameters [37, 38], but are not included in this research because of their

limited commercial availability and application in cell therapy manufacturing.

1.2.1 Data analysis

The ever-increasing number of parameters used in flow cytometry generates massive com-
plex, multi-dimensional datasets that are increasingly challenging and time-consuming to
analyse by traditional, manual methods. The information on hundreds and thousands of
single cells from flow cytometry data can be visualised as histograms, or more commonly
as two-dimensional (2D) dot plots with different light scatter or fluorescent parameters

along the axes.

1.2.1.1 Manual gating

Sub-populations of cells with similar physical or fluorescent characteristics appear as clus-
ters in 2D plots, and in conventional data analysis, these cell subsets are manually selected
for further analysis by the drawing of gates in software such as FlowJo (Becton, Dickinson
and Company), as shown in the example in Figure 1.1.

A gating strategy involves specific protocols for sequential selection of cell popula-
tions. For example, the International Society for Hematotherapy and Graft Engineering
(ISHAGE) gating protocol describes the enumeration of CD34+ stem cells from sequential
gates that identify lymphocytes, exclude dead cells and debris, and include viable cells
[39, 40]. However, despite having highly standardised protocols for reproducible data
analysis, a study found that approximately 43% of laboratories who claimed to use the
ISHAGE protocol failed to apply it correctly [41].

Gating relies heavily on operator judgement and as a result has limitations in repro-

ducibility, is liable to bias, and results can vary from operator to operator. Previous



Chapter 1. Introduction

250K — . ’ 250K — 250K —
1 Live

o0k - ’ . 200K — 200k

Lymphacytes

[T I 150K = Single Cells 150k 4

SEC-A
FSC-H
FSC-A

100K = 100K =

>

S0K = E 0K =

100K =

S0K =

0 0l
L B B R R RSN BN
150K 200K 260K 0 0K 100K 150K 200K 260K a0t 0 Wt it 0

R I B e me
o 0K 100K

F3C-A F3C-A Live/Dead

0k Cco3+ s 02

200K =

AT

FSC-A
CD8-APC-Cy7

100K =

_’ 0K = _> b

CD3-FITC CD4-APC

Figure 1.1: Example sequential gating strategy for identifying lymphocyte subsets from pe-
ripheral blood mononulear cells (PBMCs). Starting from the forward scatter and side scatter
plot, lymphocytes are manually gated, followed by single cells, live cells, CD3+ lymphocytes
and finally the CD4+ and CD8+ sub-populations in a quadrant gate.

work has specifically quantified human operator variation when manually gating flow cy-
tometry data that deals with the escalation of gating complexity, and the consequential

deterioration of repeatability and increase in operator variation [42, 43].

1.2.1.2 Automated data analysis

To overcome the limitations of manual gating, automated data analysis approaches have
been developed in recent years that implement various software algorithms to identify cell
populations [44]. These include unsupervised techniques for dimensionality reduction (e.g.
t-SNE, UMAP), clustering (e.g. FlowSOM, SPADE, SWIFT), scaffold maps, trajectory
inference, and supervised learning methods for classification and regression (reviewed in
[45, 46, 6, 47, 48]). These automated data analysis tools are explored in further detail in
the literature review in Chapter 2 of this thesis.

The expansion of the field of computational flow cytometry has lead to a disjointed

landscape, where tools emerging from different groups are often:
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o Implemented in different software/ programming environments.
o Developed using different mathematical approaches to gate cells.
o Tested using distinct datasets.

o Evaluated using different sets of metrics to assess performance.

o Compared with inconsistent selections of other state-of-the-art algorithms.

This apparent lack of standardisation in the field has caused a need for objective testing
of the available tools, in order to guide users in choosing the most appropriate software
for their analysis purposes.

The Flow Cytometry: Critical Assessment of Population Identification Methods (Flow-
CAP) consortium organised several competitions to compare the performance of different
automated approaches in cell population identification and sample classification tasks
[49]. Five different datasets from experiments done on different disease indications and
cell types and were used for the population identification challenges (graft-versus-host
disease (GvHD), diffuse large B-cell lymphoma (DLBCL), symptomatic West Nile virus
(WNV), normal donors (ND), and mouse HSCT'). The results of these studies suggested
that certain automated methods were able to match manual gating results for cell pop-
ulations that were relatively easy to identify (being large in size and distinct), however,
other populations that were consistently identified manually were missed by algorithms
— the reason being that prior biological knowledge on the characteristics of the cells was
used by human experts to perform partitioning of clusters.

A separate study to benchmark several automated analysis methods based on ac-
curacy in reproducing manual gating, detection of rare cell populations and recorded
runtimes identified FlowSOM, X-shift, PhenoGraph, Rclusterpp, and flowMeans among
the high-performing methods tested [47]. Six high-dimensional datasets from experiments
in immunology were used in these comparison studies, plus the ND and WNV datasets
from FlowCAP studies.

1.2.1.3 Implications of inaccurate data analysis

The implications of inaccurate manual or automated analysis of flow cytometry data are
potentially huge in terms of financial, time, labour, health and emotional costs.

For instance, in the context of diagnostics for haematological cancers, a patient sample
that is absent of disease but incorrectly reported as disease positive (false positive) may be
referred to undergo unnecessary treatment with associated medical costs (for the National
Health Service (NHS)/ insurance companies/ the individual) and emotional stress to the

patient and their families. Whereas the inverse case of a patient with disease, whose
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sample is misdiagnosed as disease free (false negative), would miss out on the benefits
of early treatment and potentially have a worse clinical outcome when their disease is
eventually detected at a later time point.

In another example in the context of cell therapy manufacturing, inaccurate analysis
of a product’s CQAs (e.g. specification states a viability of >70% to pass but analysis
under-reports this to 68%) could result in a product being stopped in-manufacture because
of the risk of the completed out-of-specification batch not being certified and released for
patient use by the Qualified Person.

The consequences of this could mean the need to restart the manufacturing run, caus-
ing a setback of several weeks, plus additional costs of goods, staff, facility and equipment
requirements. Most significant of all is the delay to patients receiving life-saving treat-
ment. For an autologous therapy this would impact one patient, but for an allogenic

therapy potentially hundreds of patients would be affected.

1.2.2 Efforts to reduce the variation in flow cytometry

The flow cytometry community have long recognised the need for standardisation and
importance in reproducible results. With respect to data, the International Society for
Advancement of Cytometry (ISAC) have coordinated initiatives in data standards such as
MIFlowCyt [50] to outline the minimum information about a flow cytometry experiment
that should be reported, the FCS data file format standard [51], and the markup language
gating-ML [52] for reproducible gating data analysis compatible with different software
tools.

Efforts to reduce the variation in data analysis of particular cell populations have been
led by specialists in the field. For example, immunologists from the EuroFlow consortium
[53] and Human ImmunoPhenotyping consortium [54] aim to standardise cytometer set-
tings, antibody panels, sample preparation SOPs, gating strategies and data analysis tools
for immunophenotyping of leukocytes. These consortia performed multi-centre studies to
compare variation in results after implementation of standards.

Much of the work to standardise flow cytometry assays stems from clinical labora-
tories. Clinical flow cytometry is used to diagnose or monitor disease, and it is impor-
tant that the same diagnostic test produces consistent results from different laboratories.
Guidelines on quality and best practice reference documentation are available from the
International Clinical Cytometry Society (ICCS) Quality and Standards Committee [55],
and the Clinical and Laboratory Standards Institute (CLSI) [56].

Proficiency testing schemes such as those run by UK National External Quality As-
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sessment Scheme for Leucocyte Immunophenotyping (NEQAS-LI) aim to monitor perfor-
mance from clinical laboratories [57]. Reference material is sent to participating centres
for analysis, then results are aggregated to evaluate technical variability and identify lab-
oratories that falls outside the agreed range limits. However, the method of data analysis
is not controlled because laboratories apply their normal protocols to analyse the mate-
rial. These studies do not look specifically at the effects of automated data analysis on a
result.

The National Institute of Standards and Technology (NIST) runs a quantitative flow
cytometry measurement program which aims to develop tools for measurement assurance
such as reference materials, process controls and performance specifications [58]. Cur-
rently, none of these quality assessment schemes evaluate flow cytometry data analysis

using automated methods.

1.3 Problem statement

Addressing the variation arising from manual analysis (gating) of flow cytometry data is
critical to achieving confidence in cell measurements, and numerous computational tools
have been developed in recent years to improve reproducibility, and bring an objective
and unbiased approach to the gating process. Previous comparison studies that critically
assessed these automated gating methods showed their development has advanced to the
point where they are able to replicate some manual cell population identification [49], and
several high performing tools have been highlighted [47].

However, these comparison studies have relied on using a narrow range of manually
gated experimental datasets as the reference materials to benchmark computational tools.
This is clearly problematic, firstly, because of the human subjectivity and bias inherent
in manually estimated reference cell count values. Secondly, the lack of ‘ground truth’
absolute cell counts available to validate computational tools against means that explicit
statements of measurement accuracy and repeatability cannot be provided. This gap in
the knowledge of the uncertainty of measurements from automated tools leads to a risk
where users accept the reported values as true, without understanding the accuracy and
repeatability of the outputs, or how it was obtained.

Therefore, developing alternative, robust datasets to enable systematic and compre-
hensive comparisons between different automated tools is desirable to provide further
assurances in cell characterisations and build trust and transparency in automated tools
among the community. Having high quality flow cytometry data could impact, for exam-

ple, the diagnosis of haematological malignancies in patients and the decisions on their
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treatment, or the release of cell therapy products that fall out of specification from man-

ufacturing sites.

1.4 Research scope

This research is focussed on variation in the data analysis part of the flow cytometry
process, downstream of data acquisition. Upstream sources of variation will not be con-
sidered, for instance, raw materials (e.g. antibodies, dyes), sample processing steps (e.g.
lysis, wash, incubation times) and equipment (e.g. cytometer instrument and settings).
Although these factors all contribute to the overall reproducibility of flow cytometry, each
would require separate comparison studies centred around those factors as variables.

The wide array of computational tools available necessitated the narrowing of the
research scope to unsupervised learning algorithms specifically applicable to flow cytom-
etry, with the exclusion of other machine learning techniques such as supervised and
semi-supervised learning algorithms, and those developed for other analytical techniques,
such as mass cytometry or single-cell RNA sequencing (scRNA-seq).

Additionally, since this research intends to develop synthetic datasets for benchmark-
ing software tools, a further justification for the exclusion of supervised learning tech-
niques lies in the significantly different approach required in actual methodology of syn-
thetic dataset design and application, mainly the need for substantial amounts of labelled
training and testing datasets.

The performance of different computational tools can be evaluated based on a number
of metrics. This thesis considers the performance related to cell population identification
accuracy and repeatability metrics; factors such as run times of software (fundamentally
hardware dependent) and their ease of use have arguably less significance to the quality
of data, and lie outside the scope of this research.

In addition, a large component of this research is the comparison of different automated
techniques across different mathematical operators. It is important to state here that the
goal is not to develop a new algorithm to improve on the ones currently available, nor to

drive one particular technique to its optimal performance.

1.5 Aims and objectives

The overall aim of this research is to define the confidence of flow cytometry automated
data analysis software tools. This can be broken down into the following research objec-

tives and corresponding questions:

12
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1. To understand the landscape of automated flow cytometry data analysis software

in the context of academic, clinical and manufacturing laboratories.

o What automated software tools are available?

o How do the software tools differ?

o How widely used are the software tools?

o How do their usages differ between academic, clinical and manufacturing set-

tings?

2. To explore benchmarking datasets applicable for the critical assessment of auto-

mated flow cytometry data analysis software.

o What properties of flow cytometry benchmarking datasets are required for
testing of software tools?

o Can synthetic datasets be designed and generated with these properties?

o What are the advantages and disadvantages of synthetic datasets compared

with real-world datasets?

3. To compare the performances of different software tools in cell population identifi-

cation tasks.

o What is the effect of varying the distance between clusters on software perfor-
mance (in terms of accuracy and repeatability)?

o Are certain software more sensitive to non-normal cluster distributions?

o What are the limits of detection of the different software when challenged with
a rare cell dataset?

e How robust are software tools to noise elements in the data?

4. To analyse the variation between automated software outputs in comparison to

manually analysed data.

o How does the variation compare between manual and automated software anal-
ysis of flow cytometry data?

o Does the variation differ when analysing cell populations with different degrees
of separation?

o What is the correlation between the two analysis methods?

13
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1.6 Novelty

Based on the gap in the current research identified in the problem statement above, it is
anticipated that the novelty of this thesis lies in the development of a range of synthetic
datasets with controlled data properties, along with their application to systematically
evaluate the cell population identification performances of different automated data anal-
ysis software. This approach is different to previous comparison studies of computational
tools for flow cytometry, none of which have used synthetic datasets, giving the novel
approach here the benefit of having a known ‘ground truth’ reference value to directly
and absolutely compare software outputs against, and objective statements of accuracy

and repeatability.

1.7 Thesis structure

This thesis is structured as follows:

Chapter 1 - Introduction

This chapter introduces the background of automated flow cytometry data analysis and
the context of the cell therapy field, and sets out the research aims and objectives.
Chapter 2 - Literature review

This chapter provides a comprehensive literature review on the current landscape of com-
putational tools, paired with a survey of their usage among clinical laboratories, to enable
selection of a range of different software tools that are relevant and representative of the

field for subsequent comparison studies in Chapters 4 to 7.

Chapter 3 - Synthetic datasets

This chapter explores the common characteristics of flow cytometry datasets and demon-
strates an approach to systematically design and generate synthetic datasets with relevant

characteristics in a highly controlled manner.

Chapter 4 - Software comparison

This chapter applies synthetic datasets with different distances between clusters, and
clusters with normal or non-normal (skewed) distributions, to assess the performance of

automated software.

14
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Chapter 5 - Rare cells

This chapter focuses on rare cell detection, which is an important component of flow
cytometry, and applies rare cell synthetic datasets to understand the limits of detec-
tion of different software. The results of the comparison study are validated using real

experimental datasets containing rare cell populations.

Chapter 6 - Noise

This chapter investigates the robustness of computational tools to noise elements which
are ubiquitous in flow cytometry data. The synthetic datasets from Chapters 4 and 5
are modified with the injection of noise components, and applied to the different software

tools.

Chapter 7 - NEQAS

This chapter analyses the variation between automated software outputs compared to
manual analysis, using a clinical real-world dataset from UK NEQAS-LI. The results
from this chapter provide an understanding of the variation apparent in software in the

wider context of the current ‘gold standard’ of manual gating.

Chapter 8 - Conclusion

This chapter summarises the major research findings from this thesis, outlines the central
contributions, and suggests further work towards achieving confidence in automated flow

cytometry data analysis techniques.
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Chapter 2

Literature review

The publication listed below was an outcome of the work reported in this Chapter:

Cheung M, Campbell JJ, Whitby L, Thomas RJ, Braybrook J, Petzing J. Current
trends in flow cytometry automated data analysis software. Cytometry Part A.
2021; 99(10): 1007-1021. https://doi.org/10.1002/cyto.a.24320

2.1 Introduction

Flow cytometry (FC) is an important analytical technique for single-cell population iden-
tification and characterisation. It is widely used within biotechnology, pharmaceutical,
and, clinical laboratories and biomanufacturing spaces. Reproducibility and rigour in re-
sults are very important, driven by the needs of regulators around the world, however,
a major source of variation in FC lies within data analysis [1]. Conventional FC data
analysis involves sequential manual selection (gating) of regions of interest typically in
two-dimensional scatter or contour plots, viewing different combinations of parameters as
axes. The analysis is straightforward with three- to four-colour immunofluorescence data
but becomes significantly more complex when examining an increasing number of cellu-
lar markers, leading to increasing human operator variation and issues of reproducibility
[42, 43]. Current state-of-the-art flow cytometers are capable of measuring over 40 pa-
rameters, generating challenging complex and time-consuming multidimensional datasets
for manual analysis [59, 60, 36].

The past decade has seen a growth in the field of computational FC as researchers
become increasingly motivated to solve the process bottlenecks, and, reproducibility is-
sues in manual gating, and improve standardisation in immunophenotyping [61]. New

automated data analysis software packages have emerged, making use of a range of differ-
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ent machine learning and clustering algorithms to replicate or aid manual data analysis
tasks such as; data pre-processing, cell population identification and enumeration, fea-
ture extraction and sample classification [44]. Visualisation of data processed through
algorithmic analyses is an essential aspect of analysis workflows, and is often embedded
in the automated analysis itself, therefore making the distinction between pure analysis
tools versus visualisation tools somewhat blurred. Graphical outputs aid quality control
checking and enables understanding and interpretation of the data.

Examples of FC visualisations can be: 1) cell populations colour coded according
to clustering results displayed on classic biaxial dot plots, 2) grouped populations in
nodes arranged in the form of spanning trees, and 3) mapping of high-dimensional data
to two-dimensional scatter plots representing data similarities, with colour coded cell
clusters. These data-driven automated algorithms have been demonstrated to improve
the quality of flow cytometry data compared to centralised manual analysis, with potential
benefits in lower technical variability in certain cell populations, reduced bias and better
efficiency [54]. Given the proliferation of such algorithms, verification methods to ensure
correct choice would be recommended. It would be sensible for all users to contextually
develop their own robust testing measures for automated analysis. However, this raises
subjectivity issues if testing was based on users own biological knowledge, compounded
by the fact that there are no common tool sets to achieve this apart from real-world data
sets which do not necessarily have an absolute cell count, and are inflexible compared to
the potential of synthetic data.

Typical workflows in computational cytometry can be divided based on tools used for
discovery versus targeted analysis, i.e. the detection of unknown, novel cell populations
compared with known well-defined ones. In both contexts, automation can help to re-
duce variability in the data analysis process. In discovery mode, automated tools can
help uncover cell populations overlooked in sequential manual gating strategies, such as
cells gated out in earlier steps. The value of automated tools in discovery mode is espe-
cially notable in facilitating interpretation of high dimensional (>30) data, as the data
can be reduced and visualised in two dimensions. These tools assist with the data explo-
ration process, help to give an overview of the structure of the data, identify relationships
between variables and offer novel insights. For comparison, in targeted analysis mode,
the cell populations of interest are well characterised, the data analysis process follows
a standard protocol that is likely to be validated and approved, for example, in clinical
flow laboratories carrying out high throughput screening; measurement of clinical trial
endpoints for haematological malignancies. The benefit of automated tools here may be

in reducing the workload on users by automating classification of healthy or disease cases,
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only flagging up uncertain cases for manual interpretation, thereby speeding up the data
review process.

As the number of automated software tools increases, comparison studies have become
important to provide guidance for users to determine which software tool to use for their
analysis, and to evaluate the performance of the software tools. The Flow Cytometry:
Critical Assessment of Population Identification Methods (FlowCAP) consortium initi-
ated a series of open challenges to objectively evaluate these new computational methods
[49, 62]. FlowCAP provided benchmarking datasets to critically assess performance in
population identification and sample classification tasks and used the F-measure (the har-
monic mean of precision and recall) to rank the algorithms. These rankings helped inform
potential users on the quality of automated methods based on different tasks. FlowCAP
demonstrated certain automated methods (such as ADICyt, flowMeans, FLOCK and
FLAME) were able to reliably replicate manual gating for some of the datasets used in
the challenges.

Several other recent comparison studies have evaluated selected unsupervised cluster-
ing methods in their abilities to reproduce manual gating, detect rare cell populations and
their runtimes. Among those, one study [47] identified FlowSOM as the best performing
clustering method along with the fastest runtimes. X-shift, PhenoGraph, Rclusterpp, and
flowMeans were also mentioned to perform well across six high dimensional datasets. A
separate study [3] assessed FLOCK, SWIFT, and ReFlow on their ability to detect low-
frequency T cell populations compared with central manual gating. SWIFT was found
to outperform the others in terms of the identification of populations at frequencies be-
low 0.1%. This study noted the difficulties in implementing a fully automated workflow
without human intervention. In addition, one study [63] evaluated the reproducibility
and robustness of results based on the cluster stability, with PhenoGraph observed to
generate the highest proportion of stable clusters compared with SPADE1 and FLOCK.

Despite these recent benchmarking studies, uptake of automated analysis among aca-
demic, biotechnology, pharmaceutical, clinical laboratories and contract research organ-
isational researchers has been slow and manual gating remains the default method and
standard. Manual analysis can be performed on instrument-packaged software (e.g. Bec-
ton Dickinson FACS Diva, BD FACS Canto, Beckman Coulter Navios) or stand-alone FC
analysis software (e.g. FlowJo, FCS Express, Kaluza, VenturiOne). The primary reasons
for clinical centres not employing automated analysis was recently cited as being a lack
of trust/understanding and lack of resources [64]. In this regard, this novel analysis of
automated software provision and use presented here, is intended for researchers and pro-

cess operators familiar with FC who do not necessarily have a computational background,
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who are interested in implementing automated methods into their data analysis workflow
and require a better understanding of the opportunities for automated software package
selection.

This analysis begins by identifying the most frequently used tools in the past 10 years
in FC automated data analysis. Popular software tools are identified based on literature
citations, then their common features are outlined to allow the determination of the
toolset most relevant to individual need. In addition, automated data analysis adoption
trends from front line clinical laboratories are identified through a survey, and insights

are provided on the reasons uptake of certain software tools is higher than others.

2.1.1 Chapter aims

The aims of this chapter are to:

e Provide a comprehensive overview of the currently available automated flow cytom-
etry data analysis tools.

o Identify the most popular tools based on literature citations within academia, and
survey responses from clinical and biomanufacturing laboratories.

o C(lassify the different algorithmic approaches implemented by software tools to iden-
tify cell populations.

o Understand current challenges faced by users in the application of these automated
tools.

o Enable the selection of relevant software for performance comparisons going forward

in this thesis.

2.2 Search strategy

The goal of part of this research was to understand current trends in automated data
analysis software tools, the characteristics of these tools, and identify which ones were
the most popular (although it is recognised that this is not necessarily a measure of most
effective software tool). Software tools mentioned in recent reviews [49, 47, 3, 63, 6]
were included. In addition, the Web of Science (WoS) database was searched using the
following keywords; flow cytometry, automated, analysis. Using this search strategy, 89
software tools were identified from recent reviews and 108 publications were returned
from the WoS database, typically output from research, clinical and biomanufacturing
facilities. The WoS search strategy was designed to be as comprehensive as possible,

although some tools may have been missed due to the fragmented nature of the field,
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such as FLOW-MAP force directed graphs [65] and scaffold maps [66]. Use of additional
keywords such as ‘computational’ may have highlighted more software tools, however
in practice the records retrieved from the database were either too restrictive with the
AND Boolean search operator, or excessively broad with the OR search operator. After
removing duplicates, software tools identified in the search were refined based on the

following specifications.

Inclusion criteria:

o Software is detailed in a publication from a peer-reviewed journal.
o Publication type: article.

» Software for flow cytometry or mass cytometry.

 Software for automated cell population identification (gating).

o Software intended for identification of human or mammalian cells.

» Software source code is available, or program is made accessible by authors.

Exclusion criteria:

» Software lacking publication from a peer-reviewed journal.

« Publication type: conference proceedings, reviews, editorial material, book chapters.
This exclusion criteria was applied in order to capture work that actually applied
the data analysis software tool rather than just citing their use.

o Software unrelated to flow cytometry or mass cytometry technique.

o Software solely for automated data pre-processing, compensation, transformation,
or other quality control feature.

o Software unrelated to identification of human cells (e.g. beads, phytoplankton,
bacterial identification) to focus the scope on cell therapy and medical applications.

» Software source code not provided, or program inaccessible.

Certain proprietary software tools that fell into the exclusion criteria include auto-
mated cell identification features in FACS Diva (Becton, Dickinson & Company (BD)),
Kaluza (Beckman Coulter), FlowJo (BD), FCS Express (De Novo Software), Gemstone
(Verity Software House) and VenturiOne (Applied Cytometry).

The number of software tools matching the criteria was refined to 51. Once shortlisted,
software tool popularity was ranked according to the number of article citations. The
sum total of the number of citations across all 51 software tools was 2,027. Citing articles
were refined to those matching ‘cytometry’ as a keyword, included articles, and excluded

conference proceedings, reviews, editorial material and book chapters. Additional software
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tool would have been identified if the search strategy were broadened to include automated
single-cell analysis approaches from other technologies (e.g. RNA-sequencing analysis
tools in genomics, single-cell imaging, single-cell proteomics), and indeed many tools are
transferable between different omics domains, however this was beyond the scope of this

work.

2.3 General findings and trends

This literature survey was initially completed at the beginning of this research project,
in 2019, and identified 51 automated flow cytometry software tools (Table 2.1). Newer
software tools identified from more recent literature searches are highlighted in Section
2.3.3.1, however these tools have not been included in the main analysis reported below due
to the work evolution and time limitations of the research project. The earliest software
tool was released in 2008 and subsequent years saw the number of different software tools
released ranging from 1 to 6 per year, except for 2014 when a peak of 11 software tools
were published (Figure 2.1A). When considering country of origin, the USA has led the
development with 29 software tools, followed by Canada with 6 software tools. Outside
of North America, a small number of European studies have come from The Netherlands,
Belgium, France and Germany (4, 2, 2 and 2 software tools respectively). Australia and
Singapore have also produced two apiece (Figure 2.1B).

The environment in which users interact with the software tools range from basic
command line inputs to full graphical user interfaces (GUI). This survey found 41% of
software tools could be accessed with a GUI, compared with 59% without GUIs (Fig-
ure 2.1C). A caveat here is that although most likely to have GUIs, as identified in
Section 2.2, proprietary computational tools lacking peer-reviewed publications and with
unavailable source code were excluded from this survey. Many of the tools were available
in multiple programming languages, offering FC analysts a choice of integrated develop-
ment environments. This survey found 59% of the software tools were available in R, 29%
in Matlab and 18% in Python (Figure 2.1D).
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Table 2.1: Software identified in literature survey, ranked according to number of citations.

Software No. of
Rank Abbreviation Purpose Reference
name citations
visualization tool for high-dimensional
Visualisation of high-dimensional
single-cell data based on the t-
1 | viSNE 294 single-cell data via dimensionality [67]
Distributed Stochastic Neighbor
reduction
Embedding (t-SNE) algorithm
Visualisation of high-dimensional
Spanning-tree progression analysis of cytometry data by downsampling,
2 | SPADE 236 [68]
density-normalized events clustering and a minimal spanning
tree
t-Distributed Stochastic Neighbor Dimensionality reduction for visualisa-
3 | t-SNE 194 [69]
Embedding tion
Pheno-
4 156 Model cellular phenotypes [70]
graph
Flow analysis with automated multi- Identify cell populations by multivari-
5 | FLAME 107 [71]
variate estimation ate mixture modelling
Cluster identification, characteriza- Identification of stratifying cellular
6 | Citrus 87 [72]
tion, and regression subpopulations
Clustering data into self-organizing
7 | FlowSOM 75 | Self-organizing map maps and visualisation by minimal [73]
spanning trees
Density-based clustering aided by Cell population identification and
8= | DensVM 70 [74]
support vector machine classification
Cell population identification by k-
8= | flowMeans 70 [75]
Means based clustering
Automatic Classification of Cellular Identification of cell subpopulations
10= | ACCENSE 66 | Expression by Nonlinear Stochastic through t-SNE dimensionality reduc- [76]
Embedding tion and density-based partitioning
10= | Wanderlust 66 Developmental trajectory detection [77]
Cell population identification by
12 | FLOCK 63 | FLOw Clustering without K [78]
density-based clustering
Cell population identification by
13 | flowClust 58 multivariate t-mixture modelling with [79]
Box-Cox transformed data
Cell population identification using
14 | flowMerge 53 flowClust and a cluster merging algo- [80]
rithm
Exploration of single-cell data by clus-
tering (K-nearest neighbour density
15 | X-Shift 50 estimate) and visualisation by divi- [81]
sive marker trees and force-directed
layouts
SamSPEC- Cell population identification by
16 48 (82]
TRAL spectral clustering and sampling
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Table 2.1 — continued from previous page

Software No. of
Rank Abbreviation Purpose Reference
name citations
Cell population identification by K-
17= | flowPeaks 42 means clustering and density peak [83]
finding
Mimicking manual gating based
17= | OpenCyto 42 on hierarchical automated gating [84]
pipelines
Mixture Cell population identification by
19 41 [85]
model mixture modelling
Hierarchical Dirichlet Process Gaus- Rare event detection and cell subset
20 | HPDGMM 31 [86]
sian Mixture Model alignment across multiple samples
Mimicking manual gating based on
21 | flowDensity 26 [87]
cellular density distributions
Identification of rare cell populations
Scalable Weighted Iterative Flow-
22 | SWIFT 24 based on Gaussian mixture model- [88, 89]
clustering Technique
based clustering
Hierarchical Stochastic Neighbor Visual exploration of the hierarchy in
23 | HSNE 16 [90]
Embedding cytometry data
Misty Cell population identification by
24 15 [91]
Mountain density contour clustering
Combinatorial Polyfunctionality Anal- Identification of cell subsets correlated
25= | COMPASS 14 [92]
ysis of Single Cells with clinical outcomes
Generation of multivariate distribution
25= | FlowFP 14 | Fingerprinting for Flow Cytometry [93]
'fingerprints’
immuno- Cell population identification by
25= 14 [94]
Clust iterative model-based clustering
Cell population identification and
28 | JCM 12 | Joint Clustering and Matching [95]
matching across a batch of samples
flowType/ Cell population identification by
29 | RchyOpti- 11 partitioning and correlation with [96]
myx clinical outcomes
Anomalous sample phenotype identifi- Identification of anomalous samples
30= | ASPIRE 10 [97]
cation with random effects with random effects
Deep-
30= 10 Cell classification by deep learning [98]
CyTOF
Sequential selection of cell subsets
32 | AutoGate 9 [99]
and visualisation
Flow Density Survival Regression
33 | FloReMi 8 Survival time prediction [100]
Using Minimal Feature Redundancy
Clustering, Classification and Sorting Isolation of homogenous subpopula-
34 | CCAST 7 [101]
Tree tions
Identification and quality checking of
35 | flowLearn 6 [102]

cell populations
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Table 2.1 — continued from previous page

Software No. of
Rank Abbreviation Purpose Reference
name citations
Automated Cell-type Discovery and Cell population discovery and classifi-
36 | ACDC 5 [103]
Classification cation
3 Competi- Scalable Weighted lterative Flow- Sample comparison by competitive [104]
7= 4 4
tive SWIFT clustering Technique clustering
Visualisation of high-dimensional
Spanning-tree progression analysis of cytometry data by downsampling,
37= | SPADE 3 4 [105]
density-normalized events clustering and a minimal spanning
tree
Cell population identification based on
39= | cytometree 2 [106]
a binary tree algorithm
Directed Automated Filtering and Cell population identification based on
39= | DAFi 2 [107]
Identification of cell populations recursive data filtering and clustering
Differential discovery in high-
39= | diffcyt 2 | dimensional cytometry via high- Differential discovery analysis [108]
resolution clustering
Quantification of cell populations via
39= | FlowVIEW 2 [109]
a supervised learning approach
39= | LDA 2 | Linear discriminant analysis Prediction of cell populations [110]
Elimination of Cells Lying in Pattern
44= | ECLIPSE 1 Identification of disease-specific cells [111]
Similar to Endogeneity
Bayesian Nonparametrics for Au-
Cell population identification by
44= | NPflow 1 | tomatic Gating of Flow-Cytometry [112]
model-based clustering
Data
PSM  with Cell population identification via a
44= 1 | Probability State Modeling [113]
GemStone probability-based approach
Second order polynomial histogram Cell population identification by data
44= | SOPHE 1 [114]
estimators binning
Potential of heat diffusion for affinity- Dimensionality reduction for visualisa-
48= | PHATE 0 [115]
based transition embedding tion
Subset Identification and Characteri- Subset identification and characterisa-
48= | SIC 0 [116]
sation tion pipeline
Cell population identification using
48= | SigClust 0 | Signature based Single-Cell Clustering [117]
phenotypic signatures
Uniform Manifold Approximation and Dimensionality reduction for visualisa-
48= | UMAP 0 [118]

Projection

tion

24




Chapter 2. Literature review

(A) Software release by year
1"

2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

(B) Software by Country

(C) Software with GUI (D) Software by Programming Language
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Figure 2.1: General trends in automated data analysis software tools. A) Number of software
tools released by year gradually increasing. B) USA leads the development of software tools to
analyse flow cytometry data. Counts based on first author affiliation in publications. C) The
majority of software tools are released without graphical user interfaces (GUI). D) Technical
trends. Software tools are released in multiple programming languages and implementations.

R, Matlab and Python are the languages most software tools are available in.
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2.3.1 Most used software tools

The findings from the literature survey revealed the top 5 most cited automated data
analysis software tools on the basis of the search criteria and exclusion criteria were:
viSNE, SPADE1, t-SNE, PhenoGraph and FLAME (Table 2.1). To balance out the ef-
fect of earlier software tool releases accumulating more citations over time, the number
of citations were averaged over the number years in publication leading to an adjustment
of the highest citation rates; viSNE, PhenoGraph, SPADE1, FlowSOM and t-SNE (Fig-
ure 2.2). Changes in individual software tool citations over time showed viSNE has been
the top cited software tool for the past three consecutive years (Figure 2.3), and a recent
rapid increase in FlowSOM citations, moving it from 23rd most cited software tool in
2017 to Tth highest in 2019. viSNE has a higher citation rate than its origin dimensional-
ity reduction method t-SNE, suggesting many authors consider these separate tools and
neglect to cite the original van der Maaten publication [69].

Software tools that provided a GUI were considerably more cited than those with-
out — command line-based software tools (Figure 2.4). The combined total number of
citations for software tools with GUIs was 1,459 compared with 613 for those without
GUIs. Command line-based software tools require computer programming knowledge,
which acts as a potential barrier to many biomedical researchers. Another factor that
influences software tool selection is cost and availability. There are three broad levels of
cost in accessing automated flow cytometry data analysis software tools: free open source
software on a free platform, free open source software on a platform requiring a licence fee
or subscription, and, commercial software on a standalone or paid platform. Currently,
access to software tools are mostly free and open source, however, some platforms require
a paid subscription. Software tools are available as packages built within the Matlab or
R statistical software environments, plugins as part of specialist FC manual data analysis
software (such as FlowJo, FCS Express), and applications on web-based platforms such
as Cytobank [119]. The same software tool can be implemented and be available on more
than one platform. Cost does not appear to be a deciding factor for users, because the
most cited software tools were accessed through paid platforms (Figure 2.5). The levels

of usability and software support provided typically increase in line with cost.
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Figure 2.3: Software citation trends by year.
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Figure 2.4: Number of citations by presence of graphical user interfaces (GUIs)
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Figure 2.5: Number of citations based on cost of software tool.
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2.3.2 Software algorithm types

For further insight, the software tools were separated based on the algorithm type. The
algorithms broadly fall into two categories: supervised and unsupervised learning. Out of
51 software tools in this survey, 17 used supervised learning algorithms, and 34 employed

unsupervised learning algorithms (Figure 2.6).

2.3.2.1 Supervised learning methods

Supervised learning methods aim to solve classification and regression problems. These
algorithms require training data with known outcomes to learn from, in order to build
a model to classify new inputs. In practical FC applications, manually annotated cell
populations associated with healthy or diseased patients could be used as training data.
Cell marker expression features that correlate with the two outcomes would be extracted
from the data and then a model built to classify the disease status of new samples.

The limitation of these methods is that the algorithm is only as good as the training
datasets available for it to learn from, and it is also possible to overtrain a learning
algorithm. Furthermore, there are insufficient publicly available training datasets for all
possible scenarios in clinical settings, especially those focussed on rare cell identification.
The FlowCAP-II sample classification challenge used three real-world patient datasets,
half of each dataset (training set) was labelled with patient clinical outcomes and the
challenge was to correctly label the other half (test set). The comparison study found
many algorithms achieved perfect classification accuracy on two datasets (acute myeloid
leukaemia detection and HIV vaccination antigen stimulation groups), but all performed
poorly on a third (HIV exposure on African infants) [49]. Because the current number of
supervised learning software in FC data analysis is low, and there is limited availability
of large training datasets, the majority of this analysis concentrates on the significant

number of unsupervised methods.

2.3.2.2 Unsupervised learning methods

With unsupervised learning, no training dataset is needed, and the goal is to correctly
identify and quantify cell populations in FC data. Automated gating of cell subtypes is
viewed as a clustering problem. The unsupervised learning software tools in this survey
apply different clustering methods such as hierarchical clustering, partition clustering,
model-based clustering, density-based clustering (Figure 2.7). Dimensionality reduction

is also used to simplify multiparameter datasets. Below is a brief overview of the most fre-
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Figure 2.6: Number of citations by machine learning method. Unsupervised learning methods
include clustering, dimensionality reduction and do not require training data. Supervised
learning methods include classification and regression such as support vector machines, artificial
neural networks. They require manually labelled training data to build a model and preform

predictions. The most frequently cited flow cytometry software algorithms apply unsupervised

learning approaches.
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quently used clustering algorithms. For a comprehensive survey of clustering algorithms,
see [120].

Dimensionality reduction Model-based
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Figure 2.7: Software citations by computational method (unsupervised methods with GUIs

only).

Hierarchical clustering Hierarchical clustering has two strategies to group similar
datapoints together, agglomerative and divisive [121]. The agglomerative method follows
a bottom-up approach, where neighbouring datapoints are merged to form sequentially
larger clusters, until only one cluster remains. The divisive method follows a top-down ap-
proach, starting with the whole dataset as one cluster and partitioning it to form smaller
clusters down to the level of individual datapoints. The target number of clusters is de-
termined by the user. The resulting clustered data can be visualised as a hierarchical tree
structure (dendrogram) which resembles phylogenetic trees. Thus, hierarchical clustering
appears well suited to classifying datasets with evolutionary observations and may have
natural uses for analysing cell development, maturation and differentiation data from time
course experiments.

The second most frequently cited software tool in this survey, SPADE1, applies ag-
glomerative hierarchical clustering in its algorithm [68]. A prior density-based down-
sampling step is performed to equalise low density populations with high density ones.
Down-sampling reduces the time complexity of the hierarchical clustering step, and also

increases the prevalence of rare cell types and noise events. The SPADE1L algorithm
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overcomes the problem of selecting the number of clusters by over-clustering the dataset
(e.g. instead of 3 nodes, set 100 nodes). The algorithm builds a minimum spanning tree
(MST) from the clustered data, and then relies on expert operator manual analysis to
partition the MST to determine correct number of cell populations. An improvement on
the SPADEL1 algorithm, SPADE3, has been released to remove the stochastic nature of
the original agglomerative algorithm by implementing a deterministic k-means cluster-
ing algorithm, and to introduce a semiautomated interpretation of the MST [105], thus
creating a new software tool (albeit with the same name) with different mathematical def-
initions and characteristics, and potentially different data analysis outcomes. In addition
to these algorithmic differences between the versions, SPADES is primarily implemented
in Matlab although stand-alone executable code does exist, SPADE1 and its updated
version SPADE2 (better GUI and runtimes) are implemented in R and are available on

Cytobank and as a plugin on FlowJo.

k-means clustering The k-means clustering method was first published in 1955 and
is one of the most popular clustering algorithms used in pattern recognition [122]. k de-
notes the number of clusters, which is user defined. The k-means algorithm begins with
k seed points randomly scattered in the dataset acting as cluster centres. Neighbouring
datapoints are assigned to their nearest seed to form the initial clusters. The centre of
the clusters, the centroid, is calculated and repositioned. The algorithm repeats the as-
signment of datapoints to the updated centroid, and then updates the centroid, and so
on. Further iterations to update the clustering are performed until cluster membership
stabilises. k-means is an efficient algorithm, with faster run times compared with hier-
archical and model-based clustering. However, the drawbacks are its requirement for a
predefined number of clusters, its limitation to spherically shaped data and sensitivity to
outliers. These are key issues that need to be addressed for correct analysis of FC data,
which are usually non-convex shaped and noisy.

The software tool flowMeans [75] and flowPeaks [83] are based on k-means clustering,
and attempt to solve these limitations of k-means clustering on FC data by over-clustering
the data then merging nearby clusters to obtain a single population. flowMeans applies a
change point detection algorithm to detect the number of clusters, whereas flowPeaks fits
a Gaussian finite mixture model to the initial k-means clustered data then generates a
density function to search and merge peaks. The results successfully identify non-spherical

cluster shapes, however, rare clusters remain difficult to uncover.
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k-medoids clustering k-medoids clustering, also known as partition around medoids
(PAM), is similar to the k-means method, intending to partition the dataset into & clus-
ters, but instead of using centroids (the mean of the datapoints in a cluster) to assign
nearby objects, k-medoids uses the representative object of a cluster with minimal average
dissimilarity to its assigned objects [121]. k-medoids is less sensitive to outliers than k-
means, however, its main disadvantage is the high computational cost for analysing large
datasets. Sampling of the dataset is one strategy to reduce runtimes (CLARA) [121]. A
modified version of PAM has been proposed for use in a clustering analysis pipeline to

identify cell populations [117].

k-nearest neighbour (KNIN) graph This method, not to be confused with k-means,
defines k as the number of nearest neighbours a single datapoint has (using a distance
metric, such as Euclidean distance). The datapoints (nodes) are connected by edges
to build a graph. For example, setting a k& of 5 connects each datapoint with its five
nearest neighbours. When performed for the whole cytometry dataset, this results in
dense areas appearing where cells are more phenotypically similar to each other. The key
issue with this method is selecting an appropriate value for k. PhenoGraph [70] applies
the k-nearest neighbour method to construct a graph, then partitions the graph into
communities using the Louvain community detection method [123] in order to identify
distinct subpopulations. X-shift applies the kNN density estimation method to cluster
data [81].

Density-based clustering Density-based clustering algorithms such as density-based
spatial clustering of applications with noise (DBSCAN) [124] and ordering points to iden-
tify the clustering structure (OPTICS) [125] views datapoints in high density regions
as clusters, separated by regions of low density. Density-based clustering identifies core
points belonging to a cluster as well as noise points. These algorithms are intended to
discover clusters of arbitrary shape, such as geographical data. Key requirements are a
threshold for the minimum number of points in a neighbourhood and an arbitrary distance
measure for the density-reachability of a point to a core point. Since the number of clus-
ters is not a required input parameter, this method is useful for FC data analysis where
the number of cell subtypes is unknown. Generically, density-based clustering algorithms
appear to be a widespread strategy for software developers to identify cell populations,
and are used by several software tools: ACCENSE [76], DensVM [74], Flock [78], flow-
Density [87] and Misty Mountain [91], noting that mathematical implementations and

algorithms may vary depending upon the data analysis approach.
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Model-based clustering Model-based clustering assumes the data follows a statistical
distribution and models this onto the dataset. For example, Gaussian mixture modelling
(GMM) views the data as consisting of several Gaussian (normal) distributions and merges
the data to the predetermined number of clusters fitting the model. There are numerous
mathematical models available, so basic problems arise in selecting an appropriate model
and choosing the number of clusters for fitting the model. The optimal model neither
underfits nor overfits data, and can be estimated using criteria such as the Bayesian
Information Criterion (BIC) and Akaike Information Criterion (AIC) [126]. This approach
to fit each model to the data to find the best fit is computationally expensive.

Model based clustering methods are the most frequent in this survey and may be
due to the plethora of statistical models to choose from. These include models based
on mixtures of Gaussian distributions, Student’s t-distributions and skew t-distributions.
The following examples of software tools use model-based clustering methods: FLAME
[71], flowClust [79], flowMerge [80], SWIFT [88, 89].

Spectral clustering Spectral clustering is based on graph theory where each datapoint
represents a node, and the edges are weighted based on a similarity criterion. Clustering
is achieved through graph partitioning [127]. Spectral clustering is used by the software
tool SamSPECTRAL [82] which includes a subsampling step to reduce runtimes.

Self-organising map The self-organising map (SOM) is based on a model of neural
network learning [128]. The premise is to construct a grid and map random datapoints
one at a time onto each node of the grid. The grid self-organises so that neighbouring
nodes have greater similarity, and less similar nodes are moved further away. The next
input datapoint is applied to the node that matches best with it. In the end, a large
high dimensional dataset is reduced to a low dimensional space while retaining the global
structure of the original data [129]. The resulting SOM can be clustered further to group
similar nodes, using traditional methods such as hierarchical agglomerative clustering and
k-means clustering [130]. The FC data analysis software tool FlowSOM builds a minimal
spanning tree from the SOM, followed by a consensus hierarchical clustering step to give

the expected number of cell types [73].

Dimensionality reduction Dimensionality reduction is not strictly a clustering method.
The idea is to take data containing multiple parameters and reduce it to (usually) two
dimensions which can be easily interpreted. Principle component analysis (PCA) is

an established dimensionality reduction method, however, newer algorithms such as t-
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stochastic neighbourhood embedding (t-SNE) are a significant improvement that pre-
serves (to a limited extent) both the local and global structure of the high-dimensional
data, and generates a visual map of the data where similar points are clustered together
[69]. Albeit very large datasets (>10° events) can cause crowding in the layouts that
limit meaningful interpretation of the data, and runtimes are slow [118]. The t-SNE algo-
rithm and its implementation in viSNE successfully visualises a variety of large real-world
datasets and appear well suited to analysis of large multidimensional FC data [67]. This
is reflected in their overwhelming popularity in this survey with viSNE and t-SNE ranking
first and third respectively in the software citation analysis, and their numbers combined
make up 24% (488 out of 2,072) of all citations. Dimensionality reduction is increasingly
being used as the first step of a data analysis pipeline to extract initial clusters, followed
by a clustering step to identify cell populations [90].

The benefits of data visualisation and interpretation following dimensionality reduc-
tion have encouraged further development of similar data analysis tools that improve
scalability, runtimes and are better able to handle large (>10°) datasets and represent
the global structure. These tools include hierarchical stochastic neighbour embedding
(HSNE) [131], PHATE [115] and uniform manifold approximation projection (UMAP)
[118]

2.3.2.3 Pre-processing tools

Although excluded from this study, automated pre-processing tools play an important
role in FC data analysis because they enable high-quality input data for all the analysis
approaches mentioned above. Pre-processing tools used to clean raw data include qual-
ity control tools to remove fluorescence anomalies (flowClean, flowAl), perform trans-
formation (flowCore) and normalisation (flowStats) [132, 133, 134, 135]. Manual gates
that exclude doublets, debris and dead cells can be imported from FlowJo into R using
flowWorkspace [136], and these manual gates can also be automatically replicated using
flowDensity [87].

2.3.3 Updates to literature survey

2.3.3.1 New software tools

Additional software tools have been released since the literature survey was performed at
the early stage of this research project in 2019. A search for new and noteworthy software

tools returned the following examples:
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o Several optimised implementations of t-SNE: FIt-SNE (Fast Fourier Transform-
accelerated Interpolation-based t-SNE) [137], opt-SNE [138], and qSNE [139].

o Infinity Flow, a supervised machine learning tool intended for analysis of expression
levels of hundreds of proteins across millions of single cells [140].

o A ‘data fusion” method based on discriminant analysis to classify cell subsets and
predict immune responses [141].

o FAUST (Full Annotation Using Shaped-constrained Trees), a machine learning
method implementing algorithms for clustering, cluster matching, variable selec-
tion, and feature selection [142].

« AutoSpill, a method for automatic compensation in data pre-processing [143].

2.3.3.2 Citations

Software tools that received very few citations at the time have accumulated more cita-
tions since, as the field evolved and uptake among users for single-cell analysis increased.
In particular, the dimensionality reduction tool UMAP [118] has rapidly amassed 186
relevant ‘cytometry’ article citations by the end of 2021 — up from having no citations
when it was newly published in 2019. A full update on the number of citations for all
software tools was not performed because of time limitations in this research project.
Nevertheless, the major findings and the general landscape of software tools have not
changed; dimensionality reduction tools remain the most used, and unsupervised learning

tools remain more widely used compared to supervised learning tools.

2.3.4 Summary of literature search on automated software tools

In summary, the popularity of FC automated data analysis software tools may depend
on the convenience of having a GUIL. Currently, unsupervised learning methods receive
more citations than supervised methods. Among unsupervised methods, dimensionality
reduction algorithms are more popular than other clustering algorithms, because it seems
users value the automatic visual output of high-dimensional data presented in an intuitive
way that retains local and global structure. Among the other unsupervised methods there
was no specific class of algorithm that was more popular than others, although analysis
methods that provide novel data visualisations (e.g. SPADE1, Phenograph, FlowSOM)
received more citations than algorithms in the same class. A caveat in focussing on the
popularity of a tool is that it does not necessarily provide information on its fitness for
purpose, in this regard further investigations on performance is the subject of Chapters 4
to 7 of this thesis.
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2.4 Clinical laboratory users survey

To obtain a full picture of the popularity of automated flow cytometry data analysis
software tools, it was important to gain insight on their actual use within clinical cen-
tres, not apparent from literature citations. An invitation to participate in a survey was
distributed to laboratories worldwide registered with the EQA/ proficiency testing pro-
gramme from UK NEQAS for Leucocyte Immunophenotyping [144]. The survey aimed
for a broad overview and was not intended to extract actual participant use of specific
functions of software tools. Survey distribution occurred in January 2020 and responses
were gathered over 1 month. The online survey of 8 questions (Table 2.2) was developed
to expand on the literature review to understand the potential use of automated software

tools in clinical laboratories.
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How often do you use automated flow Which software tool do you use for
cytometry data analysis software to identify automated cell population identification?
cell populations? Responses: 16
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Figure 2.8: Results of a survey of clinical laboratories on the use of automated flow cytometry

software tools.
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Table 2.2: Survey questions and answer response choices.

Q1 In a typical week, how many hours do you spend analysing (gating) flow cytometry data on a
computer?
e Over 30 hours
e 20-30 hours
e 10-20 hours
e 1-10 hours
e Less than 1 hour
Q2 How often do you use automated flow cytometry data analysis software to identify cell popula-
tions?
e Never — | only use manual gating to identify cell populations.
o Rarely — I mainly use manual gating, but occasionally use automated tools.
e Sometimes — | split my analysis equally between manual and automated cell population
identification.
e Usually — | mainly use automated tools, but occasionally use manual gating.
o Always — | use automated tools for all my data analysis.
Q3 Which software do you use for manual cell population identification? (Check all that apply)

BD FACS Diva
BD FACS Canto
BD FACSuite
BD CellQuest
FCS Express
FlowJo
FlowLogic
Infinicyt

Kaluza

Navios
VenturiOne
WinList

Other (please specify)

Oooocoooooooooo
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Table 2.2 — continued from previous page

Q4

Which software do you use for automated cell population identification? (Check all that apply)

(Answer choices as in Table 2.1)

Q5

Which automated data analysis software are you aware of, but do not currently use? (Check all

that apply)
(Answer choices as in Table 2.1)

Q6

When using automated data analysis software, which of the following factors is most important
to you? (Answer choices for each factor: Not at all important/ Not so important/ Somewhat

important/ Very important/ Extremely important)

e Appearance of software

e Availability of software

o Compatibility with other software
o Level of technical support

e Seen in literature

o Software data output quality

e Software reputation

o Software speed

e Cost

o Other (please specify)

Q7

Please select the automated cell identification tool you are most familiar with.

(Answer choices as in Table 2.1)
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Table 2.2 — continued from previous page

Strongly agree)
a) | think that | would like to use this software frequently.
b) | found the software unnecessarily complex.

c) | thought the software was easy to use.

e) | found the various functions in this software were well integrated.

f) | thought there was too much inconsistency in this software.

g) | would imagine that most people would learn to use this software very quickly.
h) | found the software very awkward to use.

i) | felt very confident using the software.

j) | needed to learn a lot of things before | could get going with this software.

Q8 Please mark your response about the software in Q7 to the following statements: (Answer

choices for each statement: Strongly disagree/ Disagree/ Neither agree nor disagree/ Agree/

d) | think that | would need the support of a technical person to be able to use this software.

2.4.1 Survey results

The survey received 49 responses out of 310 potential respondents, a response rate of
16% which is consistent with typical response rates of 15% to 20% from email invitations
to participate in online, non-incentivised surveys [145]. The quality of respondents is
high because of the targeted nature of the survey to subscribers of an EQA programme.
Although conclusions from 49 responders should be considered with care, the survey is
valuable in providing strong suggestions of behaviour on the current use of automated FC
tools in clinical laboratories. The survey found more than half of respondents (26 out of 49,
53%) never use automated FC software tools and only use manual gating to identify cell
populations (Figure 2.8A). 13 out of 49 (27%) mainly use manual gating but occasionally
use automated software tools, and 9 out of 49 (18%) split their analysis between manual
and automated methods. One respondent mainly uses automated software tools but
occasionally use manual gating.

The results suggest (on this basis) that clinical laboratories often rely on manual

gating to identify cell populations and the use of automated methods have yet to be firmly
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established. The observed pattern of adoption is expected given the emerging nature of the
software tools. The survey asked participants to identify which automated data analysis
software tools they used (Figure 2.8B). Nine software platforms were identified among
the 16 respondents who used automated software tools, the most frequently identified of
which was Infinicyt (63%). Other software tools selected included AutoGate (31%) and
FACSCanto (19%).

The survey also asked participants to identify software tools they were aware of but do
not currently use (Figure 2.8C). A total of 37 automated data analysis tools were identified
by respondents, an increase of 28 from the number of software tools respondents actually
used. Once again, Infinicyt software was the most popular response (60%), followed
by FlowSOM (44%), t-SNE (28%), viSNE (24%), and COMPASS (24%). For further
insight, responses were grouped according to manual-only users (never use automated
software tools) and automated users. This grouping revealed the automated-user base
of respondents were aware of a wider range of software tools available compared with
manual-only respondents: 36 software tools were identified by (13 out of 23) automated
users compared with 8 identified by (11 out of 26) manual users.

The results gathered from this question suggest many laboratories were aware of what
software tools were available but perhaps have not had the time or resources available to
validate and implement changes to a manual gating protocol to incorporate automated
analysis. It is also possible that laboratories first consider the many software packages
available before committing to purchase only one software package, such as Infinicyt.
Furthermore, software tool selection may be partly influenced by common consortium
recommendations or EQA schemes.

To understand the factors which users consider important when using automated
software tools, survey participants were asked to grade the importance of factors along
a b-point scale from ‘not important at all’ to ‘extremely important’ (Figure 2.8D, E).
Results from this question revealed the most important factors for users was the software
data output quality, followed by software speed, and the level of technical support. Of
lesser importance, scored in decreasing order, were factors such as compatibility with
other software, cost, software reputation, software availability, and, seen in the literature.
The appearance of software was the lowest ranked importance factor in the survey.

To further understand the user interaction with automated software tools and the
potential impact this has on software selection, development and data quality, the survey
participants were asked in Question 8 to assess the software tools they were most familiar
with by responding to 10 usability statements on a 1 to 5 score scale from ‘strongly dis-

agree’ to ‘strongly agree’. The statements are based on the System Usability Scale (SUS)
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and were designed to provoke extreme disagreement or agreement among all respondents
[146]. Statements that commonly lead to strong disagreement alternate with those that
lead to strong agreement, to prevent response biases. This arrangement allows calculation
of the SUS score, where a) the score of each odd-numbered statement minus 1, and b) the
score of each even-numbered statement taken away from 5, are summed then multiplied
by 2.5 to obtain a score out of 100, with higher scores indicating better usability. Scores
for individual statements are not meaningful on their own and need to be taken together
to give a measure of the overall software usability. On the basis of an extensive literature
search that found no results, this appears to be the first application of the SUS to quantify
the usability performance of flow cytometry automated software tools.

This question received 6 responses ranking 5 software tools (Figure 2.8F). From the
individual surveys, AutoGate, FACS Canto and FlowMerge received SUS scores above 70,
therefore were judged to have ‘acceptable’ usability based on the benchmark provided by
Bangor et al. [147]. Compass received a SUS score below 70, indicating ‘marginally ac-
ceptable’ usability. Infinicyt received a SUS score below 50, falling into the ‘unacceptable’
region. Whilst the number of responses to this question were too low to draw conclusions
from, it was interesting to note that the most identified software tool among the survey
was also the least user friendly, and as the field of computational cytometry is anticipated
to mature and user uptake to increase, these initial SUS scores calculated will provide a
critical baseline for future benchmarking studies to compare against.

The clinical survey results showed that 16 respondents identified 9 software tools they
make use of, and 25 respondents identified 37 software tools they were aware of but do not
use. Excluding duplicates, 38 unique software tools were identified. A cross comparison
with the 51 software tools identified from the literature review reveal the majority (36
out of the 38) were included in both surveys. Two software tools do not appear in the
literature review, which happened to be commercially available ones. This shows good
correlation between the two information streams. The analysis of literature captured the
software tools used at a point in time (over 10 years) that precedes current usages, whereas
the clinical survey revealed the most up to date patterns of use. Because of this contrast
in timepoints, the clinical survey captured only 2 more software tools that slipped through
the literature review.

The most frequently identified software tool by the online survey, Infinicyt, was not
identified as a function of the original literature search strategy and not mentioned in
previous reviews on automated analysis tools. Infinicyt is proprietary software for analy-
sis of multidimensional flow cytometry data, developed with support from the EuroFlow

Consortium for standardisation of immunophenotyping protocols [53]. The main feature
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of Infinicyt is the supervised learning algorithm for automatic identification and classi-
fication of cell populations based on reference databases built from merged multicentre
patient files [148, 149]. Application of these Infinicyt tools are optimised to samples ac-
quired following fully standardised EuroFlow standard operating procedures, reagents,
instrument settings and 8-colour antibody panels for haematological malignancies [150].
The database-guided tool has been shown to successfully classify acute leukaemia cases
using a database constructed from 656 patients [149]. The software is also designed to be
integrated with a laboratory information system (LIS) for secure handling of patient data.
The highly specialised purpose of Infinicyt for clinical diagnostics explains its common
use in clinical laboratories survey, and perhaps its under representation in research areas.

Another popular software tool among the clinical laboratories, FACSCanto, was not
featured in the original literature search because of the lack of peer-reviewed published
work on its automated cell population identification function, but the clinical survey has
identified it. The survey participants used FACSCanto software for analysis of CE-in
vitro diagnostic (IVD)-marked assays such as CD4 and CD34 absolute count analysis.
The software tool provides automated analysis of workflows and, similar to Infinicyt,
is designed for clinical cytometry with LIS enabled connectivity. FACSCanto software
popularity is possibly influenced by its bundled distribution with BD cytometer equipment
and is therefore used by default by operators.

Common software tools highly ranked in both the literature citation analysis and the
online survey were: FlowSOM, t-SNE, viSNE, and SPADE1. Overall, although uptake of
automated software tools is growing, manual gating remains the standard practice. For
clinical laboratory users, the most important component of automated software tools is
the data output quality. This factor was not obvious from the findings from the literature
citations. For automated analysis techniques to overtake manual gating, not only do the
cell population identification results have to replicate expert manual analysis, but the
results obtained from algorithms must also be robust with cell population numbers that

can be reported with confidence.

2.5 Manufacturing survey

An attempt was made to identify the most popular software tools in biomanufacturing
spaces, with survey distribution occurring through the UK Cell and Gene Therapy Cata-
pult network. This exercise resulted in one response, which was insufficient to draw any
conclusions from, and so this arm of the study was discontinued. Possible reasons for the

low response rate may be that the survey was not widely distributed enough or not tar-
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Table 2.3: Selected software tools for thesis

Software tool Clustering method

FLOCK Density-based
flowMeans k-means

FlowSOM Self-organising map
PhenoGraph k-nearest neighbour
SPADE1 Hierarchical
SPADE3 k-means

SWIFT Model-based

geted to the relevant personnel, alternatively the survey was received but not completed
because potential participants were too busy, lacked incentives, or had reasons not to

participate in the research e.g. to protect commercial interests.

2.6 Software tool selection

In the context of this thesis, this literature review enabled the shortlisting of software
tools to take forward into comparison studies. Unsupervised learning tools were selected
rather than supervised learning tools, because this review identified greater maturity in
the development of the former. Dimensionality reduction tools, although popular among
users, were excluded because their mathematical differences to clustering algorithms would
require significantly different research testing methodologies.

The most highly cited software tools from each class of clustering algorithm was se-
lected (see Figure 2.7). Software tools that were unable to be run successfully were
rejected, and the next most cited tool in its group was selected instead (FLAME replaced
by SWIFT for model-based clustering; ACCENSE replaced by FLOCK for density-based
clustering). In addition, two versions of SPADE were included to explore potential vari-
ability between them. The shortlisted software tools are listed in Table 2.3, alongside

their clustering algorithm employed.
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2.7 Discussion

Flow cytometry has evolved to a stage where data analysis can be approached with un-
supervised and supervised learning methods that automatically cluster cell populations
and classify samples corresponding to clinical outcomes. Automated techniques allow
FC analysis without manual variability, subjectivity, and bias of gating, and thus many
new methods have been developed in the field in the past decade. However, it should
be recognised that many of the automated techniques require moderate to significant
operator control of software variables (beyond the default settings) and hence human
subjectivity within the data processing chain may still be apparent.

In this literature survey, the current state-of-the-art software tools have been identified
and their popularity ranked based on literature citations. Although citation counts do
not necessarily reflect the use of software tools in labs, they give a good indication.
The purpose of this study was to define the prevalence and perceived volume of use of
automated software tools, not specifics of use in a laboratory or manufacturing company.
Highly ranked software tools included: viSNE, t-SNE, SPADE1, PhenoGraph, FlowSOM
and Citrus. A common attribute of these software packages is the availability of a GUI
that increase ease of use and appearance. This highlights the importance of usability
as a factor for uptake of automated software tools in the community. Moreover, these
software tools are implemented in multiple platforms (Bioconductor, FlowJo, Cytobank),
and provide novel visualisation outputs to aid interpretation of the data. Trends between
software frequency of citation and factors such as cost or the underlying algorithm type
were not apparent.

In addition to the literature survey, an online questionnaire of clinical laboratories on
the use of automated FC software tools was completed via the external quality assessment
(EQA)/ proficiency testing programme from UK NEQAS for Leucocyte Immunopheno-
typing. This survey collected actual real-world usage data and opinions about automated
FC data analysis software tools from a global targeted audience which could not be ob-
tained from the literature search. Noting that this analysis was based on 49 respondents
out of a possible 310 participants, a strength of this survey lies in its distribution through
the EQA network rather than a public medium, which was more likely to ensure gen-
uine trustworthy responses. Very few surveys of this nature have been published in the
literature.

The online questionnaire did not capture users in similarly highly regulated spaces
such as biotechnology, pharmaceutical and contract research organisations. However,

distribution of a survey to those parties will be more difficult because they do not neces-
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sarily subscribe to a comparable EQA network, so networks from the International Society
for Advancement of Cytometry (ISAC) and the International Clinical Cytometry Society
(ICCS) could potentially be explored in the future. Most frequently identified automated
software tools for clinical cytometrists were Infinicyt and FACSCanto, noting that 53%
of participants stated that they never used these automated tools. Infinicyt in particular
makes use of large reference patient databases to classify new patient samples using a
supervised learning algorithm. These software tools have highly specialised workflows
for analysis of regulated clinical assays to automated immunophenotyping, along with
an important feature to connect with a hospital laboratory information system (LIS) to
securely manage patient data.

The contrast in software tool popularity between the two complimentary surveys re-
flect the different needs and behaviours of the two communities. Clinical users are more
likely to run routine, well defined assays with standardised processes to enable confident
diagnostics of patient samples. For example, the highly standardised ISHAGE protocol
for enumeration of haematopoietic stem cells in peripheral blood recommends the use of
specific antibody conjugates and prescribes manual gating strategies to identify target cell
populations [39]. In this respect, clinical users lean towards tools that replicate expert
manual gating and can automate targeted analysis of well-defined populations. This is
different in academia, where research is performed on well-defined cell subsets alongside
unknown target cell populations, and hence users make more use of automated tools that
support discovery and exploratory research.

The standardised datasets produced across clinical settings with the same experimen-
tal parameters, and crucially linked with specific patient outcomes, can be grouped to
build a large database collection that allows for their use as training datasets for the
development of supervised learning algorithms. In comparison, the academic space is less
likely to have a large and diverse resource of labelled data to use for training purposes,
and therefore is dominated by use of unsupervised learning methods. Overall, there is no
‘best” method. The most suitable automated analysis tools to use will be context depen-
dent, on factors such as cell type, the data structure and the purpose of the analysis. The
best case is to provide users with complete details of how tools work, for them to make a
well-informed decision. This may call for additional benchmarking methods/results from
a wider selection of datasets.

More than half of the respondents from the clinical survey never use automated analy-
sis tools and only use manual gating protocols, suggesting barriers to adoption of software
tools may be widespread. The questionnaire gave an insight into the clinical users’ soft-

ware tool preferences when incorporating automated workflows into their data analysis.
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High value was given to the data output quality, speed of software and level of technical
support. The low take-up in automated software tools may be down to shortcomings in
all three factors in the current options available. The most critical factor, quality of the
data, is a major driver for the use of automated software tools. Tools that aid rigour and
reproducibility are expected to be welcomed, so it is intriguing that adoption rates are
low, but it may be down to human sentiment and trust in manual methods.

With respect to the speed of software tools, because results need to be reported in a
timely (or possibly urgent) manner for clinicians to make decisions on patient treatment
strategies, the analysis time needs to be in the order of seconds and minutes rather than
hours and days. Current automated software tools may not offer significantly faster gains
in analysis times over manual analysis that would incentivise uptake. Finally, better
documentation in the form of detailed user manuals, video tutorials and troubleshooting
guides would increase the level of technical support, and make automated analysis more
widely used.

Regulatory requirements are a possible factor for the low uptake of automated meth-
ods in the clinical laboratory. Implementation of new diagnostic methods is driven by
international guidelines (e.g. World Health Organisation (WHO), International Coun-
cil for Standardization in Hematology (ICSH), International Clinical Cytometry Society
(ICCS)). Consensus guidelines regarding the use of automated methods have yet to be
established. Even once guidelines are published, implementing new protocols at the lab-
oratory level requires documenting process change controls, validations, and verifications
in line with quality management system ISO 15189:2012 [151]. The increased regulatory
requirements in clinical spaces compared with academia may be a barrier to uptake. Di-
agnostic methods are typically developed on an individual disease or biomarker basis, so
are narrow in scope by nature. This means the pace of automated adoption occurs one
test at a time, rather than all the tests involving flow cytometry changing to automated
analysis at once.

As the burden of manual analysis increases with the number of parameters in a panel,
perhaps clinical laboratories with more complex panels will be keener adopters of au-
tomated software tools that offer more efficient, scalable and unbiased analyses. The
awareness of new tools can be more dated among the clinical workforce because day-to-
day sample processing demands reduces the time available to keep up to date with the
latest literature. There are now trends for academic users to acquire programming skills
in R, Python and Matlab to keep up with data analysis requirements. This is a less likely
scenario in clinical laboratories and may be the reason for the lower uptake of tools that

are executed in those programming environments.
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To a certain degree, usage of these tools relies on the efforts of commonly used stand-
alone software packages (e.g. FlowJo, FCSExpress) to implement automated tools as
plugins integrated into their GUIs. The skills shortage presents a risk to employers,
whether to train up staff to be knowledgeable in coding but lose that tacit knowledge
when they leave the company, or to buy in a ready-made software tools with full GUI
that does not require specialist training and is easy to learn for new users. Indeed, this
study has shown a user preference for tools with GUI. The implication could be for high
performing software tools without a GUI losing ground to lower quality but easier to use
software tools.

This review has investigated the current usage trends and popularity of automated flow
cytometry data analysis software tools. However, it is worth emphasising that the popu-
larity of a tool does not indicate whether it is the correct or best approach of analysing
data, and therefore a key question that has emerged from this study is whether popularity
translates to quality. It is clear that challenges in the data output quality from automated
software tools remain a hurdle to the widespread uptake of software tools in flow cytome-
try. This is an opportunity for this research to assess the actual performance of different
algorithm types through a range of benchmarking real-world experimental and simulated

datasets with controlled cell characteristics.

2.8 Chapter conclusions

o A comprehensive overview of currently available automated flow cytometry data
analysis software tools was carried out, with over 50 tools being identified based on
a literature search.

o The five software tools with the highest citation rates were: viSNE, PhenoGraph,
SPADE, t-SNE and FlowSOM.

o Software tools analysed based on presence of GUIs, cost, and implementation of
supervised or unsupervised learning algorithms.

o Unsupervised learning-based tools were further grouped into different mathemati-
cal approaches of: density-based clustering, dimensionality reduction, hierarchical
clustering, k-means clustering, k-nearest neighbour, model-based clustering, and
self-organising map.

o A survey distributed among clinical laboratories found 53% of users never use au-
tomated tools and only use manual gating to identify cell populations.

o The main challenges faced by users on application of automated tools include (in

decreasing importance) concerns on the data quality, speed of software, and level of
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technical support.
o Based on this work, seven representative automated tools were selected for further

studies going forward in this thesis (Table 2.3).
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Chapter 3

Synthetic datasets

The publication listed below was an outcome of the work reported in this Chapter:

Cheung M, Campbell JJ, Thomas RJ, Braybrook J, Petzing J. Systematic design,
generation, and application of synthetic datasets for flow cytometry. PDA Journal
of Pharmaceutical Science and Technology. 2022. https://doi.org/10.5731 /pdajpst.
2021.012659

3.1 Introduction

Synthetic datasets are datasets generated by computer simulation, rather than collected
through real world observations or experiments. These datasets are often created from
mathematical models that approximate aspects of real-world data. Synthetic datasets
can be referred to as ‘simulated’, ‘artificial’, ‘mock’, ‘toy’, and more colloquially, ‘dummy
data’ In unsupervised machine learning, well known ‘toy’ datasets used to compare dif-
ferent clustering algorithms include clusters in the shape of two rings, crescent moons,
spirals, and data with no structures [152]. Sophisticated synthetic datasets include urban
street images applied to object detection for autonomous driving [153, 154], and house-
hold objects images for object detection in the field of robotic manipulation [155]. In
medical imaging fields, synthetic datasets generated based on real images (e.g. magnetic
resonance imaging (MRI), mammography, and whole-slide histopathology datasets) have
demonstrated utility within computer-aided detection or computer-aided diagnosis sys-
tems, and may be useful for educational purposes and in quality control [156, 157, 158|.

Further strategies to generate artificial datasets have made use of data augmentation
methods [159]. Similarly, in flow cytometry, cell subsets from real samples can be selected

and computationally mixed in a copy-and-paste strategy with other real or synthetic cell
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populations, to create augmented and reprocessed ‘semi-synthetic’ datasets [160].

Real data are generally required during the development of computational analysis
tools to provide means for training and validation, as well as potential decision-making
reasons. An analysis tool implies any method that performs detection, recognition, identi-
fication, classification, tracking, prediction, or any other function that enables subsequent
decision making. Real data also play an important role in benchmarking studies that
evaluate the performance of these tools. However, real data have various limitations that
necessitates the creation of synthetic datasets to overcome them.

Often, real datasets with predetermined criteria are difficult to collect because of
limited availability at certain conditions and time periods. Synthetic data can be designed
to mirror existing real data and further optimise the dataset by including rare cases
and those at extreme conditions, thereby enhancing the realistic range of features or
parameters. Additionally, a high level of control is potentially achievable with synthetic
datasets, where designers can quickly change one factor at a time or build up layers of
complexity through controlled addition of factors.

Once collected, a major shortcoming of real data is the laborious and time-consuming
task of labelling observations with meaningful information (e.g. healthy vs abnormal)
performed by experienced personnel. Synthetic datasets can be designed with the labels
inherent in the data, side-stepping this task. The desired property of the synthetic data
is also known and can be applied in performance assessment of analysis tools.

A drawback of large-scale real datasets is that they sometimes take a large amount of
time to acquire (particularly true concerning collection of rare events or disease states).
An equivalent large-scale, complex synthetic dataset may also require a large amount of
computing time to generate, however this problem is negated as computers become faster.

Further benefits of synthetic data are: the potential lower costs associated with use of a
modern computer rather than expensive technical equipment, reagents and raw materials;
the reproducibility of computer code; and the absence of personal data which means that
the processing of synthetic data does not have the same privacy concerns and legal or
ethical compliance requirements as that of real data [161].

In flow cytometry, synthetic datasets usually aim to mimic the properties of real cell
populations. The properties of these randomly generated datasets range from simple two-
dimensional datasets with four clusters [91], to up to 30 populations in 35 dimensions [81].
The statistical distributions of synthetic clusters vary from normal (Gaussian), to non-
normal generated from mixtures of several Gaussians, and skewed [88, 71, 83]. Simulated
background noise also features [82, 77]. Prior synthetic work approaches, however, have

not explored other possible characteristics specifically such as distance between clusters
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(both standard and rare), which is modelled in real data through the comparison of
median fluorescence intensities between a stained and an unstained population in terms
of population widths or standard deviations, in order to estimate the relative brightness
of a fluorophore [162, 163]. Moreover, in a somewhat fragmented space, there is reason
to apply systematic design on existing properties (such as the skewness of clusters) to
optimise the coverage of characteristics.

Evaluation of developers’ own tools using internally generated synthetic datasets is
inherently biased, therefore external and independent testing is a prerequisite for software
credibility in the clinical and biomanufacturing communities. Benchmarking datasets are
used in independent studies to compare software performance, however, existing studies
performed have solely relied on experimental data toolsets and have not used synthetic
datasets [49, 47]. This may be related to a limited amount of synthetic datasets available
within public flow cytometry repositories for the community to use [164]. Software bench-
marking studies hold similarities to other quality assurance methods such as proficiency
testing according to ISO 13528:2005 [165], as an external and independent assessment of
the accuracy of software results. When using real datasets as the test material, deter-
mination of the software performance is achieved through comparison of software results
against an estimate of the true value. This value is assigned through a choice between 1)
formulation, 2) cellular certified reference materials (of which very few exist for flow cy-
tometry) [166], 3) manually gated analysis from one expert, 4) consensus manual analysis
results from a group of experts, or 5) consensus values from participant results. Possi-
ble bias from the results of experts or participants reduces the robustness of the test.
Synthetic datasets can be used adjacent to certified reference materials with potential
benefit.

This research proposes the use of synthetic datasets for benchmarking unsupervised
learning automated flow cytometry data analysis software of which there are a large
array of options available to the data analyst [167]. This Chapter begins with defining a
description of the data characteristics of low cytometry data and then demonstrates two
methods to generate highly controlled, systematically designed synthetic datasets with
different degrees of separation between clusters, and different levels of skew. Finally, the
use of synthetic datasets is illustrated using an exemplar software, SPADE3 [105], and
results that allow robust calculations of performance metrics not possible with real cell

data are presented.
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3.1.1 Chapter aims

The work carried out in the previous Chapter identified several candidate automated
flow cytometry data analysis tools for comparison studies. However, for effective and
informative comparisons to take place, it is crucial to also have testing datasets that are fit
for purpose. This Chapter focuses on the synthetic datasets that are utilised throughout
this thesis to test software tools. The methods to generate the synthetic datasets are
outlined, and justification for their application in comparison studies within this thesis is

provided. In addition, evaluation metrics for software performance are considered.

The aims of this Chapter are to:

o Examine the properties of real flow cytometry data that can be modelled in synthetic
data.

e Develop an approach to generate synthetic datasets with systematically designed
properties that mimic the key characteristics of real data.

o Validate the synthetic datasets using real flow cytometry data.

o Apply the synthetic dataset to test the performance of an exemplar software,
SPADES.

o Explore the advantages and disadvantages of using synthetic datasets in place of

real world data for comparison studies.

3.2 Materials and Methods

3.2.1 A note on data structure and terminology

Biologists, haematologists, immunologists, and other experienced users of flow cytometry
will most likely ‘see’ flow cytometry data in the form of dot plots, or some other 2D
graphical display. In this Chapter on synthetic dataset, it is useful to take a step back,
and first understand how data are structured in Data Science terms. In the concept
of tidy data, information is structured in a table, where rows contain the observations,
columns contain variables, and each value corresponds to both an observation and a
variable (Table 3.1) [168]. Flow cytometry data are stored in a standard file format
FCS 3.1, with experimental data recorded in list mode, defined as a linear array of vectors,
each vector corresponding to an event and vector components corresponding to types of
measurements [51]. Flow cytometry data are compatible with the tidy data concept,

where each row contains a cell event, and columns containing measurements such as
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forward scatter, side scatter, etc (Figure 3.1). By understanding the basic structure of
flow cytometry data in table form, the construction of synthetic datasets through simple

arrangements of rows and columns can be appreciated and demystified.

Table 3.1: Data structure terminology

General term Tidy data term Flow cytometry term

Row Observation Cell / Event
Column Variable Marker / Parameter
Cell Value Expression value
Markers
FSC-A FSC-H SSC-A SSC-H APC-A
136 S mieS i S eSSl Ohservations
» 109216 83782 29882.1 20865 1063.51
% 4514[7.4 39433 28827.4 22203 238.305
O 103213 81974 32353.9 23364 1515.83
9854. 96 9749  4056.57 43.2169
10W261 80484 27158 18935 789.216
Values

Figure 3.1: Flow cytometry data structure. Each cell event is represented along a row, these
are the observations. Each marker is represented as a column, which form the variables. Each
value corresponds to a cell and a marker. (FSC-A, forward scatter area; FSC-H, forward scatter

height; SSC-A, side scatter area; SSC-H, side scatter height; APC-A, allophycocyanin area)

3.2.2 Target characteristics for synthetic flow cytometry datasets

Certain commonly recognised data characteristics or potential statistical attributes of flow
cytometry data were identified and a strategy to control and modify these characteristics
was put forward to create systematic scenarios for testing software (Table 3.2). In this
research, the separation / overlap and the skew properties were targeted in simulation
studies because these had not been addressed in previous work and/or the designs had
not been approached in a systematic way. In order to focus on these properties, non-
target characteristics such as the number of clusters, number of datapoints, and number
of dimensions were kept constant, and noise was excluded in simulations (although this

was subsequently investigated in Chapter 6).
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Table 3.2: Characteristics of flow cytometry datasets

Characteristic

Description

Number of clusters

Number of cell subpopulations in a sample

Number of Number of cell events acquired from a sample

datapoints

Number of Number of parameters recorded in the experiment, e.g. forward

dimensions scatter, side scatter, fluorescent markers

Separation The gap between negatively and positively stained cell
populations

Overlap Poorly resolved populations that appear merged

Placement Projection direction of one cluster to another in space

Distribution The shape of the cell population, as modelled on probability
distributions e.g. Gaussian, Student’s t, exponential, Chi-squared

Spread The variance of the cell population

Skew and kurtosis

The level of asymmetry around the mean of the cell cluster

Orientation The direction of the asymmetry
Elongation Stretched out populations with long tails
Noise Events that are excluded from analysis e.g. outliers, dead cells,

debris, doublets, false events detected in the region of interest.
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3.2.3 Hardware and software

Dataset generation and analysis was run on a 64-bit Windows 10 operating system with a
3.00 GHz processor and 64 GB of RAM. Computational tools used are listed in Table 3.3.
Throughout this text, regular type is used to refer to software or computing environments,

italics for packages, and monospace font to designate functions.

3.2.4 Synthetic datasets

The concept of creating artificial, computer-generated flow cytometry datasets is essen-
tially random number generation, with numbers typically drawn from a normal distribu-
tion. Other probability distributions are available e.g. binomial, exponential, Poisson,
Student’s t, etc. If flow cytometry data are considered as mixtures of subpopulations of
a heterogenous sample, then the generation of synthetic data is a process of creating a

mixture of random clusters.

3.2.4.1 Single cluster simulation

A basic synthetic flow cytometry dataset can be simulated from a multivariate normal
distribution. In statistics, a multivariate normal distribution is defined as a generalisa-
tion of a univariate normal distribution to higher dimensions [169]. A univariate normal
(or Gaussian) distribution can be generated by defining the parameters of the mean of
the distribution (), and its standard deviation (o) (also its variance ¢?). This can be
visualised on a probability density function plot as a characteristic bell curve (Figure 3.2).

For data containing two random variables X and Y (which can be plotted in 2D space
to depict a cloud of points), the distribution can be described by the mean vector (),
and the covariance matrix (X). The mean vector is comparable to the coordinates at the

centre of the cloud:

= H (3.1)
Ky

The covariance matrix is symmetrical, with the diagonal elements specifying the vari-
ances of each variable, and the off-diagonal elements specifying the covariance between

variables:

> = [ oX UX;IY] (3.2)
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Table 3.3: Toolset used in this research for the generation of synthetic datasets, automated

cell population identification, and performance evaluation.

Tool Version Purpose in this research

R 3.5.1 Programming

RStudio IDE 1.2 Programming environment

MATLAB R2019a Environment for SPADE analysis

FlowJo 10.6 Flow cytometry data analysis and visualisation
SPADE 3 Automated analysis of synthetic datasets

caret 6.0-82 Calculate performance metrics, confusion matrix
clusterGeneration 1.3.4 Generate synthetic clusters

flowCore 1.48.1 Manipulate flow cytometry data

psych 1.8.12 Measure skew

scales 1.1.0 Scale functions for visualisation

sn 1.5-3 Build and manipulate probability distributions of

the skew-normal family

tidyverse 1.3.0 Data manipulation, analysis and visualisation

0.4-

Probahility density
= o

=
Y
1

0.0-

Figure 3.2: Normal distribution generated with mean 0 and standard deviation 1.
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Where 0% is the variance in X, o% is the variance in Y, and the pair of off-diagonal
elements o xoy and oy oy are the covariances between X and Y, and have the same value.

The shape of the cloud of points can be manipulated by changing the values in the
covariance matrix (See Figure 3.3 and Figure 3.4 below for a graphical explanation). The
properties of synthetic data that can be controlled in part by the covariance matrix are
the distribution, elongation and orientation.

The placement of the cluster in two-dimensional space can be controlled by defining
the mean vector at the initial cluster generation stage. Alternatively, the cluster can be

moved after its generation by basic matrix operations (e.g. add 2 to each X variable).

> 0 > 0 > 0
5 -5- 5
10 -10- 10
10 5 0 5 10 10 5 0 5 10 10 5 0 5 10
X X
10 10 0 1 0
(A) X = (B) X = (€)X =
0 1 0 1 0 10

Figure 3.3: Data with a multivariate normal distribution can be controlled by changing the
values in the covariance matrix. In this two-dimensional example, the means of both variables
X and Y are 0. In plot (A), the variance of X (top right matrix element) is 1 and the variance
of Y (bottom left matrix element) is 1, resulting in a circle shape. In plot (B), the variance of
X has increased to 10, resulting in an ellipse elongated along X. In plot (C), the variance of
X remains 1 and the variance of Y has now increased to 10, resulting in an ellipse elongated
along Y. In all three plots, the covariances (off-diagonal matrix elements) are 0, indicating no

relationship between X and Y.

3.2.4.2 Multi-cluster simulation

To create a synthetic dataset with two or more clusters, one method is to first generate
each individual cluster, then combined all the rows of the separate cluster data tables
together. A new variable to assign membership of each cell event to a cluster is helpful

to sort, filter and make adjustments to clusters after they have been combined.
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> 0 > 0 > 0
5 -5- 5
10 -10- 10
10 5 0 5 10 10 5 (I) 5 10 10 5 0 5 10
X
3 0 3 1 3 -1
(A) X = (B) X = Q=
0 1 1 1 -1 1
10 10- 10
57 5- 5-
> 0 > 0 > 0
5- -5- -5-
10 -10- 10
10 5 0 5 10 10 5 (I) 5 10 10 5 0 5 10
X X
1 0 1 1 1 -1
(D)X= (B) X = (F) =
0 3 1 3 -1 3

Figure 3.4: Covariance matrix values affect the distribution of the data cluster. Top row: in
the horizontal ellipse in plot (A), the variance of X is 3, the variance of Y is 1, and there is no
covariance relationship between X and Y. Plot (B) introduces a covariance of 1, resulting in a
positive correlation between X and Y. The covariance is changed to —1 in plot (C), resulting
in a negative correlation between X and Y. Bottom row: for comparison, the variances of X
and Y are switched compared to the top row. The effects on the direction of the ellipse can

be seen, as a result of the relative strengths of the correlation between X and Y.
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With two or more clusters in a synthetic dataset, the location of each cluster can be
controlled, and placed in overlapping or well-separated positions. This causes a need to
measure the distance between clusters. Real flow cytometry data contains cell populations
with varying degrees of separation. Manual gating can be performed with better accuracy
and repeatability when the gap between cell populations is wide. But when cell popula-
tions are overlapping and merged, gating becomes difficult and the convention is to use
negative unstained and fluorescence minus one (FMO) controls to determine where gates
should be set [170]. Although there is currently no metric (nor a need for one) in flow
cytometry to quantify the distance between gated cell populations, within this thesis, the
quantification of the gap between clusters in synthetic data enhances their benchmarking
utility, especially when analysing the performance of cell population separation features

of automated data analysis software.

3.2.5 Description of the Separation Index

The separation index (SI) is used throughout this research to define the distance between
clusters. The SI measures the magnitude of the gap between a pair of clusters based on
the upper and lower percentiles of the two clusters [171]. In the one-dimensional example
(Figure 3.5), the SI can be summarised as (3.3):

_ Lo(a/2) = Ui(a/2)
-~ Us(a/2) — Li(a/2)

where L;(a/2) and U;(a/2) are the sample lower and upper («/2) quantiles of cluster
i. The interpretation of the SI is relatively straight forward, the range is [—0.999, 40.999]

ST (3.3)

with values approaching +1 indicating increasing separation, SI of 0 indicating clusters
touching, and SI approaching —1 indicating total overlap. In practice, the working range
for the SI was [—0.3,+0.3]. These limits were defined because at a SI of +0.3 clusters
were already very well separated, and at a SI of —0.3 clusters appeared well overlapped

or merged.

3.2.6 Separation dataset generation

A library of two-cluster synthetic datasets in two dimensions with 1,000 datapoints per
cluster was designed as an exemplar size of cell populations in real flow cytometry data.

The datasets were prepared using the R package clusterGeneration [172] because of
the functions available for generating clusters with specified degree of separation. The

following parameters were used:
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L1 U1 L2 U2
Cluster 1 Cluster 2
o @OTOCH CEEBED @O0 O
Numerator
Ll el Bl >

Denominator

Figure 3.5: One-dimensional example of the separation index (SI) that measures the magnitude
of the gap between two clusters. Vertical lines indicate the lower and upper quantiles of the
clusters. The difference between U1l and L2 (numerator) is divided by the difference between
L1 and U2 (denominator) to calculate the Sl value. This method is robust against outliers in

between the two clusters that may affect the SI. Figure adapted from [171].

e Number of clusters: 2

o Cluster size: 1,000 points per cluster

Separation index (SI) values: from -0.3 to +0.3, at 0.1 intervals

o Cluster covariance matrices: eigenvalues between 1 to 5

This approach generated datasets with different degrees of separation between neigh-
bouring clusters ranging from well-separated to merged. Nine random normally dis-
tributed cluster replicates were generated at each SI value. Covariance matrices were
randomly generated from eigenvalues between 1 and 5 to give a variability in the diame-
ter and shape of clusters that is similar to those seen in real flow cytometry data. These
parameters produced clusters with known separation, but which were random in their el-
liptical shape attribute. Datasets were converted to FCS 3.1 format using the R package
flowCore [134] to enable compatibility with flow cytometry specific software packages.

3.2.7 Skew dataset generation

A library of two-cluster synthetic datasets in two dimensions with 1,000 datapoints per

cluster was designed, with different levels of skew and skew-direction pairs.
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Skew datasets were built in multiple stages. First, individual skew clusters were pre-

pared with the function rmsn in the R package sn [173], using the following parameters:

o Number of clusters: 1 (clusters later joined together)
o Cluster size: 1,000 points per cluster

o Mean vector: [0, 0]

o Covariance matrix: values between 1 to 5

» Skew parameter («): values between 2.5 to 10, at intervals of 2.5

of which the skew parameter («) regulated asymmetry. Likewise random cluster replicates
were generated at each skew direction (left and right) along the z-axis.

During cluster generation, it was found that applying the skew parameter («) caused
the diameter of the elliptical cluster to reduce along the z-axis. To compensate for this,
clusters were elongated to obtain a pre-skew diameter using the R package rescale [174].
The skewness of the clusters before and after rescaling were identical (measured using
the R package psych [175]) determined by the asymmetry around the mean remaining
unchanged (Figure 3.6A).

Next, two clusters were joined together, and one cluster shifted further away from the
other through vector arithmetic operations in R (Figure 3.6B). The distance between two
clusters was measured with the R package clusterGeneration [172], datasets with a SI
value between —0.25 and —0.15 were selected for further processing because these were
in the critical region around the SI value of —0.2 where software performances began to
differentiate from each other.

A new level of complexity was introduced compared to normally distributed clusters
because asymmetric clusters could be orientated in three ways: head-to-head, head-to-
tail, and tail-to-tail (assuming the skew is introduced only along the z-axis). Clusters
with the same « skew values were paired together (i.e. clusters with different skews were
not combined).

Files were converted to FCS 3.1 standard using flowCore [134] and visualised within

FlowJo software.

3.2.8 Real datasets

All real cell material used for comparison purposes was obtained with the approval of and
in accordance with the respective Ethics Committees of Loughborough University and
LGC, and under jurisdiction of the Human Tissue Authority. Two real cell datasets were

used, each being representative real-world counterparts to the synthetic separation and
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Figure 3.6: Workflow for skew dataset generation. Top panels show scatterplots, bottom
panels show density estimates. (A) A cluster with a normal distribution is generated, then
skew is added through the alpha parameter in the R package sn, then the cluster is rescaled.
(B) Two clusters are combined, then the distances between them can be varied through vector

arithmetic operations.
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skew datasets, respectively: PBMC dataset 1 and 2. The datasets used were pre-existing

and the Author did not generate the biological samples themselves.

3.2.8.1 Real cell PBMC dataset 1

Fresh whole blood from a healthy donor (Cambridge Bioscience, UK) was processed using
Ficoll-Paque (Fisher) to isolate the buffy coat layer containing peripheral blood mononu-
clear cells (PBMCs). Cells were single-stained separately with CD4-PerCP-Vio700, CD45RO-
APC-Vio770, and CCR7-VioBlue (all from Miltenyi Biotech). Data were acquired using
a BD FACSCantoll cytometer equipped with 3 lasers (405nm/ 30mW, 488nm/ 20mW,
633nm/ 17mW). 100,000 cell events were collected. No compensation was performed for
these single-stained samples. Pre-gating was applied to the lymphocytes population as

depicted in Figure 3.7 before the use in comparative analysis.

S5C-A

LA B e B B s e e B e e B
1} 0K 100K 150K 200K 250K

FSC-A

Figure 3.7: Example of pre-gating on lymphocytes applied to PBMC dataset 1.

3.2.8.2 Real cell PBMC dataset 2

PBMCs (LGC, UK) were stained with CD3-BB515, CD4-BB700, CD8-APCH7, CD45RA-
BV786 (all from BD Biosciences), and live/dead fixable aqua dead cell stain (Invitro-
gen). Data were acquired using a BD LSRFortessa cell analyser equipped with four lasers
(355nm /20mW, 405nm/ 50mW, 488nm/ 50mW, 640nm/ 40mW). 200,000 cell events were
collected. Single-stained beads and fluorescence-minus-one controls were used to calculate
compensation. Pre-gating was applied to the dataset as depicted in Figure 3.8 to isolate

skewed cell populations.
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Figure 3.8: Example of pre-gating applied to PBMC dataset 2 to isolate skewed populations.

3.2.9 SPADES3 analysis of synthetic datasets

The MATLAB-based SPADE3 implementation with graphical user interface was run
within MATLAB R2019a. Each FCS file was run separately. User input parameters
that were selected were: overlapping markers used for SPADE tree = CH1, CH2; ignore
compensation; no transformation. All other settings were left as default values (local
density neighbourhood size = 5, local density approximation factor = 1.5, maximum al-
lowable cells = 50,000, outlier density = 1, target density = 20,000 cells, algorithm =

k-means, number of desired clusters = 100).

3.2.10 Statistics and performance metrics

The software outputs were recorded, and the absolute difference between the cell count

of cluster 1 to the reference value was calculated as:
Absolute difference to reference count = |A — B| (3.4)

where A is the reference cluster 1 count, and B is the software cluster 1 count.
Methods used for statistical analysis included the mean, sample standard deviation

(SD), coefficient of variation (CV), and metrics derived from the confusion matrix as
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shown in Table 3.4.

Table 3.4: Confusion matrix

Reference
Predicted Target Non-target
Target True positive  False positive

Non-target False negative True negative

As in binary classification [176], here a true positive (a ‘hit’) is defined as the correct
SPADES assignment of a target cell to its reference target population set during cluster
generation. Events in cluster 1 of the synthetic datasets were arbitrarily selected as the
‘target’ cases. SPADE3 assignment of a non-target cell to its non-target population is
a true negative. Misclassification of a non-target cell to a target population is a false
positive, and misclassification of a target cell to a non-target population is a false nega-
tive (a ‘miss’). The evaluation metrics calculated from the confusion matrix include the
accuracy (Eq. 3.5), precision (Eq. 3.6), recall (Eq. 3.7) and F1 measure (Eq. 3.8) [177].
The individual cell assignments to a cluster predicted from SPADE3 was compared with

the reference cell assignments, using the R package caret.

True positive + True negative

A = 3.5
cenracy Total population (35)
T iti
Precision = _H_le POSTLIVE — (3.6)
True positive 4+ False positive
T iti
Recall — rue positive (37)

True positive + False negative

Precision x Recall
Fl=2x 3.8
Precision + Recall (3.8)

3.3 Results

In flow cytometry, data typically contain cell populations that are positive or negative
for a marker of interest. The distance between the positive and negative cell populations
is variable, ranging from well resolved to merged. Multiple factors affect this separation,

including but not limited to biological attributes (the level of marker expression, affinity
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and avidity of antibody binding, the number of antibody bound per cell) and assay vari-
ables (antibody concentration used in the staining process, fluorophore brightness and dye
stability). This separation directly impacts the accuracy and repeatability of manual data
analysis, with significantly higher technical variation seen in poorly resolved populations

compared with clearly defined cell populations in human peripheral blood [178§].

3.3.1 Distance between clusters

To simulate flow cytometry data with different distances between a positive and a negative
population, a normally distributed synthetic two-cluster dataset with different degrees of
separation between clusters was generated. For comparison, the SI between two clus-
ters in a real cell dataset was measured. The PBMCs dataset 1 contained negatively and
positively stained populations in each fluorescent channel. These subpopulations were sep-
arated using the automated cell population identification software SPADE3 [105]. Then
the magnitude of the gap between pairs of real cell clusters along each channel was mea-
sured using the sepIndex function in the clusterGeneration package. Similar SI values
were observed between the real-world positive and negatively stained cell populations and
the synthetic clusters, within the range of —0.3 and 40.2 (Figure 3.9). These results
show the method defined here for generating synthetic flow cytometry datasets is able to
successfully simulate the distance parameters seen between clusters in a real example of
flow cytometry data.

It is noted that the total size of the synthetic datasets (2 x 10° events) are smaller
than the ones in the PBMC dataset 1 used (10° events), because it was not the intention
here to represent similar cluster size properties, but rather the gap that exists between
the clusters, which can be the same distance for both large or small clusters. The reader is
referred to Chapter 5, where varying cluster sizes are investigated, for synthetic datasets

with up to 10° total events.

3.3.2 Clusters with non-normal distributions

The synthetic datasets generated in section 3.3.1 contain clusters following a normal
distribution, visualised as symmetrical bell curves for univariate data or symmetrical
circles and ellipses in scatterplots for multivariate data. However, real flow cytometry
data consist of cell population clusters that follow a normal distribution as well as those
that display non-normal distributions. The exact distribution along a marker channel
is difficult to predict and may depend on the state of the cell along a differentiation

pathway. For example, a stable haematopoietic stem cell population may display a normal
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Figure 3.9: Comparison of synthetic and real clusters with representative separation index
values ranging from —0.3, 0.0 to 4+0.2, showing overlapping, touching and well-separated
clusters, respectively. Top panel shows synthetic data generated from R package clusterGen-
eration, bottom panel shows real cells (PBMC dataset 1) after automated population detection

and partition with SPADE3 software followed by separation index calculation.

distribution of CD34+ expression that transitions to a non-normal distribution during cell
differentiation as CD34 expression decreases [179).

Non-normal data are characterised by asymmetry around the sample mean. These cell
populations can display positive (right) skew or negative (left) skew. The skewness can be
estimated using the adjusted Fisher-Pearson coeflicient of skewness (p value) [180], where
a normal distribution has a skewness value of p = 0, a positive skewness value indicates
a tail pointing to the right, and a negative skewness value indicates a tail pointing to the
left. The further away the value is from 0, the greater the skew and typically the longer
the tail.

There are different strategies to generate synthetic flow cytometry datasets with
skewed cell populations. One method is to create multiple Gaussian distributions that can
then be merged together to form an overall distribution with the desired skew. This strat-
egy has been used previously to create synthetic data with non-convex shapes [71, 83].
This method may require many rounds of trial and error. To avoid this shortcoming, here
a different method using the sn R package was developed and tested to generate random

clusters with multivariate skew-normal distributions [181].
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Figure 3.10: Comparison of (A) synthetic and (B) real cell (PBMC dataset 2) flow cytometry
data with skewed distributions. Both left-skewed and right-skewed synthetic clusters can be
generated that mimic real data. Contour plots used rather than dot plots for better visualisation
of skewed distributions. Asymmetry around the mean is clearly shown with contour plots (top)

and histograms (bottom).

The multivariate skew normal distribution extends the class of normal distribution
(defined through a mean vector and covariance matrix) by the addition of a skew pa-
rameter. A visual comparison of the skewed clusters generated from computer simulation
against real cell populations from the PBMCs dataset 2 demonstrates that the synthetic
and real cases are comparable (Figure 3.10). This result shows that the simulated data
generated here is a realistic model of both positive and negative skew observed in real flow
cytometry cell populations, and therefore has biological relevance. Thus, the synthetic
dataset can be reliably used to gain understanding on how automated software responds
to skewed flow cytometry data, with the additional benefit of the ability to systematically
control the strength of the skew as well as the absolute cell number.

The strategy devised here to create a dataset with multiple skewed clusters was to gen-
erate individual clusters in parts then combine them together to form one whole dataset.
The gap between the clusters can be controlled by shifting one cluster closer or further
away to the other through vector arithmetic operations, with the SI being measured after
the clusters were combined. With skewed clusters, a new level of complexity is introduced
compared to normally distributed clusters, because assuming the skew is introduced only

in one parameter, each cluster can be left-skewed or right-skewed. Thus, the possible
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Figure 3.11: Generation of synthetic two-cluster skewed datasets. Three combinations of

cluster pairs are shown here; head-to-head, head-to-tail and tail-to-tail.

permutations of pairs of skewed clusters in a two-cluster dataset increases from one to
three. In this research, these combinations are referred to as: head-to-head, head-to-tail,
and tail-to-tail (Figure 3.11).

3.3.3 Application of synthetic datasets to a cell population iden-

tification software

To demonstrate the efficacy of the synthetic datasets, they were passed through an ex-
emplar software, SPADE, in order to illustrate how synthetic data can reveal limitations
of automated software, and can provide a deeper understanding of the inner workings
of ‘black box’ algorithms in a way that real cell datasets are unable to. SPADE was se-
lected because the work in Chapter 2 identified it as a highly cited software tool. SPADE
(spanning-tree progression analysis for density-normalised events) is a software package
that uses automated down-sampling, clustering and minimum spanning tree construction
to aid analysis of high-dimensional flow cytometry data [68]. There are two versions

of SPADE with different algorithms. The original SPADE1 applies a stochastic down-

73



Chapter 3. Synthetic datasets

sampling algorithm paired with an agglomerative hierarchical clustering algorithm that
produces different outputs when run on the same data [105]. This specific issue of repro-
ducibility in SPADE1 was subsequently resolved in SPADE3 by removing the stochastic
algorithms and replacing them with deterministic ones. In addition, a tree partitioning
function was introduced to assist interpretation of the outputs. On the basis of these im-
provements to the reproducibility and functionality of the software, the SPADE3 version
was used in this Chapter rather than SPADEL.

SPADE3 was used to process synthetic datasets using default parameters (as described
in Section 3.2.7). The auto tree partitioning tool was used to split the spanning tree into
two populations, then the population number was compared to the known reference value
of 1,000 cells per cluster, or 50% of total cells events, for both the separation and skew
datasets. For the separation dataset, the absolute difference in cell count of each cluster
between the software output and the reference value was calculated for each SI condition.
The results show that the accuracy and repeatability of SPADE3 decreased as the SI
decreased from 40.3 to —0.3, with performance deteriorating noticeably at a SI value of
—0.2 and below (Figure 3.12). These results were to be expected, because defining the
boundary between one cluster and another becomes progressively more difficult as clusters
get closer together.

The benefit of applying the synthetic datasets to test software such as SPADE3 was
the ability to quantify for the first time the SI value where the software began to lose
performance. The high level of control in designing the gap between cell populations
within the synthetic datasets would have been very difficult to achieve with real cell data.
Furthermore, since the absolute counts and frequencies of each cell population was known
in the synthetic dataset, the evaluation of the software was based on robust absolute
traceable figures, and did not rely on comparison with a manually gated reference sub-
population count, which has already been shown to be operator dependent and potentially
biased [42, 43].

In the design of the skew dataset, a constant SI value of —0.2 between clusters was cho-
sen because it fell in the critical region where the SPADES software began to deteriorate.
The skew dataset was processed through SPADE3, then the difference in cell population
percentage of the cluster between the SPADE3 output and the reference value was cal-
culated for each skew condition and cluster pair orientation. It was found that, for each
cluster pair orientation, increasing the level of skewness in the clusters had no effect on
the accuracy and repeatability of SPADE3. However, at each level of skewness, SPADE3
was able to partition the two clusters with improved performance when the orientation
was tail-to-tail, followed by head-to-tail and finally head-to-head (Figure 3.13).
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Figure 3.12: The synthetic two-cluster separation dataset was run through SPADE3, then the
absolute difference between the SPADE3 cell count to the reference value of cluster 1 was
calculated. Result demonstrates the accuracy and repeatability of SPADE3 deteriorates as the

distance between clusters decreases. Data shows mean £1SD.

This pattern of performance appeared to correlate with the density of points between
the two clusters. The skew dataset was planned with skewness and skew orientation
among the variable design factors, and the separation between clusters as constant factors.
The systematic way this skew dataset was designed allowed for the pattern of behaviour
of SPADE3 to become apparent. This finding suggests the SPADE3 algorithm is well
suited to analysis of skewed data albeit with a performance bias and sensitivity depending
on skewed cluster orientation. This may not be the case for other algorithms that use
different clustering techniques, in particular those that use a Gaussian mixture model-
based clustering approach. Further work to investigate this in a software comparison

study is conducted in Chapter 4.

3.3.4 Assessment of software performance based on synthetic

data

One of the benefits of synthetic data is that, as well as ‘true’ population counts and fre-
quencies, an estimate of the true membership of a cell to its cluster is known a priori.

This is not the case with real cell data, where membership of a cell to a population is
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Figure 3.13: The synthetic two-cluster skewed dataset was run through SPADE3, then the gap
between the SPADE3 cell population percentages and the reference cell population percent-
ages was calculated. Increasing the cluster skewness in the datasets did not affect SPADE3
performance. However, the accuracy and repeatability of SPADE3 improved as direction of the
cluster pairs changed from head-to-head to head-to-tail, and then to tail-to-tail. All clusters

had separation index of —0.2. Data show mean +1SD.

estimated by an analyst performing manual gating. Here, the evaluation of robust perfor-
mance metrics of SPADES3 runs on synthetic datasets was demonstrated using confusion
matrix analysis.

Each cell event in the synthetic dataset was pre-assigned a cluster membership on
generation. These cluster memberships were withheld for the SPADE3 analyses. After
running the datasets through SPADE3, the software predictions of cluster memberships
for all 2,000 cell events were compared with the reference cluster memberships using the
R package caret. Events in cluster 1 were arbitrarily assigned as positive cases.

The results from the SPADES3 analysis of the synthetic separation dataset (Table 3.5)
showed a classification accuracy (Eq. 3.5) greater than 90% with SI values of —0.1 or
greater. Accuracy fell to 86% and 43% at SI values of —0.2 and —0.3 respectively (Fig-
ure 3.14A).

The same pattern appeared with the precision metric, also called positive predictive
value (Eq.3.6) with values greater than 90% at SI values of —0.1 or larger, then falling to
81% and 50% at SI values of —0.2 and —0.3 respectively (Figure 3.14B). The recall metric
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Figure 3.14: Performance metrics for SPADE3 analysis of separation dataset.

Table 3.5: Performance metrics for SPADE3 analysis of separation dataset

Separation Mean Mean Mean Recall Mean F1
index Accuracy (%) Precision (%) (%) (%)
—0.3 43.0 49.8 45.8 47.4
—0.2 86.1 80.5 91.6 85.1
—-0.1 93.9 93.5 94.4 93.9

0 97.0 97.0 97.2 97.0
0.1 98.6 98.7 98.5 98.6
0.2 99.7 99.8 99.7 99.7
0.3 99.98 99.97 100.00 99.98

that measures the rate of true positives identified (Eq. 3.7) gave perfect scores of 100%

at SI of +0.3, scored greater than 90% at SI values of —0.2 or greater, and deteriorated
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to 46% with SI of —0.3 (Figure 3.14C). The F1 score (Eq. 3.8) was calculated from the
harmonic mean of precision and recall to give the overall accuracy of SPADE3. The F1
score remained above 90% for SI values greater than —0.1, then fell to 85% at a SI value
of —0.2 and reduced further to 47% at a SI value of —0.3 (Figure 3.14D).

The results from the classification analysis reinforce the finding that SPADE3 per-
forms strongly when clusters are well-separated, but the accuracy decreases as clusters
approach a SI value of —0.2 and falls to below 50% when processing overlapping clusters
with SI values of —0.3. The application of this synthetic flow cytometry dataset in this
instance has helped to illustrate good performance characteristics and ranges, but also
limitations of SPADE3 with respect to cluster separation both with normal and skewed
cluster probability distributions.

When taken together in comparison to reporting the accuracy and precision expressed
as the difference to reference count +1SD (as in Figure 3.12), the binary classification
metrics calculated here were judged to be more difficult for users to interpret, particu-
larly without any given acceptability thresholds. For example, for the separation dataset
analysis at an SI of —0.1, a mean F1 score of 94% is less informative than a difference
to reference count of 56 + 34, and such a high score could potentially mislead users into
assumptions of high performance and a false sense of confidence in the measurement out-
puts of software tools. For this reason, the classification metrics have not been used in
Chapter 4, where similar separation and skewed synthetic datasets are applied. However,

these metrics were explored in Chapter 5 for the rare cell datasets.

3.4 Discussion

This Chapter has introduced a systematic method of designing and generating synthetic
flow cytometry datasets, with specific focus on control of the distance between clusters
and the probability distributions of events within clusters. The computer-generated flow
cytometry datasets have been applied to an automated data analysis software, SPADES,
and results have shown that the synthetic datasets are capable of critically assessing the
quality of the software outputs and hence the software performance. In addition, this
Chapter has given an example of quantifying performance assessment using synthetic
datasets that is robust compared with using real-world datasets.

The systematic approach implemented within this research to produce flow cytome-
try datasets is straight forward to execute computationally, but would be complicated to
achieve experimentally due to uncontrollable external sources of variation within real cell

datasets, thus synthetic datasets here overcome the limitations of acquiring real datasets.
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The synthetic datasets have the same range of data properties as their biological equiva-
lents and can serve as credible substitutes for real flow cytometry datasets for the testing
of automated cell population identification software.

It is noted here that in most cases algorithms that underpin flow cytometry analysis
software have been previously published, but it is (at times) inherently opaque implemen-
tation of algorithms in executable code that whilst allows understanding of inputs and
outputs, does not allow a full understanding of the data transfer functions. Application
of these synthetic datasets to an automated cell population identification software such
as SPADE3 can therefore help users understand how the underlying ‘black box’ algorithm
works.

The work presented here identified the regions where SPADE3 began to lose perfor-
mance, specifically where two clusters are located at a SI value of —0.2 or less. These
results suggest that SPADES is not specifically affected by the probability distributions
of data, but is more sensitive to the relative density of data points between two clusters.

Findings such as these can provide guidance to users on software selection when having
to contend with large array of potential software solutions [167] (i.e. in this exemplar
whether SPADE3 would be an appropriate tool of choice for automated analysis of real
data containing heavy overlapping of clusters), and then help to understand the validity
of their automated analysis outputs.

A further benefit of synthetic datasets was apparent when assessing the accuracy and
repeatability of software performance, because the synthetic datasets contained an esti-
mate of the true assignment of cells to clusters designed into the data, therefore allowing
the comparison of software predictions with known ‘true’ conditions hence an absolute
analysis. In contrast, with real data, the assignment of cells to subpopulations must first
be manually determined (often with potential difficulty and error), then the dataset la-
belled, before comparisons to software outputs can be calculated. These additional steps
are time-consuming and less robust.

The variability observed in manually gated datasets means either the analysis from a
single expert must be taken as the best estimate of the ‘true value’; or a pooled manual
analysis from a group of experts is used. The first option risks bias, and the second is
dependent on the accuracy and repeatability of the group. In both instances, it is difficult
for the final analysis to be as robust compared with synthetic datasets.

There are also a few disadvantages with synthetic datasets. Since synthetic datasets
are built on examples of real data, the quality of real data will directly impact that
of synthetic ones. For this reason it is valuable to have access to reliable sources of

flow cytometry experimental data that are acquired following MIFlowCyt standards [50].
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Constructing mathematical models of the phenotypic properties of cell populations in flow
cytometry data relies on having large quantities of those cell subsets of interest, that are
well characterised. This task may be straightforward for stable cell lines or normal healthy
donors, however it is more difficult to achieve in disease cases, where occurrences in the
general population are fewer in number. Therefore, the cell characteristics inferred from
these limited real world examples may be less accurate. Additionally, the cell populations
among disease cases may present wide biological variations in cellular phenotypes from
patient to patient (e.g. heterogeneity in circulating tumour cells) and may be dependent
on stages of disease progression. As such, although the aim is to create synthetic datasets
that are as realistic as possible, there may be features missing as a function of boundary
conditions and design assumptions.

An further difficulty with synthetic datasets is the need to validate their accurate
representations of the properties of real data. In this research, this was done in a quan-
titative way for validating separation between clusters, and in a qualitative way for skew
properties through visual comparisons, and the other data properties were not validated
because it was outside the scope of this initial study. These different methodologies per-
haps allude to the nascent nature of the field and the lack of established methods and
tools available for extensive validation of synthetic datasets against real ones.

Besides being a benchmarking tool for software developers, possible further applica-
tions of synthetic datasets include their use as educational and training tools for manual
gating, as part of external quality assessment (EQA) and proficiency testing schemes. In
addition, as cell identification and quantification in medical diagnostics and cell therapy/
regenerative medicines manufacturing fields move increasingly towards automated ma-
chine learning and artificial intelligence techniques, it is likely that synthetic datasets will
have important regulatory applications as digital reference materials and standards, as
well as potential regulatory implications.

Following this Chapter’s assessment of SPADE3 performance when challenged with
separation and skewed synthetic datasets, the next chapter (Chapter 4) extends the re-
search with a comparison study, using the same synthetic datasets, across multiple au-
tomated data analysis software tools that employ various clustering algorithms such as
k-means, hierarchical, partition, density-based, model-based, spectral clustering and self-
organising maps.

Further investigations on flow cytometry synthetic datasets will aim to generate datasets
with controls on other flow cytometry data properties identified in Table 3.2, and more
complex datasets with multiple controlled factors. Chapter 5 will focus on developing

and optimising synthetic datasets with rare cell populations with and without skewed
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distributions, and Chapter 6 will focus on noise characteristics.

3.5 Chapter conclusions

e The common characteristics and statistical properties of flow cytometry data were
identified as the: number of clusters, number of datapoints, number of dimensions,
cluster separation, cluster distribution, and noise.

o Using the R programming environment, a method was developed to simulate cluster
separation and skewed distributions in synthetic datasets in a highly controlled
manner.

e The simulated clusters with different degrees of separation were validated with real
cell data showing a range of equivalent distances between clusters.

e The simulated skewed clusters were shown to mimic the non-normal distributions
apparent in real PBMCs data with clear asymmetry around the mean.

o The synthetic datasets were successfully processed through SPADE3, with their
known ground truths allowing SPADE3’s performance to be defined with absolute
statements of accuracy and repeatability.

» Synthetic datasets can overcome certain limitations of real datasets, such as difficul-
ties in their acquisition in terms of cost and time, lack of ground truth, requirement

for laborious labelling, privacy concerns and ethical considerations.
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Software comparison

The publication listed below was an outcome of the work reported in this Chapter:

Cheung M, Campbell JJ, Thomas RJ, Braybrook J, Petzing J. Assessment of
Automated Flow Cytometry Data Analysis Tools within Cell and Gene Therapy
Manufacturing. International Journal of Molecular Sciences. 2022; 23(6):3224.
https://doi.org/10.3390/ijms23063224

4.1 Introduction

In the previous Chapter, a method to generate synthetic flow cytometry datasets con-
taining controlled separation between clusters with normal or non-normal probability
distributions was developed. The synthetic datasets demonstrated clear similarities in
cell distribution characteristics when compared against real world flow cytometry data
(Figures 3.7 and 3.8), and were applied to an exemplar automated cell population iden-
tification tool, SPADE3, to assess its performance.

This Chapter brings together the work carried out in Chapters 2 and 3 by using
these synthetic datasets to perform a study to assess the accuracy and reproducibility of
the software tools selected at the end of Chapter 2, each of which implement different

unsupervised clustering algorithms (Table 2.3).

4.1.1 Chapter aims

The aims of this Chapter are to:

o Apply systematically designed synthetic flow cytometry datasets for software com-

parison studies.
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o Investigate the effect of cluster separation on software performance in terms of
accuracy and repeatability.

o Investigate the effect of normal/skewed cluster distributions on software perfor-
mance in terms of accuracy and repeatability.

o Understand the performance characteristics of software tools at their base function-
alities, and uncover their potential strengths and limitations.

o Demonstrate the capability of synthetic datasets as reference datasets for bench-
marking of software tools, towards achieving confidence in automated cell measure-

ments.

4.2 Methods

4.2.1 Datasets

In order to perform a fair comparison between different automated data analysis software,
synthetic flow cytometry reference datasets were designed and generated (as described in
Chapter 3). Out of the commonly recognised data characteristics or potential statistical
attributes identified (in Chapter 3, Table 3.2), the separation and the skew characteristics
were targeted for controlled modification in the datasets, because these properties had
not been addressed in previous work and/or the designs had not been approached in a
systematic manner. To retain the focus on these properties, non-target characteristics
such as cluster sizes and the number of dimensions were kept constant, and the element

of noise relating to real data was excluded to keep the datasets clean.

4.2.1.1 Separation dataset

The purpose of these datasets was to evaluate software performance in identifying and
partitioning cell populations as the clusters came close together. A two-cluster separation
dataset was generated as described in Section 3.2.5. A three-cluster separation dataset

was generated using an identical method, but with the number of clusters set to 3.

4.2.1.2 Skew dataset

The purpose of this skew dataset was to evaluate software performance in identifying
and partitioning cell populations as the clusters displayed different levels of non-normal

distributions.
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Skew datasets were built as described in Section 3.2.6, generating a library of two-
cluster synthetic datasets in two dimensions with 1,000 datapoints per cluster, with dif-

ferent levels of skew and skew-direction pairs (head-to-head, head-to-tail, and tail-to-tail).

4.2.2 Software runs

The synthetic datasets were processed through six flow cytometry automated data anal-
ysis software (Table 4.1), each of which implement different unsupervised clustering algo-
rithms: Flock2 [78], flowMeans [75], FlowSOM [73], PhenoGraph [70], SPADE3 [68, 105]
and SWIFT [88, 89]. The datasets were also processed through SPADE1 however the
runs were unable to be completed successfully (error messages encountered mid-run).
The input parameters used for software runs are listed in Table 4.2. The same input
parameters were used for both the separation and skew datasets. To enable comparability
between software, user parameters were kept as similar as possible, and in most cases
default settings were used. Where required, manual intervention of outputs was kept to

a minimum.

4.2.2.1 Flock2

Flock2 analysis was performed on the web-based platform ImmPort Galaxy version 1.2 [182].
FCS files were uploaded to the platform, and converted to a text file using the ‘Convert
FCS to Text’ tool prior to analysis.

4.2.2.2 flowMeans

Initial lowMeans analysis was performed on FlowJo v10 using the R-based plugin included
with the installation package. However, later in this research, issues with the plugin began
to emerge and after the FlowJo platform failed to deliver results, analysis was switched to
the native R platform configuration of flowMeans. Visual inspection of the outputs from

both platforms showed comparability with highly similar clustering characteristics.

4.2.2.3 FlowSOM

FlowSOM analysis was performed on the web-based platform ImmPort Galaxy version
1.2 [182]. FlowSOM (Galaxy Version 1.0) was run using a grid size of 3 x 3 from the
default of 10 x 10, to force three clusters to be returned. A grid size of 2 x 2 was found

to be an invalid input; two clusters could not be returned.
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Table 4.1: Description of computational tools used in this study.

Computational tool

Description

Reference

Flock2

flowMeans

FlowSOM

PhenoGraph

SPADEL, SPADE3

SWIFT

FLOw Clustering without K; grid-based density clustering
algorithm, where the data are divided into hyper-regions,
then dense regions are identified, merged and points assigned
to their nearest centroids.

k-Means based clustering that allows multiple clusters to
model a single population, with overlapping clusters later
being merged.

A workflow that reads the data, builds a self-organising map
(SOM), builds a minimal spanning tree then computes a
meta-clustering output.

Constructs a k nearest neighbour graph from high-
dimensional data, then uses the Louvain community detec-
tion algorithm to partition the graph into sub-populations.
Spanning-tree progression analysis for density-normalized
events; performs deterministic density-dependent downsam-
pling, then k-means based clustering, followed by minimal
spanning tree construction. A tree partitioning algorithm
aids semiautomated interpretation of data.

Scalable Weighted Iterative Flow-clustering Technique;
Gaussian mixture model-based clustering, followed by split-
ting and merging steps to obtain final clusters that are uni-

modal but not necessarily Gaussian.

[78]

[75]

[73]

[70]

[68, 105]

[88, 89]
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4.2.2.4 PhenoGraph

PhenoGraph analysis was performed on the R platform using Rphenograph version 0.99.1
[183]. The output number of clusters is not a specifiable parameter in PhenoGraph,
instead, the input parameter k£ (number of nearest neighbours) needs to be determined to
cause the software to output an estimated desired number of clusters. Initial testing on
synthetic data with 2,000 points found the default input of k£ = 30 returned outputs of
approximately 16 clusters (Figure 4.1A). This output required excessive subjective manual
intervention and interpretation to reduce down to two or three clusters, so could not be
used. To reduce the output number of clusters, the input k value needed to be increased.
However, increasing k£ until the output reached two or three clusters was not practical
because of long run times (>5h) required to compute k nearest neighbours of each data
point. Subsequent testing showed a starting k value of 150 returned manageable outputs
of approximately eight clusters (Figure 4.1B). If the output remained above eight clusters,
k was increased by 50 iteratively until the output reached eight clusters or fewer.

It is noted that the PhenoGraph algorithm is intended for clustering of high-dimensional
data and not necessarily optimised for analysis of the two-dimensional datasets applied
here. From our groups broader collaborations recently and over many years with; big
pharma, contract manufacturing organisations, clinical centres, external quality assess-
ment (EQA) centres, international measurement institutes etc, it is very apparent that
the availability of (in this instance) flow cytometry data analysis software can often lead
to inappropriate application of said software. This is not unique to biometrology or the
biosciences. This behaviour is repeated in other metrology domains and in other indus-
trial sectors. It is a human factors issue and is symptomatic of operators trying to glean
further insight from data when not necessarily understanding the boundary conditions
and performance criteria of the software tools that are easily and commercially available.
It is often the case that available functions within the software solutions can be too com-
prehensive for tasks at hand. Studies already exist where PhenoGraph performance has
been tested using artificial two-dimensional data [184]. Given that PhenoGraph presents
an alternative mathematical solution to the other software platforms investigated here,
then it remains useful for users to see the characteristics of its clustering on a basic
level compared with other methods, and be better informed about the choice of software

solution for their specific data analysis task.
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Figure 4.1: The effect of the input parameter k on the output number of clusters in Pheno-
Graph.
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4.2.2.5 SPADE1

SPADE] analysis was performed on the web-based Cytobank platform [119]. The SPADE1

runs on synthetic datasets could not be completed and analysis was not continued.

4.2.2.6 SPADE3

SPADE3 was run within Matlab R2019a. Each FCS file was run separately with no
pooling (combining separately downsampled data into one meta-downsampled dataset),
noting that all other platforms did not offer pooling. SPADE3 outputs were partitioned
into two final populations using the semi-automated partitioning tool, with all suggested
partitions being accepted. If three final populations were desired, the larger subpopulation

from the first split would be selected for further partitioning.

4.2.2.7 SWIFT

SWIFT was run within Matlab R2019a. The SWIFT output number of clusters did not
always match the input cluster number, and minimal manual interpretation was sometimes

required to join separate clusters together to return the desired two or three clusters.

Table 4.2: User parameter settings for software runs.

Software Parameter Setting

Bins Auto
Flock2 Density Auto

Calculate centroids using Mean fluorescence intensity
flowMeans Max number of clusters 3 (values below 3 invalid)

Number of expected metaclusters 3
Grid size 3x3
PhenoGraph k, number of nearest neighbours 150

FlowSOM

Target number of nodes Failed run
SPADE1
Downsampled events target Failed run
Outlier density 1st percentile (default)
SPADE3 Target density 20,000 cells (default)
Number of desired clusters 100 (default)
Input cluster number 2
SWIFT
Arcsinh transformation 0
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4.2.3 Statistics and performance evaluation metrics

The software outputs were recorded, and the absolute difference between cell populations
of cluster 1 to the reference value was calculated in percentage terms, as in Eq. 4.1.

|A - B

Difference to reference % = ————
Total events

x 100 (4.1)

where A is the reference cluster 1 count, and B is the software cluster 1 count. The means
of the difference to reference percentage values of each group were calculated, along with
the sample SDs and CVs to assess repeatability.

Binary classification metrics have not been included in this Chapter because, as noted
in Chapter 3 (Section 3.3.4), the values were objectively difficult to interpret in the ab-
sence of given acceptability thresholds, and less informative compared with statements of

accuracy and repeatability expressed as the difference to reference count +1SD.

4.3 Results

4.3.1 Output number of clusters

This study assessed the performance of the six automated data analysis software, each
of which implement different clustering algorithms to identify and quantify cells: Flock2,
flowMeans, FlowSOM, PhenoGraph, SPADE3, and SWIFT (density-based, k-means, self-
organising map, k-nearest neighbour, deterministic k~-means, and model-based clustering,
respectively).

The initial investigation was focussed on whether the software could partition the
datasets to give the same number of clusters originally designed into them. It was
found that returning the desired number of clusters was straightforward for tools such
as flowMeans, where the input number of clusters (k) directly determined the output.
Obtaining the desired number of clusters from other software was more complex. In
SWIFT, the input k served as an initial estimate which sometimes varied from the final
output cluster number after subsequent cluster splitting and merging processing steps. In
SPADES3, the default user settings automatically over-clustered the data into a minimum
spanning tree with hundreds of nodes, with a subsequent ‘semi-automated’ feature to
suggest tree partitioning to the user. Here, the tree partitioning step was applied until
the desired number of clusters were produced. PhenoGraph, and occasionally Flock2 and
SWIFT, tended to over-cluster the data, so additional manual steps were performed to

merge sub-clusters together. Over-clustering is taken to mean the algorithm gives large
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numbers of clusters that can be an order of magnitude greater than the desired number
of clusters.

In general, the manual workload increased in proportion to the number of clusters
generated by a software above the desired amount, illustrating a paradox of increased
human intervention in a supposedly automated process designed to reduce operator vari-
ation. This study also found that flowMeans and FlowSOM did not permit outputs of
two clusters, so processing of two-cluster datasets returned a minimum cluster number of
three, thus again requiring a manual merging step.

Overall, strategies to obtain the desired output number of clusters varied significantly
between different software, with some requiring repeated tuning of input parameters
and/or post-clustering manual interpretation steps, suggesting a high level of operator
training required, as opposed to casual use. This is an important facet when considering

that the intention of automated software is often to reduce operator variation.

4.3.2 Clustering characteristics

The different software tools tested here all utilised different clustering algorithms, and
certain data partitioning characteristics became particularly noticeable with overlapping
clusters as the data because unstructured. Reference two- and three-cluster designs are
depicted in Figures 4.2A and 4.3A, respectively, with SI values of —0.2, 0.0 and +0.2, along
with the raw software clustering outputs, before manual intervention was performed to
merge sub-clusters together from e.g., Flock2, flowMeans, FlowSOM and PhenoGraph.
Scatterplots of the software clustering results show how neighbouring clusters from Flock2
and flowMeans were separated with hard straight line boundaries often radiating from a
central region (Figures 4.2B, 4.2C and 4.3B, 4.3C). Whereas divisions among FlowSOM,
PhenoGraph and SPADES3 clusters resembled meandering twisting lines that had echoes of
underlying merged sub-clusters (Figures 4.2D, 4.2E, 4.2F and 4.3D, 4.3E, 4.3F). Clusters
from SWIFT had softer boundaries, with the fitted Gaussian models visible that slightly
overlap each other (Figures 4.2G, 4.3G).

4.3.3 Two-cluster separation

To assess the performance of software as cell populations come closer together, synthetic
two-cluster datasets were generated with multiple replicates at each separation index
condition (as described in Section 4.2.1.1).

While clusters remained separate and distinct with a SI > 0.1, all software outputs

were similar to the reference value (differences ranged from 0.01% to 0.97%), and strong
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repeatability was observed (all standard deviations below 0.8%). However, as the two
clusters came closer together and the SI approached and fell below 0.0, all six software
platforms displayed a decrease in performance; the differences between the software values
and the reference value widened, and repeatability deteriorated as demonstrated by the
extent of the error bars (Figure 4.4). The critical SI region appeared to be around —0.1,
any further overlapping of clusters resulted in sharp reductions in software performance
and erratic outputs. To place this in the context of real data, the identification of chimeric
antigen receptor (CAR)-T cells (e.g., on the basis of the CD19 protein) routinely requires
the analysis of less well-separated clusters that fall into this SI region of —0.1 [185].
Overlapping clusters appeared to have the most detrimental effect on Flock2 performance,
with differences to the reference value widening from (3.0 + 4.1)% at SI —0.1 to (11.9
+ 9.6)% at SI —0.2. flowMeans showed similar trends of reduced performance, with
difference to reference of (6.1 + 4.0)% at SI —0.1 and (9.6 + 4.3)% at SI —0.2 . In
contrast, the smaller differences in SWIFT outputs to reference from (1.4 £+ 0.73)% to
(5.7 £ 2.6)% at SI —0.1 and —0.2 respectively indicated somewhat better detection of
overlapping normally distributed cell populations. However, SWIFT was not able to
return two clusters at SI —0.3.

Overall, application of the synthetic two-cluster separation dataset revealed that
SWIFT performed better compared to FlowSOM, followed by SPADE3 and PhenoGraph

in terms of accuracy and repeatability.

4.3.4 Three-cluster separation

Evaluation of the effect of cluster separation on software performance was extended by
introducing another cluster to the dataset. The three-cluster dataset added an additional
level of complexity because the software now had to make two partitions in the dataset
rather than one. Having three clusters also negated issues such as FlowSOM giving a
minimum cluster of three for the two-cluster dataset. After causing each software to
return three clusters, the number of points per cluster was recorded and the population
count of Cluster 1 was arbitrarily selected to compare against the reference cluster count
of 1,000 out of 3,000 total events.

The results displayed similar trends in accuracy and repeatability to the two-cluster
dataset (Figure 4.5). All of the software maintained good accuracy and repeatability at
SI > 0, with the exception of FlowSOM at SI 0.1, which displayed lower performance than
others. As the SI decreased below 0, software performance again began to deteriorate.

The reduction in performance for all software was again particularly noticeable from SI
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—0.1 to —0.2. Below SI —0.2, the deterioration of performance appeared to plateau
for lowMeans, PhenoGraph and SPADE3. Given that it showed consistently smaller
differences to the reference value at SI > 0 than other software, flowMeans appeared to
be less affected by overlapping clusters, however whether this was a merit of the software
or a consequence of ‘random’ equal partitioning of the dataset is questionable. Flock2
did not identify three clusters at a SI —0.2, and SWIFT at SI —0.3, further highlighting
regions of the separation index dataset where clusters became difficult to resolve. Again
it is noted that three-cluster partitioning is prevalent in manual cell analysis, for instance
in the separation of blood cell populations: lymphocytes, monocytes and granulocytes on
FSC vs SSC plots.
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Figure 4.2: Clustering examples from different software on a two-cluster synthetic flow cytom-

etry dataset with different degrees of separation between clusters.

93



Chapter 4. Software comparison

Separation index

(A) Reference s

(B) Flock2 ”

(C) flowMeans s

(D) FlowSOM .

(E) PhenoGraph =

(F) SPADE3 ”

(G) SWIFT s

Figure 4.3: Clustering examples from different software on a three-cluster synthetic flow cy-

tometry dataset with different degrees of separation between clusters.
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Figure 4.5: Performance of different software with a three-cluster separation dataset.
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4.3.5 Skew

To understand whether the behaviours of software were limited to clusters with nor-
mal distributions, datasets containing clusters ranging from normal symmetrical to more
asymmetrical skewed distributions were generated and processed through the software.
Initial runs were performed on skew cluster pairs with a tail-to-tail orientation used here
as an exemplar of real flow cytometry data.

The results showed that once again, different software returned different clustering
outputs and partitioning characteristics from the same dataset (Figure 4.6). Obtaining
the desired output number of clusters, two, was straightforward with Flock2, lowMeans,
SPADE3 and SWIFT. FlowSOM gave a minimum output of three clusters, resulting in
the appearance of a horizontal bisect of one of the two populations. PhenoGraph outputs
partitioned the data into approximately eight clusters as a result of the k value that was
selected as a compromise between excessive manual intervention and long computational
run times (see Section 4.2.2.4).

Software responded to increasing levels of skew in different ways. In clusters with heavy
skew, Flock2, FlowSOM and SPADE3 appeared to partition the data in a more similar
manner to the reference dataset compared with flowMeans, PhenoGraph and SWIFT
(Figure 4.6). In this tail-to-tail configuration, Flock2 outputs showed improved accuracy
and repeatability as the levels of skew increased, going from a difference to reference of
(23.5 £ 16.1)% at no skew (= 0) to (4.2 £ 3.0)% at heavy skew (a= 10) (Figure 4.7).
The opposite effect was observed for PhenoGraph, with the gap to reference widening
from (5.2 + 3.9)% at skew a = 0 to (9.7 &+ 8.4)% at skew a = 10. In comparison, other
software outputs showed no significant differences in performance as illustrated in Figure
4.6. A weak trend was observed for SPADE3 to have better accuracy and repeatability
as the level of skew in the datasets increased, and the opposite trend (slight decrease in

performance) was observed for SWIFT (Figure 4.7).

4.3.6 Skew orientation

It was thought that as well as the level of skewness, the orientation of skew clusters to
each other could be a factor affecting a software’s ability to identify cell populations.
To investigate this further, the two-cluster skew dataset (initially orientated tail-to-tail),
was extended to include cluster pairs facing both head-to-head and head-to-tail directions
(Figure 4.8). Again it was seen that whilst most software were able to return two clusters,
FlowSOM returned three clusters, and PhenoGraph overclustered the data.

The extension of the skew dataset revealed SWIFT to be the software most affected
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by skew clusters. In the head-to-head configuration, the gap to reference declined from
(2.6 £+ 2.2)% at skew av = 0 to (35.7 = 21.6)% at skew o = 7.5 (Figure 4.9). Furthermore,
SWIF'T failed to return any output at skew ae = 10. The head-to-head pairings also showed
flowMeans decreased in performance with increasing skew, with difference to reference
going from (9.8 £ 4.5)% at skew a = 0 to (18.0 = 4.5)% at skew a = 10.

Comparison across all software suggested FlowSOM and SPADES3 were least affected
by skew distributions, both outperformed Flock2 and flowMeans in terms of accuracy and
repeatability.

In the head-to-tail orientation, SWIFT’s performance was noticeably lower than other
software at every level of skew above 0 (Figure 4.10). For instance, the difference to
reference of (21.3 £ 3.0)% at skew a = 7.5 was worse than the average of all other
software (7.5 + 3.8)%. This suggested the strategy SWIFT utilises to fit data to Gaussian
distributions followed by splitting and merging steps may be challenged by the processing
of non-Gaussian distributions.

An alternative visualisation of the results from the skew dataset runs suggest most
of the software tested showed a decline in accuracy and repeatability as the orientation
shifted from tail-to-tail, to head-to-tail and then head-to-head, respectively (Figure 4.11).
For instance, at skew a = 7.5, the reduction in performance from tail-to-tail, to head-
to-tail and then head-to-head was shown for Flock2 (5.4% + 5.4%, 7.5% + 4.7% and
16.8% =+ 14.6%, respectively), FlowSOM (4.3% + 3.8%, 6.4% + 3.9% and 8.5% =+ 6.6%,
respectively) and SWIFT (4.6% + 3.7%, 21.3% =+ 3.0% and 35.7% =+ 21.6%, respectively),
to give a few examples. This pattern was generally observed at all levels of skew tested.

The changes in performance was likely due to the reduction in the density of events
in between the two clusters moving between one orientation to the other, i.e. the higher
density of interface events in the head-to-head orientation made data partitioning more
difficult. An interesting exception to this pattern was observed with PhenoGraph, where
analysis of tail-to-tail skew clusters appeared to slightly reduce in accuracy and repeatabil-
ity compared with the head-to-head orientated skew clusters. This was possibly because
of characteristics of the PhenoGraph algorithm, or more likely that the significant man-
ual intervention required to merge output clusters together to achieve final outcomes
artificially improved PhenoGraph results.

Taken together, automated analysis of these synthetic skewed datasets revealed the
effects of skew on software performance were largely software dependent, and affected
different classes of clustering algorithms in varying ways. Software that model Gaussian
distributions onto data were the least well performing (flowMeans and SWIFT). Density-

based clustering software appeared to be unaffected by skew characteristics in the data
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(Flock2). FlowSOM, SPADE3 and PhenoGraph performed well against other software
tested here, potentially because they implement overclustering steps that break up the
data into smaller populations that each differ in skew properties from the main major

population.
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Figure 4.6: Clustering examples from different software on a two-cluster dataset with skew
distributions. Two levels of skew are shown, light skew (o = 2.5) and heavy skew (a = 10),

with cluster orientations all facing tail-to-tail.
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Figure 4.7: Performance of different software on a dataset with skew cluster orientations facing
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Figure 4.8: Clustering examples from different software on a two-cluster dataset with skew

pairs facing different orientations. All clusters shown with heavy skew (o = 10).
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Figure 4.9: Performance of different software on a dataset with skew cluster orientations facing

head-to-head.

60 1

N
o
L

Difference to reference %
N
o

Skew alpha value

Software

—o— Flock2

—o— flowMeans

—- FlowSOM

—o— PhenoGraph

—o— SPADE3
SWIFT

Figure 4.10: Performance of different software on a dataset with skew cluster orientations

facing head-to-tail.

103



Chapter 4. Software comparison

Direction -e- Head-to-head -e— Head-to-tail —e— Tail-to—tail

60 Skew 2.5 Skew 5

40 -
g }
L. L_ﬁi__Ei__ﬂi__ﬁ_{__}_i_ --j___i_i___ﬁi___iii__hj___'_i_
g 60 Skew 7.5 Skew 10
a

20- 3 ¢ { }

NG 25 0 AR B gt Bl

oo o\ﬂ\“ea(\ QO &0 (\00@9 o 6‘“\?« oo 0@“&(\ QO & (\oc"?}Q ?P‘Oéo o

Figure 4.11: Performance of different software on a dataset with skew cluster orientations

facing head-to-head, head-to-tail, and tail-to-tail.
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4.4 Discussion

Characterisation of ATMPs by automated flow cytometry data analysis software have
the potential to improve the quality, repeatability, and robustness of biomanufacturing
processes by reducing operator variation as a function of subjective manual gating of
clustered data. However, the lack of clarity in how these software derived outputs from
inputs, coupled with the absence of toolsets for software validation and standardisation
potentially restricts their implementation by the manufacturing community. In addition
it presents challenges from a clinical and regulatory perspective.

Previous work on the inter-comparison between synthetic and a real dataset showed
clear visual correlation among cell distribution characteristics examples (Chapter 3). Con-
sequently, for this particular cross platform comparison there was confidence that the
synthetic data mirrors the key characteristics of low dimensionality cluster data, demon-
strates design flexibility and application, and allows for traceable benchmarking (absolute
accuracy and repeatability), without the further need to run the platforms through further
real data. Nevertheless, the results obtained with synthetic datasets here are further val-
idated with actual experimental data containing cell populations with different distances
between clusters and skewed data distributions later in this thesis, in Chapter 7.

In this study, synthetic datasets have been designed and applied to test the per-
formance of six automated flow cytometry cell population identification computational
tools. The use of synthetic datasets with controlled distances between clusters demon-
strated similar patterns of behaviours between different software, in which accuracy and
repeatability deteriorated as clusters came closer together, particularly below the separa-
tion index value of —0.1. These software responses were expected given that overlapping
clusters change from multi-modal to unimodal distributions, progressively becoming one
large cluster with merged cell populations. The skew datasets implemented here iden-
tified considerable variation in outputs between software when processing non-Gaussian
distributed clusters, reflecting the different mathematical approaches employed by soft-
ware to identify cell populations.

Among the six automated tools assessed here, the SWIFT algorithm was found to
display better accuracy and repeatability compared to other tools as normally distributed
clusters began to overlap and their separation index shifted below 0. However, when as-
sessed further with skewed clusters, SWIFT performance noticeably declined more than
others as the skew levels increased. Insights such as these can give operators unfamiliar
with computational tools and algorithms a deeper understanding of the potential optimal

working ranges of these tools, and the variations in performance that can arise between
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them depending on the data structures. Furthermore, it could support upstream assay
design to ensure data outputs are fit for automated analysis, such as switching to fluo-
rophores leading to more optimised separation, or acquisition settings.

The synthetic dataset approach applied in this study to evaluate automated cell pop-
ulation identification tools extends on, but cannot be directly compared with findings
from previous comparison studies, because of the differences in datasets (synthetic and
real world) and dataset characteristics used. For example, studies have previously iden-
tified FlowSOM as high performing based on high dimensional datasets [47], however in
this study SWIFT outperformed FlowSOM in the low dimensional, normally distributed
dataset; although further testing in the presence of skewed clusters saw SWIFT perfor-
mance deteriorate.

Compared with previous software comparison studies, the datasets applied here reduce
the dependence on narrow cell model examples. Further strengths of this approach include
the use of measurable distances between clusters through the separation index, as well as
controllable skew parameters, with the benefit of allowing computational tools to be tested
one-factor-at-a-time, on controlled sets of criteria not feasibly generated from experimental
conditions. Of note, the synthetic datasets allow comparisons of software outputs away
from subjective manually gated reference values that lack a ‘ground truth’ thus providing
explicit statements of accuracy and repeatability.

This study specifically targeted the variation arising from data analysis within the
flow cytometry analytical process. Upstream sources of variation from starting materi-
als, sample processing, and instrumentation would require separate comparison studies
designed around those factors as variables (e.g. conditions such as lysis, wash, staining)
and with the data analysis software tool kept constant. With regards to the relevance of
this data to biological samples analysis, the synthetic datasets here have been designed
with essential properties that simulate their equivalent biological counterparts. There-
fore, software runs that fail on encountering such data characteristics would directly infer
on the (lack of) credibility of results from similar biological samples.

A recognised limitation of this work is that the number of markers simulated is lower
than those in real data (usually > 3-colour panels) because a priority in this study has
been to understand and benchmark how algorithms behave with two or three clusters be-
fore introducing further complexities into the datasets. Noting the successful referencing
and correlation study already completed between synthetic and real data (Chapter 3),
overall, real data have been excluded from this initial Chapter because they are signifi-
cantly more complex, containing sources of variation from upstream processes and noise

components that cannot be controlled to transparently understand the ‘black box’ nature
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of the algorithms investigated. Though this point is addressed later in Chapters 5 and
7 using clinically relevant data with rare cell populations, for inter-comparisons between
synthetic datasets and real datasets to be performed.

Additionally, it is very difficult to achieve absolute cell counts for real data, so defining
measurement accuracy (a critical component of this study) would not be possible. This
research here has applied clearly defined synthetic datasets to establish the base function-
ality of software at lower numbers of parameters before escalating to higher dimensional
datasets (i.e. we cannot run before we can walk). Having achieved this, building more
complex datasets is the next key area for further work, and once at that stage, further
comparisons between real datasets could illustrate even greater relevance.

The primary aims of the skewed datasets in this research were to investigate the first
order effect of cluster distribution characteristics on software analyses, and currently, as
a function of design of experiment, this has to assume a homogeneous cell population. To
address the potential for a more heterogeneous cell population mix, further work could
model cell subsets within the bulk-component of the skewed population with changing
phenotypes (e.g., stem cells undergoing differentiation, T cells in response to cytokine
activation), in line with the escalation of various components of complexity within the
synthetic dataset design.

Previous work within this group has specifically quantified human operator variation
when manually gating flow cytometry data that deals with the escalation of gating com-
plexity, and the consequential deterioration of repeatability (hence increase in operator
variation) [42, 43, 186]. Within this previous work there are clear indications of the
threshold of processing or data discrimination ability of operators. This presents an inter-
esting contrast of philosophy, because on the one hand manual gating is regarded as the
“gold standard” for reference values within typical EQA schemes, yet automated software
solutions are often regarded as a way of removing the operator variation, albeit this work
has determined that many aspects of the six software platforms assessed herein require
significant operator intervention to cause viable output of results. This suggests that the
overhead of operator variation has potentially just been shifted elsewhere within some of
the software environments. Without doubt this is another avenue of investigation for con-
sideration in the future alongside the other complexity components discussed above, and
also will (most probably) raise some significant regulatory questions about methodologies
and potential redefinition of best practice or gold standards.

In this Chapter, the initial performance characteristics of six automated flow cytome-
try data analysis software have been evaluated using synthetic reference datasets. Overall,

the results suggest that benchmarking of automated flow cytometry software platforms
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will be possible with a high level of testing integrity using synthetic cluster datasets. The
goal of this work was initially to enable biomanufacturers to make better informed deci-
sions about whether or not to implement automated data analysis tools in their workflow
instead of/ in addition to manual gating methods, based on their own cytometry data
— although it is clear it is also relevant to the clinical community and would potentially
impact regulatory science.

Where advanced analysis methods are deemed necessary, the clustering characteristics
of different analysis tools illustrated here will facilitate the selection of ones that are fit for
purpose. For users, these toolsets can be used to validate and verify installed software and
confirm that working ranges match the specifications of their own data. For regulators
inspecting process validation documentation, the inclusion of these datasets to provide
assurances in automated cell characterisation measurement processes would potentially be
desirable. There is potential for the development of synthetic digital reference materials
to provide assurances in advanced analytical methods, leading to enhanced measurement
confidence in ATMPs.

The results presented in this Chapter open up further work to explore more data
properties in synthetic dataset design. In particular, rare cell populations is a subject for

the work in Chapter 5, and noise parameters are assessed within Chapter 6.

4.5 Chapter conclusions

« Synthetic flow cytometry datasets containing specific distances between clusters and
skewed population distributions were applied to different software tools.

e The two-cluster and three-cluster separation datasets both demonstrated a reduc-
tion in performance from all software as the SI fell below 0.

o Application of the skewed dataset showed software tools responded differently to
increasing levels of skew, with results suggesting Flock2’s accuracy and repeatability
improved with heavier skew distributions, while PhenoGraph’s worsened.

o The orientation of skewed clusters was thought to be a factor affecting software
ability to identify cell populations, with the data suggesting a decline in accuracy
and repeatability as the orientation changed from tail-to-tail, to head-to-tail, and
head-to-head, respectively.

o Comparison across all software suggested SWIFT was most affected by skewed dis-
tributions, possibly because of its strategy to model Gaussian distributions onto the
data.

o The work here has demonstrated the capability of synthetic datasets as benchmark-
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ing toolsets for assessing the performance characteristics of software tools at their

base functionalities.
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Rare cells detection

5.1 Introduction

Previous chapters have investigated the effects of two properties within flow cytometry
data — distances between clusters, and skewed distributions — on the performances
of software. So far, cluster sizes designed in these synthetic datasets have been equal.
However, cell subpopulations in real flow cytometry data do not usually occur in equal
frequencies. In fact, cell subsets that occur in low frequencies, such as rare stem cells, or
circulating tumour cells, are often of greater biological significance. This chapter explores

the variation in software performance when a rare cell population is introduced.

5.1.1 Definition and examples of rare cell populations

Definitions of what constitutes a rare cell population are variable in the literature de-
pending on cell types, but generally refer to a frequency of 0.01% and below, i.e. 1 in 10*
events [187].

Haematopoietic stem cells (HSC) that express the CD34 cell surface antigen are con-
sidered rare populations in peripheral blood and occur in frequencies of 0.01% — 0.1% [39].
These rare stem cells are biologically significant because they have the capacity to self-
renew, and their daughter cells have the potential to differentiate into a variety of blood
cells [188, 189]. Due to this multipotent ability, CD344 stem cells are used in autolo-
gous and allogeneic transplantation for haematopoietic reconstitution following high-dose
chemotherapy for cancer patients [190]. Flow cytometric quantification of these CD34+
cell populations is therefore an important process at all stages of HSC transplantation
from initial harvest to graft assessment, to inform clinical care.

In a regulatory context, measurement of minimal residual disease (MRD) tumour pop-
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ulations in haematological malignancies is used as a surrogate endpoint in clinical trials
to demonstrate efficacy for drug treatments. The definitions of MRD are disease specific,
but for example, guidelines from the US Food and Drug Administration (FDA) for acute
lymphoblastic leukaemia (ALL), acute promyelocytic leukaemia (APL), and chronic lym-
phocytic leukaemia (CLL) accept an MRD level of less that 0.01% as supporting evidence
of efficacy for progression-free survival in patients. Furthermore, the FDA recommends
for the analytical sensitivity of the MRD assay to be at least 10-fold below the clinical
decision-making threshold (i.e. detection level of 1 in 10° if MRD negative is defined as
less than 1 in 10%) [191]. For comparison, guidelines from the European Medicines Agency
(EMA) define undetectable MRD, specifically for multiple myeloma (MM), as less that 1
in 10° residual tumour cells in the bone marrow following treatment [192].

Other examples of rare cell types include antigen specific T cells occurring at a fre-
quency of 1 in 10°, and rare tumour cells at 1 in 107 events in peripheral blood [193].

In the context of cell and gene therapy manufacturing, rare cells of interest may include
populations that have a potential link to improved patient outcome, such as T memory
stem cell populations in chimeric antigen receptor (CAR) T cells [194]. Alternatively,
contaminating cell subsets present at low populations in culture, such as residual stem
cells that have the potential to undergo uncontrolled differentiation when administered,
could adversely affect the safety and efficacy of the cell therapy product. These rare cells

would require careful in-process monitoring and characterisation.

5.1.2 Limits of detection and quantification

In rare event analysis, establishing the limits of detection (LoD) and limits of quantifica-
tion (LoQ) of an assay are critical for measurement assurance. Definitions for determining
the LoD and LoQ are variable in the literature, and can also be confused with terms such
as sensitivity, analytical sensitivity and detection limit.

Guidelines from the Clinical and Laboratory Standards Institute (CLSI) define the
following [195]:

o The background, or limit of blank (LoB), is defined as the highest apparent signal
expected in the absence of the analyte of interest, calculated through replicate blank
measurements (typically n=20) that estimate the mean and standard deviation (SD)
as follows:

LoB = meanppank + 1.645(SDpjank) (5.1)

o The LoD is defined as the lowest analyte concentration reliable distinguished from
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the LoB and at which detection is feasible, calculated as:
LoD = LoB + 1'645<Sljlow concentration sample) (52)

e The LoQ is defined as the lowest concentration of analyte that can be reliably
detected and meet predetermined targets for bias, imprecision, and total error. The
LoQ cannot be lower than the LoD.

Accuracy is defined in ISO 5725 as the closeness of agreement between the arithmetic
mean of a large number of test results and the true or accepted reference value [196]. Since
reference materials with absolute true values do not exist for cells, accuracy cannot be
determined in flow cytometry. Alternative methods such as comparisons with other testing
methodologies or proficiency testing programs to enable inter-laboratory comparisons can
be used instead.

The threshold for precision, as expressed by the CV, differs from one cell or disease
type to another and is largely driven by clinical need. Guidelines from the International
Council for Standardization of Haematology (ICSH) and International Clinical Cytometry
Society (ICCS) state that a CV of less than 10% is a desirable target for flow cytometry
assay imprecision, but a more generous CV of 20% may be acceptable for rarer populations
(occurring at frequencies of 1:1,000 or lower) [197].

The detection of rare cells by flow cytometry can be approximated with Poisson statis-
tics, where events occur randomly and independently in a certain time period or volume
with a constant rate. The effect of Poisson statistics means that increasing the number of
counts of the cells of interest (rather than the total cells) increases the precision of analysis
[198, 199]. Technically, to reach a given precision, the total number of rare events that

need to be acquired, r, can be determined by the calculation:

r— (%)2 (5.3)

and the total number of events required for statistically relevant analysis can be calculated

based on the frequency ratio to the rare population of interest:

Rare events

Cell frequency = (5.4)

Total events

As an example, for a rare cell occurring at a frequency of 1 in 10%, achieving a CV of
10% would require 100 target events acquired in 107 total events, whereas a CV of 20%
would require 25 events acquired in 2.5 x 10° total events. Reference tables for determining

the database/sample size needed for a given precision are available [193].
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In flow cytometry, the LoD and LoQ are expressed in terms of the number of events.
Consensus guidelines on MRD analysis recommends 30 rare cells as the minimum number
of acquired events necessary to give an LoD of 1 in 10° (requiring 3 x 10° total cells), and
50 rare cells the minimum threshold for an LoQ of 1 in 10° (requiring 5 x 10° total cells)
[200].

While these statistical considerations are important for data acquisition aspects of
flow cytometry experiments, the data analysis (gating) process preformed downstream
remain unchanged from non-rare population analysis. Data are visualised in sequential
2D dot plots and gates are drawn to exclude doublets, dead cells, and debris, and to
isolate populations of interest. To guide the correct manual placement of gates on positive
populations, fluorescent minus one (FMO) controls are used [170]. Thus, the variability
associated with operators persists and the task has the potential to be automated.

For the unsupervised clustering algorithms that are the focus of this thesis, the problem
with rare events in data lies in discriminating whether the group of data points in space is
a cluster, but doing so without the aid of FMOs to determine how best to split the data
(although automated gating pipelines that use pre-defined FMO gating templates have
been developed [201]). A number of factors can influence the detection of rare cells by
software tools, such as subsampling steps, clustering strategies, and the different statistical
distributions used to model the data.

The concepts of LoD and Lo(Q for automated analysis of flow cytometry data have yet
to be firmly established, along with the minimum number of cells in a cluster required
for automated gating tools to identify a population with desired precision. To that end,
there is scope to utilise synthetic datasets with controlled rare populations in comparison

studies, in efforts towards understanding the potential LoDs of software tools.

5.1.3 Chapter aims

This chapter explores the confidence of automated data analysis software in rare popu-
lation detection. The work here applies to both synthetic and real-world datasets that
contain a rare cell population through various automated cell population identification
tools. The results from this chapter are important for understanding the behaviour of
different algorithms at low cell population counts, and what limitations there are to the
techniques. This understanding will help provide guidance to users in diagnostic settings

and in manufacture of cell therapy products.

The aims of this chapter are to:
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o Generate synthetic datasets featuring rare cell populations, with normal and non-
normally distributed clusters.

o Evaluate flow cytometry automated data analysis software performance for rare
population detection, using synthetic datasets.

o Perform this evaluation on a range of software that utilise different clustering algo-
rithms.

e Determine a range of metrics including accuracy, repeatability, and limits of detec-
tion of rare cells.

« Validate the software performance results carried out using synthetic datasets, using
real cell datasets.

o Compare the clustering outputs of software, and rank their overall performances.

5.2 Methods

5.2.1 Synthetic datasets

5.2.1.1 Rare-normal dataset

The purpose of these datasets was to evaluate software performance in the detection of
cell populations with increasing rarity. Since the occurrence of rare cell events is relative
to the total event size, two-cluster datasets were prepared with total events of 103, 104,
10%, and 10°. The minimum size considered for a rare cluster was 10 events, increasing
to 50, 100, 500, and finally 1,000 events the maximum. The dataset design is outlined in
Table 5.1.

Clusters were generated using R package clusterGeneration. The clusters were nor-
mally distributed, well-separated, with a separation index value of 0.2. Three replicates of
each condition were created. The files were converted to flow cytometry FCS 3.1 format

using the R package flowCore.

5.2.1.2 Rare-skew dataset

The two-cluster rare dataset was extended to include clusters with non-normal skew dis-
tributions. Clusters were designed as before, with total events of 10%, 10°, and 10°, and
with size of rare cluster as 10, 50, 100, 500, and 1,000 events. Both clusters in the dataset
were designed with heavy skew (alpha = 10); cluster pairs faced a head-to-tail orientation
as an exemplar of real flow cytometry data. Skew clusters were generated as previously

described in Chapter 3 using the R package sn. Three replicates of each condition were
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Table 5.1: Synthetic rare dataset design

Dataset Total events Rare events Rare %

1 103 10 1
2 103 50 5
3 10° 100 10
4 104 10 0.1
5 10* 50 0.5
6 10* 100 1
7 104 500 5
8 10* 1000 10
9 10° 10 0.01
10 10° 50 0.05
11 10° 100 0.1
12 10° 500 0.5
13 10° 1000 1
14 106 10  0.001
15 106 50  0.005
16 109 100 0.01
17 106 500 0.05
18 10° 1000 0.1

created.

5.2.2 Real cell datasets

Real cell datasets containing rare populations were sourced and also tailor-made to val-
idate the software results obtained from synthetic datasets. Characteristics for the rare
cell, real-world datasets were designed to match those from the synthetic datasets as much
as possible, in particular a large dataset of up to 10° events and a rare cell frequency of
10 in 10° (0.01%) (Table 5.2).

5.2.2.1 CD34 dataset

The CD34 dataset used was pre-existing and the Author did not generate the biological
material themselves. All material was obtained with the approval of the Ethics Commit-
tee of Loughborough University under the jurisdiction of the Human Tissue Authority.
Cryopreserved mobilised peripheral blood CD34+ cells (Axol Bioscience) were thawed
and expanded for six days in CD34+ expansion medium of IMDM (Gibco) supplemented
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Table 5.2: Real-world rare cell dataset design specifications

Property Specification CD34 dataset K562 dataset
Events per file Up to 106 103 106
Rare cell frequency 10 in 10° (0.01%) 3in2.2x 103 (0.1%) 67 in 8.9 x 10°
(0.008%)
Number of subsets Ideally 2 or 3, up to 4 8 (theoretical) 2
Parameters FSC, SSC plusup to  FSC, SSC, FITC, PE, FSC, SSC, GFP
3 fluorescent APC
channels?
Separation Well-separated Well-separated Well-separated
Distribution Normal distribution Slight skew Slight skew
with minimal skew® distribution distribution
Replicates 3 3 3

2 Any more will be unused in analysis. ° Noting this property cannot be easily controlled.

with 20% BIT 9500 (Stemcell Technologies), 100 ng/mL each of SCF and FLT-3L and
50 ng/mL of TPO (all Peprotech), then the medium was replaced with neutrophil expan-
sion medium of Stemline II (Sigma) supplemented with 100 ng/mL each of TPO, SCF
and GCSF (all Peprotech) over days 7-21. Cells were stained with antibodies CD34-PE,
CD133-APC, and Linl-FITC (CD3, CD14, CD16, CD19, CD20, CD56 cocktail, to gate
out any mature/lineage committed cells) (all BD Bioscience). Cells were analysed on
a FACSCantoll cytometer (BD) equipped with 3 lasers (405nm/30mW, 488nm/20mW,
633nm/17mW). Files acquired at each timepoint contained 10* events, which were subse-
quently split into thirds to 2.6 x 10343.2 x 10? total events in order to simulate ‘“triplicates’
to test repeatability of software (the original dataset lacked replicates). Manual gating
of the data found that samples from day 15 onwards were candidates for rare cell popu-
lations, therefore conditions from days 15, 18 and 21 were taken forward for automated

data analysis.

5.2.2.2 K562 dataset

The K562 dataset was generated by Dr Shiqgiu Xiong at the National Measurement Lab-
oratory hosted at LGC. K-562 and K-562-GFP cells (both ATCC) were cultured strictly
following manufacturer’s protocols [202, 203]. 1 x 108 K-562 cells at exponential growth
phase were harvested, washed twice in PBS (Gibco), resuspended in 5 mL and split into
5 tubes labelled A-E, 1 mL per tube. 4 x 107 K-562-GFP cells in exponential growth
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phase were harvested, washed twice in PBS and distributed into 5 tubes by titration from
2 x 107 to 2 x 10% sequentially, with each tube made up to 1 mL with PBS. Each K-562-
GFP cell sample was mixed with K-562 cells in A-E tubes, to make K-562-GFP:K-562
ratio from 1:1 to 1:10,000. Samples were acquired using a BD LSRFortessa cell analyser
equipped with four lasers (355nm/20mW, 405nm/50mW, 488nm/50mW, 640nm/40mW).
Samples were run in triplicate; 1 x 10® K-562 events were acquired per file. The 1:1,000
and 1:10,000 conditions containing suitable ‘spiked-in’ rare GFP+ cell populations were

taken forward for automated data analysis.

5.2.2.3 Data processing

The major lymphocyte populations from both CD34 and K562 cells datasets was gated on
FSC-A vs SSC-A plots using the autogating tool based on probability contours in FlowJo
V10. To aid manual analysis, visualisation and interpretation of data, fluorescent channel

data were rescaled using the logicle transformation function in the R package flowCore.

5.2.3 Software runs

The input parameters used for software runs are listed in Table 5.3.

5.2.3.1 Flock2 analysis

Flock2 analysis was performed on the web-based platform ImmPort Galaxy version 1.2
[182]. FCS files were uploaded to the platform and converted to a text file using the
‘Convert FCS to Text’ tool.

5.2.3.2 FlowSOM analysis

FlowSOM analysis was performed on the web-based platform ImmPort Galaxy version 1.2
[182]. FlowSOM (Galaxy Version 1.0) was run using the user parameters listed in Table
5.3. It was found that, rather than the value given for number of expected metaclusters,
it was the grid sizes that specified the output number of clusters, e.g. a grid size of 3 x 3
forced three clusters to be returned. A grid size of 2 x 2 was an invalid input; two clusters

could not be returned.

5.2.3.3 PhenoGraph analysis

PhenoGraph analysis was performed on the R platform using Rphenograph version 0.99.1
[183], with the user parameters listed in Table 5.3. The larger datasets required a two-
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Table 5.3: User parameters for software runs on rare datasets

Dataset
Software Parameter Synthetic CD34 K562
Flock2 Bins 30 (max) 30 (max) 30 (max)
Density 2 (min) 2 (min) 2 (min)
Calculate Mean Mean Mean
centroids using fluorescence fluorescence fluorescence
intensity intensity intensity
FlowSOM Number of 3 8 3
expected
metaclusters
Grid size 3x3 10 x 10 10 x 10
PhenoGraph k, initial 30 120 30
clustering
k, 15 N/A 15
meta-clustering
SPADE1 Target number Failed run 8 3
of nodes
Downsampled Failed run 10% 10%
events target
SPADE3 Outlier density 1st percentile 1st percentile 1st percentile
(default)
Target density 100,000 cells 20,000 cells 20,000 cells
(default) (default)
Number of 100 (default) 100 100
desired clusters
SWIFT Input cluster 2 2 2
number
Arcsinh 0 0 0

transformation
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step PhenoGraph processing strategy because the initial output number of clusters were
impractical for minimal manual interpretation (> 8). PhenoGraph meta-clustering was
performed on medians of each marker within each initial cluster (based on an approach
used in [204]). The rare meta-cluster was then identified through a final manual interpre-

tation step.

5.2.3.4 SPADE]1 analysis

SPADE] analysis was run on the Cytobank web-based platform. The platform failed to
analyse synthetic datasets, so only runs from real cell datasets were successfully completed.

SPADE1 was run on real cell datasets using the user parameters listed in Table 5.3.

5.2.3.5 SPADES3 analysis

SPADES analysis was run within Matlab R2019a. Datasets were processed with no com-
pensation, no transformation, and user input parameters as listed in Table 5.3. Each
FCS file was run separately with no pooling, noting that all other platforms did not
offer pooling. SPADE3 outputs were partitioned into two final populations using the

semi-automated partitioning tool, with all suggested partitions being accepted.

5.2.3.6 SWIFT analysis

SWIFT analysis was run within Matlab R2019a, with user input parameters as listed in
Table 5.3. The SWIFT output number of clusters did not always match the input cluster
number, and minimal manual interpretation was sometimes required.

5.2.3.7 flowMeans analysis

flowMeans analysis was not completed for the rare cells datasets because of issues with

the plugin on the FlowJo platform that failed to deliver results.

5.2.4 Statistics and performance metrics

Statistics and performance metrics were performed as described in Chapter 3 (section
3.2.10). For the rare cell analysis in this chapter, a further binary classification metric

was used in addition to those described in Section 3.2.10:

True negative

Specificity = (5.5)

True negative + False positive
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Reference values were taken either from the known truth in synthetic datasets, or from
cell counts from manual gates performed by an operator in real cell datasets. Software
rankings were ordered based on the mean value of metrics averaged across all runs in a

dataset.

5.3 Results

The datasets used in this study all include a rare cell population from 10% down to
0.001%. Since the rare cell frequency is determined by the rare cell count relative to
the total events in the dataset, datasets with different sizes were used. For the synthetic
datasets, total events sizes of 103, 104, 10°, and 10° were used. For real cell datasets, sizes

ranged from approximately 102 to 10° total events.

5.3.1 Results of rare-normal dataset runs

The synthetic datasets with clusters of normal distributions was first processed through
several automated data analysis software to test their rare cell detection performances.
The clustering outputs from software were manually interpreted, and the number of events
(within clusters containing known rare events) were counted. Software performances were

expected to decrease as rare clusters became smaller.

5.3.1.1 Total events 10°

The synthetic dataset of 103 total events were processed through the different soft-
ware, and the clustering outputs compared against the reference dataset are depicted
in Figure 5.1. Outputs that (incorrectly) partitioned the larger population into subsets
with rough, unstructured borders were observed for Flock2, FlowSOM, PhenoGraph and
SPADE3. FlowSOM routinely gave three cluster outputs due to algorithm limitations (as
explained in 5.2.3.2) and manual identification of the rare cluster output was required
— this was true for all dataset runs performed in this study. PhenoGraph also gave a
higher number of clusters than desired for the majority of its runs, and required substan-
tial manual intervention to identify the rare cluster among its outputs (as explained in
5.2.3.3).

At 10 rare events (1% rare frequency), SWIFT appeared to be the only software able
to identify the rare cluster, reporting counts of 6.3 & 1.2. At 50 rare events (5% rare
frequency), the rare population was detected by Flock2, FlowSOM and SWIFT (counts
of 41.3 +15.9, 48.3 £+ 0.6, and 46.3 £ 2.3, respectively). These three software were then
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able to detect the increasingly large rare population of 100 cells (10% rare frequency).
PhenoGraph and SPADE3 were unable to detect the 100-cell cluster with high accuracy
or repeatability, as indicated by their reported counts of 443 + 162 and 200 + 174.

5.3.1.2 Total events 10*

The software clustering outputs compared against the reference dataset are illustrated
in Figure 5.2. Partitions that split the dataset approximately midway, occasionally with
meandering lines, were observed for Flock2, FlowSOM, and SPADE3. For the rarest
conditions these partitions were based on the larger cluster, ignoring the rare events.
PhenoGraph characteristically appeared to partition the dataset with twisting branches
that radiate away from the densest region of the dataset, i.e. the centre of the major cell
population (Figure 5.2D). FlowSOM and PhenoGraph gave outputs that required manual
intervention, as mentioned previously above. SWIFT appeared to disregard any events
located near the limits of the dataset (including the rare ones) that did not fit a Gaussian
distribution (Figure 5.2F).

At the 10* dataset level, none of the software were able to accurately detect and isolate
the 10-cell rare cluster (0.1% rare frequency)(Figure 5.3, top row). Although FlowSOM
was able to identify the 10 rare events as part of a separate cluster to the non-target cells,
this cluster also included a number of false positive events. At 50 rare events (0.5% rare
frequency), differences in software performances became apparent. The 50 rare cells were
accurately detected by Flock2 (counts of 50.0 + 1.0), FlowSOM (49.3 +2.1), and SWIFT
(48.0+0). These three software were then able to detect further large clusters of 100, 500
and 1000 events. SPADE3 remained unable to detect the rare population until it reached
500 events (5% rare frequency), however even at this condition, 1 out of the 3 runs failed
(counts reported: 495, 494, and 5,332), indicating low repeatability. PhenoGraph failed
to accurately detect the rare population in all conditions tested.

Note that the main clusters from different levels of rare cell counts have slightly dif-
ferent elliptical shapes and orientations because of the variable covariance matrices used
during cluster design and generation in order to simulate a range of cell populations from
flow cytometry data (see Chapter 3). These changing shapes do not impact the cluster

rarity, separation between the two clusters nor their normal distributions.

5.3.1.3 Total events 10°

The rare dataset was extended by increasing the total events by one order of magnitude,

to 10°. Similar characteristics of the data partitioning by the software were seen as with

121



Chapter 5. Rare cells detection

Rare-normal dataset, Total events 102
Rare cell count 10 50 100

Rare % 1 5 10

(A) Reference

(B) Flock2

(C) FlowSOM

(D) PhenoGraph

(E) SPADE3

(F) SWIFT

Figure 5.1: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10? total events, with normally distributed clusters.
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Rare-normal dataset, Total events 104
Rare cell count 10 50 100 500 1000
Rare % 0.1 05 1 5 10

(A) Reference

(B) Flock2

(C) FlowSOM

(D) PhenoGraph

(E) SPADE3

(F) SWIFT

Figure 5.2: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10* total events, with normally distributed clusters.
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the 10* dataset (Figure 5.4). In most cases here, Flock2 and SPADE3 seemed unable to
partition the data along the correct channel (z-axis) and appeared to split the data along
a random orientation.

At 10 in 10° rare events (now 0.01% rare frequency), none of the software were able
to detect the rare cluster with high accuracy and repeatability (Figure 5.3, middle row).
At 50 in 10° events (0.05%), FlowSOM came closest to identifying the rare cluster, giving
counts of 68.0 £ 20.7. At 500 events (0.5% rare frequency), SWIFT began to be able to
detect the rare cluster (490.7 £+ 4.6). Having failed to detect the rare clusters accurately
at lower the sizes, Flock2 was finally able to detect 10® in 10° events (1%) with a count
of 1,000 &+ 12. However, rare cluster detection at this level still eluded PhenoGraph and
SPADES3.

5.3.1.4 Total events 10°

At total events of 10°, detection of the rarer clusters should have been the most challenging
test for the software. The comparison of clustering outputs against reference dataset
(Figure 5.5) revealed mainly random partitioning by most software, apart from SWIFT,
which did not partition the data where the rare cluster appeared to fit the Gaussian
distribution of the major cluster, after discarding events on the limits.

Following the results from the 10* and 10° datasets, here, in addition to none of the
software being able to detect the rare cluster of 10, the rare clusters of 50 (0.005%)
and 100 (0.01%) events were also undetected (Figure 5.3, bottom row). At 500 events
(0.05%), FlowSOM and SWIFT were able to detect the rare cluster with good accuracy
and repeatability, reporting counts of 476 + 17 and 484 4+ 17 respectively. Flock2 was able
to detect the rare cluster at 1,000 events (0.1%) in only 2 out of 3 runs, demonstrating
limited repeatability. Similar to the 10° dataset, PhenoGraph and SPADE3 failed to

detect any of the rare clusters at this level.

5.3.1.5 Performance analysis

Overall, for all levels of total events, no software was able to detect the rare cluster
containing 10 cells, with the exception of SWIFT in the 103 total events condition. The
limits of detection (LoD) varied considerably between software and the different levels
of total events, although there was a slight trend for the LoD to improve in percentage
terms as the total events increased (Figure 5.3). SWIFT and FlowSOM appeared to show
stronger performance, with LoDs improving from 0.5% to 0.05% going from the datasets

containing 10* to 10° total events. Flock2 reached a LoD of 50 cells in 10* total events,
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Rare-normal dataset, Total events 10°
Rare cell count 10 50 100 500 1000
Rare % 0.01 0.05 0.1 05 1

(A) Reference

(B) Flock2

(C) FlowSOM

(D) PhenoGraph

(E) SPADE3

)

(F) SWMIFT

Figure 5.4: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10° total events, with normally distributed clusters.
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Rare-normal dataset, Total events 10°
Rare cell count 10 50 100 500 1000
Rare % 0.001 0.005 0.01 0.05 0.1

(A) Reference

(B) Flock2

(C) FlowSOM

(D) PhenoGraph

(E) SPADE3

(F) SWIFT

Figure 5.5: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10° total events, with normally distributed clusters.
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and its performance deteriorated as the total number of events increased. PhenoGraph
and SPADES failed to detect the rare population as the total number of events in the
dataset increased.

The decision on which software showed reliable detection of rare cells will depend upon
user predefined thresholds for accuracy and precision, which will clearly vary depending on
context. As an example here, a detection threshold of the true rare cell count £20% was
used to enable a subjective interpretation of software performances rather than one based
on operator judgement (Figure 5.6). Noting that different thresholds (e.g. at £10%) will
give different outcomes. Using this exemplar threshold, FlowSOM and SWIFT appeared
to be the best performing software for detection of the rare cluster at total events of
103, 10%, 10° and 10°. Flock2 ranked below SWIFT, followed by SPADE3, and finally

PhenoGraph was ranked lowest having failed all tests for detection of the rare cluster.

5.3.2 Results of rare-skew dataset runs

The rare cell detection performance of software was further investigated using a synthetic
two-cluster dataset that contained skewed clusters. Clustering characteristics for the
rare-skew datasets were similar to the rare-normal ones, at all levels of total events.
In conditions where the rare cluster was more difficult to detect, Flock2, FlowSOM,
PhenoGraph and SPADES split the main skewed cluster into fragments with meandering
boundaries (Figures 5.7, 5.8 and 5.9). FlowSOM gave three cluster outputs that required
manual interpretation (as explained previously in Section 5.2.3.2) (Figures 5.7C, 5.8C and
5.9C). PhenoGraph gave cluster outputs that increased in number as the total events in
the dataset increased, and which required considerable manual intervention to isolate the
rare cluster (as explained previously in Section 5.2.3.3) (Figures 5.7D, 5.8D and 5.9D).
The splitting of the main cluster in SPADE3 outputs (and also PhenoGraph, to a certain
extent) appeared to have shifted away from the ‘centre’ of the cluster slightly to the left,
in line with denser regions of the skewed populations (Figures 5.7E, 5.8E and 5.9E).

5.3.2.1 Total events 10*

In the dataset with 10* total events (Figure 5.7), highly similar patterns of performance
were seen compared with the rare-normal dataset; none of the software were able to detect
the 10-cell cluster (0.1% rare frequency), then at the 50-cell level (0.5%), cluster detection
was achieved by Flock2 (52.3+1.5), FlowSOM (51.3+1.5) and SWIFT (48.3+1.2). Only
at the 500-cell level (5%) was SPADE3 able to detect the rare cluster with good accuracy
and repeatability (511.7 4+ 18.5), and PhenoGraph was unable to detect any of the rare
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Figure 5.6: Heatmap summarising software performance in rare cell detection (normally dis-
tributed clusters), based on a detection count threshold of +20% .
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clusters. The presence of rare-skew populations in this dataset did not appear to affect

the software performance.

5.3.2.2 Total events 10°

None of the software were able to identify the 10-cell rare population among 10° events
(0.01%) (Figure 5.8). At the 50-cells level (0.05%), as previously seen in the rare-normal
dataset, FlowSOM was once again the slightly better performing software amongst others
at rare cell detection (76.3 + 13.2). Flock2 and FlowSOM managed to identify the 100-
cell cluster (0.1% rare frequency) with good accuracy and repeatability, with counts of
105.34+12.1 and 103.3+ 3.2, respectively. Both PhenoGraph and SPADES failed to detect

the rare-skew clusters in this dataset.

5.3.2.3 Total events 10°

At 10° total events (Figure 5.9), the rare-skew clusters of 10 (0.001%) and 50 events
(0.005%) were not detected by any software, however FlowSOM was able to identify the
100-event cluster (0.01%) with a count of 117.7+12.3. The 500-event cluster (0.05%) was
detected by Flock2 (527.7 + 27) and FlowSOM (501.7 + 0.6). Once again, none of the
clusters were identified by PhenoGraph and SPADE. Interestingly, SWIFT was unable to
detect any of the rare-skew clusters at this level, but in the rare-normal dataset it had
been able to detect the 500-cell cluster, suggesting that the presence of skewed populations

negatively affected its performance.

5.3.2.4 Performance analysis

Results from the rare-skew runs were similar to the rare-normal ones. Again, no software
was able to detect the 10-cell cluster. The LoD typically improved in rare cell percent-
age terms as the magnitude of total events increased (Figure 5.10). For example, with
FlowSOM, the LoD improved from 0.5% to 0.05% and then to 0.01% as the total events
increased from 10 to 10° and 10° in the rare-skew dataset. The introduction of non-
normal distributions mainly affected SWIFT, with detection performance deteriorating
notably at the 10° level compared to runs with normally-distributed clusters in Figure
5.3. Conversely, performances of Flock2 and FlowSOM appeared to improve at the same
level with skewed clusters, possibly because of a sparser density of points between the
two clusters in the dataset. Using the example detection threshold of £20% (Figure
5.11), the results from the synthetic two-cluster rare cell datasets suggested that Flow-

SOM was the best performing computation tool for rare-skew cell detection out of the

130



Chapter 5. Rare cells detection

Rare-skew dataset, Total events 10°

Rare cell count 10 50 100 500 1000
Rare % 01 0.5 1 5 10
8
o s
(A) Reference . -i,,‘:‘
8
B) Flock2 N (3
(®) Floe %
e g
. < 3
(C) FlowSOM o b, h, .+
R S
“ ) Se e
]
D) Ph Graph ke
(D) PhenoGrap g i’,‘:‘
]
E) SPADE3 b
© - G
F) SWIFT . -/
® - Y

Figure 5.7: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10* total events, with skewed clusters.
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Figure 5.8: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10° total events, with skewed clusters.
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Rare-skew dataset, Total events 10°
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Figure 5.9: Clustering examples from different software on a synthetic two-cluster rare cells

dataset, containing 10° total events, with skewed clusters.
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five tested here. This was followed by Flock2, SWIFT, SPADE3, and lastly, PhenoGraph.
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Figure 5.10: Plots of rare-skew cell count truth vs. software output across different software
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‘hit’.
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Figure 5.11: Heatmap summarising software performance in rare cell detection (skewed clus-

ters).
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5.3.3 Results of CD34 dataset runs

Real cell datasets were next used to assess the software ability to detect rare cells from
experimental flow cytometry data, and also to validate the results seen in the runs with
synthetic datasets. Firstly, software were challenged to identify a rare CD34+ population
from a dataset of mobilised peripheral blood. This dataset followed the course of a CD34+
stem cell population through a 21-day culture period, which was abundant at day 0 but
gradually became rarer over time, as the cells matured and their pluripotency diminished
(Figure 5.12). Specifically, data from days 15, 18 and 21 were selected for rare cell analysis.

Comparison of the manual gate reference against the rare cell detection outputs from
software demonstrated most software were able to detect the target population at day 15,
with the exception of PhenoGraph (Figure 5.13). By day 18 and day 21, most software
struggled to identify the target population, with only limited runs from SPADE1 and
SWIFT being successful.

5.3.3.1 Day 15

The number of rare events (manually gated) at day 15 was 41.0 £ 9.6 (1.5%). SPADE3
and FlowSOM successfully detected the rare population with reasonable accuracy and
repeatability, returning counts of 49.0 + 8.7 and 48.7 + 20.2, respectively (Figure 5.14,
top row). SPADEIL reported slightly lower counts of 29.3 + 6.7. SWIFT detected the
rare population in all three runs, however one output included a number of false positive
events that reduced its performance to counts of 59.0 + 33.1. Flock2 detected the rare
population in 2 out of 3 replicates, reporting mean counts of 831 + 1, 368 noting the SD
is a very big number. PhenoGraph was the only software that failed to detect the rare

cluster for all 3 replicates in this condition.

5.3.3.2 Day 18

The number of rare events (manually gated) decreased to 6.3 £ 2.1 (0.2%) (Figure 5.14,
middle row). SWIFT detected the rare cluster with reasonable accuracy and repeatability,
giving counts of 9.3+4.9. SPADEI1 performed poorly, with counts of 77.74+108.8. Flock2,
FlowSOM, PhenoGraph, and SPADE3 did not accurately detect the rare events in this

condition.
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Figure 5.12: Representative flow cytometry plots and manual gating strategy of the CD34
dataset, showing the target population (Lin-/CD34+CD133+) decreasing in number and be-

coming rarer over time from day 1 to day 21.
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Figure 5.13: Comparison of software detection of CD34+ rare cell population.
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5.3.3.3 Day 21

The day 21 dataset proved to be the most challenging condition for the software, because
of the low number of rare (manually gated) events at 3.0 + 1.0 (0.1%) (Figure 5.14,
bottom row). Two of the software tested were partially successful; SPADE1 detected the
rare events in 1 out of 3 replicates, thereby giving poor repeatability results with counts
of 321 + 362, and, SWIFT also detected the rare events in 1 out of 3 replicates, but did
not give any cluster partitions for the other two resulting in a lack of outputs for further
statistical analysis. All the rest of the software tested (Flock2, FlowSOM, PhenoGraph,
and SPADES3) failed to detect the rare events in this dataset.

5.3.3.4 Note on pooled runs

It was noted during software runs that SPADE1 and SPADE3 gave user options to pool
several files from an experiment together before running the clustering algorithm. This
differed from most other analysis tools, where each file is run individually without pooling.
This pooled function was tested by combining all files at multiple timepoints from day
0 to day 21 together. The accuracy and repeatability results of rare cell detection using
this pooled strategy outperformed those where individual files were run (Figure 5.15). In
this instance, the reason for the improvement was potentially because the abundance of
the target CD34 population at earlier timepoints acted as a guide to their rare detection
at later stages. This pooling method does not directly equate to high performance of rare

cell detection, nevertheless, users with relevant datasets may find it useful.
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Figure 5.15: Comparison of cell count outputs from CD34 dataset runs using individual against
pooled mode in SPADE1 and SPADE3. N=3, mean +1SD.

5.3.4 Results of K562 dataset runs

While the CD34 dataset provided rare populations of low absolute counts, the magnitude
of total events (10%) did not cover the same range as the synthetic datasets generated.
In this regard, the K562 dataset was applied for comparable analysis because the total
number of events after data cleaning and pre-processing amounted to approximately 9 x
105 cells. This dataset consisted of a main population of K562 cell, spiked-in with limiting
dilutions of K562 GFP subpopulations to simulate rare cells (as described in Section
5.2.2.2).

5.3.4.1 General observations

The K562 dataset contained well-separated GFP- and GFP+ populations, with slight
skew distributions 5.16. Comparison of the manual gate reference against the software
outputs showed that Flock2 and SWIFT were able to partition the dataset along the
GFP channel into the two expected clusters (Figure 5.17). The rare cluster was also
successfully isolated by FlowSOM, which showed patterns of overclustering in the main
GFP- population. A striking observation was the horizontal partitioning of the dataset
by PhenoGraph, SPADE1, and SPADE3, where the main population of GFP- cells along
with the rare GFP+ cells were spliced along the side scatter parameter rather than the
GFP channel. These three software were unable to separate the rare population from the

data.

141



Chapter 5. Rare cells detection

250K 250K =
] ] GFP+
200K 200K 0 0G6%
. < 150K < 150K
1in1,000 g 2
w w
100K = 100K
50K 50K
———
0
I AR R frn— I AL
0 50K 100K 150K 200K 250K 0 10 10 10
FSC-A FITC-A
Dilution: 1:1000 Dilution: 1:1000
Population: Ungated Population: K562
Event count: 1.17E6 Event count: 9.41E5
250K 250K
] ] GFP+
200K 200K 7 BBE-3%
o 150K o 150K
H o} o]
1in10,000 & &
w o
100K 100K
50K 50K
—
0
— AL TR S L
0 50K 100K 150K 200K 250K 0 10 10 10
FSC-A FITC-A
Dilution: 1210000 Dilution: 1:10000
Population: Ungated Population: K562
Event count: 1.18E6 Event count: 9.52E5
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5.3.4.2 1 in 1,000 dilution

In the 1 in 1,000 dilution level dataset, the number of target events manually gated
was 774 £+ 129, giving rare frequencies of approximately 0.086% (Figure 5.18, top row).
FlowSOM was able to perfectly match the manually gated data with rare cluster counts
of 774 4+ 129. This high performance was closely followed by Flock2, which was able to
detect the rare population as counts of 746 + 131. SWIFT slightly underestimated the
rare cluster, returning counts of 638 + 104. This under-reporting was most likely due to
a function of SWIFT’s algorithm that discarded events on the axis limits that do not fit
a Gaussian distribution. PhenoGraph, SPADE1 and SPADE3 performed poorly, being
unable to detect the rare cluster with counts of over one order of magnitude above the

target. The SPADE algorithm appeared to have ignored the rare cluster as noise.

K562 dataset
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Figure 5.18: Comparison of rare cell counts of software outputs to reference values (grey bars)
for the K562 dataset at the 1 in 1,000 and the 1 in 10,000 conditions. Bars, mean; circles,

individual outputs.
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5.3.4.3 1 in 10,000 dilution

In the 1 in 10,000 dilution level dataset, the number of target events manually gated
was 67 + 10, giving rare frequencies of approximately 0.008% (Figure 5.18, bottom row).
FlowSOM was able to detect the rare cluster from three replicates with a high level of
accuracy and repeatability, reporting cell counts of 71 + 8.5. Flock2 accurately detected
the rare population for two of the replicate datasets, however, it failed to detect the rare
cluster for the third file, returning over 1 x 10° false positive cells as a result of partitioning
the data along the side scatter channel instead of the GFP channel. This shortcoming in
repeatability resulted in a poor mean cell count of over 35,000. Repeatability issues also
appeared in SWIFT, which managed to detect the rare cluster for only one of the repli-
cates (60 cells). For the other two replicates, SWIFT was completely unable to identify
the rare cluster and did not return the required number of clusters for further analysis
and calculation of performance metrics. Similar to the 1 in 1,000 condition, PhenoGraph,
SPADE1, and SPADES3 were unable to detect the rare cluster and reported inaccurate cell
counts over three orders of magnitude away from the manual reference values. All three
software displayed the characteristic partitioning along the side scatter channel instead

of the GFP channel, indicative of poor performance.

Taken together, the software runs from the K562 titration dataset showed FlowSOM
to be the best performing rare cell detection tool out of the six tested here in terms of
accuracy and repeatability. Flock2 and SWIFT also performed reasonably well, however
both their repeatability began to fail at the higher rarity level. PhenoGraph, SPADEL1
and SPADES failed to detect any of the rare clusters from the K562 datasets.

5.3.5 Comparison between synthetic and real cell datasets

From both synthetic and real cell runs, common themes that emerged were that absolute
rare counts below 10 cells were not reliably detected by most software. For the larger
dataset with 10* to 10° total events, FlowSOM, Flock2 and SWIFT were better able to
detect rare populations. However, repeatability deteriorated for Flock2 and SWIFT as
the rarity increased. SPADE3 was able to detect a rare cluster with a frequency of 5%
in the synthetic datasets, but not at 1%. In comparison, a rare population of 1.5% in
the CD34 day 15 dataset was detected by both SPADE1 and SPADE3, but any lower
frequencies were not detected. Therefore, a rare frequency of 1% may potentially be the
detection limit threshold for SPADE algorithms run on default settings.

Analysis of the lower limits of detection (LLoD) between synthetic (normally dis-
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tributed) and real world rare cell datasets showed FlowSOM and SWIFT were able to
detect the rare populations at or below 5% and 0.1% for total events of 10* and 10°, re-
spectively (Table 5.4). Flock2 detection performance was not consistent across datasets;
while the synthetic rare population was detected with a LLoD of 5% at the 103 level, the
analogous population was not detected for the real cell CD34 dataset. Similarly, at the
108 level, Flock2 was not able to detect any of the synthetic rare cell populations, but
managed to a real cell cluster in the K562 dataset with a LLoD of 0.086%. Inconsisten-
cies were also observed for SPADE3 (at 10? total events), and comparisons could not be
drawn from SPADE]1 because the platform failed to process synthetic datasets. Finally,
PhenoGraph was unable to detect the rare population across all synthetic and real cell
datasets tested. Overall, the level of concordance between these LLoD results suggest
application of synthetic datasets is a viable method of testing automated flow cytometry

data analysis software.

5.3.6 Comparison of metrics

This study on rare cell detection was extended to explore the different evaluation metrics
available to describe software performance. This particular exercise focussed on the larger
datasets (10°) in both synthetic and real-world cases (rare-skew and K562, respectively),
and the rare cell conditions within each dataset already identified at the critical region near
the LoDs of software. Evaluation metrics considered were those from binary classification:
accuracy, precision, sensitivity (also known as recall), specificity, and the F1 score (defined
in Chapter 3); as well as the CV.

The comparison of the metrics for each software at selected rare cell conditions are
shown in Figure 5.19 for the Rare-skew dataset, and Figure 5.20 for the K562 dataset.
These results can be analysed alongside those from Figure 5.10 and Figure 5.18. For the
binary classification metrics, a higher score indicates better performance, whereas for the
CV, lower is better. The results give a mixed picture in the agreement of the metrics to
each other.

The accuracy metric measures the proportion of correctly identified rare and non-rare
events out of the total population. The utility of this metric is limited given the uneven
sizes of clusters in these datasets, however an overview of the software performance can
be demonstrated. FlowSOM scored highly on accuracy when analysing the rare-skew
dataset, while SWIFT gave low accuracy (Figure 5.19A). For the K562 dataset, accuracy
scores for Flock2, FlowSOM and SWIFT were > 0.95, and SPADE3 gave notably lower

accuracy score compared with the other software (Figure 5.20A).
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Table 5.4: Lower limits of detection of software for runs on synthetic and real world flow

cytometry datasets. ND, Not detected.

Lower limit of detection

Total events Software Rare-normal Rare-skew CD34 K562
dataset dataset dataset dataset
103 Flock2 5% - ND -
FlowSOM 5% - 1.5% -
PhenoGraph ND - ND -
SPADE1 - - 1.5% -
SPADES3 ND - 1.5% -
SWIFT 5% - 0.2% -
104 Flock2 0.5% 0.5% - -
FlowSOM 0.5% 0.5% - -
PhenoGraph ND ND - -
SPADE1 - - - -
SPADES3 10% 5% - -
SWIFT 0.5% 0.5% - -
10° Flock2 1% 0.1% - -
FlowSOM 0.1% 0.1% - -
PhenoGraph ND ND - -
SPADE1 - - - -
SPADE3 ND ND - -
SWIFT 0.5% 0.5% - -
106 Flock2 ND 0.05% - 0.086%
FlowSOM 0.05% 0.1% - 0.008%
PhenoGraph ND ND - ND
SPADE1 - - - ND
SPADE3 ND ND - ND
SWIFT 0.05% ND - 0.086%
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The precision metric shows the proportion of correctly predicted rare cells out of the
total predicted rare events, including any false positives (FPs). With the exception of
FlowSOM at the 100-rare cell level, the majority of rare-skew software runs incorrectly
assigned numerous non-target events to the rare cluster, resulting in low precision scores
(Figure 5.19B). The high number of FPs identified in the target cluster by PhenoGraph,
SPADE1 and SPADES reduced the precision score for the K562 dataset runs, in contrast,
Flock2 and FlowSOM predicted very few FPs, and scored highly (Figure 5.20B).

The sensitivity metric measures the proportion of true positives that are correctly
identified by the software, and was scored highly for all software on the rare-skew dataset
(Figure 5.19C), most likely because of manual interpretation of clusters that selected for
ones incorporating the rare events — an element of operator bias/ subjectivity that cannot
be removed from automated data analysis. Software runs from PhenoGraph, SPADEL1
and SPADE3 that partitioned the K562 data horizontally (thereby complicating manual
interpretations) reported low sensitivity scores (Figure 5.20C).

Specificity is perhaps not a useful metric for evaluating rare cell detection because it
focuses on the abundant non-target population. Its values are similar to accuracy scores
because both calculations include the large condition negative value in the denominator
(Figure 5.19D, Figure 5.20D).

The F1 score is the harmonic mean of precision and sensitivity (recall), and was the
metric of choice for previous comparison studies [49, 47], and therefore has been included
here for completeness (Figure 5.19E, Figure 5.20E).

The CV measures the repeatability of the software runs, although it can be misleading
when reported on its own without context on accuracy (trueness), as shown for SWIFT,
which gave low CV scores among consistently inaccurate outputs from the rare-skew
dataset (Figure 5.19F). Most software in the K562 runs reported CVs below 40%, except
for Flock2 in the 1:10,000 condition (CV = 173%), and SWIFT, which only completed 1
in 3 runs so the CV could not be calculated (Figure 5.20F).

Taken together, this comparison of performance metrics has shown there is no single
value that can be used to entirely evaluate the performance of software, and has high-
lighted the difficulties in selecting suitable metrics for reporting purposes. For rare cell
detection, the utility of one metric may have more weight than another, and certain met-
rics can be misleading when taken out of context. Derivative metrics that summarise
performance into a single value potentially lose valuable information originating from dif-
fering sources. Furthermore, basic statistics on the cell count mean and SD may be more
intuitive for users to understand the quality of software analysis. The full interpretation

of these metrics would require a given threshold for determining ‘acceptable’ or ‘unaccept-
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Table 5.5: Software rankings for the rare-skew 10° dataset.

Software Accuracy Precision Sensitivity Specificity F1 CV

Flock?2 2 2 4 2 2 5
FlowSOM 1 1 3 1 1 2
PhenoGraph 3 3 1 3 3 3
SPADE3 4 4 1 4 4 4
SWIFT 5 5 5 5 5 1

Table 5.6: Software rankings for the K562 dataset.

Software Accuracy Precision Sensitivity Specificity F1 CV
Flock2 3 3 2 3 3
FlowSOM 1
PhenoGraph 5
SPADE1 4

6

2

SPADE3

4
6
3
1
2
SWIFT 5

N O &~ OC1 =
N G O

1
6
5
4
3

N o O

able’ software performance, which would vary depending on the scenarios the software
tools are applied in.

The rankings for each software according to the different evaluation metrics are sum-
marised in Table 5.5 for the rare-skew 10° dataset, and Table 5.6 for the K562 dataset.
The tables show software that rank highly in one metric can rank lower in another. No
software maintained the same position across all performance metrics. The rankings re-
veal that FlowSOM outperformed other software in both datasets on all metrics except

sensitivity and CV.
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Figure 5.19: Evaluation metrics for software runs on the rare-skew 10° dataset at selected rare

cell levels.
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Figure 5.20: Evaluation metrics for software runs on the K265 dataset.
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5.4 Discussion

Rare cell detection is an important task in flow cytometry, and a number of automated
data analysis tools are available that have the capacity to eliminate operator variability
in identification of rare events. Currently, a lack of standardisation and user guidance
exists on the use of automated software to identify rare cell populations. There is scope
in the field for comparison studies of software, using well-designed synthetic datasets.

In this chapter, synthetic datasets have been applied to evaluate the performance of
several automated flow cytometry data analysis software, specifically in the task of rare
cell population detection. The performance evaluation results from synthetic datasets
have then been validated using real cell dataset examples.

The results from this chapter recapitulate findings from previous chapters, which in-
dicated considerable variation in outputs between different software analysing the same
synthetic dataset. The variability is typified in the rare-normal dataset with 10* total
events, where the LoD ranged from 50 cells (0.5%) in Flock2, FlowSOM and SWIFT,
to 500 cells (5%) in SPADE3, and undetected from PhenoGraph. Limits of detection
were found to vary as a function of total events in the dataset, generally improving in
percentage terms as the magnitude of total events increase. Absolute rare counts below
10 cells were not reliably detected by most software. Repeatability deteriorated as the
rarity increased for Flock2 and SWIFT.

For users, the results illustrated in this chapter provide a clearer understanding of the
detection limits of different software and their suitability for rare cell analysis. Thereby
enabling decisions to implement these automated tools in analysis pipeline based on their
own data.

Results here confirm previous work showing SWIFT outperformed other tools at iden-
tifying less frequent populations (< 0.1%) [3]. But importantly, this study highlighted
how SWIFT performance at this level was not maintained in the presence of skewed
populations.

The comparison of several performance metrics in this study demonstrated the lack of
agreement between metrics for describing concepts of accuracy in software performance,
and therefore careful consideration needs to be given to derive a suitable range of metrics
for judging the strengths and limitations of automated analysis software.

The rare populations from synthetic datasets have a known ground truth based on
mathematical principles that give advantages over manually gated references, which are
based on operator judgement, potentially biased and not reproducible. The sizes of rare

populations can be specifically controlled, as well as the total sample size. This is not
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straightforward with real cells and flow cytometry experiments. Acquisition of rare events
from large, multidimensional datasets (~ 10°) require extensive cell starting materials,
reagents, time and resources. Using cell sorters to dispense exact numbers of cells into a
sample is a possibility, however that approach introduces its own sources of variation.

Given the possibility that rare clusters were disregarded as noise by these algorithms,
the fine tuning of user parameters may improve performance. However, the iterative
nature of optimising inputs from each individual algorithm demands extensive time and
resources, so was outside the scope of this study but may be an option for further work.

It was beyond the scope of this study to addressed inclusion of negative gating con-
trols (e.g. unstimulated, FMO, and isotype controls), which is how rare populations are
routinely gated in the lab following best practice guidelines [205]. This is mainly because
automated approaches that apply thresholds based on external data to gate rare cells do
not fall into the same category of clustering algorithms investigated here (see [206] for
automated approach to set objective thresholds for rare event detection).

The work presented here suggest the current field of flow cytometry automated clus-
tering tools have not yet reached maturity in rare population detection. Combining the
clustering tools together with other algorithms, such as dimensionality reduction, together
in an analysis pipeline, or even in combination with supervised learning methods that re-
quire large banks of training data, may be potential solutions. With the growing variety
of possible combinations of analytical methods, it will become increasingly important to
develop standards to harmonise working practices across the healthcare and biomanufac-

turing industries.

5.5 Chapter conclusions

o Large two-cluster synthetic datasets (10* — 10°) have been generated with rare cell
populations down to 0.001% frequency, with both normal and skewed distributions.

o The synthetic datasets generated have been applied to evaluate the rare cell de-
tection performance of various software that utilise different clustering algorithms:
Flock2, FlowSOM, PhenoGraph, SPADE1, SPADE3, and SWIFT.

e FlowSOM and SWIFT were the best performing methods for the normally dis-
tributed dataset, followed by Flock2. This outcome was validated by runs from the
K562 real cell dataset.

o Analysis using the rare-skew dataset revealed a deterioration in SWIFT performance
compared with rare-normal clusters.

e The experiments performed here highlighted the lack of readiness of a number of
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software for commercial use; SPADE1 and SPADES performed poorly for low fre-
quency populations (< 1%), and in particular, PhenoGraph failed to detect any of
the rare populations from all datasets.

Results from the synthetic datasets suggested that an absolute rare event size of 10
cells (irrespective of total event size) was beyond the limits of detection for most
software. This finding was supported by the runs from the CD34 real cell dataset.
A range of performance metrics were explored and found to have varying utilities
for describing the confidence in rare cell detection by automated software.

Overall, this work has demonstrated the robustness of synthetic datasets in per-
forming critical assessment of automated flow cytometry data analysis software,

specifically in the detection of rare cell populations.
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Noise

6.1 Introduction

The development of synthetic flow cytometry datasets with controlled separation between
clusters and skewed population distributions (Chapter 4) and rare cell populations (Chap-
ter 5), followed by their application to evaluate different software for automated popu-
lation identification, have demonstrated the variability in outputs of different clustering
algorithms, along with their strengths and limitations.

The utility of synthetic datasets relies on their fair representation of real-world data,
thus, if they are to be applied as reference materials, users can be confident of their fitness
for purpose. In practice, not all features of flow cytometry data can be comprehensively
covered by their synthetic counterparts.

It has been necessary to model ‘clean’ datasets to date, however it is recognised that
real-world flow cytometry data is typically ‘noisy’. With this in mind, this Chapter ex-
tends the synthetic datasets generated so far by introducing noise properties, so that the
response of software tools to noise can be better understood.

A further rationale to optimise and expand synthetic characteristics to include noise
is that the specific, controlled generation of noise in real data is inherently difficult to
achieve, and may be viewed as an impractical use of precious biological samples.

Previous work to generate artificial noise have simulated cell debris by addition of
random events at variable proportions from 1% to 50% [207, 208]. Noise layers of uniform
distributions and normal distributions have been applied [82, 77]. In the field of mass
cytometry, a data pre-processing step offered by device software termed ‘randomisation’
manipulates the distribution of acquired data, that in effect injects random noise into it to

improve visualisations. This process has been shown to negatively affect high dimensional
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data analysis leading to misinterpretations of data, and is not recommended [209]. Along
these lines, to solve the appearance of “striped” flow cytometry data after compensation
[210, 170], very small amounts of noise (standard deviation 0.003) have been added to

data for better visualisations [211].

In this study, noise is artificially introduced into flow cytometry synthetic datasets
in a systematic way, in order to investigate the robustness of computational tools to
noise components. Compared with previous work, this study benefits from the absence
of potential bias from developers of software.

This chapter begins by examining the definitions and sources of noise in the context
of flow cytometry. The design elements of a dataset with noise are next considered, and
generated. Then, the noise datasets are processed through several automated algorithms,
and the effect of noise on algorithm performances are evaluated. This chapter concludes

with a summary and directions for further research.

6.1.1 Chapter aims

The aims of this chapter are to:

o Inject noise elements into the synthetic datasets generated so far to create noise-
separation, noise-skew and noise-rare datasets.

o Process the noisy datasets through different automated cell population identification
software.

o Evaluate the accuracy and repeatability of software outputs to understand the effect

of noise on software performance.

6.2 Sources of noise in flow cytometry

Noise, in general, is the appearance of nuisance signals in data. Noise is a universal
problem in measurement techniques across all science and engineering disciplines. This
is no different in flow cytometry, where the molecular properties of individual cells are
measured in a sample.

Noise elements in flow cytometry can be categorised in two groups: technical and
biological. In the first group are the signals that appear when no sample is running in the
cytometer instrument. These low noise signal levels originate from the emission of light,
along with its detection by detectors such as photomultiplier tubes (PMTs) or avalanche

photodiodes (APDs), as stochastic process [212]. The solution to overcome technical noise
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is to perform instrument calibration and apply detection thresholds. Methods include
using control particles or material (usually manufactured beads, although these display
different size and material properties to biological cells) [213]. Light emitting diode (LED)
pulse flashes can also be reliably used to determine the background, signal-to-noise ratio
and dynamic range of cytometer PMTs [214]. This ensures only light scatter signals from
particles above background are recorded. Assuming calibrations have been performed
correctly, technical noise should have a minimal effect on downstream data analysis. On
this basis, modelling this source of noise will not be considered further in this study.

Second, are the signals that appear when a biological sample is running. These ‘false
positive’ signals can be attributed to debris, dead cells, doublets (cell aggregates) and
other contaminants in the sample. Biological noise events are less easy to filter out
during data acquisition, so are recorded to file and removed during downstream data
analysis pre-processing steps. Typically, this involves an operator manually applying
sequential gates that exclude events based on size, area, fluorescence intensity of viability
dye (Figure 6.1). At this point, the data are transformed, and also compensated to remove
noise from spillover of fluorescent channels. Automated tools are available to reduce
operator variability in these pre-processing and quality control steps [133, 132]. Once
the biological noise has been reduced after data pre-processing, analysis can proceed to
investigate cell population phenotypes and gain meaningful insights into the data. As well
as manual analysis methods, the ‘cleaned’ data can be fed into dimensionality reduction
algorithms that help to visualise the high-dimensional data (e.g. t-SNE, UMAP), and
also unsupervised and supervised algorithms that automatically identify cell populations
and classify sample types (see Chapter 2).

Despite best practices, noise will remain in flow cytometry datasets. This is evident
when comparing real datasets with synthetic ones that artificially model cell populations.
As seen in Figure 6.2, the synthetic cell populations appear ‘too clean’, with outlier events
that appear very regular and compact (as a neat halo around the main cluster), and closely
follow the probability distribution model (e.g. Gaussian, skew).

In comparison, the outlier events in real data appear more irregular despite rounds of
pre-processing to remove debris and to focus on the populations of interest. The pattern of
noise does not necessarily closely follow the probability distribution modelled on the data.
While still occurring around the vicinity of a main cell population, the outliers appear
more randomly distributed and also more spatially spread. The overall plot appearance
is more ‘messy’.

Hence, to introduce noise into synthetic datasets, it was decided to focus specifically

on the outlier characteristic, rather than other noise elements that can be filtered out by
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Figure 6.1: The effect of noise on real world data. The CD4 vs CD8 analysis of the data from
Figure 1.1 (red dots) is shown (A) highlighted against biological noise events from cell debris,
doublets and dead cells that would be present without pre-processing steps to remove them,

and (B) with noise events excluded.

gating such as debris, doublets, dead cells and margin events.

6.3 Methods

6.3.1 Synthetic datasets

6.3.1.1 Noise separation dataset

The purpose of the noise separation dataset was to evaluate software performance in
the detection of cell populations with increasing levels of noise. This noise-separation
dataset builds on the two-cluster separation dataset previously generated in Chapter 4,
where distances between clusters ranged along a separation index from well-separated
to overlapping. Existing datasets were modified with the injection of a noise layer of
200 points (10% of original dataset), generated using the random uniform distribution
function runif in R [215], with boundaries defined as the mean £3 or +4 standard
deviations (SD) of each parameter of the existing data. These two levels of noise are
referred to as ‘3SD’ and ‘4SD’ in the remainder of this text. The random noise layer is

rectangular in appearance. Dataset properties were:

e Number of clusters: 2
o Cluster size: 1,000 points per cluster

« Separation index (SI) values: from —0.3 to +0.3, at 0.1 intervals
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(A) Synthetic data

CD3-BB515
CDE-APCHT

T T T T T T ™ T T T
0 S0k 100K 150K 200K 250K a0? 0 it Wt

F5C-A CD4-BB700

Figure 6.2: Comparison of noise events in exemplar (A) synthetic data against (B) real-world
data (PBMCs dataset 2, cf. Section 3.2.8.2) after pre-processing. Data visualised as contour

plots with noise emphasised as large dots.

« Noise layer size: 200 points
o Noise distribution: uniform distribution, 3SD or 4SD.

6.3.1.2 Noise skew dataset

The purpose of the noise skew dataset was to evaluate software performance in the detec-
tion of skewed cell populations with increasing levels of noise. This dataset extends the
skew dataset previously generated in Chapter 4, that contained non-normally distributed
clusters. For this noise-skew dataset, clusters with heavy skew (o = 10) and facing a tail-
to-tail orientation were modified with a new layer of noise elements. The noise layer was
introduced to existing datasets as described above in Section 6.3.1.1. Dataset properties

were:

Number of clusters: 2

o Cluster size: 1,000 points per cluster
o « skew value: 10

o Skew orientation: tail-to-tail

Noise layer size: 200 points
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« Noise distribution: uniform distribution, 3SD or 4SD.

6.3.1.3 Noise rare dataset

The purpose of the noise rare dataset was to evaluate software performance in the de-
tection of rare cell populations among increasing levels of noise, and extend the rare cell
datasets previously generated in Chapter 5. The rare cluster size of 10 cells was excluded
for this noise-rare investigation, because data from Chapter 5 established that none of
the software could detect it. The existing datasets were modified with the injection of
a noise layer fixed at 200 points, generated using the random uniform distribution with
boundaries defined as the range +1 or +2 SD of each parameter of the existing data (the
range was used rather than the mean because of a lack of noise coverage of the whole
dataset when using the mean). These two levels of noise are shortened to ‘1SD’ and ‘25D’
in the remainder of this text. Clusters displayed normal distributions. Dataset properties

were:

e Number of clusters: 2

« Total events: 10*, 10°, and 10°

o Rare cluster size: 50, 100, 500, and 1,000 cells
o Noise layer size: 200 points

o Noise distribution: uniform distribution, 1SD or 2SD.

6.3.2 Software runs

The three noisy synthetic datasets were processed through seven different software: Flock2,
flowMeans, FlowSOM, PhenoGraph, SPADE1, SPADE3, and SWIFT. The input param-
eters used for software runs are listed in Table 6.1. The same software input parameters
were used for both the noise-separation and noise-skew datasets, which share similar
properties (size of clusters, number of total events).

The noise-rare datasets, which have slightly different properties, were processed with
different parameters in Flock2, PhenoGraph, and SPADE3, in keeping with the settings
applied for rare cell dataset analysis in Chapter 5. As established previously in Chapter
5, flowMeans and SPADEL failed to analyse the synthetic rare cell datasets, therefore the
decision was made to exclude noise-rare datasets runs on these two software tools because
of a lack of comparison to clean dataset outputs. Only runs from the noise-separation
and noise-skew datasets were completed for these two software tools. Software outputs

were manually interpreted to select the target cluster as previously described.

160



Chapter 6. Noise

Table 6.1: User parameters for software runs on noise datasets

Dataset
Software Parameter Noise Noise skew Noise rare
separation
Flock2 Bins auto auto 30 (max)
Density auto auto 2 (min)
Calculate Mean Mean Mean
centroids using fluorescence fluorescence fluorescence
intensity intensity intensity
flowMeans Max number of 3 3 Not run
clusters
FlowSOM Number of 3 3 3
expected
metaclusters
Grid size 3x3 3x3 3x3
PhenoGraph k, initial 150 150 30
clustering
k, N/A N/A 15
meta-clustering
SPADE1 Target number 2 2 Not run
of nodes
Downsampled 10% 10% Not run
events target
SPADE3 Outlier density 1st percentile 1st percentile 1st percentile
(default) (default) (default)
Target density 20,000 cells 20,000 cells 100,000 cells
(default) (default)
Number of 100 (default) 100 (default) 100 (default)
desired clusters
SWIFT Input cluster 2 2 2
number
Arcsinh 0 0 0

transformation
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6.4 Results

Synthetic datasets have been useful toolsets to validate automated algorithms, and pre-
vious chapters have shown that a two-clusters synthetic dataset of controlled distances
between clusters can be used to assess the cell identification performances of automated
software. However, the previous datasets were necessarily limited because of a lack of
noise characteristics that did not fully reflect the reality of noisy flow cytometry data,
and thus an idealised ability of software to identify cell populations was potentially por-
trayed. To address this limitation, in this Chapter, synthetic datasets have been developed
that include a layer of randomly generated points of uniform distribution to represent the
element of noise in real data.

Two factors regarding noise were considered during the design of the datasets. First
was the number of noise points to include (either as a fixed value or a percentage of total
events), and in this initial study this value was kept constant at 10% of the total number
of events in the original dataset. Second, was the distribution of the noise relative to the
existing clusters. This was chosen to vary with two levels: noise limits defined by the mean
of existing data +3SD, or a wider distribution at £4SD. Figure 6.3A illustrates the noise
layer generated over the existing two clusters. Note that the two clusters are symmetrical
ellipses with normal distributions along both z and y axes, with slightly random shape

attributes as described in Chapter 3.

6.4.1 Results of noise-separation dataset runs

The noise datasets were processed through different software, and for each run, the cell
count output of cluster 1 was compared with the reference of 1,000 points. A caveat of
this analysis was that the additional 200 noise points in the dataset increased its total
events to 2,200 points, so if a software bisected the data, 1,100 points per cluster would be
returned. To account for this, two ‘target’ values including/excluding noise events were
used for comparison purposes.

The results found considerable variation in the ability of different software to identify
cell populations as the levels of noise increased from 3SD to 4SD. The effect of noise
ranged from almost no impact on performance in SPADE3 across the range of SI values
tested (Figure 6.3B), to significant deterioration in performance in FlowSOM, where even
well-separated clusters with SI > 0 could not be detected (Figure 6.3C).

As expected, the introduction of noise caused a reduction in performance compared

with the noiseless separation datasets. This was observed for all software, and across the
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Noise separation dataset

(A) Reference
Separation index -0.3 0.0 +0.3

Noise 3SD

Noise 4SD

Noise 3SD

Noise 4SD

(C) FlowSOM runs

Noise 3SD

Noise 4SD

Figure 6.3: Clustering examples from the noise-separation dataset. (A) Reference dataset, with
two clusters and the additional noise layer illustrated. (B) SPADE3 performance appeared to
be unaffected by the increasing level of noise, with similar clustering characteristics observed
between noise at 3SD and 4SD. (C) FlowSOM clustering performance deteriorated as noise
levels increased from 3SD to 4SD, even as clusters became well-separated at separation index

values of 0 and above.
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whole range of SI values tested (Figure 6.4).

Interestingly, the change in noise distribution from 3SD to 4SD revealed different
trends in performance from different software (Figure 6.4). For certain software, accuracy
and repeatability appeared to worsen as the noise level changed from 3SD to 4SD. For
example, at SI of —0.1, the FlowSOM difference to reference count widened from 168 + 79
to 735 + 487, and SWIFT difference to reference count also increased from 272 + 182 to
439 + 274.

The opposite trend in performance was observed for other software, where the increase
from 3SD to 4SD appeared to improve accuracy and repeatability (Figure 6.4). This was
observed in SPADE1, where for example at SI of —0.1, the difference to reference count
narrowed from 363 4 273 to 258 4+ 171. Similarly, with Flock2, at SI of +0.1 the outputs
improved from 139 £ 78 to 110 £ 27 as the noise level moved from 3SD to 4SD. This
trend in Flock2 was less apparent as clusters merged below a SI value of 0. This finding
is possibly related to the density of noise, in which the sparser distribution at the 4SD
level makes the main cluster easier to detect.

For PhenoGraph and SPADE3, no significant differences in performance were observed
between the different levels of noise.

SWIFT was the only software that saw its difference to reference outputs fall below
the ‘target including noise events’ of 100 (see Figure 6.4, SWIFT SI > +0.2); all other
software did not exclude noise events in their analyses. These results suggest that the
SWIFT algorithm was able to filter out noise from datasets with well-separated clusters,
possibly as a function of discarding events that do not fit a Gaussian distribution.

Further insight into the variation in software performances was carried out by calcu-
lating the coefficient of variation (CV) of the software outputs for each SI value and at
each noise level (Figure 6.5). This analysis showed highly similar trends in variation along
the SI range at all three levels of noise for Flock2, PhenoGraph, SPADE1 and SPADES.
This suggests the injection of noise in the separation dataset had no significant impact
on repeatability among these software tools. In comparison, both flowMeans and SWIFT
displayed mostly higher CVs at each SI value as the noise levels increased. For FlowSOM,
while trends in variation were similar at the noiseless and 3SD noise levels, there was a
large increase in the CVs of outputs from SI > —0.2 at the 4SD noise level.

The CVs across all SI values was calculated (Figure 6.6). This grouped analysis
revealed that the mean CV was lower on clean datasets (with no noise) compared to
noisy datasets for all software runs except SPADE1 and SPADE3. Comparisons of the
mean CVs between the 3SD and 4SD noise levels showed all software had higher CVs at
4SD, except SPADE3. The software giving the least variation was PhenoGraph for the
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Noise separation dataset
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Figure 6.4: Performance of different software on a two-cluster separation dataset with noise
elements. Comparison with datasets containing no noise show that all software performances
worsened with the addition of noise, across all SI values. The deterioration in FlowSOM
performance from noise level of 3SD to 4SD is apparent, compared with other software such

as PhenoGraph and SPADE3 that are less affected by noise.
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Noise separation dataset
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3SD noise level and SPADES for the 4SD noise level (CVs of 5.8% and 6.1%, respectively),
and the most variation was observed for SPADE1 in the 3SD condition, and FlowSOM in
the 4SD condition (CVs of 20.3% and 32.2%, respectively). Of note, FlowSOM analysis of
the 4SD noise dataset showed a significantly higher CV (32.2%) compared to both the no

noise (5.8%) and 3SD (7.3%) noise conditions (p < 0.001, one-way ANOVA with Tukey
multiple comparison test).
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Figure 6.6: Comparison of coefficient of variations across all Sls, between different software

analysing datasets with increasing levels of noise. ***p < 0.001 (One-way ANOVA).

6.4.2 Results of noise-skew dataset runs

The next question to explore was the effect of noise on software detection of clusters with
skewed distributions. Previous data in Chapter 4 showed SWIFT performance was the
most affected by skew data. In contrast, FlowSOM and SPADE3 were the least affected,
and Flock2 appeared to improve performance with increasing skew.

The noise-skew dataset generated here focused on well-separated clusters with a SI
of +0.1 in a tail-to-tail orientation. As with the previous normally distributed datasets,
the original skew datasets created in Chapter 4 were modified through addition of noise
distribution levels of 3SD and 4SD. The noise-skew dataset designs are illustrated in
Figure 6.7A.

Software issues encountered during attempts to run the two-cluster skew dataset (with

no noise) through SPADE1 on the web-based Cytobank platform meant outputs from this
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condition could not be obtained, albeit there were no problems with running the datasets
with additional noise elements, so these successful SPADE1 outputs have been included
in the analyses below.

Results of the clustering from software here showed similar characteristics to those
from the normally distributed clusters: FlowSOM was not able to detect the skewed clus-
ter among 45D levels of noise (Figure 6.7B), while SPADE3 displayed similar clustering
patterns at both 3SD and 4SD levels and appeared relatively unaffected by the noise
(Figure 6.7C). SWIFT again discarded events that did not fit a Gaussian distribution,
which, as well as events on the boundaries, also included events at the tails of the main
clusters, here located in between the two clusters (Figure 6.7D).

In a similar manner to the dataset with normal clusters, addition of noise saw a
decline in performance from all software (Figure 6.8). For five of the software tested on
the noise-skew dataset, the cell population detection performance declined as the noise
level changed from 3SD to 4SD. FlowSOM results worsened from 80 4 54 to 496 + 527 in
a comparable pattern to its response to noise levels in the noise-normal dataset (noting
large error bars in Figure 6.8). Outputs from Flock2, flowMeans, SPADE1 and SWIFT
also declined as the noise level shifted from 3SD to 4SD, but to a lesser extent (Figure
6.8, bottom). This trend seen in Flock2 and SPADE1 deviated from the findings with
the noise-normal datasets, where accuracy and repeatability appeared to improve from
3SD to 4SD noise levels, and thus is potentially a response to the skewed distributions.
No significant differences in performance were found between the 3SD and 4SD levels of
noise for PhenoGraph (105 £ 34 to 100 + 34) and SPADE3 (87 + 42 to 90 £ 34).

Analysis of CVs from the noise-skew dataset (Figure 6.9) showed PhenoGraph as the
most consistent software, with lowest CVs for both 3SD and 4SD conditions (3.0% and
3.1% respectively) compared with other software tested. SWIFT reported the highest
CV of 18.6% for the 3SD condition, while FlowSOM reported the highest CV of 35.2%
for the 4SD noise level, which was also significantly higher than its CVs for the no noise
and 3SD noise levels (4.3% and 5.4%, respectively). On the basis of this metric, Flock2,
FlowSOM and flowMeans gave higher variability when processing noise at 45D compared
with 3SD levels. In contrast, SPADE1, SPADE3 and SWIFT showed higher variability
when processing noise at 3SD levels, thus suggesting better performance at the higher

4SD noise level.
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Figure 6.7: Clustering examples from selected best and worst performing software on a two-

cluster skew dataset (skew a = 10; tail-to-tail orientation; SI = 0.1) with noise elements.
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Figure 6.8: Performance of different software on a two-cluster normal dataset (top) compared

with a skew dataset (bottom) with noise elements. All clusters with SI = 0.1.
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Noise skew dataset
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6.4.3 Results of noise-rare dataset runs

The effect of noise on software performance on the detection of rare cell populations was
next investigated. Previous work with synthetic flow cytometry datasets containing rare
populations showed that automated data analysis software have different performance
behaviours (Chapter 5). SWIFT and FlowSOM could detect a lower absolute number of
cells, followed by Flock2. In contrast, SPADE3 and PhenoGraph gave poor performances,
being unable to identify rare populations with accuracy and repeatability.

The addition of noise was expected to result in a loss of performance for rare cluster
identification, due to a weaker signal-to-noise ratio in the presence of noise that may cause
the rare cluster to become less sensitive to detection.

To address the effect of dataset size on rare population frequencies, rare-noise synthetic
datasets with 10%, 10° and 10° total events were processed through the different software
tools. The results presented here compare the various software’s ability to detect the rare

population among synthetic datasets with different levels of noise elements.

6.4.3.1 Noise-rare 10* dataset

Designs of the noise-rare 10* dataset are illustrated in Figure 6.10A, alongside examples
of clustering outputs from the best performing software of Flock2, FlowSOM and SWIFT
(Figure 6.10B, C, and D, respectively).

Flock2 managed to isolate the 50-cell rare population with counts of 108420 and 116+
13 at the 1SD and 2SD noise levels, respectively (Figure 6.11). There was a suggestion
that the sparser distribution of noise events at the 2SD level allowed Flock2 to detect the
rare cluster with better accuracy and repeatability — as observed at 100-cell level, where
the gap to the target narrowed by ~50 cells, from 170 4+ 17 at the 1SD level to 118 4 90
at the 25D noise level. The rare cluster became increasingly identifiable to Flock2 as its
size increased to 500 and 1000 cells, with outputs falling within £20% of the target count
(Figure 6.10B).

FlowSOM was previously able to detect the rare cluster of 50 cells in the non-noise
dataset. As expected, the injection of noise reduced its accuracy and repeatability, but
nevertheless its outputs were comparable or closer to target than Flock2, with counts
at the 50-cell level of 83 + 48 and 88 4 28 for 1SD and 2SD noise levels, respectively.
At 500 cells, FlowSOM reported values within +£20% of the target count, of 532 4+ 93
and 580 4 41 for 1SD and 2SD noise levels, respectively. However, FlowSOM failed to
successfully separate the clusters at the 1,000 rare cell level, with the partition occurring

horizontally across the tops of the two clusters (Figure 6.10C). This clustering behaviour
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from FlowSOM resembled earlier observations in its runs of the noise-separation and
noise-skew datasets.

SWIFT also previously achieved a limit of detection (LoD) of 50 in 10* cells. Here,
with the noise-rare dataset at rare clusters of 100 and below, SWIFT almost appeared
to be able to remove the entire noise layer applied in the synthetic datasets, however it
also discarded the rare clusters alongside (Figure 6.10D). SWIFT was able to detect the
500-cell cluster among noise with counts of 511 4 139 for the 1SD noise level, however it
reported an underestimate >100 cells at the 2SD level with 369 + 55.

SPADE3 limits of detection in the noise-rare datasets generally matched those of the
non-noise dataset, with output counts of the 1,000 rare cell cluster of 1,094 + 4 and
1,103 £ 13 for 1SD and 2SD noise levels, respectively. Of note, the rare cluster of 500
cells in the 1SD noise level appeared to be detectable by SPADE3 with a reported count
of 590 + 7, its previous presence being undetected in the noiseless datasets (Figure 6.11).

PhenoGraph remained unable to detect the rare cluster in the dataset with noise

added, with outputs that were orders of magnitude away from the target count.

6.4.3.2 Noise-rare 10° dataset

By increasing the total events in the noise-rare dataset to 105, the ratio of rare cells to
the major population widened while the ratio of rare cells to noise (fixed at 200 events)
remained the same as the 10* dataset. This dataset (Figure 6.12A) enabled the investiga-
tion into the effect of noise on software detection of rare populations at lower frequencies.
The results presented here once again show a varied response by different software to the
addition of noise in a rare dataset (Figure 6.13).

Increasing the noise level from 1SD to 2SD did not appear to affect the clustering
patterns of Flock2 (Figure 6.12B). Flock2 runs on the noise datasets matched the LoD
given with non-noise dataset at 1,000 cells (1%). The counts given at the 500-cell level for
the 1SD and 2SD noise datasets were of improved accuracy and repeatability compared
with the non-noise dataset, where the outputs were an order of magnitude away from
target (Figure 6.13).

FlowSOM was observed to be the best performing software on this dataset, with its
response to the additional noise elements not dissimilar to what was seen in the 10*
dataset. As with Flock2, increasing the noise levels from 1SD to 2SD did not appear
to have a large impact on clustering behaviours (Figure 6.12C). At the 50-cell level,
FlowSOM reported rare counts of 86 4+ 31 and 140 4+ 55 for 1SD and 2SD noise levels,
respectively. Likewise at the 100-cells level with counts of 132 + 11 and 161 + 64. In the
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same manner as the 10* noise-rare dataset, FlowSOM achieved rare cell detection within
+20% of the target count at 500 in 10° cells (0.5%) for both noise levels.

The impact of noise on the ability of SWIFT to detect the rare cluster was relatively
minor (Figure 6.12D). The limit of detection at no noise was 500 cells. At the equivalent
rare cell level, SWIFT reported counts of 588 + 6 with 1SD level of noise, and again as
with the 10* dataset under-reported the 2SD noise level by >100 cells with a count of
368 £+ 114.

Similarly to the runs on rare dataset with no noise, PhenoGraph and SPADE3 re-
mained unable to detect the rare population for all conditions in the noisy datasets (Figure
6.13).

6.4.3.3 Noise-rare 10° dataset

The designs of the two-cluster rare 10° datasets with 1SD and 2SD levels of noise are
depicted in Figure 6.14A). This noise-rare dataset was processed through software for a
complete comparison to the non-noise rare datasets from Chapter 5.

Once again, there was little difference in the general clustering outputs between 1SD
and 2SD noise levels for Flock2 (Figure 6.14B). However, when comparing performance
to the datasets with no noise, Flock2 appeared to perform better when noise is added
(Figure 6.15). For example, at the 500 rare cells level, while the rare population remained
undetected for Flock2 in the datasets without noise, with 1SD noise, Flock reported a
count of 621+97. Likewise for the 25D noise level Flock2 was able to detect the 1,000-cell
cluster with reasonable accuracy and repeatability (1,107 &+ 19).

Noise elements in this dataset also appeared to facilitate FlowSOM detection of rare
cells (Figure 6.15). Taking into account the extra 200 noise events, FlowSOM came
closest to detection of 50 cells among the other software tested here (counts of 133 + 32
and 115 £ 12 for 1SD and 2SD noise levels, respectively) (Figure 6.14C). Likewise at the
100 rare cell level, FlowSOM counts for the 1SD and 2SD noise levels (14545 and 150+7,
respectively) were an improvement to the non-noise dataset (not detected).

The addition of noise in this dataset saw SWIFT unable to detect the rare cluster
(Figure 6.14D), with counts given that were orders of magnitude above the target value.
Finally, in line with results from the 10° dataset, PhenoGraph and SPADES3 failed to

detect the rare cluster for all conditions presented here at 10° total events.

Taken together, findings from the noise-rare datasets show that software ability to
detect rare populations generally deteriorate as noise elements are injected into the data.

Using an example threshold of true rare cell count £20%, the LoD at 10* total events is
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raised from 50 cells (0.5%) with no noise to 500 cells (5%) with 1SD noise for Flock2, Flow-
SOM and SWIFT (Table 6.2). Note that for all the noise-rare dataset runs, flowMeans
and SPADE] results were absent because of technical issues with software that led to
failed runs, as mentioned in Chapter 5.

The impact of increasing the bounds of the noise distributions from 1SD to 2SD was
slightly different for different software. For instance at 10* total events, while SWIFT LoD
worsened from 5% to 10%, Flock2 LoD improved from 5% to 1%. Along these lines, the
injection of noise at 10° total events appeared to have enabled rare population detection
for Flock2.

Table 6.2: Limits of detection (LoD) of software processing rare cell dataset with increasing

levels of noise. flowMeans and SPADEL excluded because of failed runs.

Noise level

Total events Software None 1SD 2SD

10* Flock2 50 (0.5%) 500 (5%) 100 (1%)
FlowSOM 50 (0.5%) 500 (5%) 500 (5%)
PhenoGraph Not detected Not detected Not detected
SPADE3 1000 (10%) 500 (5%) 1000 (10%)
SWIFT 50 (0.5%) 500 (5%) 1000 (10%)

10° Flock2 1000 (1%) 1000 (1%) 1000 (1%)
FlowSOM 100 (0.1%) 500 (0.5%) 500 (0.5%)
PhenoGraph Not detected Not detected Not detected
SPADE3 Not detected Not detected Not detected
SWIFT 500 (0.5%) 500 (0.5%) 1000 (1%)

106 Flock2 Not detected 1000 (0.1%) 1000 (0.1%)
FlowSOM 500 (0.05%) 500 (0.05%) 500 (0.05%)
PhenoGraph Not detected Not detected Not detected
SPADE3 Not detected Not detected Not detected
SWIFT 500 (0.05%) Not detected Not detected
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Figure 6.10: Clustering examples from selected software runs on a two-cluster rare dataset
with 10* total events, with 1SD and 2SD levels of noise.
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Noise-rare dataset, Total events 10*
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Noise-rare dataset, Total events 10°
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Figure 6.12: Clustering examples from selected software runs on a two-cluster rare dataset
with 10° total events, with 1SD and 2SD levels of noise.
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Noise-rare dataset, Total events 10°
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Figure 6.13: Performance of different software on a two-cluster rare dataset with 10° total

events, with noise elements.
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Noise-rare dataset, Total events 10°
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Figure 6.14: Clustering examples from selected software runs on a two-cluster rare dataset
with 10° total events, with 1SD and 2SD levels of noise.
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Noise-rare dataset, Total events 10°
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Figure 6.15: Performance of different software on a two-cluster rare dataset with 10° total

events, with noise elements.
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6.5 Discussion

This Chapter has demonstrated the design and generation of artificial noise in synthetic
flow cytometry datasets, specifically noise applied with a random uniform distribution
with variable range limits, to simulate outlier properties of cell populations that have
already undergone pre-processing steps.

The noisy datasets were processed through seven automated software. As expected,
the addition of noise saw a decline in accuracy and repeatability of cell population iden-
tification from all software tested. This study also found different software behaviours in
response to broadening noise limits, which most likely can be attributed to the different
clustering strategies that each one employs.

Comparisons of software runs on separation and skew noiseless and noisy datasets
revealed that certain software were more sensitive to noise than others. Outputs from
PhenoGraph and SPADE3 were robust, with similar clustering characteristics and no
significant differences in performance across the different levels of noise tested. This is
possibly because of the overclustering techniques used by both, along with downsampling
in SPADE3 that reduces the outlier effects, and the manual interpretation of output
clusters in PhenoGraph that gives an artificial boost to its performance.

Regarding the possible impact of subsampling (or downsampling, in the case of SPADE3),
SWIFT performs an analogous random ‘weighted iterative sampling’ step during its Gaus-
sian mixture model based clustering to better resolve smaller subpopulations. However,
since SWIFT was not as robust to noise levels increasing from 3SD to 4SD as SPADES, the
question remains as to how effective separate subsampling methods are (as an individual
step within the entire clustering algorithm) at removing noise.

The subsampling picture is further complicated when considering two algorithms that
do not apply subsampling steps in their respective algorithms: Flock2 and FlowSOM.
While the former (density-based clustering) saw improvements in performance from 3SD
to 4SD noise levels for well-separated clusters, the latter (self-organising map) saw the
largest deterioration in performance between 3SD to 4SD noise levels, and despite clusters
being well-separated, FlowSOM was unable to meaningfully partition the data in the 4SD
noise levels.

The results from software runs on the noise-rare datasets showed that limits of detec-
tion of the rare cell population worsened compared with the noiseless datasets, with rare
event sizes of 50 and 100 cells beyond the limits of detection of most software. This was
to be expected because the layer of noise interfered with the already weak signal from

the rare cells. However, it was interesting to see certain software, in particular Flock2,

182



Chapter 6. Noise

perform better when noise is added. A possible reason for this improvement may be that
the additional noise layer expanded the (two-dimensional) space that data points existed
in, which then changed the way the grid-based density clustering algorithm was imple-
mented by Flock2; events in the rare cluster now potentially appeared in a data-dense
gridded region, alongside other gridded regions that only contained noise, which in turn
affected how dense regions were merged together in the clustering algorithm. Previously,
in rare datasets without noise, the rare cluster was merged with the main cluster, and
the final clustering bisected the main cluster to return two clusters (Chapter 5). Here, it
would appear that the rare cluster instead merged with neighbouring noise events, and
the merged group was recognised as a separate population from the bulk cluster.

The findings presented here will give users valuable insight into the robustness of
software to noise elements in their data, leading to inform decisions on the appropriate
level of pre-processing steps required to ‘clean’ their data before input into algorithms.

This study leaves room for further work to optimise the noise layer, for instance by
varying the size or proportion of noise to the main data, or applying other models and dis-
tributions of outliers in addition to the uniform distribution used here. Comparison with
a real-world dataset with different levels of noise may be necessary, however obtaining
real datasets with controlled cell population outlier specifications may be difficult. Fur-
thermore, the toolsets used here to increase the complexity of synthetic datasets would
contribute towards developing high-quality artificial models that closely mimic real-world

examples.

6.6 Chapter conclusions

o A range of noise levels have been modelled into synthetic flow cytometry datasets.

o The synthetic noise datasets have been processed through different software.

e FlowSOM performance was found to deteriorate with the introduction of noise.

e PhenoGraph and SPADES3 performances were less affected by noise.

o Runs on noise-rare dataset revealed the rare event sizes of 50 and 100 cells were
beyond the limits of detection for most software.

o Findings from these experiments will have implications on the pre-processing steps

that users apply in the analysis of their own data.
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NEQAS

7.1 Introduction

The work covered in previous chapters has focussed on comparison of cell population iden-
tification performance between different software, over a range of synthetic datasets with
controlled properties, and with real datasets. The variability between software has been
extensively explored, however a gap exists in the comparison of variation between soft-
ware data analysis against human participants. As such, it was important to understand
the difference in variation between analysis performed by a range of available algorithms
versus the variation from the current ‘gold standard’ of manual gating.

Introducing the component of variability in manual analysis builds upon previous
work that investigated operator variation in flow cytometry data analysis when following
protocols and increasing gating strategy complexity [42, 43, 186]. However, this previous
work was focussed on manual gating only and did not consider automated software data
analysis.

Software comparison studies such as the FlowCAP challenges have not directly com-
pared the variation from automated approaches to the variation from manual gating
approaches, and instead relied on the F-measure as the population identification accu-
racy performance metric [49, 47]. Broader prior work on comparison of automated versus
manual data analysis have been completed on a limited number of automated software
tools [3], which this study aims to expand on.

At the start of this research, a participant study was planned to ask human opera-
tors to gate on previously generated synthetic and real-world data, to provide a direct
comparison with the automated software analysis already performed. However, events of

the Covid-19 pandemic and lockdown restrictions in the UK forced the plans for these
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participant studies to be put on hold and revised. The scope of the research pivoted to
sourcing existing participant analysed flow cytometry data, rather than running a new
study and collecting novel data, with the requirement for these datasets already analysed
by participants to be processed through software afresh. An alternative pool of participant
data was obtained from UK National External Quality Assessment Scheme (NEQAS) for
Leucocyte Immunophenotyping. This dataset is from a credible clinical source, generated
following international standards [39, 40] and for the purposes of proficiency testing/ ex-
ternal quality assessments. This dataset from NEQAS had the benefit of being from a
much greater number of participants, within a similar pool of laboratory setting, and tied
in with the clinical laboratory survey carried out in Chapter 2.

In the study, participants were sent electronic files to analyse rather than biological
test samples (i.e. stabilised peripheral blood) so that variation from reagents, sample
processing, instruments could be excluded, and the focus was solely on variation arising
from the data analysis/ gating process.

The structure of this chapter is broadly split into two parts with the NEQAS dataset
at its core. First, is the automated analysis of the NEQAS dataset through different
software platforms, leading to comparison of software performances and the validation of
previously applied synthetic datasets as benchmarking toolsets. Second, is the comparison
of automated analysis against participant laboratory analysis, with specific investigations

into accuracy, variability, and correlation.

7.1.1 Chapter aims

The aims of this chapter are to:

o Run different automated software through a real world flow cytometry data from a
clinical setting.

o Use this clinical dataset to validate the software benchmarking approaches from
previous chapters that used synthetic datasets.

o Compare the performance of cell population identification in automated software
against laboratory participants.

o Investigate the correlation of cell counts of populations with different degrees of

separation between software outputs versus laboratory participants.
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7.2 Methods

7.2.1 NEQAS CD34 dataset

Data were obtained from the CD344 stem cell enumeration electronic trials (EDU1-
EDU13) issued by UK NEQAS-LI between May 2017 to October 2019. All samples were
stabilised peripheral blood from patients who had undergone stem cell mobilisation prior
to stem cell harvesting by apheresis. Informed consent was obtained from all patients by
NHS Blood and Transplant prior to the donation procedure.

All electronic trials data were patient-derived with the exception of trial EDU2 which
was artificially derived from trial EDU1 post-acquisition; the file was manipulated using
FCS Express 6 (De Novo Software) to create different CD34+ counts (as Population C in
Figure 7.1) while keeping the non-CD34+ and bead event counts the same (Figure 7.1,
Populations A and B).

Sample EDU 01 Sample EDU 02

[Ungated] CD34 / SSC-A [Ungated] CD34 / SSC-A

1000 1000

Populafion B g
53 |Population A

Population A

800 800

600 600

< <
Q (@)
A A

4007 400 Population C

200 200

0 . \I T \I - T
100 10' 10? 103 100 10! 10? 103
CD34 CD34

Gate Number Gate Number
All 100,000 All 100,242
Population A 86,918 Population A 86,918
Population B 11,367 Population B 11,367
Population C 1,058 Population C 1,325

Figure 7.1: Electronic manipulation of sample EDU1 to generate sample EDU2. Counts for
the CD34+ population (Population C) changed post-acquisition.

Samples were processed following International Society of Hematotherapy and Graft
Engineering (ISHAGE) protocols [39, 40]. Briefly, samples were stained using antibod-
ies CD45-FITC and CD34-PE (both BD Biosciences) in BD Trucount tubes containing

fluorescent beads. Data were acquired on a BD FACSCanto II flow cytometer.
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Additionally, samples for EDU6-EDU13 were also acquired on a Beckman Coulter
Navios flow cytometer because of software incompatibility issues between BD and Beck-
man users that were identified during earlier trials. In these cases, Stem-Kit (Beckman
Coulter) materials were used for sample processing. Within this research, although FCS
files from two different cytometer manufacturers were available, only the ones from BD
were taken forward for automated software analysis runs because of inconsistent param-

eters and naming conventions between the two instrument platform systems.

7.2.2 Data pre-processing

All pre-processing operations were performed in the R package flowCore v2.0.1 [134].
FCS files were filtered to discard margin events on the upper boundary of FSC and SSC
channels. Scales in the fluorescent FITC and PE channels were linearised using the ‘logicle’
transformation function [216], with default parameters applied (linearisation width = 0.5,
top of the scale = 262144, full width of transformed display = 4.5, additional negative

range = 0).

7.2.3 Software runs

The input parameters used for software runs on the NEQAS CD34 dataset are listed in
Table 7.1. For all software, channels used for clustering were: forward scatter (FSC),
side scatter (SSC), FITC and PE. Software outputs were manually interpreted to select
the target cluster as previously described. For SPADES, outputs were partitioned into 8
to 11 sub-populations in a semi-automated manner using the ‘auto suggest annotation’
function, as previously described.

Software outputs were checked against a manual quality control (QC) criteria:

1. The identified CD34+ target population positioned in the correct region (all bright
CD34+ events with low/mid SSC), based on ISHAGE industry standard gating
(Figure 7.2).

2. The identified bead population visible with low FSC/ high SSC/ high fluorescence

(in any channel).
3. The identified events formed of a single cluster that excluded non-target events.

Manual QC checks found that software tools were unable to correctly cluster the target

population for a number of samples. In these cases, the runs were flagged as ‘QC failed’
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Table 7.1: User parameters for software runs on NEQAS CD34 dataset.

Software Parameter NEQAS CD34 dataset
Flock?2 Bins auto
Density auto
Calculate centroids using Mean fluorescence intensity
FlowMeans  Max number of clusters 10
FlowSOM Number of expected metaclusters 10
Grid size 10 x 10
PhenoGraph  k, initial clustering 15
k, meta-clustering 5
SPADE1 Target number of nodes 10
Downsampled events target 10%
SPADE3 Outlier density 1st percentile (default)
Target density 20,000 cells (default)
Number of desired clusters 100 (default)
SWIFT Input cluster number 10
Arcsinh transformation 0

and the best approximations for the target population count were reported based on

operator judgement.

7.2.4 Separation index estimation

The separation index (SI) between the target cluster to the main cluster was estimated
using the sepIndex function in the R package clusterGeneration [171]. Outputs from
SWIFT and FlowSOM runs of the NEQAS dataset were used to estimate the CD34+ and

bead cluster Sls, respectively.

7.2.5 Electronic trials participant data

Electronic trials were distributed to laboratories participating in the UK NEQAS-LI CD34
stem cell enumeration programme, as an optional educational exercise. Participants were
asked to analyse the files as per their in-house procedures and to submit results for the
total CD454, CD34+, and bead event counts, the percentage CD34+ cell count, and the
absolute CD34+ cell count (cells/pl). All participating laboratories stated they followed
the ISHAGE gating strategy [39, 40]. Outliers from participant reported data that fell

one order of magnitude away from the mean were excluded from further analysis — these
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Figure 7.2: Example of ISHAGE gating on NEQAS dataset of stabilised peripheral blood.
CD34+ stem cells are enumerated by gating on all CD45+ events (R1), followed by all CD34+
events with low/mid SSC (R2). R3 is used to adjust the cell population to delineate true
CD34+ cells. The cells are further adjusted in the lymph-blast R4 gate, the position of which
is set according to the lymphocytes gated in R5 in the R1 region. Beads can be gated using

the last two plots shown here. Viability testing is not used for analysis of stabilised cells.

results exceeded the total number of events in the sample and were clearly incorrect.

7.2.6 Statistics

Methods used for statistical analysis included the mean, standard deviation (SD), and
coefficient of variation (CV). All statistical tests were performed in R version 4.0.4.
For performance assessment, the absolute difference between software outputs (CD34+

cell and bead populations counts) to a reference value was calculated using Eq. 7.1,
Difference to reference = |A — B (7.1)

where A is the software count, and B is the mean of laboratory participant reported
counts.

In keeping with international standards for proficiency testing ISO 13528:2015 [217],
the z-scores for software outputs were calculated to enable comparisons of the deviation

from the mean, as in Eq. 7.2:
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T — [
= 7.2
- o (72)

where x is the software count, p is the mean of the participant counts, and o is the
standard deviation of the participant counts.

Comparison between the means of participants and software reported counts for each
of the 13 samples was performed using the unpaired t test, assuming counts follow a
Gaussian distribution and have equal variances.

The Mann-Whitney test (also called the Wilcoxon rank sum test) was used to compare
the distributions and medians of the CV values between the two participants and software
groups, assuming that the CV data are non-parametric.

Correlation between software and participant analyses was measured using Pearson’s
correlation coefficient, r [218], with the assumption that the mean target population

counts from the 13 samples follow a Gaussian distribution.

7.3 Results

7.3.1 Results of NEQAS dataset software runs

The NEQAS dataset was processed through seven different automated flow cytometry
data analysis software (Flock2, flowMeans, FlowSOM, PhenoGraph, SPADE1, SPADE3
and SWIFT), and manually checked against the QC criteria defined in Section 7.2.3.
Four channels were used for clustering the data (FSC, SSC, CD45-FITC and CD34-
PE), in contrast to previous work with synthetic datasets, where only two channels were
available. Furthermore, input parameters were deliberately chosen to cause the software

to return approximately 8 to 10 clusters (rather than 2 or 3 for synthetic datasets).

7.3.1.1 Clustering characteristics

As illustrated in previous chapters, different clustering characteristics were observed from
the different software. Here, visualisation of the clustered data in multiple 2D plots with
different parameter combinations offered additional insights into the varied partitioning
approaches implemented by the different software.

‘Soft” partitions of the data were observed for Flock2, FlowSOM and SWIFT (Figure
7.3B, D, H), with clusters having indistinct boundaries, and slightly overlapping each

other in all combinations of the 2D plots. Certain horizontal and vertical ‘cut-offs” were
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apparent in SWIFT outputs, giving indications of the process it applied to discard data
(Figure 7.3H).

‘Hard’ partitions in the data were more apparent for flowMeans, PhenoGraph, SPADE1
and SPADE3 when viewed in the FSC vs. SSC plots (Figure 7.3C, E, F, G). Straight line
divisions between clusters were observed for flowMeans, while characteristic meandering
boundaries between clusters were observed for PhenoGraph, SPADE1 and SPADE3. The
hard boundaries were less visible in the CD34-PE vs. SSC plots, which could suggest that
the partitioning applied by these software were more weighted towards the two scatter

parameters rather than the fluorescent ones.

7.3.1.2 QC passes and fails

Based on the manual QC criteria described in Section 7.2.3, SWIFT was the best per-
forming software tested here for identifying the CD34+ target population. In 11 out of
13 samples (85%), SWIFT was able to successfully identify the CD34+ population in the
correct region on plots as a single cluster (Figure 7.4A). A closer inspection of the failed
SWIFT runs from samples 7 and 12 revealed these CD34+ populations had lower event
counts than other samples, and were also challenging to gate manually, as demonstrated
by the high CVs from participants data (Table 7.4). FlowSOM and Flock2 had lower
CD34+ QC pass rates of 7 in 13 (54%) and 6 in 13 (46%), respectively. Unsuccessful
runs were caused by identification of non-target events by the software which on visual
inspection were actually separate from the core CD34+ cluster (as an example, see Figure
7.3D). Four of the software tested in this study (flowMeans, PhenoGraph, SPADE1 and
SPADE3) were unable to identify the target CD34+ population in all 13 samples of the
NEQAS dataset. In most cases, the CD34+ events were grouped with other events with
similar FSC/SSC features, and appeared in the CD34-PE vs. SSC plots as a horizontal
smear (Figure 7.3C, E, F, G).

For the bead population, five of the software tested (Flock2, flowMeans, FlowSOM,
SPADE1 and SPADE3) were able to successfully identify the cluster in all 13 samples
(Figure 7.4B). Contrastingly, SWIFT failed to isolate the bead population throughout
all 13 samples. The highly elongated shape of the cluster may have potentially posed
problems for the SWIFT algorithm that identifies clusters based on a Gaussian mixture
model fitting strategy [88]. Identification of the bead population by PhenoGraph was not

always straightforward, noting that one of its runs failed (sample 5).
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Figure 7.3: Representative clustering outputs from runs of the NEQAS CD34 dataset on

different software.

192



Chapter 7. NEQAS

(A) CD34+ population

Flock2
FlowMeans
FlowSOM

PhenoGraph

Software

SPADE1

SPADE3

SWIFT

(B) Bead population

Flock2
FlowMeans
FlowSOM

PhenoGraph

Software

SPADE1

SPADE3

SWIFT

Figure 7.4: Heatmaps of manual QC results.
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7.3.1.3 Performance analysis

The software output difference to reference value was calculated to assess the automated
cell population identification performances. All outputs were used for this analysis, in-
cluding ones that failed manual QC checks. The means of the laboratory participants
event counts were used as the reference value.

The performances of software varied between each other for the identification of the
CD34+ population. SWIFT results displayed good accuracy and repeatability for the
CD34+ population, reporting a population percentage difference to reference of (0.17 +
0.19)%. In contrast, SPADE1, PhenoGraph and SPADE3 reported the largest difference
to reference values of (12.2 £6.2)%, (11.5+4.0)%, and (8.8 +6.9)%, respectively. Flock2
and FlowSOM analyses produced noticeably large error bars for the difference to reference
of (8.3 +15.5)% and (6.3 4+ 12.5)%, respectively. The reduction in software repeatability
observed here was most likely caused by those outputs that failed QC checks.

For the bead population, results from this analysis showed that all software outputs
had high levels of accuracy and repeatability, with differences to reference reported from
all software falling below (0.16 £ 0.13)% excluding SWIFT, which failed to identify the
bead population so its performance for that task could not be assessed (Figure 7.5).

Overall, the software outputs for the CD34+ cells were less accurate and repeatability
worsened compared with the bead population.

Further insight into the variation of software outputs was provided by calculation of a
z-score, or the number of SDs the output lies above or below the mean (assigned here as
the value from participant counts). Results of the z-scores are summarised in and Figure
7.6 and Table 7.2, show clear differences in the high variation of CD34+ cell counts, the
majority of which were over 3 SDs away the mean, contrasted with the low variation of
bead counts (all within 2 SD of the mean).

Based on conventional proficiency testing interpretation of the z-scores [217], all the
bead counts from all software were calculated to have z < 2.0 and would be considered
‘acceptable’ results, with the exception of SWIFT which returned no outputs, and one
PhenoGraph run (Table 7.3).

For the CD34+ cell counts, 11 SWIFT outputs, along with six outputs from each of
FlowSOM and Flock2, and one result from SPADE3 gave z < 2.0 and would be considered
‘acceptable’. One output from Flock2, SPADE3, and SWIFT apiece had z-scores between
2.0 and 3.0 and would be given ‘warning signals’. However, the majority of software
outputs for the CD34+ cell counts, including all those from flowMeans, PhenoGraph
and SPADEL, gave z > 3.0 (medians ranging from 51 to 111, Table 7.2) and would be
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Figure 7.5: Summary of software performance for detection of target CD34+ cell and bead
populations. N=13, mean +1SD, dashed line = target.

considered ‘unacceptable’ (Table 7.3). The results from the z-scores largely agreed with
the manual QC interpretations of software outputs (Figure 7.4).

In terms of performance rankings, on the basis of the z-scores across all samples,
SWIFT was ranked as the best performing for identification of CD34+ cells, followed by
FlowSOM then Flock2. flowMeans and SPADE3 were tied in fourth place, followed by
PhenoGraph, and finally SPADE1 was ranked last. Meanwhile, for the bead population,
flowMeans was ranked in first place followed closely by Flock2, FlowSOM, SPADETL,
SPADE3, and PhenoGraph. SWIFT was ranked in last place here for failing to identify
the bead populations.

7.3.1.4 Separation index estimation

There appeared to be a clear difference in software performance between the identification
of the well-separated bead cluster and the CD34+ cluster, which was closer to other cell
populations. To place the different degrees of separation of the two clusters in the context
of previous work using a synthetic separation dataset (Chapter 4), the separation index
(SI) was estimated for both the target clusters in the NEQAS dataset (Figure 7.7).

A problem with calculating the SI from real data is that the clusters have to be
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Figure 7.6: Box-plots of z-scores for (A) CD34+ cells and (B) bead populations. Median;

bounds, 25th and 75th percentile; whiskers, smallest and largest value within 1.5 times the

inter-quartile range; individual points, outliers.

Table 7.2: Median z-scores

Software N CD34+ cells Beads
Flock2 13 2.31 0.02
flowMeans 13 51.41 0.01
FlowSOM 13 5.56 0.09
PhenoGraph 13 110.81 —0.05
SPADE1L 13 106.07 0.08
SPADE3 13 98.92 0.03
SWIFT 13 —0.62 NA

196



Chapter 7. NEQAS

Table 7.3: Interpretation of software outputs based on z-scores.

CD34+ cells Beads
Software N Acceptable! Warning® Unacceptable>  Acceptable! No output
Flock2 13 6 1 6 13 -
flowMeans 13 - - 13 13 -
FlowSOM 13 6 - 7 13 -
PhenoGraph 13 - - 13 12 1
SPADE1 13 - - 13 13 -
SPADES3 13 1 1 11 13 -
SWIFT 13 11 1 1 - 13
Lz €20
22.0< ]zl <3.0
3121 > 3.0

partitioned first, and because different methods produce different outputs, there is a
decision to be made for which ones to use to estimate the SI. Since most software (except
SWIFT) demonstrated good performance when clustering the bead population, FlowSOM
outputs were arbitrarily selected to estimate the bead cluster SI values.

The bead clusters had a mean SI of +0.26, indicating good separation, with a range
between —0.03 and +0.64 indicating just touching to very well-separated clusters. This
range arose because although the bead cluster was well-separated in certain parameters
(e.g. CD34-PE channel), it was less well-separated in the CD45-FITC marker channel
(Figure 7.8). An important difference affecting SI estimation is highlighted here, because
whilst only two parameters were previously used for the synthetic data analyses, four
parameters were used here for real-world data analyses.

For the CD34+ clusters, outputs from SWIFT were used for SI estimation, because
SWIFT demonstrated the best performance for identifying this population. The CD34+
clusters were generally less well-separated, with a mean SI of +0.07, indicating clusters
touching, and a range between —0.09 and +0.21 indicating overlapping to well-separated

clusters.

7.3.1.5 Link to synthetic datasets

The pattern of performance observed here, where automated software identified cell pop-

ulations with better accuracy and repeatability as clusters became more well-separated,
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reflected previous results shown with synthetic datasets in Chapter 4 (Figure 7.9).

Software performance of the real-world bead cluster having a SI of +0.26 matched
those of clusters with SIs between +0.2 to 0.3 from the synthetic two-cluster separation
dataset.

Interestingly, the difference to reference results at the estimated SI for the CD34+
population (Figure 7.5) were not directly comparable to results in the synthetic dataset
between a SI of 0 and +0.1, but were more alike to results at a SI of —0.2. This result
suggests that the software performance was worse with analogous real-world data of similar
SIs but of higher parameter/data complexity, or raises the question of whether the SI
estimation, based here solely on best-performing SWIFT outputs, could be optimised to
better represent the real gap between clusters.

Nevertheless, taken together, the trends in deterioration of software performance as
clusters come closer together have been clearly illustrated in this work with both real-

world and synthetic datasets.

CD34+ Beads

SSC-A 1 55C-A
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Figure 7.9: Degree of separation of the real-world CD34+ cell and bead populations, overlaid
in relation to software performance results from analysis of synthetic two-cluster separation

dataset from Chapter 4.

199



Chapter 7. NEQAS

7.3.2 Results of electronic trial participant data analysis

Statistics for participants’ analysis of the 13 NEQAS electronic trials are summarised in
Table 7.4 for the CD34+ cell counts, and Table 7.5 for the bead counts. Only results from
BD users are included for samples 6 to 13.

Note that files from samples 1 and 2 originate from the same donor material, but
sample 2 was generated from modification to the FCS file from sample 1, to create different

CD34+ counts while preserving the same non-CD34+ and bead event counts (Figure 7.1).

7.3.3 Comparison of software vs. participant data analysis

7.3.3.1 Total event counts

The total event counts from all software outputs were grouped together and compared
with the counts reported from all the participants, for each sample in the study.

The CD34+ cell counts from automated software were higher than those from partic-
ipants, and showed greater variability across all 13 samples (Figure 7.10A). For example,
the mean CD34+ count returned from sample 9 was 16,404 + 17,984 from software com-
pared to 798 + 63 from participants, a difference between means of 15,606 events. For
comparison between the two analytical methods, calculation of unpaired ¢ tests from each
sample revealed highly significant differences between the mean CD34+ counts of all the
runs (p < 0.0001).

When considering only software outputs of CD34+ counts that passed manual QC
checks, the differences between software and participant reported counts were reduced
(Figure 7.10B). Taking sample 5 as an example, where three software passed the manual
QC checks (Flock2, FlowSOM and SWIFT), the mean CD34+ count from software was
1,768 + 70 compared to 1,733 £ 71 from participants, a difference of just 35 events. The
majority of samples had no significant differences between participants and software mean
CD34+ counts, with the exception of samples 2 and 9 (both p < 0.05).

There were fewer differences in the mean bead counts between participant and software
outputs across all 13 samples, and software outputs had lower variability (Figure 7.10C).
Using the same example of sample 9, the mean bead count was 4,999 4+ 11 from software
compared to 5,011 4+ 97 from participants, a difference of just 12 events. Analysis of
the difference between the means for each sample showed all of them had no significant
differences between the participants and software outputs (p > 0.05).

These results show that while manual analysis methods outperformed automated anal-

ysis for identification of the CD344 cells (in terms of repeatability), the reverse was
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Table 7.4: Statistics for participants’ total CD34+ event counts.

Sample N Min Max Mean StDev cv
1 102 135 1,203 893 107 12
2 102 345 1,286 1,082 118 11
3 84 19 1,454 1,186 212 18
4 83 332 088 385 76 20
5 83 1,479 1,867 1,733 71 4
6 55 76 517 270 54 20
7 55 3 972 70 160 230
8 55 566 1,220 857 95 11
9 55 576 903 798 63 8
10 45 202 1,212 919 153 17
11 45 2 2,411 1,874 421 22
12 45 3 1,887 122 382 314
13 45 117 261 169 26 15
Table 7.5: Statistics for participants’ total bead event counts.

Sample N Min Max Mean StDev cv
1 96 2,000 47,900 11,521 3,873 34
2 95 1,451 47,900 11,497 4,120 36
3 83 1,020 9,884 9,401 1,249 13
4 82 1,020 5,049 4,845 443 9
5 82 1,020 2,851 2,660 194

6 54 1,078 7,065 3,974 595 15
7 55 13,226 17,821 17,512 642 4
8 55 6,701 7,243 7,033 123 2
9 54 4,773 5171 5,011 97 2
10 45 8,405 17,928 17,024 1,424 8
11 45 7,496 10,346 10,078 468 5
12 45 7,047 16,151 15,643 1,370 9
13 45 6,726 10,804 7,405 561 8
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apparent for identification of the beads.

7.3.3.2 Coefficient of variation

Following analysis of the total event counts above, the CV was calculated to allow direct
comparisons on the distribution of outputs between the two analytical approaches for the
two target population groups.

For the CD34+ cell counts, the CVs from participants ranged from 4% to 314%,
with a median of 17% (Figure 7.11A). The wide inter-laboratory CV range reported
here are comparable to those from previous external quality assessment studies [219].
The CVs from participants were noticeably high for samples 7 and 12 (230% and 314%,
respectively), and was possibly a function of the lower cell numbers in these samples. The
CVs from software ranged from 65% to 138%, with a median of 98%. Comparison of the
CVs between the two groups show that, in this instance, software CVs were significantly
higher than those from participants (p < 0.01; Mann-Whitney test). This result indicates
that the identification of the target cell population by software was not able to match the
repeatability from manual gating.

For completeness in the analysis of variation in the CD34+ cell counts, the CVs from
only software that passed QC checks was calculated, and was found to range from 4%
to 65%, with a median of 15% (Figure 7.11B), noting that this statistic could not be
calculated for 5 of the samples because fewer than 2 runs gave acceptable outputs. The
software CVs from this analysis were more similar to those from the participants. The
reduction in variability once failed runs were excluded was to be expected, and suggest that
manual intervention or review of software outputs may be a viable solution for integration
of automated tools into data analysis workflows.

For the bead event counts, the CVs from participants ranged from 2% to 36%, with a
median of 8.4%. In comparison, the CVs from software ranged from 0.1% to 3%, with a
median of 0.3% (Figure 7.11C). The difference in CVs between the two groups was found
to be significant (p < 0.01; Mann-Whitney test). The lower CVs from the software outputs
indicate more repeatable performance over manual methods when identifying distinct well-
separated populations, and perhaps a lesser need for manual checks. Both participants
and software groups gave improved CVs for analysis of bead counts in comparison to that
of the CD34+ cell population, affirming that this population was more straightforward
to gate.
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Figure 7.10: Participant vs. software comparison of target population counts. Bead counts

included from all software with the exception of SWIFT and one PhenoGraph run which did
not return any bead values.
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7.3.3.3 Correlation

Finally, to understand the strength of the relationship between participants and software
outputs, Pearson’s correlation coefficient () was calculated using the mean event count
from each of the 13 samples (assuming Gaussian distribution of the values), for both
CD34+ cell and bead populations.

There was no correlation seen for mean CD34+ cell counts between participants and
software outputs (r = 0.332, p = 0.267), which was expected given that outputs from
software were significantly higher than those of participants (Figure 7.12A). However,
when excluding software runs that failed QC checks, a strong association for the CD34+
cell counts between the two analytical approaches emerged (r = 0.941, p < 0.0001) (Figure
7.12B). In contrast, there was a significant and near perfect correlation for bead counts
between participants and software (r = 0.999, p < 0.0001) (Figure 7.12C), indicating a

strong agreement between the two methods.
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Figure 7.11: Participant vs. software comparison of target population CV.
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Figure 7.12: Correlation between manual and automated software analysis approaches for
mean target population counts. Bead counts included from all software with the exception of

SWIFT and one PhenoGraph run which did not return any bead values.
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7.4 Discussion

Within this Chapter, two key work components have been completed through application
of a real-world flow cytometry dataset from the UK NEQAS-LI programme for CD34+
stem cell enumeration.

Firstly, the dataset was processed through seven different automated software to detect
two target populations: the CD34+ cells and the beads. These two populations had
different degrees of separation, with the beads clusters being more distinct and well-
separated, whereas the CD34+ cell clusters were closer to or slightly touching the bulk
non-target populations. The aims here were to assess software performance in accuracy
and repeatability, and to validate the benchmarking approach using synthetic datasets
from previous chapters.

The investigations found similar patterns in the deterioration of software performance
as clusters moved closer together, and whilst the beads were easily identified by all soft-
ware (except SWIFT), much of the automated CD34+ cell count outputs from software
such as PhenoGraph, SPADE1 and SPADES3 failed the manual QC criteria, and when eval-
uated using the z-score, were classed as ‘unacceptable’. SWIFT demonstrated the best
performance when identifying the CD34+ cell population. The results can be directly
compared to benchmarking outputs using synthetic datasets, and give further evidence
for the use of well-designed and controlled synthetic datasets for quality assessments in
computational flow cytometry.

The second component of this Chapter has addressed the comparison of variation be-
tween automated and manual data analysis methods. Total event counts from 45 to 102
laboratory participants were compared to counts from the seven software that apply differ-
ent unsupervised clustering algorithms. Differences were observed between quantification
of the CD34+ cells and that of the well-separated beads cluster. For the CD34+ cells,
the variability from participants were significantly lower than software outputs, and there
was weak correlation between the two analysis methods. In contrast, for the bead popu-
lation, the variability from software analyses were significantly lower compared to manual
methods, with a very strong correlation between the two measurement approaches. These
results demonstrated that while well-separated clusters can be analysed with a high level
of confidence using automated tools, the software identification of slightly touching cell
populations may not yet match the potential quality of manual methods.

Although the findings here are consistent with previous work that found higher vari-
ability associated with poorly-resolved cell populations compared with clearly resolved

ones [178, 201, 3], this is the first study of its kind to compare large scale inter-laboratory
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variability with inter-software variability.

Furthermore, this study benefitted from using only electronic data files, so that vari-
ability from gating/data analysis was specifically isolated from other upstream sources
of variation in flow cytometry e.g. antibody reagents, instrument variation, and sample
processing.

It was outside the scope of this study to explore any reduction in manual workload
or increased efficiency in processing samples when incorporating automated data analysis
software. However, during this work and as observed in other Chapters, significant efforts
were required to cause automated tools to output cell counts, and also to manually QC
check all software outputs. Thus, adoption and implementation of automated tools would
likely see a shifting of workload from manual gating to reviewal, adjustment and approval
tasks.

A recognised limitation of this study is its focus on unsupervised clustering algorithms
and the exclusion of supervised learning algorithms such as FlowDensity [87] or FlowLearn
[102], and Infinicyt software [148] (which the previous survey of clinical laboratories found
was already in use for automated analysis of haematological malignancies). The major
challenge with including supervised learning tools in studies such as these would be the
massive datasets needed for training and validation, and the question of how to generate
such synthetic datasets with multi-factorial components. This would be a significant
undertaking outside the scope of the current work, but would form a potential area for
further research.

The current work on comparability between manual and automated data analysis
presented here has opened up several potential avenues of further work. The utility of
synthetic files as surrogates for real flow cytometry datasets can be further demonstrated,
both in benchmarking studies and as a resource in an educational setting.

Distribution of the synthetic datasets with controlled properties (separation between
clusters, rare populations, etc.) generated within this Thesis to participants to manually
analyse would provide a better understanding of how human operators process synthetic
data, and allow for a direct comparison to software variability observed in previous chap-
ters. There is also scope for having operators analyse data in a controlled environment
following standard protocols, rather than having the freedom of using ‘local procedures’
Along these lines, a further possibility is for operators to process the data using the
same automated workflow, so inter-operator variation of software implementation can be
explored.

Investigation of different real world cell populations, such as the variation between

automated and manual methods when analysing rare populations, would be of particular
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interest given their importance in clinical and manufacturing settings. Files from NEQAS
programmes on minimal residual disease or paroxysmal nocturnal haemoglobinuria (PHN)

could be potentially used for this work.

In summary, automated tools have the potential to reduce operator variability, but
with multiple software solutions available, this study has shown the extent of inter-
software variation when analysing cell populations that are close together is significantly
higher than the inter-laboratory variability. Careful consideration should therefore be
given to implementation of automated cell population identification systems in high-
throughput clinical settings, and the opportunity to increase the efficiency of analytical
workflows through automation should be balanced with maintaining the high quality of

current manual gating methods.

7.5 Chapter conclusions

o A CD34+ stem cell dataset issued by UK NEQAS-LI was processed through different
automated software.

o The results validated the patterns in software performance trends seen from previous
synthetic dataset runs, where well-separated clusters (beads) were identified with
better accuracy and repeatability compared to closely touching clusters (CD34+
cells).

o Comparison between automated and manual data analysis methods showed a differ-
ence between quantification of the CD34+ cells and that of the well-separated beads
cluster. For the CD34+ cells, the median CV from software was 98% compared to
17% from participants. In contrast, lower variability was shown for software anal-
ysis of bead counts compared to manual methods (median CVs of 0.3% and 8.4%,
respectively).

o The study found a weak correlation between the two analysis methods when identi-
fying the CD34+ cells (r = 0.332), but a very strong correlation between them for
the beads (r = 0.999).

 Significant manual quality control checks were required to flag software outputs that

failed to correctly cluster the target population.
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Conclusions and further work

8.1 Summary of the thesis

Automated flow cytometry data analysis software tools have the potential to improve the
quality of cell therapy product characterisation through the reduction in process variation
arising from manual gating. However, their widespread adoption in the biomanufacturing
community is potentially restricted by the lack of clarity on the internal workings of
the software algorithms, combined with the lack of tools that can be used to assess the
confidence in software derived measurement outputs. Consequently, the aim of this thesis
was to define the confidence in flow cytometry automated data analysis software tools. It
is worth stressing that this was a comparison of techniques rather than a promotion of
any one technique towards its optimal performance.

To better understand the current landscape of computational tools available for flow
cytometry users, a literature survey was conducted at the beginning of this research, in
Chapter 2. The results of the survey identified the most cited and most used software
among flow cytometry users, and enabled the selection of software tools representative of
the different algorithmic techniques available, and relevant within academic and clinical
settings, for the comparison studies performed in the rest of this thesis. This initial
selection was checked and updated throughout the thesis period, without addition of new
tools on the basis of similarities in clustering methods.

In order to proceed with the critical assessment of the selected software, it was nec-
essary to generate datasets that allowed fair comparisons of the different software. A
systematic approach to the creation of synthetic datasets with controlled properties and
data distributions to serve this purpose was achieved in Chapter 3.

Application of these synthetic datasets to assess performances of the automated soft-
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ware was performed in Chapters 4 (for clusters containing different distances between
clusters and with normal or skewed distributions), Chapter 5 (rare cells), and Chapter 6
(noise properties). The results presented in these chapters demonstrated the limitations
and variability in outputs from automated systems.

To enable flow cytometry users to understand the relevance of these findings to both
their own data and established data analysis workflows, the variability from software
analysis of a clinical real-world dataset was compared to the variability from manual
analysis by laboratory participants in Chapter 7.

This chapter here concludes the main findings of the thesis in the context of the initial
research aims and objectives set out in Chapter 1. The central contributions of this
research to existing knowledge are defined, and finally, upon reflection on the limitations

of the thesis, recommendations for further work are proposed.

8.2 Thesis conclusions

Major findings from this thesis are listed below, each under a specific research aim and

their corresponding research questions:

Research aim 1: Understand the landscape of automated data analysis software in the

context of academic, clinical, and manufacturing laboratories.

o What automated flow cytometry data analysis software tools are available?

« How do the software tools differ?

o How widely used are the software tools?

o How do their usages differ between academic, clinical and manufacturing set-

tings?

These research questions were addressed in the literature survey and clinical laboratory
questionnaire completed in Chapter 2. The main findings from the literature survey
were the availability of 51 software tools (at that time in 2019) that implement different
supervised or unsupervised learning algorithms (dimensionality reduction, hierarchical
clustering, model-based clustering, density-based clustering, etc.). The total number of
citations from the 51 software tools was 2,027, and the ones with the highest citation
rates were viSNE, PhenoGraph, SPADE1, FlowSOM and t-SNE.

In comparison, in the survey of clinical cytometrists, 16 respondents identified nine
software tools actually used in their laboratories, with the most frequently software iden-
tified being Infinicyt, which uses a supervised learning algorithm for automated identifi-

cation and classification of cell populations based on an extensive library of patient data.
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It was revealing that the uptake of automated software among clinical laboratories was
less than half (47%) of the 49 participants surveyed.

A comparison of the most frequently identified software from the two surveys suggested
differences in usage purposes — those identified from literature could be considered tools
for discovery or exploratory analyses, whereas those from clinical settings had more rele-

vance in routine, targeted analyses of known cell populations.

Research aim 2: Explore benchmarking datasets applicable for the critical assessment

of automated flow cytometry data analysis software.

o What properties of flow cytometry benchmarking datasets are required for
testing of software tools?

o Can synthetic datasets be designed and generated with these properties?

o What are the advantages and disadvantages of synthetic datasets compared

with real-world datasets?

The research completed in Chapter 3 identified common characteristics and statistical
properties of flow cytometry data, such as the number of clusters, number of total events,
number of markers, and cluster separation, placement and distribution. A method was
developed using the R programming environment to computationally simulate certain
targeted properties in a highly controlled manner. This approach successfully generated
synthetic datasets with relevant cell population characteristics, in the standard FCS 3.1
file format, that could be processed in place of real-world data through software tools
with credibility.

A driving force behind the use of synthetic datasets for external quality assessments of
software was the shortcomings of real world flow cytometry data, which require estimates
of a reference value (e.g. cell population frequencies) from manual analysis outputs of an
individual or a group of experts. This reliance on manual gating of real world datasets,
with its large source of variation, lack of reproducibility and susceptibility to bias was
seen as a major disadvantage which the application of synthetic datasets could potentially
overcome.

The key benefits of using synthetic datasets in this context are:

1. Ground truth designed into data means an absolute reference value can be used
during testing, thereby moving away from using manually gated references, allowing

a clear statement of accuracy.
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2. A framework for synthetic data generation can be implemented to potentially create
datasets matching any real-world flow cytometry dataset, in numerous cell models
or disease types, and can overcome collection and ethical limitations of obtaining

real samples from patients, for example.

3. Full reproducibility of the synthetic datasets by different laboratories. Since the
code is based on mathematical principles, it can be run by other personnel with the

same programming language knowledge to give identical outputs.

4. Isolation of the variation from data analysis from other sources of variation arising
from sample processing, reagents and materials and instruments (inherent in real

data), so that process improvement can be specifically targeted.

Although the main limitation of synthetic datasets lie in their accurate representation of
the complexities of real data, the work in this thesis has shown how, through thoughtful
designs that capture common key characteristics of real data, the synthetic datasets have
demonstrated utility and credibility in giving users a better understanding of the clustering
behaviours of different software, and the constraints on the types of data each software
are able to analyse effectively. Additionally, the datasets inform selection of software to

be used for desired end application (for instance, rare cell detection).

Research aim 3: Compare the performances of different software tools in cell population

identification tasks.

o What is the effect of varying the distance between clusters on software perfor-
mance (in terms of accuracy and repeatability)?

o Are certain software more sensitive to non-normal cluster distributions?

o What are the limits of detection of the different software when challenged with
a rare cell dataset?

e How robust are software tools to noise elements in the data?

Extensive software comparison studies were performed to address these questions in
Chapters 4 to 6. The key findings from these were the observations of different clustering
characteristics, and considerable variation between different software when analysing the
same dataset.

Chapter 4 set out to assess the accuracy and reproducibility of software using a syn-
thetic dataset containing clusters with different degrees of separation along a separation
index (SI). The comparison between different software tools found that all software dis-

played high accuracy and repeatability when clusters were well-separated, with a SI >
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0. However, as the SI decreased below 0 and the clusters began to approach and overlap
each other, all software performance deteriorated. For instance, the difference between
FlowSOM’s software output to the reference cell population percentage widened from
0.92% £ 0.35% at a SI of +0.1 to 8.9% 4 11.4% at a SI of —0.2. The results from these
tests suggest that SWIFT was the best performing software for separating slightly over-
lapping clusters, because it had the lowest difference to reference value compared to the
other software tools at SI values of —0.1 and —0.2. This finding was validated with the
real world NEQAS dataset in Chapter 7, where SWIFT reported the lowest difference to
reference amongst other software when tasked with identifying the CD34+ cell population,

which was not a well-separated cluster.

The introduction of skewed clusters to the synthetic datasets found that SWIFT
was most sensitive to these non-normal distributions, whereas FlowSOM, PhenoGraph,
SPADE3 were less affected. Most noticeably, in the head-to-head orientated skewed
dataset, SWIFT’s difference to reference for clusters with heavy skew (a = 7.5) deterio-
rated to 35.7% £ 21.6% from a value of 2.6% =+ 2.2% with no skew (a = 0). The negative
impact of non-normal cluster distributions on SWIFT performance was further evidenced
by its failure to identify the bead cluster from the NEQAS dataset in Chapter 7, as well

as the synthetic rare-skew populations in Chapter 5.

Rare cell detection and analysis is a critical application in flow cytometry, and auto-
mated software tools have the potential to improve the quality of rare cell characterisa-
tions. The work completed in Chapter 5 found that the limits of detection (LoD) of rare
cell populations varied between the different software. FlowSOM and SWIFT were the
best performing software for detection of rare events, with both achieving a LoD of 500
cells in 10° total events (0.05%). In contrast, PhenoGraph and SPADES3 failed to detect
any rare population below 5% in all total events. The LoD typically improved in per-
centage terms as the magnitude of total events increased, for instance, SWIFT detected
a rare cell frequency of 5% at 103 total events, which lowered to 0.5% at both 10* and
10° total events, and lowered further to 0.05% at 10° total events.

The study in Chapter 5 also tested automated software with the task of identifying
rare-skew populations, which revealed that SWIFT was unable to match its LoD from
normally distributed clusters, as shown with its failure to identify any of the rare-skew
populations in the 10° total events dataset. FlowSOM did not appear to be affected by
the skewed clusters, and was the best performing software in this regard, managing to
detect 100 rare-skew cells in 10° total events (0.01%). Unlike SWIFT, which is based

on fitting data to Gaussian distributions in its clustering method, FlowSOM is based on
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self-organising maps, and these differences in clustering strategy most probably explains

their variation in responses to rare clusters with non-normal distributions.

The next area of investigation in Chapter 6 focussed on biological noise or outlier
events that are ubiquitous in real data, but not considered in the previously generated
clean synthetic datasets. The addition of noise events resulted in an expected decrease in
performance from all software, compared to datasets with no noise. But interestingly, the
different levels of noise distribution that were introduced (3SD and 4SD) brought about
contrasting responses from the software. The deterioration in performance at the higher
level of noise was most significant for FlowSOM, whereas PhenoGraph and SPADE3
showed no differences in performance. The results showed that software responses to
noise elements were clearly mixed, and the individual levels of robustness displayed were
most likely to be dependent on the underlying clustering algorithm utilised, along with

its statistical distribution assumptions.

Research aim 4: Analyse the variation between automated software outputs in com-

parison to manually analysed data.

o How does the variation compare between manual and automated software anal-
ysis of flow cytometry data?

e Does the variation differ when analysing cell populations with different degrees
of separation?

o What is the correlation between the two analysis methods?

The ‘manual versus automated’ comparison study in Chapter 7 found that for well-
separated populations, automated software tools were able to outperform human operators
with significantly lower coefficients of variation. Additionally, a strong correlation for cell
counts was seen between the two methods when analysing distinct clusters. However,
when clusters were closer together, many software gave unsatisfactory outputs and human
intervention was required for quality control checks. Higher variability was associated
with software outputs for these less well-separated clusters, and poor correlation between
participants and software counts were seen. These findings indicate that confidence in
automated software tools remains slightly short of that in manual gating methods, given
that many flow cytometry datasets have close or touching cell populations, and achieving
very well-separated populations are in practice limited by factors such as fluorophore

brightness, background from non-specific staining, and levels of antigen expression.
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8.3 Thesis novelty and contributions to knowledge

This thesis is perceived to have delivered the following novelties and contributions to

knowledge:

1. Identification of the current trends in flow cytometry automated data analysis soft-

ware from a literature survey.

2. Identification of real usage of automated software in clinical laboratories via a par-
ticipant survey, which revealed low adoption rates, and differences between the most
cited software in literature and the most used ones among clinical flow cytometry

operators.

3. Presentation of a synthetic dataset approach to assess the performances of unsu-
pervised learning automated flow cytometry data analysis software. This approach
differs from previous work to critically assess flow cytometry computational tools,

which have mostly used real-world datasets.

4. Development of a range of synthetic datasets with different flow cytometry data

properties, including:

(a) first use of the Separation Index in a flow cytometry setting to control the

distances between clusters

(b) novel application of a dataset with increasing levels of skew, in different orien-
tation pairings
(c) novel approach of using rare cell datasets with different magnitudes of total

events, and also rare-skew cell populations, to test limits of detection of soft-

ware

(d) first use of a synthetic flow cytometry dataset with varying levels of noise

distribution to assess software performance.

Importantly, the properties simulated were tightly controlled, created with princi-
ples of Design of Experiment in mind, reproducible, and designed with a ‘ground

truth” not possible from real-world experimental data.

5. Application of these datasets to several software (Flock2, flowMeans, FlowSOM,
PhenoGraph, SPADE1, SPADE3, and SWIFT), each of which employ a different

class of clustering algorithm, to test their ability to identify target cell populations.
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6. Quantification of the difference to reference values of these software outputs, as an

indication of the measurement uncertainty arising from automated analyses.

7. Validation of this synthetic dataset approach by using real-world datasets with

comparable data properties.

8. A demonstration of the shortcomings in the SWIFT algorithm for analysing non-

normally distributed cell populations.

9. Mlustration of the limitations in the detection of rare populations by PhenoGraph,
SPADE1 and SPADES3.

10. A demonstration of the breakdown in FlowSOM performance when challenged with
noise, leading to a better understanding of the importance of data cleaning and

pre-processing prior to using analytical algorithms.

11. Comparison of inter-laboratory variation from manual analysis of a clinical dataset
to variation from automated analysis. Analysis of outputs for well-separated cell
populations showed strong correlation between manual and automated analyses,
which suggests that software are able to reproduce manual gating in this particular
task. However, a lack of readiness was evident for automated analysis of less well-

separated populations.

8.4 Further work

8.4.1 Datasets

In this current work, only synthetic datasets with a limited number of clusters and di-
mensions have been generated. It is recognised that there is (at times) a disparity here
to real world flow cytometry datasets that can be more complex, and include greater
numbers of cell populations and more staining parameters (e.g. 6 to 10 colours). Related
to this is also the issue where certain software, such as PhenoGraph, were not intended
by their developers for analysis of such datasets with low numbers of populations and
dimensions. So, while their performances at analysis of these lower-complexity datasets
here were informative, it could be argued that they were not fully indicative of the soft-
ware capability. Therefore, an obvious focus for further work would be to increase the
complexity of synthetic datasets to better address these two issues.

A more advanced approach to optimise the features of benchmarking datasets is the

potential use of data augmentation to create new data from existing real datasets, a
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strategy that appears widely used in the field of image analysis [220], and has been
demonstrated in imaging flow cytometry [221]. Strategies such as generative adversarial
networks (GANs) could be explored to generate large scale training datasets and open up
work in the evaluation of supervised learning algorithms [222].

Of potential benefit to flow cytometry data analysts is the concept of a library or
repository of synthetic datasets, including the code that generates them, which users
can search for, take off-the-shelf and apply to their novel data analysis workflows. Fur-
thermore, a resource that can allow interactive analysis and interpretation of synthetic
datasets by different software tools, on a cloud-based platform, would help users deter-
mine which automated software are most suited to their needs. This synthetic dataset
repository could extend on previous work carried out on FlowRepository which provides
publicly available, MIFlowCyt standard annotated experimental flow cytometry datasets
[164].

8.4.2 Software

Seven software, each implementing a different type of clustering algorithm, were selected
in the comparison studies performed here, as representatives of similar algorithms in their
class. Further work could extend the range of unsupervised learning algorithms included,
for example to investigate the variation of software within the same class of clustering
algorithm. In line with this, the optimisation or tuning of individual software parameters
was not investigated in this work due to timing constraints, however it could be an area
for further investigation.

The scope of the main research in this thesis was focussed on software implementing
unsupervised learning (specifically clustering) algorithms, because these appeared to be
the most mature in their software development life cycle and were, in a way, commercially
available. This leaves supervised learning software as a pertinent avenue for further re-
search, albeit an area that would require substantial efforts in terms of dataset generation,
curation, labelling; and software training and testing.

The nature of the benchmarking datasets generated in this work also necessitated the
exclusion of dimensionality reduction algorithms, even though those were the most widely
cited tools in the literature. Development of more complex synthetic datasets with more
number of parameters may allow dimensionality reduction tools to be included in future
software comparison studies.

Pre-processing software tools are increasingly being deployed to automatically clean,

compensate, transform, and normalise cytometry data and prepare them for subsequent
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advanced analyses. These tools that introduce modifications to the data are potentially
a large source of variation which in turn have a marked impact on the integrity of down-
stream analyses. Research to assess the confidence in these tools is therefore warranted.

Finally, application of multiple automated software tools together in a pipeline has
been documented [223, 84], however the combination of tools in the data analysis pipeline

raises questions on the contributions to variability from each tool on the final output.

8.4.3 Wider work

o The analysis of inter-software variation compared to inter-laboratory variation pre-
sented in this thesis can be extended with further participant studies in collaboration
with NEQAS. One line of inquiry would be to investigate variation from human par-
ticipants when gating synthetic datasets (containing properties such as rare cells,
noise) and to make comparisons with equivalent outputs from automated software
analysis methods.

o Use synthetic datasets as an educational and training tool for operators, to review
common manual gating pitfalls and areas for improvement, and to highlight areas
of flow cytometry datasets that require careful analysis.

o Collaborate with bioindustry professionals and regulators to develop standards for
use of automated software.

o Investigate other computational tools available for genomics or other -omics, mass
cytometry, imaging software tools (e.g. imaging flow cytometry) that use algo-
rithms for edge detection and segmentation. In particular, the wider landscape of
automated tools available in diagnostics that fall under the umbrella of Software as

a Medical Device among healthcare technologies.

8.5 Final remarks

Overall, the use of synthetic datasets in this thesis has highlighted many limitations in
accuracy and reproducibility of current software when analysing challenging rare cells,
ambiguously separated and irregularly shaped populations or more noisy flow cytometry
data. These findings suggest it will be some time before automated data analysis tools can
fully replace manual data analysis protocols, and therefore the role of human operators
will remain critical in the characterisation process, but perhaps gradually shifted towards
reviewal, adjustment and approval tasks. This research has shown how synthetic datasets

are a valuable and agile toolset for evaluating measurement confidence from software
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algorithms, and have the potential to be applied as digital reference materials to provide

measurement assurances in automated characterisations of cell therapy products.
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