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• From a practical standpoint:

• Commercial fault tree packages now readily available, 
use traditional kinetic tree theory for analysis.

• Latest development for fault tree analysis is the Binary 
Decision Diagram (BDD) methodology.  More accurate, 
more efficient.

• Problems with conversion from fault tree to this BDD 
format.  Advantages of technique can not be utilised.

• Research needed in conversion process.

Background to Research



• Research in conversion process:

• Several ordering heuristics available.

• No one ordering heuristic guarantee good conversion for 
all fault trees.

• Latest approach is to use a selection procedure where 
heuristics are chosen depending on fault tree.  

• Selection procedure uses neural networks.

Background to Research



• Research into important fault tree characteristics:

• Neural network makes choices depending on fault tree 
characteristics.  

• To improve performance characteristics need to be 
scrutinised.

• Method to analyse characteristics – Jacobian method.

• Ideal outcome to produce neural network selection 
procedure to guarantee BDD conversion.  Hence, 
advantages of BDD methodology utilised.

Overview of Research



• Binary Decision Diagram.

• Conversion Heuristics – Neural network approach.

• Fault tree characteristics used in selection procedure.

• New method for choosing fault tree characteristics –
Jacobian method.

• Results using new method.

Overview of Presentation



Binary Decision Diagram

• Starts with a root vertex.
• Ends in terminal vertices.
• Each path through the diagram 

terminates in: 
0 - system works
1 - system fails

• Vertex = basic event.
Two branches: 

0 component works, 
1 component failure.

• All paths terminating in a 1 give 
cut sets:

• Basic events must be ordered.
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BDD - Problems

• Fault tree conversion require 
basic events to be ordered.

• Many different possible 
orderings.

• Ordering 1:
X1 < X2 < X3 < X4

• Ordering 2:
X4 < X3 < X2 < X1

• Different sized BDD’s.
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BDD - Problems

• Ordering 1: • Ordering 2:
X1 < X2 < X3 < X4 X4 < X3 < X2 < X1

• BDD is minimal.  Four nodes only. Minimal cut sets 
directly, and quantification with fewest possible steps.
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Ordering Heuristics - General

• Number of ordering heuristics available in literature.

• No heuristic guarantee that the end result of the conversion 
will be minimal.

• It is likely that one of heuristics available will convert the 
BDD, the problem is in finding it.

• Selection procedure developed using neural networks to 
try and achieve this.

• A set of ordering heuristics are used for selection.



Ordering Heuristics – Neural Networks

• Neural networks provide a method to identify patterns.

• Pattern for conversion problem is between fault tree and 
ordering heuristic.

• The methodology involves:

• A training phase, where patterns are learned.
• A predictive phase, for unseen fault trees.



Ordering Heuristics – Neural Networks

• Network consists of:
• A layer of input

nodes. 
• An output layer. 
• A hidden layer.

• Each layer connected by weights.

• Weights of connections are altered so as to move the result 
produced by the network toward the desired result.
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Methodology for Ordering Problem

• Fault tree characteristics (11) chosen intuitively.

• Characteristics are:
Percentage of AND gates
Percentage of different events repeated
Percentage of total events repeated
Top gate type
Number of outputs from the top gate
Number of levels in the tree
Number of basic events
Maximum number of gates in any level
Number of gates with just event or gate only inputs
Highest number of repeated events



Methodology for Ordering Problem
• Ordering heuristics (6) available for selection:

• Top-down, left-right.
• Depth-first approach.
• Priority depth-first approach.
• Repeated event versions of each of the above.

• Form the outputs to neural network.

• Network trained using a large set of fault trees (from 
industry and random generation).

• Performance of network – predicted 14 out of 20 correct 
from set of test trees.



Problems

• Ideal solution – minimal or near minimal BDD for all trees, 
to take full advantage of BDD methodology in commercial 
packages.

• Selection procedure shows potential for being able to 
generate minimal BDD for all trees.

• Areas for improvement – establishing which fault tree 
characteristics are required to establish pattern to desired 
ordering heuristic.

• Methodology to achieve this – JACOBIAN method.



Using Jacobian Method – General Approach

• Back-propagation technique, similar to that used in training 
of neural network can be applied.

• Jacobian method – looks at the sensitivity of the outputs 
with respect to the inputs.

• In ordering problem, this is looking at sensitivity of 
ordering schemes with respect to fault tree characteristics.  

• Those characteristics which strongly influence ordering 
methods will be highlighted.



Using Jacobian Method – General Approach

• Sensitivity of output k to input i is defined as:

Each sensitivity is the derivative of the output with respect 
to the input.
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Using Jacobian Method – Procedure

• General procedure:

1) Take a fault tree structure, analyse it for the desired 
characteristics, put through neural network selection 
procedure to find predicted outputs.

2) Next the Jacobian for each output needs to be calculated.
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Using Jacobian Method – Procedure

2) The Jacobian values are calculated by recursively passing 
back through the network.

Initial summations over l (part 1) which corresponds to all 
the output nodes to which the hidden node j in the first 
summation (part 2) is connected. 

Then the connections between the hidden and input layer 
using part 2 of equation (3) are considered.

(3)
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Using Jacobian Method – Procedure

3) Steps 1 and 2 are repeated for all output nodes k with   
respect to all possible inputs i.

Points to note:

• Each derivative is calculated with all other inputs held  
fixed.

• As the network represents a non-linear mapping, the 
elements of Jacobian matrix will not be constant, therefore 
the Jacobian must be re-evaluated for each new input (fault 
tree).



Jacobian Method Application
• The Jacobian method has been applied to find the 

sensitivity of the ordering heuristics to the input fault tree 
characteristics.

• Jacobian values can be positive or negative, the magnitude 
is of interest, so modulus of Jacobian values used.

• The larger the Jacobian value the larger the influence.

• The sensitivity has been calculated using 198 input 
patterns.

• As the Jacobian must be re-evaluated for each new pattern, 
an average Jacobian value has been calculated.



Jacobian Method Application

• The main concern is to determine whether the input 
characteristics are important.

• Need to look at – INPUTS.

• As a measure of this, the effect of input i has been averaged 
over all the outputs and over all the training patterns.

• The values produced are relatively small, yet there is a 
considerable difference in magnitude.



Jacobian Method Application

• Rating the
Jacobian values:

Input 0 43 • Largest = Input 8.
Input 1 6 (No. of gates with event inputs)

Input 2 9
Input 3 29 • The smallest = Input 9.
Input 4 39 (No. of gates with just gate inputs)

Input 5 32
Input 6 2
Input 7 36 • Input 8 has twice influence of 
Input 8 100 the second ranked Input.
Input 9 0 • Almost 10 times the influence 
Input 10 16 of Input 9.



Jacobian Method Application

• Ranked characteristics:
Rank Input 

Number
Characteristic Jacobian average value

1 8 Number of gates with just events inputs 0.047840

2 0 Percentage of AND gates 0.023896

3 4 Number of levels 0.022245

4 7 Max number of gates 0.020790

5 5 Number of outputs from top gate 0.019188

6 3 Top gate type 0.017626

7 10 Highest repeated event 0.012207

8 2 Percentage of total events repeated 0.009441

9 1 Percentage of different events repeated 0.008309

10 6 Number of basic events 0.006385

11 9 Number of events with gate only inputs 0.005560



Jacobian Method Application

• Interesting results were highlighted with regard to 
influential characteristics.

• Next step was to determine whether the more influential 
characteristics alone could still produce a neural network 
with the same or better predictive ability.

• A subset (of six) characteristics were taken to retrain the 
neural network.



Re-Training – The Results

• Network architecture:
6 input nodes.
5 hidden nodes.
6 output nodes.

• Network tested on same test set of fault tree structures.

• Predictive potential – 14 out of 20.

• Same predictive potential as when using eleven 
characteristics, suggesting 5 omitted characteristics provide 
no further information to help pattern recognition potential 
of network.



Conclusions

• Using Jacobian provided insight into the important fault tree 
characteristics in the BDD conversion process.

• Reducing set of characteristics from 11 to 6 has yielded the 
same predictive potential when using the neural network 
technique.

• Thus, the workings of the neural network are now more 
efficient for the same response.

• Further work to enhance the predictive potential requires 
additional fault tree characteristics to be investigated.  The 
Jacobian method can be used for this purpose.



Conclusions
• Also the neural network selection mechanism can be 

improved by extending the range of ordering heuristics used 
to produce the BDD.

• This extension will involve further analysis of the fault tree 
characteristics.

• It is clear that this is a beneficial technique to the ordering 
problem and can aid in further developing the neural 
network approach.

• Ultimate aim to find necessary characteristics using this 
method to increase predictive potential to warrant using 
BDD approach in commercial package.


