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Summary & Conclusions - The Binary Decision Diagram (BDD) methodology i® th
latest approach used to improve the analysis offah# tree diagram, which gives a
qualitative and quantitative assessment of spekiigks. To convert the fault tree into
the necessary BDD format requires the basic evehtthe tree to be placed in an
ordering. The ordering of the basic events isaalitto the resulting size of the BDD, and
ultimately affects the performance and benefitthadf technique. A number of heuristic
approaches have been developed to produce an optmtering permutation for a
specific tree, however, they do not always yielchiaimal BDD structure for all trees.
Latest research considers a neural network approset to select the ‘best’ ordering
permutation from a given set of alternatives. Be this approach characteristics are
taken from the fault tree as guidelines to selectmf the appropriate ordering
permutation. This paper looks at a new methodsoigithe Jacobian matrix to choose
the most desired characteristics from the faul,trehich will aid the neural network

selection procedure.
1. INTRODUCTION

The introduction of the Binary Decision Diagraf approach has helped overcome the

numerical and efficiency limitations of the fauieé analysis technique when dealing



with large fault tree structure$Vhen transformed to the necessary format the BDD
analysis procedure is qualitatively more efficiantl has greater precision quantitatively.
The transformation process is sometimes where @mabllie, in that the resulting
diagram is not minimal in size. To make the cosiar the basic events of the fault tree
need to be taken in a specified order. This ordeisncrucial to the size of the resulting
BDD, where a good ordering can result in a verycit analysis and a poor ordering
can lead to problems.

Within the literature there are a number of possdsdering heuristics to convert the fault
tree structuré®. Unfortunately, there is not a single heuristiattwill guarantee that
the end result of the conversion process will beimmal. However, it is very likely that
one of the heuristics available will produce theBEequired, the problem is finding it.
This is where pattern recognition approaches haea lused. Genetic algorithfisand
neural network based approadh&¥! have been used to select an ordering heuristig fro
a set of alternatives based on specific charatterisf the fault tree. The neural network
approach has been the most successful predictimgeén out of twenty fault trees from a
test set with the correct ordering heuristic todore a minimal BDD. The method used
eleven characteristics from the fault tree to cleabg appropriate ordering heuristic from
a set of six for the conversion process. Theahrmsearch showed the neural network to
be a useful technique but more work was needechpoave its predictive capabilities.
One of the areas for possible improvement is tpatsto the problem, namely the eleven
fault tree characteristics. Previously intuitivelyosen, this paper looks at a new, more
precise mathematical method to calculate the seibgitof the outputs (ordering
heuristics) to the inputs (fault tree charactaz®ti This new method uses the Jacobian
matrix to indicate which of the eleven charactessthas a strong influence in
determining the choice of ordering heuristic. Tatedmine the credibility of the method
important influential characteristics highlightadthe research have been used to retrain

the neural network to see if the same or a bettatigtive capability can be achieved.



2. THE NEURAL NETWORK APPROACH
2.1 Overview of Neural Network Approach

The multi-layer perceptron approdchwhich has been used in previous reséartt
and in this continuing research is a method of tifieng patterns. The pattern in this
ordering problem is between the fault tree striectamd the ordering heuristic that will
produce a minimal BDD. The network comprises aetagf input nodes which
correspond to the fault tree characteristics, arlay outputs which refer to the ordering
heuristic choices, and a layer of hidden nodeschExd the layers are connected to the
previous layer by means of weights which governpghttern recognition potential of the
network, and are set during training. The outmitthe nodes at differing layers of the
network are created by taking the sum of the proddiche inputs and the weights
attached to each input, and applying a non-lineactfon to the result. For the hidden
layer, the output for node(g) is given by equation (1), whew; refers to the weight
connecting hidden nodeo input node, andx; corresponds to the input node value. The
application of a non-linear function, usually theggnsoidal function, produces the

activated outpus,.
a, = iji X (1)

Equation (2) is used for the final layer outputfienew; refers to the weight connecting
output nodek to hidden nodg. Again the activated output, is produced by applying
another activation function which can be the samdifferent than used for the hidden

layer nodes.
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The method applies an error-back propagation teciemvhereby the weights are altered

according to an error correction rule that is eatrback through the network from the



output layer to the input layer. This methodologyves to alter the weights in such a
way as to move the result produced by the netwovkatd the desired result. The
network is trained on a large data set of examp¥bgre the pattern is learned, and then

can be used in a predictive capacity for previousigeen data.

2.2 Methodology for Ordering Problem

The difficulty in the neural network approach is gorrectly modelling the problem.
Previous work* has chosen fault tree attributes intuitively. Bie\characteristics were
selected to represent the fault tree structuresanardering heuristic preferences were

used as the selection set.

The characteristics that were chosen to repredemtfault tree structure are: the
percentage of AND gates, percentage of differemintsv repeated, percentage of total
events repeated, top gate type, number of outpois the top gate, number of levels in
the tree, number of basic events, maximum numbgat#s in any level, number of gates
with just event or gate only inputs, and highesmbear of repeated events. A full

description and reasons for inclusion can be faondference [14].

The ordering heuristics chosen to be the alterastissed for selection are:
e Top-down, left-right approach;
e Depth-first approach;
e Priority depth-first approach;
The remaining three heuristics are repeated eversions of each of the above. The

details of each of these ordering heuristics cafobed in reference [16].

To train and test the neural network a set of exaswas required. Fault tree structures
were used from industry and randomly generatedguaicomputer program. All trees
were analysed for the chosen eleven characterestid$est ordering heuristic alternative

(using the number of nodes in the diagram).



To evaluate the performance of the neural networsaset of data was produced with
different tree structures and known best orderiegristics. The number of correct

ordering heuristic preferences predicted by thevoek quantified the performance.

2.3 Problems

Conclusions from the research indicated that theratenetwork approach is a novel
technique to help in this ordering problem of tgyitm guarantee a minimal BDD in the
conversion process. Results from the research egthdtat using the neural network
methodology which allows for the selection of adesing heuristic from a set to produce
a minimal BDD, not just a BDD, had a predictive ahitity of seventy percent for the
test set used. The remaining thirty percent opoases were variable. Although this
technique proved to be considerably better thanguany single heuristic alone, there is
still room for improvement to increase the pregietpotential. It is suggestéd that the
characteristics of the fault tree be scrutinisetbateir relevance in determining the best
ordering heuristic to use. If the inputs of thelgem do not contain the necessary
information to learn the required pattern then gl any pattern recognition technique
will be unsuccessful, thus the inputs need to lectsd carefully. The aim of the current
paper is to make this selection using the Jacomathod, which will be explained
subsequently, to highlight the important charastes of a fault tree in the conversion

process to a BDD.

3. USING THE JACOBIAN METHOD

3.1 The General Approach

The back propagation technique used in the muleflgoerceptron approach can be

applied to the calculation of other derivatives. particular it can be used to look at the



sensitivity of the outputs with respect to the igpuwvhich is done by evaluating the
Jacobian matrix. The sensitivity of outputo inputi is defined by the notatiod. The
elements of this matrix are given by the derivaioéthe network outputs with respect to
the inputs:

‘]ki = %
0X.

whereyy is the output ang is the input.
The general procedure can be described in thexfmipsteps:
) Apply the input pattern for which the Jacobian mxais to be found and forward

propogate to obtain the activations of all the kitlthodesZ) using equation (3)

and output unitsz) in the network using equation (4).
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i) Next the Jacobian for each output needs to be lesdcliusing equation (5). The

(4)

Jacobian values are calculated by recursively pgdsack through the network,
summing initially overl (part 1), which corresponds to all the output motie
which the hidden nodein the first summation (part 2) is connected. Tfieally
considering the connections between the hiddenirgmat layer using part 2 of

equation 5.
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Part 2 Part1

The J,, termin part 1 is set to 1 if outpkiequals nodéin the output layer, and O
otherwise. The termg'; and Z, in part 2 and 1 respectively correspond to the

differentials of equations (3) and (4).

ii) Steps (i) and (ii) are repeated for all output reoklevith respect to all possible

inputsi.

Each of the derivatives is calculated with all tiker inputs held fixed. As the trained
network represents a non-linear mapping the elesnanthe Jacobian matrix will not be
constants but will vary depending on the input eedbeing evaluated. Thus, the

Jacobian must be re-evaluated for each new inpabre

3.2 Application of The Jacobian Method to Ordering Peab

Ideally the inputs to the neural network are chiaréstics which are influential in

deciding which of the ordering heuristic optionshie best. The title ‘best’ is given to the
heuristic that produces the minimal BDD. To inigste which characteristics are
important the sensitivity of each of the orderinguhstics with respect to each of the

input characteristics has been calculated.

When calculating the sensitivity using the Jacobiethod the result can be positive or
negative declaring the direction of influence. fimal the important characteristics, those

with most influence in determining the ordering h&lic choice, the direction is not a



concern but the magnitude of the influence is. rétoge, the modulus of each Jacobian
value has been used. Thus, the larger the Jaceohiae the larger the influence on

selection.

To calculate this sensitivity the data set useiaim the neural network has been used, so
the sensitivity has been compared using 198 inptiems. As the Jacobian must be re-
evaluated for each new input pattern, an averagebian value has been calculated, i.e.
the outcome is the average sensitivity of ordehegristick to each characteristic If

the average sensitivity of output node 2 to inppden1l Ave 3;) was being calculated,
for example, the following equation would be usetiere the number in superscript is

the input pattern number.

J(l) +J(2) +J(3) +,__+J(198)
AVGJZl - 21 21 21 21
19¢

The results are given in Table 1 (columns 2 — 7).

The main concern is to determine whether the imghatracteristic is important. As a
measure of this, the effect of inpubhas been averaged over all the outputs and oler al
the training patterns, as can be seen with theltsegu table 1 (final column). For
example, if the network had three output nodesthrek input nodes, the average effect

of input 2 @Ave Jput2) would be given by:

Jig 4357 + 35 #1357 355 4355 4+ 30 +357 +35,7

From the results in table 1 it can be seen thabagh the values are not very large there
iIs a considerable difference in their magnitudehe Targest overall average value
(column 8) is obtained for input 8, which corresg®rio the number of gates with just
event inputs, with a value of 0.047840. The smsallacobian value is for input 9, the

number of gates with just gate inputs. By rankiing average effect of each input, as



shown in table 2, it can be seen that input 8 Wasetthe influence of the second ranked
characteristic and almost 10 times the influencehafracteristic 9. The ranked results
are interesting because it has highlighted cextharacteristics which where previously

thought influential, i.e. number of basic eventsbé very low in terms of effect.

Scheme 1 Scheme 2 Scheme |3 Scheme 4 Scheme 5 Ihenfeserage

Input O 0.011888 0.036141 0.019004 0.04042 0.023300.012616 0.023896

Input 1 0.023687 0.007152 0.00379( 0.00805 0.084660.002501 0.008309

Input 2 0.016529 0.011386 0.0056641 0.01222 0.0969{10.003931 0.009441

Input 3 0.011705 0.025486 0.013744 0.02900 0.026880.008929 0.017626

Input 4 0.022219 0.030165 0.016269 0.03423 0.02004 0.010536 0.22245

Input 6 0.008122 0.008316 0.00433§ 0.00929 0.0853pR0.002912 0.006385

Input 7 0.018904 0.029979 0.014899 0.03238 0.018150.010421 0.020790

Input 8 0.036213 0.069418 0.03605( 0.07700 0.024150.024198 | 0.047840

Input 9 0.004847 0.008101 0.00399¢ 0.00871 0.004880.002814 | 0.005560

2
2
3
2
7
Input 5 0.037601 0.022271 0.01079( 0.023640 0.023110.007710 0.019188
5
8
7
7
4

Input 10 | 0.045928 0.007804 0.003807 0.00835 0.8@46 0.002713 0.012207

Table 1. Average Jacobian values

Rank Input Number Characteristic Jacobian averagjgev
1 8 Number of gates with just events inputs 0.047840
2 0 Percentage of AND gates 0.023896
3 4 Number of levels 0.022245
4 7 Max number of gates 0.020790
5 5 Number of outputs from top gate 0.019188
6 3 Top gate type 0.017626
7 10 Highest repeated event 0.012207
8 2 Percentage of total events repeated 0.009441
9 1 Percentage of different events repeated 0.@830
10 6 Number of basic events 0.006385
11 9 Number of events with gate only inputs 0.0@b56

Table 2: Ranked Jacobian results




Having highlighted distinct differences in the migde of influence for certain
characteristics the next step was to determine hehngtist using the more influential

characteristics could still predict the best ondgrheuristic for a given fault tree.

A subset of the characteristics in table 2 werenadnd the neural network retrained and

tested to see whether the same or improved preelictsults could be found.

3.3Does It Improve The Neural Network Technique?

It was decided to take the top six characteristiom table 2, with the sixth ranked

characteristic having approximately three timess la@fluence than the top ranked

characteristic, with the remaining characteristltaving four or more times less

influence. These six characteristics were usedetmin the neural network to see
whether the prediction of the best ordering metisatie same or better than the fourteen
out of twenty correct responses predicted in refezd14].

The multi-layer perceptron approach was used witimput layer of 6 nodes, an output
layer as the original network with 6 nodes, and tayer of hidden nodes. The best
network architecture involved 5 hidden nodes. @ugputs of each layer of the network
were generated using equations (1) and (2), angjraoglal activation function was
applied to both layers to produce the activateghatst The network was tested on the
same test set of fault trees as in reference [fd]emch tree had a known best ordering
heuristic. The predictive capability reached wasrteen out of twenty correct ordering
heuristic choices. This is equal to that gainedgigleven characteristics, suggesting that
the remaining 5 characteristics omitted from thasting procedure provide no further

information to the neural network to help in thét@an recognition potential.

10



4. CONCLUSIONS

Using the Jacobian method has provided an insigbtthe important characteristics of a
fault tree in the BDD conversion process. Redutivegset of characteristics from eleven
to six has yielded the same predictive potentiaggnvhsing the neural network technique,
thus making the workings of the network more eéiintifor the same response. Further
work to enhance the predictive potential is to stigate additional fault tree
characteristics and establish their importance gusire Jacobian method before the
network is trained. Also the neural network setattnechanism can be improved further
by extending the range of ordering heuristics usqatoduce the BDD, which will in turn
involve subsequent analysis of the fault tree ditarsstics. It is clear that this is a
beneficial technique to the ordering problem andaid in further developing this neural
network method and ultimately find the necessarwaratteristics to increase the

predictive potential significantly to warrant usitigs approach in a commercial package.
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