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1. INTRODUCTION 

Since the advent of the printing press the storage of 

paper-based information has reached unimaginable pro-

portions. In contemporary society paper provides the 

information medium without which the worlds' various 

economies and cultures would collapse. However, over 

1 

the last ten years we have reached another important 

milestone in the history of communication and the evolution 

of society. With the development of the microprocessor and 

the corresponding decrease in the cost of associated tech

nology, the days of the world's paper-based information 

store and communications media could be numbered~ 

Micro-computers will potentially be available to everyone, 

especiallY in their working environments, and thus threaten 

to change the whole face of society. There is an increasing 

emphasis on skilled information handling tasks, and less on 

non-skilled, repetitive manual tasks. The potential market 

for computer technology is no longer limited to data pro

cessing centres, it is now encroaching upon offices, work-

-----shops, small businesse-sand- wo-rkplaces in general.- ---

The impact of micro-computer technology will probably be 

greatest, initially, in the office information handling 

environment. This point is aptly summarised by B.R. Gaines 

(1979) in the context of the commercial potential of improved 

man-computer interaction: 

"The size of the new markets required to give continuing 

scope for expansion •••• forces us out of specialist 

applications into semi-professional and consumer 

markets. In the next decade it is the office and 

office-like environments that provide the scope for 

expansion, and in the following decade it will be the 

home and home-like environments (for later decades 

only the more far-out science fiction literature provides 

any reasonable projections!) ." 



However, the introduction of computer systems into these 

markets will not be without its problems. The source of 

these problems lies in the fact that the vast majority 

2 

of systems require some kind of computer skills. ~iany of 

'the potential markets are characterised by non-computer 

professional, or naive users. Again Gaines (1979) summarises 

the relevant points: 

"In these new environments we cannot expect to find 

specialist staff with computer knowledge or training -

we cannot expect the person to adapt to the idiosyn

cracies of the computer - we cannot expect sympathy or 

tolerance for the artificial barriers to communication 

that have existed around our venerable computers. At 

the ever increasing rate at which we must install 

systems we do not have time for elaborate training 

programs, even to write elaborate user manuals - they 

will not be read. We need systems tha t are simple to 

use, self explanatory, natural, and so on - this is where 

interaction must turn into communication and where it will 

payoff." 

Gaines has hit the nail on the head; people with no computer 

training need to interact with a csmputer in terms of concepts 

with which they are already familiar, and understand. To 

design computers that allow this kind of interaction there is 

a corresponding need for the computer systems designers to 

understand fully the needs of the potential users. Nicholls 

(1979) points out that this will involve a fundamental re

orientation in thinking, to see the user as the centre of a 

computer system instead of a mere peripheral. 

To provide conceptual compatibility between naive users and 

computer systems, it is necessary to discover what peoples' 

conceptual needs are. The way that users conceptualise the 

functions, operations, and the 'logical' information flow 

or computers is dependent upon their own cognitive processes. 

The bases of the cognitive processes are the concepts, rules, 

and strategies stored in memory. It is this stored 

information which contributes to the formation of the 



• 

cognitive model upon which each individual's interaction 

with a computer system is based. The appropriateness and" 

compatibility of a particular cognitive model depends upon 

how people perceive the respective features of the system, 

which, in turn, depends upon the concepts already stored 

in memory. It logically follows that compatibility 

between system functions and operations and the concepts 

previously attained by an individual will result in the 

formation of an appr9priate cognitive model. Thus, inter

action with the system would be facilitated. 

3 

For the naive user, this would serve to reduc"e the difficul ty 

encountered in understanding how to us"e a computer effectively. 

Therefore, an understanding of the way that information is 

stored and organised in human memory would contribute guide

lines which might partially bridge the conceptual mismatch 

between the computer and the naive user. 

It is the aim of the research discussed in this thesis to 

provide an understanding of some of the conceptual processes 
- ----

and cognitive models involved in information storage and 

retrieval, especially with respect to the long term storage 

of information in memory. The context is one of making 

recommendations which can contribute to the future develop

ment of computerised information storage and retrieval 

systems for use by the non-computer professional in the 

office environment. 

Chapter 2 surveys the literature relevant to research sub-

sequently described in the thesis. The discussion is aimed 

at a relatively non-specific level, this is so for four 

reasons: first, the context of the research incorporates 

a wide range of issues; second, the whole area of memory 

researc~, a major consideration in cognitive model formation, 

is too large to deal with in any great detail; third, at a 

specific level the context of much previous memory research 

is inoompatible with the applied bias of the following 

experiments; fourth, specifically relevant material is dealt 

with in conjunction with each individual experiment, or 

~~~~~~~~~~~~series~of-exper-imen t s,subsequen tly~described .~~~~~~~~~~~~ 



The survey begins with an introduction to the human 

concepts relating to the use of computer systems. There

after, the important cognitive processes are summarised, 

and emphasis is placed upon their relationship with the 

task environment. The context of the survey then becomes 

more specifically oriented in terms of information storage 

and retrieval; it is first discussed as a problem solving 

behaviour, then emphasis is placed upon the organisation 

and processes of memory which are relevant. Finally, a 

theoretical memory model is discussed in conjunction with 

a preliminary study of office filing systems in order to 

clarify thinking in the appropriate context. 

4 

Chapter 3 deals with a field study of office filing systems, 

in the form of a structured interview survey, in which the 

main objective was to examine the way that people organised 

information in their 'real world' office environments. Of 

major importance was the way in which they conceptualised 

their information and represented it in their memory. The 

___ study was aimed at the informatio~storage behaviour of the 

individual rather than with collective storage. Moreover, 

it was hoped that the study would provide a fresh context 

within which to study the relevant literature, which had not 

been fruitful in providing ideas for subsequent research at 

that time. All of the subsequent experiments arose as a 

direct result of specific survey findings. 

The results suggest that information organisation depends 

upon three separate considerations; task demands, user 

needs and conceptual characteristics of the users. The 

importance of spatial memory, in addition to information 

identity memory (categorical memory), is emphasised; this 

point forms the basis for the experimental work in chapters 

4 to 6. 
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Chapter 4 deals with the first period of experimental work, 

an investigation into the characteristics of the cognitive 

model arising from the filing of information into a simulated 

conventional filing system; namely, an array of labelled 

pigeon holes, whose organisation could be varied. The 

aspects of memory found to be important are discussed. 

Special consideration is given to whether external 

information organisation is dependent upon internal memory 

structure, or whether internal memory structure is dependent 

upon external information organisation. Also, attention is 

paid to the relationship between the major cues, category 

identity and spatial location, used to conceptualise the 

external storage and retrieval of information. 

Chapter 5 is a progression from chapter 4 in that it deals 

with the formation of memory models of filing using cate

gorically and spatially organised lists of progressively 

increasing and more defined structure. The purpose of the 

experiments was to simulate the lists of files by which 

information is generally displayed by computers. The data 

are treated in much the same way as in the first experiment 

in chapter 4. In addition the results of the pigeon hole 

filing and the list filing are contrasted in order to dis

cover any major difference. 

Chapter 6 describes a short series of experiments which 

determine the reasons for the difference in memory models 

arising from pigeon hole and list filing. 

In chapter 7 the emphasis changes, the experiment described 

was undertaken to answer a specific question arising from 

the office filing system survey; namely, were two levels 

of information classification most compatible with the in

herent conceptual processes of most people. The use of a 

2-level index was compared with that of a 4-level index. 

The resultant cognitive models were characterised using 

both time and error measureS of index use, and the decision 

time and accuracy of a subsequent recognition task. 

--=--~ -~----= 



In chapter 8, the previous seven chapters are discussed 

within the context of a framework of user acceptability 

relevant to improved man-computer interaction. First the 

various measures of user acceptability are summarised, 

then the implications of the various experimental findings 

are examined in relation to them and also to any other 

relevant research. As a result a number of tentative 

guidelines are expounded. Finally, suggestions are made 

for future research: this includes the verification of 

guidelines and two specific additional areas which could 

be profitably exploited. 

6 
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2. LITERATURE SURVEY 

2.1 Users and their needs 

As a prerequisite for the predicted growth in the use of 

computers, we must note the different needs of neW users. 

Earlier users were committed to the use of computers either 

because of personal interest or job requirements. It is 

true that many users of future computer systems will be 

dedicated to a task. They will be highly trained, and the 

computer display terminal will be the focus of their work. 

By virtue of their backgrounds these users will have the 

appropriate conceptual knowledge to draw from, to enable 

them to interact efficiently and easily with their respective 

systems. Now, in addition, new classes of people are becoming 

potential users of computers. These 'discretionary' users, 

according to Bennett (1978), "will work with computers by 

choice, using the computer as a tool rather than the hub 

of their task. These people, for example, managers, 

physicians, lawyers, scientists, are professionals in their 

approach to work and in the kind of work that they do. But 

they are not computer professionals, and they must find 

computers appropriate to their needs and useful in practice. 

They must not be required to have the specialised knowledge 

familiar to computer professionals. For them the terminal 

through which they work 'is' the computer. To maintain 

their interest, and willingness to use the computer, they 

mus~ be provided with information directly relevant to them 
~,-:!~, . 

in their work. They must have active control over their 

interaction wit~ the terminal, and it must be in terms of 
, 

concepts that they understand". 
i: 

Bennett (1978) maintains that display tei~inals, as con

trasted with typewriter terminals, are particularly useful 

in supporting discretionary users. High speed lines to 

di~plays permit the computer software to put tWO-dimensional 

information on the screen in familiar forms, such as tables 
• 

of "data , graphs, and formatted text. Two-dimensional 

:i.nformation can have a powerful effect in guiding user 
~" 
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action. Because the computer program has generated the 

presented in£ormation, the terminals can support, as 

inputs to the computer, user's selection of information 

elements, for exalllple, commands and data items on the 

screen. This allows much closer coupling of user thinking 

and computer processing than is typically available with a 

typewriter terminal. The typewritten paper record of past 

interactions does provide a helpful context for the user 

but there is no convenient way for the user to 'point to' 

data on the paper. 

It is much easier for users to 'recognise' information 

presented in a familiar format than it is to 'recall' the 

same information accurately from their memory (Kintsch, 

1970). Thus, the capability of the display terminal to 

create a context for interaction meaningful to persons 

carrying out tasks can increase the usability of the computer 

in terms of efficient complimentation of cognitive processes. 

In discussing the user role within a computer system,_ 

therefore, we clearly must take into account not only the 

physical attributes which affect the person's capability .. 
to interact with the equipment but also the cognitive 

attributes. ~luch work has already been done concerning 

physical interaction with computers, it is only comparatively 

recently that the emphasis has shifted towards cognitive 

interaction. Figur,~,.2_;~I'§£f1»asts in schematic form 

differences between -ph'yslcal and cognit ive human factors 

(Bennett, 1979). 

Physical human factors Cognitive human factors 

Auditory, visual stimulus Recognise displayed information 

Layout of control Understand commands 

Ease of keying Construct results 

Headache from glare ~lental strain',' from system use 

Figure 2.1 - Comparison of human physical and cognitive 
factors (Bennett, 1979) 
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Probably the most important requirement, from a cognitive 

viewpoint, for effective user interaction with computers is 

that they must have an appropriate conceptual framework 

from which to work. Naive users will not have concepts 

gained by extensive computer training at their disposal. 

Therefore, it logically follows that interaction with a 

computer must be in terms of concepts that they already 

have available from their previous information handling 

experience. Furthermore, these concepts must be applicable 

to the new context of computer use. The only way that this 

can be achieved is by gaining a greater insight into human 

conceptual processes, and then applying this knowledge to 

future computer design. 

2.2 The user conceptual framewgrk 

\fuat are the important concepts relevant to user interaction 

with computer information systems? Siegfried Treu (1971) 

asserts that designers of interactive information search 

systems, in purposely planning for an effective searcher

system interface, must deliberately take into account that 

the human searcher has a sense of (or need for):' 

1) Spatial reference (or perspective) 

~)Ot'der-'(or file arrangement) 

3) CompleteneSl"s (or comprehensivenes$) 

4) KssoC!ati6ri (or connectednestYj 

·5 ) Siiiii'pl.Ta-ty' (or clarity) . 
6) Acce~r:rty (or convenient"accesll') 

7) Responsiveness (or prompt reaction) 

8) Control (or manageability) 

9) Versatility (or variety in means and modes of access) 

10) Compatibility (or harmony among means and modes of acce~s) 
11) Reliability (or confidence) 

12) Support (or advice and assistance. on demand) 

A number of these assertions remain subject to empirical 

confirmation or rebuttal. Some of them relate to system 

capabilities which have already been realised; others 

point out areas requiring considerable improvements; still 



others may be missing. All of theQ, however, seeQ to be 

very interdependent and essential components for the 

conceptual framework presented to the searcher. 

We can further refine Treu's conceptual framework by 

summarising certain iQPortant aspects of the cognitive 

interface between man and computer. The basis of this 

summary is the chapter concerning the cognitive interface 

i? the Info~ech State of the A~t Report entitled '~mnl 

Computer Communication' (vol. 1) (Shacke1, 1979). 
,",,- .J 

. -'~ ... .. -:~.,..., . 

The user conception of a computer would seem to depend on 

!Cl 

two broad sets of design aspects. The first can be defined 

as the software interface, which covers the dynamic inter

action of the user with the computer software or program. 

Essentially, it includes the features of user communication 

with the computer. The second is concerned with the structure 

and presentation of computer-based information, which is of 

a more static nature. Nonetheless, this aspect is equally 

as important as and intimately connected with the software 

interface. 

2.2.1 Software interface 

A useful review of this area can be found in Stewart (1976). 

He proposes that there are two main requirements for a 

successful software·.interface: first, it should fit the 

function it serves in the design of the total system; 

•• secondly, ~he structure of the interface should be. such 

that it can fulfil its functions, suiting the purpose of 

the system, the user job types, and the interaction modes. 

To a great extent the function of the interface is dependent , 
upon the nature and purpose of the system, e.g. stock cOntrol, 

and also the type of job the user is performing. A gen,era1 

purpose software interface seldom suits all users and 

consequently can be incompatible with their conceptual 

model of their job functions. The interface must therefore 

.! 
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be geared to the specific needs of the various tasks which 

cOQprise the user's job. In addition, the function depends 

on the interaction r.lOde, and the range of facilities 

available to the user. 

Not only do users need a conceptual Qodel of the functions 

of the computer within the context of their job, they also 

need a conceptual model of the dialogue structure; this is 

necessary for effective man-computer communication. There 

are three basic structural features: the language through 

which man and computer communicate; the procedures and 

operations through which the user in.teracts with the system; 

and the time base of the interaction. 

i) Language. 

Stewart (1976) lists several aspects of the language of 

communication which are important. These include such 

factors as the power of the language, the size of the 

vocabulary, the ,richness of expression and precision and 

the relationship between the man-computer language and 

natural language. One problem experienced by the naive 

user in understanding computer orientated l.anguages is 

that they are often of necessity terse, coded and 

abbreviated. Human language, on the other hand, is highl.y 

redundant (in information theory terms) and missed items 

can often be inferred from the context of the communication. 

Lastl.y, there is the grammar of the language itsel.f (for 

the internal. organisation) which should be such that 

unambiguous communications can both be easil.y constructed 

and easil.y interpreted by the user. 

ii) Operations and Procedures. 

Secondly, there is the organisation of the language into 

operations and procedures. Operations incl.ude the various 

functional. 'capabil.ities of the computer which interact 

with and act upon data and iristructions input by the user.' 

Procedures are specific combinations of operations needed 

to achieve some high l.evel. goal.; for instance, l.ogging on 

or inputting-data; ~ --,-~ ~--



iii) Time base. 

The time base includes such factors as the delay of the 

system in responding to terminal enquiries, the frequency 

at which the data base or input is updated, the speed 

with which the system can be modified to suit new task 

needs and the susceptibility of the system to breakdowns 

and maintenance delays (Stewart, 1976). 
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The time base is an important factor in that the perception 

and conception of all 

face, between man and 

other aspects of the cognitive inter-
l .. ...tQf",''\Ir~ , 
computer, are dependent upon it. 

For example, if text is being edited, results must be 

apparent immediately so that the editor can keep track of 

what has been done. This is important because editing not 

only affects content but also format, and can change the 

whole appearance of the text. 

2.2.2 Structure and Presentation of computerised information 

It is important to organise data in some meaningful way, 

if people are to make any sense of it; a sentence dis

played as a string of its constituent letters makes far 

less sense than when these letters are grouped into 

constituent words. Shackel puts this succinctly on page 

134, volume 1 of the Infotech' s "~Ian/Computer Communication" 

(Shackel, 1979): 

"Data are not information; information is not knowledge. 

In each case the transformation is made by processes of 
y ~--

organisation". 

T\~ levels of structuring the information at the interface 

will be reviewed; formatting and coding, and database 

structure/knowledge structure. 

2.2.2.1 Formatting the information 

The fo~atting of information can best be considered in 

the context of displays; the principles apply in general 

also for inputting the information. The way in which 

information is organised and presented may determine the 

way in which it is used and conclusions are drawn·from it. 



13 

,\gain, it is the paper by Stewart (1976) which provides 

appropriate guidelines. He identifies seven features 

which contribute to good fornat design: these are logical 

sequencing, spaciousness, relevance, consistency, grouping, 

simplicity and partitioning. 

i) Logi~a1 sequencing - the sequence in which the 

information is presented should be logical both in 

terms of the display itself and in terms of the user's 

task or other information -so~~~~ being used-~~ 
primarily the sequence must be logical to the user. 

ii) Spaciousness - clutter on a display greatly increases 

search time and increases the likelihood of missing 

or overlooking items, misreading items, and other. errors. 

iii) Relevance - the display of redundant and irrelevant 

information should be avoided; not only does it 

contribute to clutter, it can also mislead the user. 

iv) Consistency - through the uSe of computers, users 

develop certain expectations with respect to procedures 

and operations, and the form and location of data. If 

the latter aspects of the system are consistent then 

it will be easier to use and interpret; an unfamiliar 

or new output, especially, can be more readily and 

accurately interpreted. 

v) Grouping - the display can be improved by grouping 

together interrelated items. There is also evidence 

that grouped displays can be more rapidly and 

accurately searched. 

vi) Simplicity - the overriding factor should be to present 

the appropriate quantity and level of information in 

'the simp~est way. For example, graphs are suitable , 

for displaying information trends, tables are suitable 

for the accurate reading of data. 
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vii) Partitioning - an especially effective ~,d high level 

forw of formatting is partitioning. Independent of 

coding by character variations, the screen can be 

partitioned into separate areas, each being exclusively 

reserved for a specific aspect of the man-computer 

interaction. 

2.2.2.2 Coding the information 

The coding of information is especially useful to help 

discriminate among different classes of information simult

aneously present on a display. Stewart (1976) discusses 

six main coding dimensions available; alphanumeric coding, 

colour coding, brightness coding, spatial coding, shape and 

size coding, and flashing. 

i) Alphanumeric coding - the language may be abbreviated 

or coded so that the words used are shortened. Abbrev~ 

iations, being part of the original word, can be quite 

meaningful. Numerical codes, thoughWnot~particularly 

meaningful, can become associated in memory to certain 

items. In addition, a descriptor could be formed by 

joining an abbreviated word with a numerical code. 

ii) Colour coding - colour coding can be particularly 

useful in terms of grouping data. Also, certain colours 

can be readily associated with particular messages, 

e.g. red for danger. 

" : 
iii) Brightness coding - two or three levels of brightness 

can be easily distinguished on a VDU and selective 

brightening of parts of the screen clearly indicates 

critical or interesting items of information. 

iv) Spatial coding - basically the same as formatting, 

allows particular classes or types of information or 

the relationships between items of information to be 

emphasised by their respective positions. 



v) Shape and size - shaped symbols are useful as an 

addition to normal alphanumeric characters, part

icularly if they can be easily associated with the 

objects they represent. The size of the character 

can also be varied to indicate relative importance 

·or different status (e.g. headings and text). 
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vi) Flashing - particularly urgent or important information 

can be distinguisheq from 'other P=~ifs:· of a VDU display 

if the appropriate lines or characters are made to flash 

(typically at 2-4 HZ). 

2.2.2.3 Database structure 

The previous sections on formatting and coding deal with the 

considerations and principles which contribute to enhancing 

the conceptualisation of displayed information. However, 

users also develop a conceptual model of the database as a 

whole by virtue of storing and retrieving information. The 

fundamental problem is how to organise the co-ordinated 

storage of and.access to the data so as to enable subsequent 

retrieval to be both efficient and meaningful. In other 

words, how do we organise a database SO that the interaction 

with it can be in terms of concepts which are meaningful 

to the user? Although there have been few fundamental 

studies on this subject, there is some relevant work available. 

Durding et al (1977) reached three tentative conclusions: 

First, the conceptual structure of the database should 

conform to the semantic relationships between the elements. 

Second, the language used to interrogate the database should 

allow for the direct expression of the different types of 

relationships. 

Finally, having the user fill in some physical form or 

skeleton which is consistent with the general type of 

organisation found in the data may have an advantage over 

free-form entry. 
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A r:ajor second question is wnether one, or a limited number 

of t~.r~')es of syste::: can satisfactorily and economically neet 

user requirements. Each specific user group, sharing a 

comr;:!on t~",e of job, are likely to have similar conceptual 

models of that job and the nature of the information used. 

It therefore seems logical that information should be 

organised in a manner compatible to these models. This 

would require many user-specific systens, rather than a few 

general and flexible systems. This is upheld by work done 

by Eason et al (1974) .... 

Both of the latter two points lead to a final question with 

regard to database conceptualisation, Is.the solution to 

design more flexible systens? For each particular type of 

user with his particular needs, the flexibility to do many 

other things than necessary may only cause confusion. 

Shackel (p.143, Infotech State of the Art Report, Vol. 1; 

Shackel, 1979) suggests a possible solution: 

"I'li th regard to flexibility, we would expect the 

essential question to be whether the human -user has 

to cope with and ignore various flexible features 

of the system that are not relevant. to his particular 

task, which is likely to be less satisfactory and 

impede his performance; or whether the system is 

designed to cope with and respond to one of the 

natural forms of human flexibility, which would be 

expected to provide a much better man-machine 

communication". 

One obvious solution is natural language systems. However, 

they encompass problems of ambiguity and users assuming 

too much "intelligence" of the machine. 

2.2.2.4 Knowledge structure 

The discussion of database structure indicates that present 

solutions are by no means generally successful. More 

promising is a user-specific approach which acknowledges 

the existence of well developed knowledge structures, 
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evolved by human professionals by working in various fields. 

In essence, it seclcs to implement that pre-developed know

ledge structure in a computer system framework. For example, 

van i>Ielle ·(1978) describes the ,WCIN programme to assist 

doctors in the diagnosis and treatment of bacterial in

fections; the programme implements existing medical 

knowledge and also contains an .",tension system to justify 

·r· :~.::: cs advice or ed~cate users.. .~~)~t'~i.~,!: 

2.2.3 Summary of the User conceptual framework 

To summarise: there are many different types of concepts 

that users must attain for efficient man-computer interaction. 

The more compatible these concepts are with user's cognitive 

processes, the more easily they will be attained and the 

easier the system will be to use. The general types of 

concepts should not be considered mutually exclusive, they 

are as follows: 

i) Verbal concepts: this section includes the language 

of interaction and can be further divided into semantic 

concepts (meaning), such as natural language, and the 

more abstract concepts, such as alphanumeric descriptions 

and other codes. 

ii) Spatial concepts: there are both dynamic and static 

spatial characteristics of systems; dynamic include, 

for exa.:nple, some conception of ""the hspatiali ty'" of. 

information flow' within the system, static concepts 

refer to the spatial characteristics of displayed 

information. Both aspects are somewhat interdependent. 

iii) Temporal concepts: it is important that users have an 

accurate conception of the sequence of the interaction 

so that the correct actions can be taken at the 

appropriate times. 
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iv) Task specific concepts: the user must have a 

conceptual ·model not only of his job, but also the 

projection of that job structure on to the organisation 

of the computer system. 

v) Abstract functional concepts: included here are all 

the functions that a computer has available for manip

ulating data.; that is, input functions, data trans

formation functions, and output fun~tions. The previous 

types of conc-ept·s all ·contribute to this to. an ext,ent; 

e.g. sequential knowledge is required when combining 

functions. 

Although it is important to have some knowledge of how users 

conceptualise the functions and operations of a computer, it 

is not all We need to know. lve also need to know, in general 

terms, how these concepts interact with the users' mental 

processes, and how these mental processes interact with the 

system environment; this will allow us to be judicious in 

terms of which concepts to concentrate on. luthout.this 

knowledge it is possible that, in trying to fulfil all the 

previous conceptual conditions, We may end up with a system 

which is too unwieldy to use. 

The following section deals with the formation and storage 

of concepts, and the mechanisms which interpret them, in 

the human component of a systems environment. 

2.3 The human as a system component 

Human concepts are formed by the cognitive processes, stored 

in memory and are manipulated in terms of certain objectives 

in a particular task context. It is evident, t~ere£ore, 

that memory plays an important role in providing information 

to achieve a prescribed goal; for instance, undertaking a 

task on a computer. Shackel (1979) reinforces this view: 
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"One of nany important issues a~out hWllan performance 

in relation to ~an-conputer interaction is memory. 

lIow does it function and what are the necessary cues 

in relation to the longer terI:1 storage and retrieval 

of reference material? ~\.Jh.at is neant here is not the 

esoteric psychological research on nenory nor the 

specialised cOI:1puter prograI:Jning work on filing 

structures nor the librarian/infornation specialist's 

approach, although probably some proportion of their 

understanding may help towards the anSWer. I mean the 

basic fact that if you go into the offices of many 

people (like mine), you will find various piles of 

papers, reports and so on; but it is a constructive 

clutter, a creative chaos (at least I think so). Ask 

the user of the office for something borrowed from you 

three months ago, and he will say, "oh yes, it's that 

yellow paper with the peculiar arrow symbol on the tpp, 

isn't it?" and he will find it in one of his piles of 

papers within a few seconds. Now computer files at 

present are not structured and represented to the user 

at all like this. _ The stored papers, letters, memoranda 

and reports all reappear on the screen in a uniform 

white-on-black or the equivalent, and will certainly 

require a longer time to-,search through. What we 

really do not"'know is the extent of the loss -and 

consequential cost, and how to comp~sate for it. 

Perhaps humans can learn to compensate for the shape 

and colour cues which are lost by means of other types 

of coding which -are easier and cheaper to display; 

but so far there has been little or no research on this 

global problem". 

It is evident that there-is more to memory than a collection 

of abstract identity concepts. All manner of cues can be 

and are used, but many are unavailable when interacting 

'wi th computers. 

• ~-==~-- -==---- _~-b-



Plainly, ;,owever, neraory cannot function independently of 

the other cognitive ;>rocesses. There !ilust be r:techw."1.isr.1s 

for coding incor.ling stir.lull..1.s· material into meaningful 

infornational 'chunks', for storing this information in 

and retrieving it from menory, and for generating and 

co-ordinating action sequences. These processes, in turn, 

must communicate with the environment which provides 

stinulus inforraation and is consequently changed by 

resultant actions. To gain a better understanding of 

the relationship between the various cggnitive processes 

2,) 

and their relationship with the environment, we will first 

consider a rather elegant model depicting human information 

processing in general terms. Secondly, to put this model 

in context we will summarise a generalised task sequence. 

This serves to highlight the dynamic interaction of the 

cognitive processes with the systems environment when 

ac.tively performing a task. The intention is that these 

reviews will serve as a general base within which subsequent 

material of a more specific nature can be assessed. Both 

are based upon a paper by Rasmussen (1980) which gives an 

excellent review of the human as a systems component. 

2.3.1 A model of human information processing in a systems context 
(After Rasmussen, 1980) 

"A human· operator receives information on the operational 

state of a system, transforms it and as a result performs 

some physical actions upon the system. An operator is 

basically an extremely adaptive information data processor. 

\'ihen human performance in a uniform and well defined task 

condition is modelled, for example in manual control, the 

limiting properties of his/her inner mechanisms can be 

properly identified and described in terms of referring 

to external task concepts. If however, the model is to 

be useful for work situations ·where tasks vary widely and 

where different· types of task may interfere and compete 

for the operator's resources, the limiting properties of 

operators must be identified and described in terms 

referring to internal human functions or mechanisms at a 

, 
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level which is reasonably task ind~pendent. Even though 

such [,lodels nay be rather qualitative and ambiguous, they 

can serve as efficient guides to the design of work 

si tuations in which the operator can adapt efficiently, 

and the adaptability of the operator will often, though 

not always, serve to compensate for inaccuracies of the 

model. In the present context some features of the human 

data processor which have been found to be important from 

the analysis., of the behaviour 
• H" 

can be seen in figure 2.2." 
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Figure 2.2: ~Iodel of Human Information Processing (Rasmussen, 1980) 



Tne 80del illustrated in figure 2.2 is at a sufficiently 

general level to describe interaction with most data 

11andling systeL":::s. The broad requirements of such a nodel 

are sUIr..narised by Rasmussen, thus: 

"First of all, since manual actions are alnost 
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always the output 0= h=an data processing, bodily 

skills are inportant eler,lents of the human function. 

To be useful in the ~resent context, a nodel of the 

human data processor must represent sensorir.1otor 

functions as well as higher level cognitive processes. 

Secondly, a ~odel ~ust consider the observations 

stressed in ; :iller' s (1956) classic paper, where he 

points out t:lat an individual's data processing 

capacity in certain situations is very low, even 

though one is able to recognise faces immediately and 

to drive a car in crowded traffic. Such behaviour can 

be accounted fo~ by considering human data processing 

as a co-operation between a high capacity, parallel 

processing syste~, which functions subconsciously, 

and a sequential conscious processor of limited 

capaci ty. The subconscious processor takes care of 

routine well practiced tasks, and only in unfamiliar 

environ~ents and tasks 'is there need for higher level 

control of the processing by the versatile, but slow 

sequential processor". 

The previous processes are most readily apparent in the 

learning of c08ple:< tasks; in the initial stages an 

individual cannot cope with all the various elements of 

the task at once. In later stages when the tasks have 

been well learnt they become "second nature"; less 

conscious attention is paid to them and monitoring takes 

place at a more subconscious level. In relation to the 

;;lodel shown in figure 2.2, we will first discuss the 

subconscious processor and then the conscious processor. 



i) The subconscious processor (Rasr.lUssen, 1980): 

There are several functions of the subconscious processing 

system which are important in the present context; a 

dynamic world model, some type of mismatch detection, a 

mechanism for perceiving the external environment, a 

monitor of the approach to set goals or objectives, and 

some forQ of motor co-ordination. 

According to Rasmussen: "The possession of an efficient 

internal dynamic model of the world must be assumed if 

several features of human behaviour are to be accounted 

for. In familiar situation~, complex and precise 

sequeilces of actions can be released by simple cues and 

performed at a pace too fast for simple sensory feedback 

control. Furthermore, human attention is very selective. 

An operator does not continuously scan the environment in 

order to obtain information; attention is selective and 

is focus sed to where the important action is taking place. 

In highly trained situations it can be extremely difficult 

to predict the information which is used to synchronise 

the internal model. Often it can be secondary sources, 

utilising auditory feedback, such as relay clicks, or 

visual feedback, such as flashing cursor on a screen; 

anticipation is a major feature of skilled performance". 

The internal, dynamic world model is the basis ol how 

we conceptualise the world. If this model is not well 

developed;, as with -the naive computer user for instance, 
t:. ,~.-.,...-. . j 
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interaction with the system breaks down. To overcome this 

we either have to train individuals or design a system 

which matches the dynamic concepts that they do have available. 

Rasmussen continues: "IVbat are the elements of the internal, 

dynamic model? The model is apparently formed by extracting 

and storing dynamic patterns from the input information, 

therefore in some sense it stores a' time-space representation 

of the behaviour of the environment. The precision of fast 

movements and the efficient transfer between similar 



environ~ents almost suggests an internal world structure 

similar to an analogue nodel with generic types of 

objects and object behaviour. These 'Objects' refer to 

tine-space data patterns representing physical objects, 

as well as artefacts such as signs and symbols on paper 

and displays." 

An analogue model would make sense in light of the fact 

that people would transfer certain expectations from one 

system to a similar one, a situation which frequently 

occurs in practice; for example using two forms of the 

"BASIC" programming language. 
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Further: "Closely connected to the internal world model 

is a mis-match detection system which alerts conscious 

attention and control if the input information deviates 

from the predictions of the internal model. This occurs 

if/when the internal model loses synchronisation or is not 

properly updated due to unfamiliar or unexpected behaviour 

of the enviroQment. 

"Because of the great variety of stimulus information 

available in the environment, .the human data processor 

must structure the environment into manageable higher 

level elements. Thus, the perceptive system aggregates 

data sources into familiar objects separated from the back

ground and assigns to these objects a conceptual identity, 

and functional and value properties ~elevant to the 

particular situation. The level ~f activation of objects 

and the respective properties depends on the context of 

the situation and the immediate goal. Therefore, observed 

selectivity must be based on an internal model, otherwise 

one would need to be perpetually scanning and sorting 

information from the environment. This leads us to the 

important conclusion that the human is not an unbiased, 

neutral observer. Instead, information selection proceeds 

by asking those questions of the environment which are 

needed to update the internal model and verify its 

predictions. The necessary feature extraction in the 



perceptive system appears to rely upon parallel processing 

in a high capacity network preconditioned by the dynamic 

world model. Its efficiency depends upon the simultaneous 

presence of items of information which are correlated 
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with, and can be structured in terms of, familiar time-space 

patterns. Overload of the input system is not directly re

lated to the amount of information; but rather to masking 

effects from irrelevant information. Therefore, irrelevant 

information should be avoided. 

"In a given task environment proper initiation and activation 

of the relevant dynamic world model depends upon the 

immediate goal and intention. In real-life work situations, 

a large degree of freedom is left to the human even though 

the general goal is stated unambiguously. This means that 

the subjective performance criteria and emotional preferences 

are important factors which, depending upon value properties 

assigned to the situation, will control initiation and 

activation of the internal world model." 

ii) 'The conscious. processor (Rasmussen, 1980), 

·""The high capacity of the subconscious sensorimotor functions 

protects the low capacity of the higher level.conscious 

cognitive functions from overload in familiar routine tasks. 

Conscious attention may be considered as a single channel 

function which has to be switched between different items, 

objects, or tasks .,.,<",.t:he:.:~~, the conscious data processor 

may be thought of as a sequential processor which normally 

runs different tasks on a time sharing basis. The limiting 

properties of the conscious data processor are related to 

the capacity of its short-term buffer memory, which is 

generally accepted to be seven plus or minus two items of 

information (Miller, 1956). The effectiveness of the 

conscious processor, in spite of these limitations, is due 

both to its ability to operate on efficient information 

codes at high levels of abstraction and to its l~ge 

repertoire of data processing models and strategies. In 

other words, a large amount of related data can be 

,represented by just~afew-codes~by virtueof--moders oi~~~

strategies which direct attention to the various relationships. 



"The role of the conscious processor varies widely. It 

aan be used for passive monitoring of the performance of 

the subconscious processor in routine tasks. When a mis

match between the dynamic world model and the perceived 

situation is detected, the conscious processor intervenes. 

It first categorises the input data set and adds verbal 

labels to the situations; thereby altering the 'state' 

of the dynamic worLd model to suit the new conditions. 

It can also perform problem solving in unique situations 

by evaluating alternatives and by making decisions and 

formulating plan"s based "on predictions relating to system 

procedures, operations and constraints". 
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In" order to fully understand the model of the human as an 

information processor, it is necessary to understand how it 

operates in relation to the task environment. 

2.3.2 Structure of task sequences 

The human operator usually interacts with a specific task 

environment by undertaking a speCific task. However, our 

context is one of providing guidelines for computer 

information systems in general. Therefore reference can 

only be made to a generalised description of typical task 

sequences. 

From the analysis of operator's verbal protocols (Rasmussen, 

1980): "it seems that the efficiency of skilled performance 

result s from the ability to compose the process needed for 

a specific task as a sequence of familiar subroutines that 

are useful in different contexts. This implies the existence 

of links in the sequence,;i standard key points. or 'states ' 

of knowledge', which are characteristic of a specific skill. 

The data process stops at such links, the mode of processing 

and frequently the level of abstraction changes; to study 

and identify the processes, the activity must be structured 

according to such key points". In familiar situations, the 

subroutines depend upon subconscious or non-verbal processes. 

In unfamiliar task situations operators have to improvise and 

generate new subroutines. Here data processing involves 
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cons~ious verbal processes. The verbal 'statements' of 

the task sequence reflect 'states of knowledge' in 

different categories representing plain observations, 

properties of the environment, goal, plans, etc.; i.e. 

knowledge at different levels of abstraction and associated 

with different roles in task strategies. It follows that 

the type of data process needed to derive one state of 

knowledge from the preceding one depends upon the categories 

of these states. 

It is apparent that: "In a situation where the operator uses 

rational data processes based on knowledge of the operational 

sequence needed to attain a particular objective, the 

different states of knowledge follow each other in 

apparently logical order", (Rasmussen, 1980). 

So far we have considered the human information processor 

in general terms in relation to a general systems environment. 

However, the context of the research described in subsequent 

chapters is specifically directed to the investigation of 

the role of memory" in information storage and retrieval. 

Therefore, it logically follows that we should now outline 

the relevant specific characteristics of human memory. But 

first it would be sensible to summarise what is meant by 

information storage and retrieval, and try formally to 

characterise the behaviour associated with it. 
'. '" 

.~ 

2.4 The role of memory in information storage and retrieval 

In today's society enormous quantities of information are 

generated, circulated and stored. Information is externally 

stored so that it can be used at a later date, if necessary, 

for purposes ranging from supplying details specific to 

certain enquiries, to forming the basis for generation of 

new information. This external storage of information is 

necessary in order to supplement our internal memory for 

the contextual details contained in the information; human 

memory alone cannot possibly store all the details necessary 



to deal with all future demands on it. However, enough 

information must be stored in memory for a person to be 

sensitive to the organisation of the externally stored 

information, otherwise access of particuiar items would 

be impossible. 
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Most work has been done in conjunction with computer data

base and library information storage and retrieval, and so 

this forms the basis of our knowledge af how people utilise 

an organised store of information. In line with the context 

of this thesis, however; more emphasis will be placed upon 

computer-aided information storage and retrieval. 

2.4.1 Summary of the information retrieval task 

Perhaps the best way of thinking about information 

retrieval is to:" consider retrieval systems as 

communication systems. Unlike television, which is one

to-many, or telephone, which is one-to-one, retrieval 

systems are few-to-few. .The contributor to a computer 

information system knows that he/she is addressing some 

set of people, but does not know who they are. The user 

suspects that in a gigantic mass of irrelevant information 

there are a few that meet his/her interests. Both the 

contributor and user must share some coding scheme that 

allows the user to find the contributor's record", (Martin, 

1980) • 

There are many forms that the coding schemes can take, 

ranging from relatively unique identifiers, to predefined 

categories, to naturally occurring terms. 

In addition, records may pass from contribution to 

retrieval unchanged or may go through substantial 

conversion. A possible ranking of retrieval tasks, 

according to complexity is shown in Figure 2.3 (Martin, 

1980) • 

~I 

I 



TABLE 
LOOKUP 

DOCUMENT 
RETRIEVAL 

DECISION 
SUPPORT 

QUESTION· 
-ANSWERING 

TASK CODING MESSAGE PROCESS 

What is the 
telephone·no. 
bf fhe.-Golden· 
Bull 
restaurant? 

The name 
Golden Bull 
serves as a 
relatively 
unique identi
fier 

A single rec- The record 
ord(name,addr- retrieved is 
ess,number) is the record 
required contributed 

What reports 
deal with high
er education in 
Australia? 

Descr1ptors A number of 
li~e Australia ie~ds(title, 
& Universities a~fi6r,book 
n·arrow- the location) .are 
description desired 

What % of stud 
ents have grade 

. point averages 
above 3.0? 

The category 
grade point 
average is 
used to order 
student 
recorda 

What route do I Knowledge 
take f~om my about the 
hotel to the situation is 
restaurant? used to deter

mine which 
hotel, which 
restaurant, 
and which 
means of 
travel are 
iimplied 

An answer 1S 
constructed 
from informa
tion in the 
record 

An answer-is 
constructed 
from a map of 
the city 

The record 
retrieved is 
the record 
contributed 

Informa_tion 
from the data
base is retr
i~ed 

~l different 
t~l!s of info
~t~on from 
mUltiple data
ba:8~~ are 
"'-~.--

coDif~'l1ed 
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Figure 2.3: Retrieval ·Ulltta ranked by complexitYi~~rt'in-;iJ98ci) 
• __ -. ~ • - _~ c ...... 
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Selected paragraphs from Nartin's paper serve to highlight 

the levels of complexity in the context of information 

storage and retrieval. 

"Even in the most limited domains the quantities of 

information necessary for answering questions are vast. 

It is hard to anticipate the variety of ways in which 

things can be said or implied. The full power of context, 

goals and assumptions has ,to be brought to bear upon the 

~~~of deducing what is ,being asked;~d>,why. Thei:l§.~R!'!. 

well-stru'ctured the topic, the easier it is for meaningful 

retrieval to take place. 
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"The query in figure 2.3 about student grades is an example 

of a well-structured task. The categories of information 

(grades students, classes) are known beforehand so data can 

be gathered and organised in advance. These systems have 

been called decision support systems, management information 

systems, and data base management systems. Users are 

typically expected to express categories, values and 

relationships in formal notation rather than in natural 

language. Items entered into the database are also 

specified using category names and values. As items 

are entered they can be split up and merged with other 

items so that storage responds to query patterns rather 

than contribution patterns. It is important that the 

structure inherent in the system matches the structure 

inherent in the minds of the users (Stabell, 1975). 

"Document retrieval systems require less shared under

standing. There are few categories, and relationships 

are limited to co-occurrence and sometimes word proximity. 

Users specify, sets of words or phrases that characterise 

concepts. Concepts can be combined or intersected. The 

query in figure 2.3 about higher education illustrates 

both combining (universities, colleges, higher education) 
1 .) ) 

and intersecting (in Australia). Yet words and phrases 

often have multiple meanings, the resultant ambiguity can 

lead to lack of communication. 
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"The most simple type of retrieval is t~ble .lookup. Since 

identifiers are relatively unique and single items require 

no specification of relationships, thus the potential for 

misunderstanding is minimised. It is likely that most data 

bases offered for public use will be of this form." 

Storage and retrieval of information in computer databases 

can be mediated in a number of ways; via natural language 

descriptions, via coded descriptions, via structured indexes, 

or via menu selection. The closest real world analogue to 

database storage and retrieval is obtaining information from 

libraries. Here again, information is stored according to a 

formal structure; based on the Dewey Decimal System (Vickery, 

1970). Access ean be via several descriptors, author, 

subject, and classification number, and many of the character

istics outlined in figure 2.3 apply; much reliance is placed 

upon a formal cross-classified index incorporating these 

features. 

There is one major difference between computer database 

access and library· information access. Whereas in computers 

it is necessary to enter an appropriate set of descriptors 

to access required information, in the library situation the 

descriptors have to be converted into a classification number, 

which is in turn converted into a spatial location containing 

constituent items in alphabetical order. Therefore, in the 

library, users develop a spatial model of information in 

addition to one based on the relationships between, information 

descriptors. This means that if the location of the desired 

section of information can be remembered, a user can go 

straight to it, without index mediation, and scan for the 

required book. 

However, both data base and library organisation is complex, 

due to the amount and nature of the information they 

contain. Rather than being easily accessible to the 

occasional untrained user, storage and retrieval often has 

to be mediated by a fully-trained information specialist. 

\~en computer retrieval systems were being developed, it 
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was assumed that the end users would search for themselves. 

This has not happened in practice. Over seventy-five per 

cent of all searches carried out as of 1975, were carried 

out by information specialists (l'ianger et al., 1976). Also, 

we know from our own experience that in libraries it is 

often necessary to gain the assistance of a professional 

librarian to exploit the available information to the full. 

tile can learn much from data base and-lib:r;;ilry information 

organisation which might be useful to the development of 

. computerised office filing systems. However, the office 

situation deals with smaller amounts of unpredictable, less 

clearly defined information. Also it is much more likely 

that the user will want to store and access information for 

themselves and not want to use a trained information 

specialist. Consequently, emphasis should be placed on 

investigating how information is stored and retrieved in 

the non-computer office situation, so that we can approach 

the problem in the correct context (see survey of office 

filing systems in chapter 3). But first we must consider 

the specific aspects of user information storage and retrieval 

behaviour and the subsequent storage and organisation of the 

relevant concepts in memory. 

In essence We san view the storage and retrieval of 

information as a special kind of problem solving behaviour. 

Typically, in a job we must achieve some goal, but there is 

a state of uncertainty as to how to go about it. It is often 

necessary to retrieve a document from the filing system to 

assist us; the problem is, which information is ~elevant 

and where is it? We must interpret our mental model of the 

filing system in order to answer these questions; this 

mental model can be considered as part of the .. dynamic world 

model (figure 2.2) residing in long-term memory. 
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2.4.2 t-lental Nodels in Problem Solving 

Until recently, no precise definition has been forthcoming 

concerning problems of internal mental models. Previously 

psyohologists investigated images, anticipations, and 

pictures of the environment, to name a few. It is now 

generally recognised that people .form representations 
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which are not a mere copy, but a transformation of reality. 

"liller, Galanter and Pribram (1960) were amongst the first 

to attempt to unify this area with their conception of 

image and plan. By image We understand an organised 

concept held by people of themselves and the world. A plan 

is a hierarchical process in the person which may 

determine the order in which an operational sequence is 

to be carried out. 

According to these authors behaviour could be divided into 

TOTE (Test Operate Test Exit) units whereby each action is 

compared to some preconceived goal, or sub-goal. If the 

objective is met then action progresses to the next stage. 

If not, other actions are undertaken unti! a satisfactory 

outcome is achieved. Consequently, very complex plans can 

ensue from the individual units of behaviour. 

It is evident, however, that this must be a two-way process. 

A general plan of goals and sub-goals to be achieved must be 

present. Also there must be some level of stored experience 

whereby it can be predicted which actions may, or may not, 

contribute to the achievement of the desired goal. On the 

other hand, any discrepancy which occurs in this process 

should add to the general experience which guides the 

initial action. 

Newell (Newell and Simon, 1972) in his conception of 

information processing by man, deals in detail with inner 

representation of the task being sOlved. He calls the 

space where problem solving takes place the problem space. 

He captures not only the present situation, but also the 

possibility of its being changed and transformed during 
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• 
solving process. The subject's problem space need not 

conform to the 'objective' description of the environment 

delimited by the experimenter. However, the overall 

environmental structure of the task determines the possible 

structures of the problem space. ;'Iewell distiguishes two 

types of structure: set and search representation. The 

structure of the problem space determines possible 

. _;>~ J?rogrammes that :nay be used in the solution 0 •.•• 

• ....."y- ?t.;~.,; ... , -
The essence of representation has so far been little studied 

and Newell also avoids to devote attention to it. And yet, 

in some problems the whole difficulty resides in finding the 

right representation (the solution itself is then relatively 

simple). Newell ealls the initial process in the general 

organisation of the solution process an input translation, 

in whibh an inner representation of the external environment 

is being formed in the problem solver and simultaneously 

the problem space is being chosen. 

The problem solution then proceeds' within the framework of 

the inner representation thus created. The fundamental 

structures enabling representation are list structures 

(comprising sets of objects) and associations (relations 

among objects). In his studies, Newell made use of various 

games, anagrams, and chess; however, he did not verify this 

theory experimentally. 

A detailed survey of the mental representation process has ; 

been dealt with by Hoc (1972). He presumes the simultaneous 

presence in man of several systems of representation and 

processing that are hierarchically organised according to 

their level of generalisation. The relevant activity 

consists of coding the representations and processings 

to be expressed in another system. Under the effect of 

professional training, new systems of representation and 

processing are formed in man and become integrated into 
-; 

the existing hierarchy of systems. The author experimented 

with programmers (analysts). 
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According to Kozielecki (1975) a subjective task 

representation depends on the task structure, but is 

formed by an active organising of incoming information. 

It is a dynamic picture and the process of task solving 

depends considerably on the type of representation 

(i.e. geometrical, algebraic). In certain tasks one type 

of representation is more suitable while others fail to 

arrive at the correct solution. The difference in repres

entation is affected by the type of task, instruction in 

the experiment and-also the standard of general knowledge. 

In his experiments, the author focused his attention 

particularly on diagnostic tasks, experimental games and 

the like. 

In an information storage and retrieval situation the 

previous literature would tend to delineate three stages 

in developing a cognitive model conducive to the problem 

solving involved in storing and retrieving information. 

These are as follows: 
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a) Information translation - an input stage where the 

input is translated in terms of important coding 

attributes for internal representation. 

b) Information representation - this stage involves the 

formation of a cognitive model of information. It is 

important to realise that this may not .. be-purely 

developed according to internal organisation criteria, 

unless the external representation is a true reflection 

of internal organisation. The relationship between 

internal and external organisation is an important one. 

c) Storage and retrieval plan - this incorporates some 

strategy, based on internal representation of information, 

to either store or access information externally. The 

success of this will depend upon the compatability 

between internal organisation and external organisation. 



The actions of storing and retrieving items from an 

information system are wholly dependent on the translation 

of the internal representation of information into some 

action via a relevant strategy. A comment on the work of 

Newell (Newell and Simon, 1972), that not much attention 

has been paid to the actual representation of information, 

exposes a weakness in the understanding of the development 

of the cogni ti ve model of a specific environment. We 

will now consider information concerning the organisation 
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of long-term memory in order to try to remedy this situation. 

2.5 Organisation of Long term Memory (LTM) 

All stimulus information reeeived by an individual is 

organised, at progressive levels, in order to make 'sense' 

of it. At low levels stimulus information is organised in 

terms of physical attributes or spatial orientation. At 

higher levels the information is organised in terms of more 

abstract concepts, coding meaning (Herriot, 1974). 

The everyday information of the world we live in is o~ganised 

in terms of various conceptual 'labels', and also in terms of 

the conceptual 'labels' of other information items, both by 

virtue of meaning (semantics) and often by its relative 

position in time and space. Information handled every day 

(except for perhaps previously learnt factual knowledge) 

is rarely independent of location and time. 

- _ . 
. Consequently, without the knowledge that we had received a 

particUlar item at some time, and without a 'cognitive map' 

of where we put Ho in relation to other items, we 'could not 

find it. Conversely, without a concept of identity we would 

not 'know' what we were looking for. Any theory of cognition 

,in relation to information handling must give due consideration 
! 
to these points. 
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Before considering the organisation of long-term memory, 

there arc a number of things to note. One point is that 

current models are quite complex, although we will only be 

dealing with their general features here. This is dictated 

by the complexities of long-tern memory itself, some of 

which have already been noted: 1) The uses of long-term 

memory information include problem solving, logical deduction, 

question answering, recall of facts and many others. 2) The 

amount of infornation in long-term memory is astounding. 

3) Its organisation is orderly, not haphazard. In attempting 

to account for the many uses to which long-term memory 

information is put, the mass of information, and its 

organisation, no model of long-term memory, however complete, 

is at present totally adequate. However, models are constantly 

undergoing modification to enable them to account for more data. 

A second point is one that may seem to compo~d the 

complexities of long-term memory. It is in fact useful to 

talk not only about one long-term memory, but maybe several. 

A two-long term memory idea has been suggested by.Tulving 

(1972), who makes a distinction between semantic memory and 

episodic memory. Both memories are long-term stores for 

information; however, the kind of information they hold 

differs. 

Semantic memory holds all the concepts that we need in 

order to define things in terms of language. It includes 

not only words and the symbols for them, their meaning and 

their referents (what they represent), but also the rules 

for manipulating them. Semantic memory holds such things 

as the rules of English grammar, ohemical formulas, rules 

for adding and multiplying, knowledge that autumn follows 

summer; facts that do not depend on a particular time or 

place, but are just facts. 



.- , 

Episodic memory, in contrast, holds temporally coded 

information and events, information about how things 

appeared and when they occurred. It is our memory for 

autobiographical information, such as "last week I went 

to the dentist". 
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Although Tulving's (1972) distinction between semantic and 

episodic long-term memory is useful, it does not take into 

account another form of long-term information storage, 

namely, mental imagery. It seems useful to distinguish 

between two types of imagery; that connected with concepts 

in semantic memory, and that connected with cognitive 

models of the environment. Pavio (1971) discusses evidence 

for the presence imagery in connection with verbal processes. 

It seems that people can generate images or concrete verbal 

concepts, such as 'cat', or 'dog', and also use images to 

mediate more abstract verbal concepts, such as 'love' or 

'hate'. Ulric Neisser (1976) discusses imagery in terms 

of the formation of cognitive models of our environments, 

for example, we can 'visualise' the layout of a room. 

It might help to illustrate these different long-term memory 

systems if we consider an example from everyday life. The 

health inspector of a local authority might receive a 

telephone call from a ~Ir. Jones, the leader of a local action 

group, to ask what action has been-taken in response to his 

letter of July 30th, ca~ling for control of stray dogs in 

the community. Semantic memory is immediately in operation, 

interpreting and :gener.~~ing speech in the ;two-way flow of 

language. The health inspector can -summon an image associated 

with the major concept of 'dogs'. Subsequent to the basic , 
understanding of speech, episodic memory is consulted for 

information connected with receiving the initial letter, 

what was done with the letter, and whether any further 

action was taken. If the health inspector was unsure of the 

content of the letter, and whether action had been taken, he 

-~ ~- - .(--- .-
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would need to retrieve it and related information from 

his filing system. It would therefore be necessary for 

him to have a mental model of his filing system. For 

successful retrieval the mental model would need some 

basic information identity classification scheme, and 

also a model of the locations of information in his office 

environment. 

It is evident that there is a close interplay between the 

different types of LIlo! information in the problem solving 

situation just illustrated, where an enquiry necessitates 

some form of action. This interplay must proceed in a 

logical manner, so, as previously stated, there must be 

some higher order control over the interpretation of the 

available information. Therefore, any consideration of 

LTI-I should not only apply to the internal organisation and 

structure of information, but also to the executive processes 

directing the dynamic interpretation of this information. 

Figure 2.4 illustrates one plausible (but not proven) 

analysis of several levels of processing that analyse 

sensory input and control motor output. Many levels of 

the different input and output modalities have been left 

out, but there are enough present to stress some important 
" 

points. 

N .B. The variou's types of memory have been depicted as 

.separate systems. This is for ease of conceptualisation, 

not because this type of organisation is advocated. 

First, there is a strong vertical, hierarchical organisation 

to the mind, hence levels of processing. Second, there are 

three basic types of levels; sensory (which only receives', 

input), motor (which only produces output), and cogni ti ve 

(which boh receives input and produces output). Sensory 

leve~s represent stimuli, motor levels represent responses, 

cognitive levels attempt to represent the world. Inbetween 

stimulus and response for human beings is an abstract cognitive 

model of the world that is neither purely sensory or purely 

~ ... --



motor in its function. Third, each cognitive level is 

superceded by a more abstract cQgnitive level. 

EXECUTIVE SYSTEi'l. 
Directs menory processes, initiates 
plans and strategies. 

SENANTIC HENORY Vr-EPISODIC rlE1,IORY l~ UIAGERY 
Concepts, proposi- l'ihe.,e and when, Conceptual 
tions. autobiographical. & cognitive 

1 J ! 
Verbal graphic Non-verbal image 
memory (eg. letters memory (objects & 
and words) locations) 

1 J '-7 

PERCEPTUAL r,lECHA1'HSJ,lS AND 
SHORT-TEmr ~lEPIORY STORE 

COGNITIVE ~ 
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images 
maps. 

- - -- - - - - -- r-- ,----1- --------- - --
SENSORY 

~10TOR 

Sensory features I Motor features ',: ,:; 
(e. g. spots) 

I 
(eg. muscle contractions) 

i 
I Sense organ ' -I I Hotor effector organ 

Fi,?ure 2.4: Levels of processing of the cognitive system. 

, , 

In discussing the organisation of information in memory we 
i : 

will restrict our consideration to a fairly h!9h level, 

namely, semantic, episodic and image memoiry. However, the 

organisation of the various memories is not fully meaningful 

without due consideration of the executive system which 

ct1rects the processes involved in the organised storage 

and subsequent retrieval of information. Consequently, the 
I 

executive system will be dealt with later. , 
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2.5.1 SC;;lantic structure in Long T<2r:-:: ::cm0.El: 

Grown and ;:c:·~~ill (1~66) derr:or:stratcd and attcm?ted to 

des'cribe some of the regularities in LT.: storaoe in an 

experinent t::lat deal t wi th "'c~le ti:r-of-the-tongue 

r:>henonenon (TOT:. The TOT phenomenon is when a' person 

can al~10st, but not quite, remenber a word or a name. 

Subjects were? given de?finitions of words and then asked 

to say what these t'lords were. \IJhat Urovm and j\'icNeill were 

looking for was the? "TOT state", in which a subject felt 

he knew the word but- could not recall it. \'!hen the state 

occurred it had a nunber of characteristics: the subject 

felt he knew the word, he could sonetines report the 

number of syllables, or the initial sound, or where the 

accent occurred. Often the subject knew that certain words 

recalled were not correct and could give words of related 

neaning. This type of recall, in which the subjects can 

identify the general characteristic of the word, is called 

generic recall. 

In accounting for the existence of generic recall, Brown 

and ~lcNeill described some aspects of LTM structure. They 

suggested that a word is stored in LTM at some location. 

Its representation there includes auditory information 

(its sound) as well as semantic information (its meaning). 

In the TOT state, total retrieval by meaning has failed, 

but a subject has partially retrieved the word. He has 

some knowledge of its sound but apparently does not have a 

complete acoustic representation. The previous facts tend 

tq indicate that there is insufficient data for recall of 

the word. The authors also suggested that stored with each 

word were associations, or marked pathways, to oth~r words 

in LDI, so that the subject could come up with words that 

meant almost the same thing. Thus, Brown and ~IcNeill depicted 

LTI,I as a large set of interconnected storage locations, each 

holding a complex collection of information related to a 

single word or fact. 



There are many more recent nodels of LT!·\ with various 

approaches evident. These models can be roughly classified 

as network nodels, set nodcls, and semantic-feature models. 

None of these categories is totally distinct from the 

others; all are closely related, which is not surprising 

in view of the fact that all attcmpt to account for the 

same h~ abilities. 

~~-'I!~~' ._: -.~; ". ~ ~ .... 

2-; 5'.1.1 Network models of Semantic f-·'emory 

Network models of semantic memory, like the theory of 

Brown and f·lcNeill (1966), depict long-term memory as a vast 

network of associated concepts; not unlike the S-R conception 

of memory as a bundle of associations. However, these models 

differ from traditional association in some fundamental ways. 

For one thing, most such models assume that different kinds 

of associations can be formed; that not all associations 

are the same. This means that when two concepts are 

associated, the relationship between the two is known; 

the association is more than a simple bond. This approach 
1_ 

has been called 'neo-associationism' (Anderson and Bower, 

1973) • This view of LIN al so in cl udes the idea that the 

associative network is as orderly and compact as possible. 

Things that are close together conceptually may be expected 

to be closely associated in the LTM network. A useful 

analogue is the structure of a thesaurus where items are 

grouped by meaning and cross-referenced. 

In considering network models it is important to bear two 

things in mind. The first is that the connections amongst 

concepts are circular; that is, concept A can be defined 

by its relationship with concept B and vice versa. The 

second is that the language associated with the models is in 

terms of English graQIDatical relationships. The reason for 

the latter characteristic is that current models of the 

structure of semantic LTM place primary emphasis on how 

they represent the kind of knowledge that is transmitted 

by language. 



/ 
i) Quilliins TLC: 

The first network nodel of !....r..I, in which lang;.Jage and 

associa'tive networks played an important part, was 

suggested by Quillian (Collins and Qllillian, 1969). This 

",odel was called TLC, w;lie:, stood for 'Teachable Language 

Cou:.:rrei'1ender' • 

According to Quillian, the format of factual information 

in LTIl is made up of three types of structures - units, 

properties and pointers.' (see figure 2.5). 

,( .1 = Unit 

= Property 

~ = Pointer 

~(Has skin) 
r'ln" 1 J :..--t(Can move around) 

L "1!:la ::::::--. ( Ea t s ) 

~
~(Breathes) 

.......... (Has wings) 
f Bird.l ---.: (Can fly) 

I 
(Has feathers) 

r Can _(Can sing) 
t ary.l_(IS yellow) 

~ (Has fins) 
Fish 7---: (can swim) f (Has gills) 

f "~(Is pink) 
Salmon .7--.( Is edibl e) 

f Shark.7 -- (Can bite) 
---'(Is dangerous) 

Figure 2.5: Quillian's TLC 

The first two we can think of as locations, in Brown and 

r-lcNeill's sense: units and properties are places in LTM 

that correspond to information about concepts. The 

difference between units and properties lies in the kind 
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of concept that they represent. A unit corresponds to an 

object which would be described by a noun in the English 

language, or, if sufficiently complex, a sentence (e.g. 'fish' 

in figure 2.5). In contrast a property is a structure which 

describes a particular characteristic of a unit (e.g. 'can 

swj.jll' :i.n~:igufe 2~5)~ The ,,-ela~ionships between~i1:s,_ and 
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units and properties are defined by pointers. There are, 

however, rules Cjo'verning the connections t.hat can be T:lade. 

The first pointer of each unit must define the iIilmediate 

superordinate unit; for example, animal is the ir.uaediate 

superordinate of fish in figure 2.5. The remaining pointers 

of the unit point to its properties, for exaflple, 'has fins' 

has a pointer from fish in figure 2.5. In this way each unit 

can be defined in terms of higher order concepts and a list 

•. -,.~-,:-"f properties. There are also rules for. cO:lsf:ri,lcting prop

erties. Each property has a pointer to an attribute and a 

value. In figure 2.5, 'is pink' is a good example to 

illustrate this; the attribute is colour, and the value 

., 

is pink. 

In' summary, the structure that evolves is a potentially 

huge network of concepts. They are two types, units and 

properties, and the pattern of interconnections serves to 

~ive them meaning. Units are defined by other units and 

properties; properties are defined by other properties and 

unit~. It should also be noted that this associative net

work is essentially hierarchically organised through the 

superordinate conceptual associations. 

ii) Anderson and Bower's HAr.I: 

To expand the network idea, it will be useful to consider 

another model along the same lines as that proposed by 

Quillian. Developed by Anderson and Bower (1973) it is 

called 'HAM' (for Human Associative '~lemory) • 

Although ~l bears a general resemblance to Quillian's TLC, 

it is quite different in the detailed structure it proposes 

for LTI·l. Of course, as a network model, HAl·l describes LThI 

as a vast collection of locations and labelled associations. 

In ~I, however, the basic component is called a proposition. 

~I's propositions resemble English sentences, except that 

they are more abstract. That is, a proposition can represent 

a linguistic structure such as a sentence, but it is not that 

sentence itself, rather the related concepts represented by 

that sentence. However, propositions do not just represent 

linguistic--information-, they can also· represent non-linguistic 

information such as visual scenes. 



In general a pro~osition is a sr.1all set of associations 

and "locations, its equivalent in TLC would be a sQall set 

of units and properties sufficient to represent a meaning

ful interpretation of some event. Each association is 

binar::/, which means that it combines, or associates, two 

concepts. The associations are of several t>~es and the 

ways in which they cOQbine to form a proposition are 

illustrated in figures 2.6 and 2.7. 

Association Examples 

yester~JOhn cried 
ats~ 

at ho::--------:e eat 

Paris 1942 

SChoo~sterdaY 
~ 
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Co"~'-Fao' { 

Location-Time { 

SUbject-predicate~ caes~dead 

my aunt is a teacher 

Relation-Object { --------is taller than Bill 

----.--~ like~ soup 

Figure 2.6: Associations of ~I 

Fi9ure 2.7: Proposition 

NODE 

Proposition ( = ASSOCIATION 

" C~ 

Location.-/' G), T" 

~ ~l.me 

CV 0 

CLASSROOI·! .. ~ PAST PROF~SSQ.R g~STION BILL 

"IN THE CLASSROOt'1 THE PROFESSOR QUESTIONNED BILL" 
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There are four basic types of ?roposition (see figure 2.6). 

T~lC main ?roposi tion is reprcser:ted by a context-fact 

association, the other three ty}::)es of associations are 

subordinately related to this. Figure 2.7 shows how the 

proposition, "in the classroo:-J the professor questionned 

3ill", can be hierarchically divided into the four .types 

of the associations of figure 2.6. Each labelled circle 

in figure 2.7 represents a 'node' where two associated 

entities combine. The proposition node A is actually the 

resul t of. a binary association between a context and a 

fact. If a proposition does not have a context, for 

example, "mice eat cheese", then the highest node would 

be C. The proposition would then be expressed in terms 

of subject-predicate, and relation-object associations only. 

iii) Processes of TLC and HMI: 

So far, we have learned that network models have an 

associonistic structure proposed for L~I, but that is 

only part of the picture. In order t6 simulate human 

behaviour, or to make predicti?ns a~out experimental data. 

(discussed shortly), a model must also stipulate processes. 

Processes act on the structure and work with it to encode, 

store, and retrieve information. 

In Quillian's model, for examp~e, it is necessary to explain 

how TLC acquires new information, comprehends linguistic 

inputs, and answers questions. The most. il!lportant process 

used in these tasks is called the "intersection search". 

Suppose TLC is trying to comprehend a sentence such as "a 

wolf can bite". In 'the sentence, certain concepts are 

named (such as "wolf" and "bite"). The search process 

simul taneously enters LIN at the location of each concept 

named, then proceeds outwards from those concepts along the 
i 

pointers or paths leading from them. Each time a pointer 

ieads the search to a new concept, that concept is given a 

mark to indicate it has been passed in the search and from 

what concept it was reaohed. At some point, it is probable 

that a pathway being follow~d will lead to a concept that 



has been already narked (that is, has been reached 

previously in the search). ;,t that point we have an 

intersection. Findin<) an intersection neans that the 

47 

same point (the intersection) has been reached from two 

concepts. Thus, it indicates that the two concepts are 

related. By checking the Qarker at the point, and tracing 

back the steps leading to the intersection, the process 

determines just which concepts in L~l are compatible with 

the relation in the input sentence, the sentence can be 

said to be comprehended as a true statement. With a non

sense sentence, such as "a wolf can talk", the two concepts 

are incompatible in terms of relations, and so the sentence 

will be comprehended as a false statement. 

~l's process corresponding to TLC's intersection search is 

called a "~latch" process. The process is designed to connect 

input information with memory, thus enabling HAJIl to inter

pret the information. First, ~l attempts to encode the 

input (e.g. a sentence) into a proposition tree; "professor 

questionned Bill" in figure 2.7. This encoding process is 

called "parsing" the input. Then, it matches the terminal, 

bottom-most nodes of the tree (professor, question, and Bill) 

with their corresponding locations in L~l. (If an unfamiliar 

word is in the input, however; it cannot be matched with the 

LTM location. Instead, a new node representing the word 

will be formed in Ln4, and information will begin being 

collected about that node, such as the words spelling, and 

what words it was associated with in the sentence, and in 

what manner.) Next, the match process attempts to find in 

L~l a tree that looks like the input tree. It does so by 

starting a search from each LTM location corresponding to 

a word in the sentence - a search for pathways through the 

L~l network that connect terminal nodes in the same way as 

they were connect~d in the input. Once this is accomplished 

there is a match between the input and the L~I network, and 

the sentence is comprehended. 

i 

l , 



.... ', 

At this point it seems appropriate to quickly summarise 

some of the data that these [;1odels attempt to explain. 

iv) The category-size effect: 
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Perhaps the most important single phenomenon of semantic 

memory is what we call the category-size effect. Typically 

the subject is asked to verify sentences of the form "A 

(subject) is a (predicate); e.g. A canary is a bird. 

The independent variable is the category-size of the 

predicate, for instance, the category "animal" contains 

more members than the category "bird"; a bird is a member 

of the animal category. The principal result of these 

verification experiments is that reaction time for responding 

"true" increases as the predicate category-size increases. 

For example, it takes longer to verify "A canary is an animal" 

than to verify "A canary is a bird" (Collins and Quillian, 

1969; ~Ieyer, 1970) •. Generally, the reaction time to 

respond "false" to statements, such as "A daisy is a fish", 

also increases with an increase in predicate category size 

(Me~er, 1970). 

The explanation for this, in Quillian's model, is that the 

bigger the predicate category the further removed it is from 

the subject category and the greater the number of pointers 

that intervene; therefore the longer the intersection search 

, takes (see figure 2.5). the category size effects for "false" 

statements are harder to ~xplain, however. From the previous 

logical explanation it would seem to be easier to relate 

daisy to higher ord~er ~ ~c'ct~t,egories such as "living things" 

than to "fish". This is not so, and no acceptable explanation 

has yet been found. ~In addition, this is not the only 

problem faced by semantic network models. 

v) Effects of semantic relatedness: 

In typical studies of this phenomenon, subjects are first 

presented a set of word pairs. Each pair has one word that 

is a category instance ~d one that is the name of the 

category; for example, urobin" is an instance and "bird" 

: 



is a category. For example, "robin" is judged much more 

typical of the category "bird" than is "ohicken". Not 

ohiy this, but reaction times are also quicker for the 

verification of more 'typical' members of a superordinate 

category. 

It is very difficult to account for this effect in TLC, 

because the same one-pointer distance separates all 

49 

category members from a category name. Anderson and Bower's 

HAN can better account for it, through the operation'of the 

search (Match) process in L~I. Searches from the locations 

of the concepts from the bottom-most nodes of .the input tree 

are started in parallel; however, from a given location 

only one pathway can be followed at a time. Since there are 

usually many pathways reading from anyone location in L~I 

it is assumed that those pathways are given a priority 

ordering; which gives an order in which the paths from 

given locations are searched. The most important ones will 

be given high priority. This enables HAM to account for the 

effect of relatedness on true reaction times, for relatedness 

can be equated with the priorities. By assuming that judge

ments of relatedness are based on the priority list, it is 

easy for this model to account for those jUdgements. 

" 

There are alternatives to network models, however, and these 

will now be considered. 

2.5.1~2 A Set-theoretic model of LTM 

The "set-theoretic" approach was advocated by Meyer (1970). 

It assumes that semantic categories are represented in LTM 

as sets, or collections of information. They can include 

sets of instances of a category (for example, the category 

"bird" includes such instances as robins, sparrows, etc.). 

They can also include sets of attributes or properties of 

the category (for example, "birds" have wings, have feathers, 

can fly etc.). In other words, a category is represented in 

LTM as a set of information. 



j·leyer used the model to account for the time it took 

subjects to verify or disconfirm sentences of the form 

"All (subject) are (predicate)" or "Some (subject) are 

(predicate)". To account for reaction time data, he 

proposed a two-stage model describing the processes used 

in the task. The first stage involves the examination 

of all the sets that overlap (have members in common with) 

the predicate category. If the search through these sets 

finds an overlap with the subject category, then the first 

stage ends with a match; if not the outcome is a negative 

response. 

Given a match in the first stage of the verification 
• ! 

process, it is known that subject and predicate have some 

members in common. That would be enough to verify, for 

instance, "some stones are rubies", but not enough if the 

sentence was "all rubies are stones". For the latter, a 

second stage must be executed, the comparison of all 

predicate attributes with subject attributes. If every 

attribute of the predicate is also an attribute of the 

subject, then the sentence can be verified. 

subject makes a negative'response. 

If not, the 

This model can account for category-size effects, but not 

thos2 of semantic relatedness. The next model is derived 
d-~ 

from the set-theoretic model, and also takes semantic 

relatedness into, account . 
. , 

2.5.1.3 A Semantic-feature model of LIN 

The s.emantic feature model (Rips, et al.,' 1973) assumes 

that a semantic category can be represented in LTN as a 
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i 

set of attributes, or features. Moreover, the set of 

fe4tures is very broad, including features that are essential 

in',defining the category and some that are relatively unim-
i 

por,tant; varying along a continuum of importance, , 
;" 

In general, on such a continuum of feat~res, we can se~ect 

;an arbitrary cut-off point to separate the more important 

features (called· "defining'!features") from~less important 

features (called "characteristic features"). In the feature 



model, defining features are given greater emphasis in 

verification tasks than are characteristic features. 
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The processes involved in verification of an "all (subject) 

are (predicate)" sentence is similar to that in the set

theoretic model. However, the first stage results in a 

measure of similarity of the two sets of defining and 

characteristic features. If this measure is above a 

certain criterion then the two terms are so similar that a 

quick "true" response can be produced. If the value is 

In the second stage, only defining features of subject and 

predicate are used. If the defining features of the 

predicate agree with those of the subject, then a positive 

response can be made; otherwise there is a negative 

response. The advantage of the feature model is that it 

readily accounts for effects of typicality, or relatedness, 

on reaction time, in addition to the category-size effect. 

The more typical an instance is of a category, the more 

features they share and the greater the likelihood of a 

quick stage one decision. 

The aforementioned models of semantic memory all deal with 

the comprehension of language concepts. However, we. also 

have the ability to form mental images of certain concepts, 

external objects, and our environment. Therefore, we also 

need to discuss this ability if we are ~o understand the 

generation and storage of our various conceptual models. 

2.5.2 Imagery: concepts, external stimuli, and spatial cognition 

If someone asks you what a typewriter looks like you can 

immediately summon the appropriate conceptual image in your 

mind. Similarly, you could tell them what your office looks 

like, what objects are in it, what they look like, and where 

they are in the office relative to each other. However, 

there is a subtle difference between these examples. In the 

former, the image relates to 'typewriter' as a language 

concept, in the latter the images relate to objects and 

} --#- -



situations in our personal experience; that is, 

respectively independent of and dependent on our personal 

environment. Attneave (1974) goes further, he suggests 
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that our image of our environment may be separated into 

'what' (image) and 'where' (spatial systems). J\ttneave 

also observes that the what and where systems must be 

closely interconnected, since we are capable of perceiving 

·'·f· b' f.l't· 'f' 1 I}l. rj' spec1 le 0 Jec S 111 speCl le ocatlons. In any event, we 

mu!;·;;-somehow distingu:i!sn between images of language ·c,oncepts .~. 

(Paivio, 1971), of the form properties of objects, people 

and pictures we encounter (Paivio, 1971; Wicklegren, 1979), 

and their location in the world (Neisser, 1976). 

2.5.2.1 Image mediation of verbal concepts 

One of the prime examples of the role of imagery in con

junction with language concepts, is in its use as an aid 

to the verbal learning of words and paired associates. 

Paivio (1965) discovered a high correlation between imagery 

and the concreteness of words; subjects rated sixteen 

concrete and sixteen abstract nouns on a five-point imagery 

scale. On the assumption that the usefulness of stimulus 

evoked imagery as a mediator of verbal associations would 

depend on how readily.an image is aroused, imagery was 

defined in terms of the ease or difficulty with which the 

word arouses a mental image. He later confirmed these 
;0· • 

results with larger samples of single words and paired 

associates (Paivio, et al., 1968). It has also been found 

that concrete words are more meaningful than abstract one!s 

(Spreen and Schulz, 1966; Paivio, et a1., 1968; Frincke', 

1968), and that more meaningful material is more easily 

learnt (see review in ~,bodworth and Schlosberg, 1954). 

Therefore, it follows that image mediation can enhance 

verbal learning. 

, 

Another example of the enhancement of verbal learning by 

imagery is demonstrated by Bower (1972). He gave subjects 

concrete-n~un pairs and asked them to image a scene of the 

two objects interacting in some way. An example is that 

! 

! 
- ~~--~ 

I 

I 
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"dog" and "bicycle" ean be imagined as a dog riding a 

bicycle. He found that this caused cued recall to increase 

highly significantly. 

It logically follows, from the previous work, that imagery 

can make an important contribution to verbal learning; 

a result repeatedly noted by Paivio (paivio, 1971). To 

make the optimum use of imagery in connection with language, 

however, it is necessary to assess the relationship between 

the relevant verbal and imagery processes. 

2.5.2.2 The Dual-coding hyPothesis 

The history of the concept of visual imagery has given rise 

to the idea that images may serve as an alternative to verbal 

codes as a means of representing information; thus imagery 

may be a medium for representing information that could 

readily be described by words. And, imaginal representations 

may be as useful or even more useful than verbal represent

ations in LTM when they are used in tasks involving learning 

and memory. 

Paivio (1969; 1971) proposes a dual-coding hypothesis. 

Essentially, the dual-ooding hypothesis assumes that there 

are really two basic ways of representing information in 

memory; that is, two coding systems. One is word, or verbal, 

or linguistic representation, an area which has borne the 

emphasis of past research. The other is non-verbal; it may 

be called imaginal, and it includes -(although it is not 

restricted to) the visual images we have just been discussing. 

The two systems are strongly connected, so that we can derive 

an image from a verbal label, or vice versa. However, the 

two systems of representation also differ in some fundamental 

ways •. 

For one thing, the imaginal system can deal better with 

picturable concrete entities, like "dog" or "bicycle"; how 

could we picture something abstract like "truth"? What 

this means is that we can think of certain psychological 
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entities as best represented by words, whereas others can 

be represented either verbally or non-verbally. Another 

way in which the two systems differ is in the way they 

process information. In the verbal system, it seems that 

serial order is Qf primary importance. i','hen words are 

perceived in speech, for example, the sounds come in a 

sequence, and the meaning assigned to those sounds largely 

depends on their order. However, we can contrast this 
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with the way that we deal with visual inputs, which seem to be 

handled in a "spatially parallel" manner. That is, we 

process all the information in an area of space at once. 

In viewing the letter A, for example, we can simultaneously 

process the whole thing, rather than viewing it as / \-. 

One of the implications of the dual-coding view of memory 

is that information that can be held in both verbal and 

imaginal systems should be more accessible than information 

held in just one system; because we should be able to get 

at the information by either verbal or non-verbal retrieval 

processes. In a sense, there is twice as much information 

about a twice-coded item than about an item which exists in 

only one form. Thus, it should be easier to remember concrete 

words than abstract words. Concrete words can be represented 

either imaginally or verbally; abstract words can be 

represented only verbally. This prediction is supported and 

the amount of psychological data can. be interpreted in terms 

of the dual-COding·~~esis is considerable (Paivio, 1971) . 

However, there are other aspects of imagery, other than those 

connected with verbal concepts, which will now be considered. 

2.5.2.3 Imagery and external stimUli 

The previous two sections dealt with internally generated 

images in response to verbal concepts. This section deals 

with images generated in response to encounter with items 

in our environment; 

external objects. 

that is, our internal images of 
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Shepard (1967) discovered that subjects could recognise a 

large number of pictures they had seen just onCe. Standing 

et al (1970) carried this sort of demonstration even further. 

They showed subjects 2,500 slides for 10 seconds each. 

Later, on a recognition test of a subset of those slides, 

subjects scored 9000; it seems that subjects must have 

something more than verbal descriptions of the slides in 

memory_ 

There is substantial evidence to support the proposition that 

visual perception of a complex picture involves successive 

eye fixations on different informationally rich portions of 

the picture. People do not stare at the centre of a picture and 

build up an image by prolonged fixation focussed on a single 

point (Kolers, 1970). Thus, images are undoubtedly 

associative traces rather than non-associative activity 

traces. This conclusion is also supported by the fact that 

image memory can persist as long as verbal memory; sometimes 

for a lifetime. 

Loftus (1972) has demonstrated that recognition memory for 

pictures increases as a function of the number of fixations 

on a picture during learning, and that it is independent of 

exposure time when the number of fixations is held constant. 

Initial learning of a complex picture generally depends 

primarily upon the number of fixations, provided study time 

per fixation is at least a few hundred milliseconds. 

Retrieval also appears to involve a revival of the image by , 
means of successive generation of the parts. Several invest-

igations have demonstrated that recall of complex visual 

material is often accompanied by eye movements (Marks, 1972; 

Kahneman, 1973; Bower,1972; Hall, 1974). Furthermore, 

Hall showed that image recall is better when eye movements 

are permitted than when the subject is required to fixate a 

single point during the retrieval of the image. Wick1egren 

(1979) makes four points in relation to this evidence. First, 

_"if_an image~issimple~_enaugh to be-generated al-l-- at~once~with--

maximum clarity, there is no need to generate it in parts 

~--;.-~ 



via shifts of attentional focus. Second, shifts of 

attention across a mental image would not appear logically 

to require an eye movement, nor is it obvious why eye 

movements should benefit image retrieval. r·liniature or 

even full-blown eye movements may oft2n occur as an 

irrelevant fldown-stream" consequence of mental scanning~ 

Third, it is doubtless possible to retrieve part of a 

scene "on centre stage in the mind's eye" directly, rather 

than first retrieving the entire' scene and then focussing 
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on one part. Fourth, Marks's correlation data (which show 

that goodimagers make fewer eye movements than poor imagers 

in recall of pictures) seem best interpreted to indicate 

that good imagers can generate more complex images in a 

single focus than poor imagers. These correlational 

individual difference data do not oppose the hypothesis that 

retrieval of complex images often involves piecemeal 

generation of its parts. 

Noreover, the image modality does not consist of a passive 

collection of images arranged like so many paintings on a 

wall. The range of operations that. can be performed on 

images is an equally important component of the image 

modality. 

2.5.2.4 Image operations 

Image oper:tt.~~~ can fonveniently be classified as non

destructive or destructive. Non-destructive operations 

may include initial generation of a mental image from some 

retrieval cue or cues, subsequent scanning (focussing 

attention on some part of the image), and zooming {retrieving 

more detailed constituents of some part of the image to 

achieve something like a photographic blow-up), (Kosslyn, 1973 

and 1975). Destructive operations include deletion, rotation, 

reflection, translation, magnification, minirication, 

squashing, stretching, and tearing of visual images 

(\\1ick1 egren , 1979). 



Shepard and '·:ctzlcr (1971) provide one of the best 

demonstrations of operations upon an internal ir.lage with 

their studies of image rotation. They showed subjects 

pairs of pictures of three-dimensional shapes, some of 

which were the sar.lc. However, 

differing spatial orientation. 

the shapes were shown in 

The time required to judge 
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whether they were the same was measured. Subjects reported 

that in order to make this judgement they had to imagine 

one of the objects rotated into the same orientation as the 

other. The time to make the jUdgements was found to 

increase linearly with difference in angle between the 

two objects. This would Seem to suggest that "rotation" 

is a transformation that can be applied to a memory 

activation. 

supported by 

(1973) using 

This conclusion is even more strongly 

a later experiment by Cooper and Shepard 

two-dimensional letter images. The speed of 

rotation of these images was considerably faster than the 

speed of rotation of the three-dimensional images studied 

by Shepard and Metzler. Since Shepard and t<letzler had 

already demonstrated that rotation of three-dimensional 

images in the picture plane is not intrinsically faster 

than rotation in depth, the essential difference appears 

to be whether the image is itself two- or three-dimensional. 

Finally; we will deal with more global imagery. 

2.5.2.5 Spatial memory 

How do we find our way around our environment? How do we 

give people directions of how to get to a place? There 

must be some representation of our spatial environment in 

memory in order to fulfil this kind of informational need. 

The term 'cognitive map' was coined long ago by Tolman (1948). 

It has gained new currency in the last few years, as psycho

logists, geographers, planners, and other professionals have 
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become increasingly interested in problems of spatial 

orientation. Cognitive maps are often discussed as if 

they were, "mental pictures of the environment that could 

be examined at leisure by the mind's eye while the mind's 

owner reclined in his armchair" (Boulding, 1961). However, 

Neisser (1976) believes that it is unwise to define 

cognitive maps by the ability to give such descriptions or 

to have such images. He coins the term "orienting schema" 

as a synonym for 'cognitive map' to emphasise that it is 

an active, information-seeking structure. Instead of 

defining a cognitive map as a kind of an image he proposes 

that spatial imagery (the cognitive map) itself is just an 

aspect of the functioning of orienting schemata. Like 

other schemata, they accept information and direct action 

(see secti_on 2.4.8.4)_ 

Cognitive maps are ubiquitous. We all know what to expect 

around the corner on the way home; We can all plan trips 

to a hundred destinations, and check our expectations along 

the way if we undertake one; we can all take new short cuts 

with some idea o~ where they lead. These abilities are 

common place, but they are by no means uninteresting. A 

particularly good account of them appears in Kevin Lynch's 

book 'The Image of the City' (Lynch, 1960). He identified 

features of the cognitive map such as landmarks, pathways, 

and boundaries, as important orienting points. There is 
. ~ .. ~ 

evidence that we stor-'C,~,?ut.o_,::;.r;, :~edge of the physical 

surroundings by converting our experience into relatively 

simple geometric forms. An elliptical railway system may 

well be thought of as a circular one (canter and Tagg, 1975). 

Although two crossroads may meet each other at oblique 

angles, they may well be thought of as having the neater, 

right angle cruciform arrangement (Pocoek, 1973). 

More specifically, human beings code and remember, the 

spatial positions of significant objects. They also appear 

to encode and remember certain characteristics of the changes 

of positions of objects (movements)_ These characteristics 



include speed, acceleration, duration, and extent of 

movement. Knowledge of position and movements that are 

not part of the body or in contact with parts of the body 

can only be given by vision or hearing. \'Je derive 

information regarding position and movement of our body 

parts or of objects in contact with our body from visual, 

auditory, tactile, and kinesthetic sensory systems. \'le 

also derive information concerning the position of body 

parts from central motor representatives (motor overflow) 
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that control the" posi tion of these parts (l'Iieklegren, 1979). 

The integration of spatial information from different 

sensory and motor modalities, and the fact that interference 

appears to be specific to the type of information (rather 

than to the sensory or motor modality from which it was 

obtained), argue for a common cognitive representation of 

position and movement independent of input node (Laabs, 1973). 

To complete our picture of the information stored in memory, 

we shall deal with episodic memory. 

2.5.3 Episodic memory 

Episodic memory receives and stores information about 

temporally dated episodes or events, and temporal-spatial 

relations among these events (Tulving, 1972). A perceptual 

event can be stored in the episodic system solely in terms 

of its perceptible properties or attributes, and it is 

always stored in terms of its autobiographical reference to 

already existing contents of the episodic memory store. 

The act of retrieval of information from the episodic memory 

store, in addition to making the retrieved contents accessible 
) 

to inspection, also serves as a special type of input into 

epiSOdic memory and this changes the contents of the episodic 

memory store. The system is probably quite susceptible to 

transformation and loss of information. The specific 

form in which perceptual input is registered into the episodic 

memory can at times be strongly influenced by information in 

semantic memory and image memory, because both verbal and 

imaginal ooncepts can be part of an event, it is also 

possible for the episodic system to operate relatively 

independently of the semantic system. 



In so:ne wavs episodic r.:emory is Clore closelY associated to 

inage mer:1ory than senantic menory, because events and objects 

can be 'visualised' 'whereas senantic r.temory is the memory 

necessary for the use of language. SeQantic memory does not 

register perceptible properties of inputs, but rather the 

cognitive referents of input ~ignals. ,\lternatively, there 

are similarities between semantic memory and image memory; 

they both permit retrieval of information not directly 

stored in them, and retrieval from both systems leaves their 

contents unchanged, although any act of retrieval constitutes 

an input into episodic memory_ However, episodic memory is 

involved in setting the context of an event, a fact which is 

provided for by a high-level context-fact .association in 

Anderson and Bowers HAN model (1973); this allows for 

description of facts and autobiographical information, 

such as where we put something. But what of the organisation 

of episodic memory? 

The most primitive form of organisation is based on temporal 

and spatial proximity of elements in perceptual input. 

Organisation carries the implication of changes in the 

memory trace of an event that is influenced by the presence 

of certain other traces in the episodic memory store. The 

temporal date of a stored event may be determined by its 

organisation in relation to other events with their temporal 

dates (Tulving, 1972). Similarly, semantic organisation 

refers to the gr?u'ping of items in a given set that somehow 

reflects the semantic relations among corresponding concepts. 

In other words, temporal co-ordinates of an event and its 

representation in episodic memory need not be specified in 

terms of th~ clock or calendar. They could be recorded in 

terms of temporal occurrences of other events in some as 

yet little understood manner. 

2.5.4 Summary of memory organisation 

To summarise, there are three basic types of memory 

organisation; semantic, imaginal, and episodic.· This does 

not mean, however, that there are three distinctly separate 



,"emory systems, rather that there are three types of 

inforr,lation stored in meri10ry with a strong interaction 

between them. 
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First, we previo~sly discussed three kinds of models of 

semantic menory; network models, a set model, and a 

semantic-feature model. Each were considered in the context 

of two major areas of research, category-size and relatedness 

effects. It is clear that in many ways the models are 

similar. All of them present a theory of meaning, for 

example, in which a concept derives its semantic content 

from its relations with others; whether by virtue of 

associations, by containing the other concepts as subsets 

in its definition, or by having those concepts as features. 

However, it should be clear that network and set models 

differ in some fundamental ways. One of the most important 

differences is that set models are designed to deal with 

data collected in specific semantic memory experiments, 

whereas network models are capable of handling a larger 

body of data. The HAH model, for example, attempts to 

deal with such varied topics as linguistic ability, for

getting, perception, pattern recognition, learning, and 

more. Because of their greater scope, the network models 

are relevant to many of the phenomena of episodic memory, 

as well as semantic memory. 

Secondly, it seems that a strong case can be made for the 

existence of images; although there is opposition also. 

Despite the controversy, some basic points can be made about 

image memory. One is that the world is not represented in 

LThi in full pictorial detail; that seems to be ruled out 

on both logical and experimental grounds. Another point is 

that there must be stored in LThI information about visual 

events, for such information is needed in order to recognise 

patterns and remember things previously seen. What is 

uncertain is just how much the visual information in LTM, 

or the images generated from "that information, resemble 

mental "pictures". l'ihat is certain, however, is that imagery 

can have a profound effect on the way we conceptualise 

~_ ~~ ____ ~information .~~~ 



Third, concerning episodic "lenory, Tulving (1972) proposes 

that most studies of hUr.1an menory and verbal learning have 

aln0st exclusively been concerned 't'J'i th this phenomenon. 
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The large majority of typical r.:emory tasks require that the 

subject remenber what particular perceptual event occurred 

in what temporal (sonetimes also spatial) relation to other 

events. The relatively scant literature on semantic nemory 

consists primarily of studies of free association to, and 
-1..1 :-. (... 

classification of, word stimuli, as well as studies of 

retrieval times of semantic information. 

In general, we have to be careful how we view these different 

types of nemory organisation. Tulving (1972) points out that 

a collection of essays by Norman (1970) referenced some twenty

five or so categories of memory, from "active memory" at the 

beginning of the alphabet, to "working nemory" at the 

end. So again it is important to note that the previous 

discussion was more concerned with highlighting the storage 

of different kinds of information, rather than advocating 

separate and independent memory systems. In fact there is 

strong interaction between these types of memories; a fact 

illustrated by the example in section 2.5. 

Finally, there is one important point to note when discussing 

LTN in the context of an information processing model. The . -. -
contemporary view of information storage and retriev~l from 

memory no ,longer distinguishes a separate short- and long-term 

memory system. Rather, it advocates short- and long-term 

information storage in terms of depth, or level of coding. 

Short-term storage puts a greater emphasis on coding the 

physical characteristics of information. Long-term storage, 

on the other hand, is more concerned with meaningful ooncepts 

(Herrio!, 1974). 

We have discovered that human memory can organise and store 

much information, concerning the state of our environment, via 

various inherent cognitive processes. It is necessary, in 

addition, to.conceive. of some. form of .. executive .. system _which~ ~ 

initiates and monitors the relevant processes. 

I, 
t , 

·~L 
I 



2.6 The Executive ·syste~ 

110 executive syste~ is necessary for initiating the 

perception of information from the environnent; for 

organising the storage of information in memory; for 

directing the retrieval of information from memory; for 

formulating and interpreting plans, strategies and rules 

in the light of objectives and intentions; and for 

initiating and directing sequences of responses to achieve 

a desired goal. 

~;.~ 

For exampl e, f;1 .l~. Eysenck (1977) proposed that recall of 

information from memory involves at least five different 

stages or processes, which are assumed to occur serially: 

i) Perception of a retrieval cue, 
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ii) Rule or strategy formulation, including a determination 

of the size of the search set to be used, 

iii) Item search, in which the search process operates on the 

specified search set and produces one or more items, 

iv) Evaluation, in which any responses generated by the 

search process are evaluated in terms of the current 

rule or strategy and perceiVed goal, 

v) Emission, in which items positively evaluated are 

produced. 

In short, the executive system directs thought and behaviour 

on the basis of both information in the memory systems_and 

its own goals. It is important to consider the concept of 

direction in understanding the executive system. 

2.6.1 Direction of thought 

It is necessary at the outset to distinguish between 

directed and undirected thought. Undirected thought consists 

simply of the idle wanderings of the mind, as in dreams and 

daydreams. Directed thought tends toward a particular end, 

a goal as in problem solving. It is directed thought which 

most clearly engages the executive system. 

, 



One of the sinplest exaoples of undirected thought is free 

association, in contrast with the simplest example of 

directed thought, controlled association. In a free 
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assoc~ation test, a person is given a list of words and 

asked to write down next to each the first word that it 

brings to mind. In a controlled association test, a person 

is asked to give for each of several ~ds a word that 

stands in a particular relation to it (e.g. the opposite). 

It can be demonstrated that directed thought requires 

additional, executive mechanisms. B.F. Anderson (1975) 

shows that free association ,dth the words 'cold' and 'ebony' 

produced a number of different words. Cold produced hot 35% 

OI the time, winter 6%, sick 6%, and warm 4%. Ebony 

produced black 58% of the time, wood 8%, magazine 6%, ivory 

4%, and white 4%. Subsequent controlled association using 

these words, with direction to provide 'the opposite of', 

provided some subtly different results. The opposite of 

cold was hot on 91% of occasions, the opposite of ebony was· 

white on 74% of occasions and ivory on 10%. The first 

thing to notice is that association does not necessarily 

produce one word, it does, however, produce some words more 

frequently than others. Such frequencies are assumed to 

reflect associative strength (Osgood, 1968), a concept in 

keeping with a semantic network theory of memory 

representation (Anderson and Bower, 1973; Collins and 

Quillian, 1969). The second thing to notice is more,. 

crucial to the demonstration of the presence of executive 

mechanisms. In free association and controlled association 

hot is the word most strongly associated with cold. l'ihen 

ebony is used as the stimulus in free association the 

strongest association is that of black with 58%. In 

controlled association white, with 4% in free association, 

becomes dominant with 74%, and black is excluded altogether. 

Thus the response which has the highest associative strength 

to ebony is never given. The reason is that it does not 

fulfil the requirement of being opposite ebony·. Such a 



requirement, or direction, supplements associations in 

directed thinking. This is demonstrated in the last 

exanple where the direction restricted the acceptable 

responses to those which would in sOr.!e sense be considered 

to be the opposite of ebony, but this still permitted two 

responses, naoely white and ivory which differed in 

associative strength. The associative strength of white 

was supplemented more than that of ivory, maybe due to 

differing associa ti ve strengths in the- diJeect.ed context. 

;··'aier (1970) p::oposes that both direction and association 

act as selecting mechanisms in directed thinking. 

2.6.2 Organisation of the Executive system 

6S 

The executive system is organised on at least two levels; 

what we might call a superordinate executive system and one 

or more subordinate systems. Perhaps the best way to 

characterise these two levels is in terms of direct 

comparison between the two. 

The superordi~ate executive system is the. control centre 

of the executive system, often referred to as the central 

processor (CP). Under certain conditions, at least, the 

capacity of CP seems to be a single item; that is, CP 

appears to be capable of doing only one thing at a time, 

to be strictly serial (Sternberg, 1966) •. The' subordinate 

system, however, seems to be a parallel associative mechanism 

that is capable of doing more than one thing at a time 

(Neisser, 1976). In conjunction with this, the superordinate 

system seems to operate at a conscious, intentianal level, 

whereas the subordinate system seems to involve subconscious 

processes and operates automatically. Fitts (1964) has 

identified three stages. of skill learning: a cognitive 

stage, an associative stage, and an automatisation stage. 

The cognitive stage seems to involve the superordinate 

executive system. It is during this stage that instructions 

and demonstrations are the most helpful; and, during this 

stage, the best performers seem to be those who aEe good at 

visualising spatial relations. The associative stage seems 
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to be a transitional one, where TOTE representation 

(Hiller, Gallanter, Pribran, 1960) is being translated 

into an associative representation; that is, the correct 

response to a certain stimulus situation. The automatisation 

stage seemS to involve primarily the subordinate system. 

Here, errors are seldom made, and further practice serves 

mainly to make performance smoother and faster. Sequences 

of actions are pre-programned, and the best performers seem 

to be those with the fastest reaction times. 

The concepts of superordinate and subordinate executive 

systems compare ~avourably with that of human information 

processing taking place via conscious and subconscious 

processes (see figure 2.2, section 2.3.1). The super

ordinate executive system corresponds to the sequential 

processor. The subordinate executive systems relate to 

the various aspects of subsconscious processing. 

The distinction between superordinate and subordinate levels 

corresponds to Niller, Gallant er , and Pribram's (1960) 

distinction between strategies and tactics and seems to be 

what Newell and Simon (1972) had in mind in distinguishing 

between goal-directed behaviour, which seems to require 

maintenance of a goal in short-term memory, and behaviour that 

is directed only in the sense of being a translation into 

associative terms of stimulus - response sequences that were 

originally components of goal-directed behaviour. In other 

words, the superordinate executive system determines the 

intermediate states which should be reached in achieving a 

certain 'goal; that is, it formulates high-level plans or 

strategies. The subordinate executive systems deal with 

the information concerning appropriate actions required 

to reach the next stage after achieving the previous one. 

Both must rely on the internal representation of relevant 

information in memory. 



• 

2.6.3 Plans and procedural knowledge 

Control of our information-processing capacities is more 

organised than simple stimulus-induced activation of 

responses. Such organised control processes are called 

plans. 

Plans are something akin to small computer programs that 

cognitive tasks; 
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'program' the mind to perform certain 
,,.>F-~, __ 

.'. 'e.g. locating desired information, or 
.-.~ }-'~:;~-:-,'p 

genErating a sentence. 

., 

Like propositions, simple plans can be embedded in more 

complex plans to produce a hierarchical control system 

(p .357, lVicklegren, 1980). 

A search strategy for solving a problem is a plan which 

directs the subject from the initial representation to a 

final goal state. The development of such a plan may come 

as a whole, or more likely, result from attempts to test 

simpler plans. As a person tries various approaches, he 

begins to understand the information he needs in order to 

move from his present representation to one which-comes 

nearer the solution of the problem. Such plans can be 

thought of as consisting of simpler TOTE units (see section 

2.4.2). The individual formulates a sub-goal which might 

move him closer to the solution, and then tries out various 

mental operations which may move him toward that goal. 

Such plans are very much akin to retrieval cues or hypotheses, 

but operate on a higher level; that is, a plan can incorporate 

retrieval cues and hypotheses. They tell the subject where 

to look in memory or what to examine in the external world in 

order to advance toward a solution. To assemble a plan, a 

person must take account of the initial representation, the 

likely organising principles of his own long-term memory, 

and the mental operations he can perform. In some Sense 

plans are central to problem solving and yet we know very 

little about their development. The plan provides the 

dimensions by which ideas"and experiences stored in long-term 

memory can be collected. In a real sense the plan provides 



the cues for retrieval froIil r.1enory. The essence of its 

role in probleQ solving is to select itens in memory which 

are alike in the way a particular sub-goal requires. 
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The plan beCOt.1es a:-t Qxecutive or organising schene providing 

the key dinensions which relate possible solutions. This 

appears to be a function of consciDusness in that the subject 

can often report the process verbally (Dunclcer, 1945). 

There is an important alternative way of conceiving of the 

action of the executive system on external and internal 

inforIilation, that of schemata. 

2.6.4 Schemata 

One of the most important, but variously defined, concepts 

is the schema; especially used in connection with semantic 

memory (Bartlett, 1932; l<!insky, 1975). A schema can be 

thought of as an attentional set that in~ludes the stored 

information more or less directly associated to what is 

currently consciously on your mind. 

A-comprehensive account of schemata can be found in 'Cognition 

and Reality' by Ulric Neisser (Neisser, 1976). He defines the 

schema as that portion of the entire perceptual cycle which is 

internal to the perceiver, modifiable by experience, and 

somehow specific to what is being perceived. The schema 

accepts information as it becomes available at the sensory 

organs and is changed by that information; it directs 

movements and exploratory activities that make more information 

available, by which it is further modified. 

The functions of schemata may be clarified by some analogies. 

In one sense, when it is viewed as an information-accepting 

system, a schema is like a format in a computer program 

language. Formats specify that information must be of a 

certain sort if it is to be interpreted coherently. Other 

information will be ignored or lead to meaningless results; 

however, the limitation does not· have to be too sharp as 

schema can operate at various levels of generality. 
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1\ schena is not i.1erely like a format; it also functior..s 

as a plan, like the TOTE paradig;-" (ililler, Callanter and 

Pribra:n, 1960). Perce;:>tual schenata are plans for finding 

out about objects a~d events, for obtaining more information 

to fill in the for:nat. Infor~lation can be picked up only 

if there is a developing format ready to accept it, and any 

that does not fit such a format goes unused; perception 

is inherently selective. 

The analogy between schemata and formats and plans is not 

complete. Real formats and plans incorporate a sha~ 

distinction between'form and content, but this is not true 

of schemata., The information that fills in the format at 

one moment in the cyclic process becomes a part of the format 

for the next, determining how further information is accepted. 

The schema is not only the plan but also executive of the 

plan. It is the pattern of action as well as the pattern for 

action. 

It is important to stress that schemata are not a final, 

constructed product in the perceiver's mind. For instance, 

by constructing an anticipatory schema, the perceiver engages 

in an act that involves information from',tbe environment:'as 

well as his own cognitive mechanisms. He is changed by the 

information he picks up. The change is not a matter of 

making an inner replica where none existe~.before, but of 

altering the perceptual schema so that the next act will run 

a different course. Because of these changes, and because 

the world offers an infinitely rich texture of information 

to the skilled ,perceiver, no two perceptual acts can be 

identical. 

; 
In addition, schema are overlapping; for instance, the 

,i going to a restaurant' schema and the 'going to a grocer's 

shop' schema overlap because they both contain the 'obtaining 

food' schema. It is certainly inadequate to think of schemata 

as a moderate number of large, non-overlapping, general frames 

or contexts in which specific knowledge is stored. Schemata 
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include every possible pattern of attentional expectations 

and inferences :fror,~ presented in£orr.:ation. These patterns 

range fro," the highly specific to the very general, and the 

schemata expand, contract, and merge continually into 

different schemata, which in turn overlap their predecessors 

to varying degrees (Anderson, 1976, pp.444-46). Anderson's 

description is perhaps nore aesthetic than scientific, but 

nothing less does justice to the capacity of the human mind. 

\'Ie have discussed how people conceptualise information, some 

contemporary approaches to computer and real world information 

storage and retrieval, how information storage and retrieval 

is a form of problem solving based on memory, and how 

information is organised and interpreted in memory. However, 

the research subsequently described in this thesis examines 

the role of memory in information storage and retrieval 

applicable to the office. In light of this aim it is useful 

to draw parallels between a model of retrieval of information 

from memory (Shiffrin, 1970) and retrieval of information 

from a filing system. 

2.7 'l,!emory Search' by R .I.!. Shiffrin: A preliminary comparison 
with initial field work 

The conception of the memory search model to be presented 

here is along the lines of that of the earliest psychologists, ' 

that items of information can be represented by a certain 

probability of being retrieved from among the many items 

presented in a memory store. This model is quite close to 

our own introspections as to the nature of the act. It is 

thought that this type of memory search will provide a 

useful comparison with that involved in retrieval of information 

from filing systems and serve to organise thinking in this 

latter area. The model used in this case is R .~I. Shiffrin' s 

(1970) model of memory search. The comparison with filing 

behaviour is based upon a pilot survey of filing systems used 

to orientate thinking prior to the survey work described in 

chapter 3. 



A prerequisite for any search is a collection of objects 

through which the search is to be made; in the present 

instance, the Qe~ory traces. These neQory traces can be 

traditionally defined as a set of images or codes, where 

the structure of the images is a function of the current 

task being utilized. Each one of these images is assumed 

to be made up of sub-sets of items of information. The 

difficulty with this approach is that it is dependent upon 

the specific task and type of memory test being used; it 

would be preferable to define the search upon a collection 

of objects that would not have to be altered with changes 

in the task and type of memory test. The items of 
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information mru<ing up an image are presumably inter-associated 

to some degree; it is these items of information which are 

considered as the objects upon which the search should be 

defined. These items of information could include all sorts 

of features of the image; its physical appearance, its 

context, its location temporally and spatially, and 

categorization and association with other images or 

information previously stored. These units of information 

which are stored together tend to be closely associated, so 

that they are usually recalled together - it is in this sense 

that they are termed an image. It is proposed for the 

Shiffrin model, however, that the search be based upon 

individual information pieces. To be precise, the search 

is defined upon some sub-set of informational units·called 

the search-set. This search-set consists of smaller sub-sets 

of information which are the images, made up of closely 

associated informational units. The selection phase of the 

search process consists of selecting randomly one unit of 

information from the search-set, and then examining the 

image containing the unit drawn. Suppose there are n units 

of information in the search-set, and nI, of these units 

make up image A. Then the probability of examining A on the 

first search attempt is nl/n, the number of units in the 

image divided by the total number of information units in 

the set being searched. Thus the individual units of 

information are the objects through which the search is 

made, and not the images per se. Nevertheless, i~practi~~~_ 



it vlill o.ften be convenient to talk of searching through 

a particular set of images, with each image having a 

'strength' proportional to the number o:f in:for:national 

units o:f which it is constituted. The probability o:f 

exar,lining a particular inage on a particular search is 
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thus the strength o:f that image divided by the summed 

strengths o:f all the images in the set being searched; the 

rationale :for this assumption should remain clear as long as 

the underlying model is kept in mind. 

The units o:f in:formation through which the search is made 

will be called 'I-units' and are presumed to have the same 

sort o:f existence as the stimulus elements in stimulus 

sampling theory (Estes, 1959). That is, it is not implied 

that all I-units are necessarily sampled with equal 

probability; however, i:f some I-units is twice as likely 

to be sampled as the others, we will conceive o:f it as two 

smaller I-units closely connected. The set o:f in:formation 

through which the search is to be made is called the search

set and will have a strengh S = Si, where the sum ranges 

over all the images making up the search-set. The term 'draw' 

will be used to denote the choice o:f an I-unit :from the search

set at a particular point in the search, while the term 

'search' will re:fer to the recursive process in which many 

draws may be made. 

A :filing system c~~thought o:f in a similar way. The 
r o· 

whole :filing system is analogous to human memory in that 

it contains many items o:f in:formation. The so-called images, 

or traces, can be likened to the component :files which make 

up the :filing system, though the variety o:f in:formation 

which they contain may not be as much as in the images o:f 

memory. This analogy o:f memory images and component :files 

o:f a :filing system is important. 
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~ ... ;'hen we want to :find a certain piece of information in the 

filing systems we may well J by flleans of structural rules, 

narrow do't,.'n the search area to a 'search-set'. At this level 

the naive user would probably sar.1ple individual i ter.1S of 

infornation on a random basis to ascertain whether the file 

which contained it was appropriate to his needs, although 

he would have a rough idea fron file titles. \'Ji th the 

naive user the access of information from a filing system 

is similar to Shiffrin's proposed memory search model. 

An experienced user of a filing system, however, develops 

certain rules of storage and retrieval, for example, 

chronological order, which provides him with certain cues 

for more efficient access of the required information. 

Here Shiffrin's nodel falls down, because a decision process 

leads the accessor to the appropriate file (image) which 

contains the required information. Again, within this 

file, there is likely to be some sort of structure providing 

cues to the access of the appropriate information item. 

Shiffrin's model suggests that items of information are 

selected at random from the search-set and then that the 

image which contains them is examined. This purely random 

sampling, would take a longer time than that apparent when 

we extract information from memory. It seems logical that 

memory structure must reach to a far deeper level than 

proposed by Shiffrin's model and that this structure is 

negotiated more easily the more familiar we are with a 

certain area of information. There is in filing systems, 

and must also be in human memory, some kind of meaningful 

structure whose various levels are ac~essed by a formal 

decision process, or algorithm. This decision process 

could be 'by-passed' in certain ways, especiall~ with 

familiar information, to cut short the time involved in 

information retrieval. An ex~ple would be the role of 

spatial memory where the position of a familiar file is 

remembered, thus cutting short the formal decision process 

which would ordinarily be involved if information was being 

accessed via some hierarchical category structure. 
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As with the nemory nodel, where the structure of the images 

making up the 'search-set· are deternined by the current 

task objectives, the analogous group of files making up the 

• search-set. of the filing systen depend on the task 

objectives and the kind of inforillation needed to fulfil 

these objectives. As with memory images the files are 

always chainging as nore information is added. 

In memory certain information is associated, to a certain 

extent, with other information, maybe in a temporal, 

semantic, or spatial context, amongst many others. In a 

filing system information is also associated with certain 

other information relevant to the same task objectives, 

or the same temporal situation: the file may contain very 

closely associated information in some kind of temporal 

sequence; a file containing an alphabetic list of employees 

has association between these employees by virtue of the 

fact that they all work for the same firm. 

It is true that if an image is made up of more pieces of 

information than another it will have more 'strength' on a 

random sampling basis. Does an image have greater strength 

because it has more items of information, or is it that the 

strength is a function of how frequently the information 

is used? If an image is accessed more frequently there 

would be a well defined by-pass of the decision process 

involved during retrieval and the strength of the image 

could result from ease of access and not necessarily from 

the amount of information it contains. It is likely, 

however, that the more an image is accessed the more 

information it will contain, but this is not necessarily 

always the case. These points ar~ directly relevant to 

filing systems. If a file is frequently used a person 

can, so to speak, put their hand straight on it due to 

their familiarity with the file and what it contains. 
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If infornation is dealt with as Shiffrin proposes in his 

codel, the narrowing down of the search to t!1e 'search-set' 

could be represented by an algorithmic decision process 

through the storage structure. Could it be, on the other 

hand, that we could define the 'search-set' straight away 

for familiar infornation due to some contextual association 

wi th inconing stir.mlus information, thus by-passing the 

information storage decision process? 

Shiffrin then proposes that within this search set items of 

information are picked out at random and the image which 

contains them is reviewed to see whether it is relevant to 

the task objectives. The criterion for how much relevant 

information is needed is set by comparing the stimulus 

information with the task objectives; if the information 

accessed in memory fulfills this it is then retrieved, if 

not the memory search continues. This approach is similar 

to Niller, Gallanter and Pribram's (1970) TOTE unit theory, 

where information is tested against a criterion and more 

information is added until this criterion is fulfilled. 

This process seems too long-winded, however, compared to 

the speed and efficiency with which memory can operate. 

It seems probable that there is a very complex structured 

organisation of information in human memory. From our own 

introspection we can realise that familiar information is 

much more quickly retrieved than unfamiliar information, 

where we sometimes have to go through a conscious cuing 

and decision process to retrieve it from the storage 

structure. As with filing systems, there must be a way of 

by-passing the decision process defined by the storage 

structure in human memory for fast retrieval of familiar 

information. 

It is conceivable that if information is stored hierarchically 

in memory then we must reach an end point in this hierarchy 

where the structure goes no further, whether this is at the 

category level where many items of information are contained 

or at the level of individual items of information remains 

to:be seen. If the storage structure does end at the 



category level then ranpom sampling for the relevant 

inforroation within this category is conceivable, but this 

seems a very inefficient process and nature is not noted 

for its inefficiency. 
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Another question for debate is, how rigidly structured is 

the inIormation store in human memory? It is possible that 

the whole of me[;lory is a massively complex structure where 

all information is associated, ranging from strongly to 

hardly at all, in a vast network. On this network we could 

then impose our own structure dep~nding on the demands of 

the task, so that imposed structure is envisaged as a function 

of information likely to be needed and anything vaguely 

related. This approach not only considers storage structure 

but it also puts an emphasis on retrieval structure imposed 

on information, and so it doesn't assume that the retrieval 

process is necessarily a function of storage structure. 

This approach accounts adequately for the difficulty in 

retrieval of certain types of information not often used. 

The reaSon for this could be due to the lack of a well-defined 

retrieval structure or 'action plan', and therefore the 

subsequent difficulty of accessing the desired information 

~y a structurally defined decision process. If, however, 

we used certain information a great deal, a well defined 

retrieval plan would be available to impose on the stored 

information. The more a certain retrieval structure was 

used the less the number of decisions that would be necessary 

due to others being,.,by,':::p:~ enabling a more direct access' 

to the information. 

It is important to consider storage and retrieval structure 

separately because they are not necessarily the same. 

Bousfield (1953) showed that clustering appears in free 

recall and Tulving (1962) hypothesized that words are 

output according to the storage structure of long-term 

memory store, but this evidence only highlights retrieval 

structure, storage structure should not be determined from 

this. We can't determine storage structure without physically 

looking into the brain. l-laybe it is the difference between . 
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storage structure and retri0. l !2.1 structure which causes 

the difficulty with access to certain information. 

The reason We use filing syste~s is to compensate for our 

o\VTI inadequacy in retrieving large quantities of information 

from meQory. As with memory we can easily retrieve familiar 

infor~ation, but with unfamiliar information we have to have 

a rigid retrieval structure to enable us to negotiate the 

storage structure and access the required infor~ation. In 

this situation the storage structure is well defined and is 

actually open to view and therefore easier to use, with 

information access ~ore reliable than is the case with memory. 

In imposing a structure on information in our memory we form 

categories; these categories will depend on the context in 

which information is sought which tends to bias thinking 

towards retrieval structure rather than storage structure. 

Although in filing systems we impose a basic storage structure 

which doesn't change, the retrieval strategy for particular 

information will depend on the context under which it is 

being sought. This difference between storage and retrieval 

structure will be dealt with later. To illustrate the effect 

of context; if we wanted information about a particular 

student we might well go to his/her personal file, but if 

we wanted infgrmation of students on a particular course we 

might go to the course file which would contain details of 

students taking part, including, maybe, the one former,ly 

mentioned. This point is well illustrated in 'Zen and the 

Art off Notorcycle t.'jaintenance' by R. Persig. Persig says 

that in categorizing things in a certain way we apply an 

analytic 'knife' and that the way this 'knife' cuts up 

reality determines how we view a situation. For example, 

a motorcycle can be viewed in terms of its components or 

in terms of the functions which these components carry out. 

When a person creates a filing system he is, in effect, 

'cutting up' reality in his own particular way; and when 

he imposes a certain retrieval structure it depends on the 

context of _ tl}~ ~earch as to ~~hE!_na_t~~e of this~_!!tructure._ 
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Tulvino and Pearlstone (1960) 

c:iscovcrcct tli.at tll'2re 15 a lot :.!orc mc;::o:r2.zed naterial 

.c\'c'ailaI)lG:: at t~lC tir!8 of recall than is actually accessi~::le, 

al though tliis ".'as ~ound in e:q-:>criments using only words. It: 

is a possibili ty tl1at every sensory experience that we have 

ever had is locked away in the dark depths of r;J,eiilory but unable 

to be retrieved until particular cues unlock then, otherwise 

they are in effect forgotten. HO~'Jever, the conventional viev\T 

of sensory register, short-terr:: r.1emory, long-term memory, implies 

that SOr.1e selection of infornation to be transferred to short

ten:l memory operates, and so not all sensory experience is 

stored. This short-ter::1, lO:1g-tenl memory approach should be 

compared with thQ approach in 'Attributes of t-lemory' by Peter 

Herriot. Herriot proposes that all information is coded and 

that this occurs to different depths or levels of coding. 

This approach puts emphasis on the processes of memory rather 

than the structure as in the former case (see Herriot,. 1974, pages 

6 and 7), and so it is better to talk about long-term and 

short-term storage and not memory_ Of interest to us here, 

is the cOr.:lparison between long-term storage in memory and 

long-term storage in filing systems. 

In Shiffrin and Atk.:j.nson (1969) it was proposed that long-
\ ~ ... 

term storage in memory was indeed a permanent repository and 

that information once stored is never lost. This fits 

with Tulving and Pearlstone's (1966) availability versus 

accessibility argument without favouring the argument that 

all sensory experience is stored. Shiffrin and Atkinson 

ascribed the observed decrer.:lents of performance over time 

and intervening items to failure in the retrieval system 

(search proces£,). Shiffrin (1970) later says that the 

retrieval process is likely to be the same whether or not 

permanent forgetting occurs, however, and that decrements 

are due to retrieval failures and forgetting. The latter 



part of this argunent is credible, but to say that 

retrieval processes arc the sane whether forgetting does 

or does not occur is too nuch of a sweeping statement in 

the light of such a lack of evidence. \'!hen we want to 

remember something that has been partially forgotten We 

think harder and try to throw up associated cues to lead 

us to the information we seek. It can't be said that in 

a filing system, for instance, the retrieval process is 

the same for infornation·whose location is not well known, 

although the structure may be the same in both cases. 

2.7.1 Stages of retrieval 

The term retrieval shall be used to describe the entire 
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process of information recovery and possible response 

production, from the inception of the test to the end of the 

allowable response period. TI1is process shall include 

initial decisions concerning which memory store to examine, 

whether to guess without any search whatever, and where in 

the memory -store to- begin the search. If a decision is

made to initiate a search, a recursive procedure then 

begins, shown in figure 2.8. 

First a search-set is selected on the basis of such factors 

as the stimuli or cues provided in the test, the overall 

task, and the strategies of the subject. From the search-set 

an I-unit is randomly selected and considered; this random 

selection is one of the weaknesses of the model because it 

is more likely that some strategic decision or certain cues 

leads to the ~ppropriate image. If appropriate the 

information is recovered and is used in any other series of 

decisions; these include, whether to respond, what response 

to give, and whether to continue the search. If the search 

is continued, then the recursion loops back to the executive 

decision maker for possible selection of a new search-set 

and continuation of the process. This basic model is quite 
10 - , ,_ 

useful to compare with the process of retrieval of information 

from a filing system. 



1) This recursive step lies 
between perception and 
response. 

2) Si"ilar approach to 
;·.!iller, Gallanter and 
Pribran's response 
selection. 

3) It could be that the 
less well known infornation 
requires more recursive 
steps. 

r7 

'-
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Test information 
(stimulus, type of response 
requested, etc. ) 

1 
Executive decision naker 

(whether to search; what 
memory store to search; what 
strategy to use; should search 
be terminated unsuccessfully; 
wh~~~ search set is to be 
defined) 

1 
Selection of search-set 

(Defined by overall strategies 
cues provided in test inform-
ation, cues uncovered in 
previous draws) 

1 
Draw 

(An I-unit is randomly select-
ed from-the collection of 
I-units making up the 
search-set) 

1 
Recovery 

(I-uni ts associated with the 
I-unit drawn are recovered 
and examined) 

J .. . -.-

Response decisions 
(whether to respond or 
continue the search; what 
response to emit) 

1 
Response 

Figure 2.8: Shiffrin's recursive model of memory retrieval 



The search scheroe desc"i"ed he"e is quite obviously 

sequential, or serial, rather than !)arallel; just one 

image is e:.:a:-.l.ined at a ti:-.1e. T!-!c prinary justification 

for adopting this view, apa=t fro3 quantitative cOr.lparison 

of specific c.lOdels, lies in the nature of the input and 

output systeros. Inforroation input to and output from the 

systeo is r.1onitored primarily by short-term store which at 

this time was considered verbal-auditory in character, 

and our verbal-auditory system see~s to operate in an 
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~YitnsicallY sequential manner: !l:~.~1./~' not a gO~5J~n 
for serial search, however, because the memory sea~ 
prioarily of the long-terr.l store (deeper forms of coding 

as opposed to a structural approach is favoured). Although 

input and output r.lay be sequential it does not ne-~essarily 
follow that search through the long-ten;) store must be 

sequential; it would "e more efficient if it was parallel 

because of the potentially unlimited aroount of information 

available in long-term storage compared to short-term 

storage. This argument is taken up at a semantic level 

with visual recognition of letters, between proponents of 

parallel (e.g. Neisser, 1967) and serial (e.g. Sternberg, 

1966) processing (see Herriot, p.144 and Norman, p.383). 

However, the sequential model is appropriate for comparison 

with filing systeMS because storage and retrieval of 

information in then is a sequential process. 

2.7-.2 -The E,.'<ecutive Decision Process and response decisions 

The decision phases of retrieval are treated under a single 

heading because response decisions are actually a particular 

subset of various executive decisions. The response decisions 

refer to some sort of comparison of the currently recovered 

information with a standard, a comparison on the basis of 

which the subject decides two things: whether he has 

recovered sufficient information to give the desired response, 

and what response to give. 

, ., , 



The executive decision routine initializes the search 

recursion by choosing whether to search memory, and then 

choosing the appropriate memory store. In this case, 
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because of comparison with filing systems, only information 

stored in the long-term store will be considered. 

Another initial decision to be made is what the overall 

strategy of the search will be. These strategies all 

involve decisions to alter the search-set during the 

retrieval recursion in a pre-set and systematic manner. 

Other strategies could be adopted by determining how many 

draws to make in a particular search-set, or in general, 

what stopping rule to use. The most apparent factors 

governing termination of search are the expiration of the 

allowable response time, decay of the information in the 

memory stores, and recovery of the desired information. 

The first two are self-explanatory, but the final one depends 

on some criterion as to what is desired in£Qrmation: if, 

for instance, information is needed very quickly then the 

criterion is likely to be set lower, thus increasing the 

error probability. 

The concept of an executive decision maker can be applied to 

the retrieval of information from filing systems also; we 

need to know whether to search, where to search, what strategy 

to use, and whether to terminate the search unsuccessfully and 

search somewhere else. It is necessary, however, that we 

obtain the desired information from a filing system with as 

close to 100% accuracy as possible, because the information 

may be crucial to the efficient running of an establishment 

and mistakes may cost a lot of money. 

The strategy adopted in searching a filing system is of 

importance, whether it be an algorithmic decision process 

working through the formal structure of the system, or whether 

this be bypassed in some way by using memory of locations 

within a system, it must lead successfully to the required 

information. 



83 

The termination of search within a filing system depends on 

matching the retrieved information with a set criterion which 

in turn depends on the requirenents set by the stimulus 

situation as to how much information is needed to formulate 

an appropriate response. 

2.7.3 Selection of the Search-set 

.A search-set is selected at the start~of each loop of the 

search recursion. The selection of the 'search-set lies at 

the heart of the retrieval process; this selection depends 

on certain factors: 

1) The task set for the subject. 

2) The response required. 

3) The clues or stimulus information given in the test. 

4) Information previously recovered in the search. 

5) And overall strategies and biasses by which the search-set 

is systematically altered from one loop to the next, 

These factors apply to filing systems in much the 'same way 

as they do for memory. The task set for the subject defines 

the search-set in terms of the overall objectives of a 

retrieval situation; withi~ these objectives the required 

response in relation to given stimulus information further 

defines the search-set. If information previously recovered 

is similar to that required then this will provide clues as 

to the definition of the appropriate search-set depending on 

the amount of association between that previously obtained 

and that required. This latter factor is also important in 

contributing to the bypassing of certain levels in the 

algorithmic decision process associated with filing structure; 

in other words, the more experienced someone is with a filing 

system the quicker the search-set will be defined with few 

decisions, thus speeding up access to the required information. 

Speed and efficiency of information access will also depend 

on the overall strategies and any biasses that these or the 

person using them have towards the stored information. The 

strategy used by someone who is inexperienced with a certain 

system is likely to be different from that of a~ _experien9~_. 
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person. The strategy of the inexperienced person is likely 

to be defined to a great extent by the filing system structure, 

whereas with an e>-'Perienced person their strategy is likely 

to promote as much bypassing of levels of decision as possible. 

\',Ii th experience, however, there is likely to be more bias 

towards certain types and locations of information. It is 

important, when designing a filing system to bear in mind 

the main type of information likely to be handled. 

An extremely important mechanism governing the selection 

of search-sets in memory is based on temporal cues, that is, 

the search-set is defined so as to be delimited in time. 

Temporal cues do operate in filing systems but not usually 

at the search-set level. If we take our analogy where the 

images that make up the search-set are the individual files, 

then often within these files, items of information are 

stored in chronological order, usually that of being received. 

At this level temporal cues can be considered in relation to 

the spatial order of information and can thus act to reduce 

the amount of searching needed within a file. In memory the 

older the information the more difficult is its retrieval 

and also retrieving it in its original form. This does not 

necessarily apply to filing systems as the information, once 

stored, does not alter with time. What does change with time 

is the spatial memory associated with that information, unless 

the information is used a lot, and this makes retrieval more 

difficult. If spatial memory fails then a decision process 

takes place to narrow the search down to possible logical 

locations of the information. 

The decision process involved in locating a piece of 

information is mostly located in the 'executive decision 

maker'; testing of the stimulus information takes place~ 

prior to this stage, and the actual selection of the 

search-set takes place after. It is within the 'executive 

decision maker' that I propose short cuts between stages of 

the decision process takes place, mainly due to spatial memory. 
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2.7.4 Application of· the memory search model to a practical example 

It is useful to have an exaople of actual retrieval from a 

personal filing system so that the proposed model can be 

fully understood. 

A memo could be received, for example, requesting information 

on how much money was allocated to a particular project at a 

particular financial meeting. Stimulus information would 
~; .. r~··~ _ ~i"' .. ~::: ... '''~_ 

... nclude; the title of the meeting, the date on ·which it 

took place, the name of the project, and possibly the people 

involved, who wanted the information, and for what reason it 

was wanted. From this information the person involved could 

decide on the desired response and how urgent it was. For 

the naive user the decision process would be something akin 

to the following: 

Question: Where is the information recorded? 

Answer: In the minutes of the meeting on •....•. date. 

Question: IVhat general location are these likely to be in? 

Answer: 

ActioD:· 

Probably in the administrative section of the 

filing system. 

Locate Administrative section. 

Question: What file is the information in? 

Answer: 

Action: 

Financial meetings file (found by either looking 

through an index or by scanning the files in the 

administrative section). 

~: The strategy adopted to locate this file 

would depend on whether the files were arranged 

alphabetically or just in any order. If arranged 

alphabetically the general location of the file 

could be narrowed down by considering the title 

of the file and comparing our internal model of the 

alphabet with the spatial layout of the files. 

Locate and remove file if title found from index, 

or remove if found from scanning files. 

Question: What is the location of the relevant minutes of the 

meeting within :the file? 

~: Assuming the minutes of the meetings in the 

file Were arranged in chronological order between 



Answer: 

Action: 
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certain dates, then cues as to the spatial location 

of the relevant minutes would be provided by consid

eration of the relative position of the date of the 

desired meeting to the range of dates covered by 

the file. 

At location Y (may be approximate)_ 

Retrieve (if inappropriate a recursion back to the 

'executive decision maker' would then take place 

and the procedure would be repeated until the right 

information was obtained). 

The experienced user would know which file the relevant document 

was in and its precise location, and sO he could, so to speak, 

put his hand right on it. He would still have to employ the 

search strategy, within the file, however. This illustrates 

how certain levels of the decision process can be bypassed 

through the use of spatial memory, once the nature of the 

desired information has been decided upon. The 'executive 

decision maker' is involved in the decisions between deciding 

what information is required and the selection of-its precise 

location (this could involve recursive steps if the precise 

location is not found straight away). 

2.8 Discussion 

2.8.1 A framework 

The aim of the literature survey has not been to provide an 

in-depth survey of the cognitive ergonomics of man-computer 

interaction, or information storage and retrieval, or human 

memory. Rather, it is intended to provide a framework of 

understanding within which the subsequent experimental 

rationales, experimental designs, results, and discussions 

can be fully understood .. Furthermore, it relates findings 

to the more general context of human conceptualisation of 

computerised office information storage and retrieval systems; 

the main emphasis being placed on the memory models upon Which 

human conceptualisation is based. Therefore, the progression 

moves from a general appraisal of a conceptual framework of 

typical computer interaction, followed by an outline of the 

relevant cognitive processes and their interaction with the 



environment, to a more specific review of human memory 

within the information storage and retrieval context. 

The survey culminates with a detailed assessment of a 

model of human memory search in conjunction with findings 
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from a precursory survey of office filing systems; the aim 

being to reinforce the contextual link between the two. 

Probably the most important point which arises from the 

survey is that the storage and retrieval of concepts by 

the memory proce,?ses is highly organised in a hierarchical 

manner; concepts within concepts, words within sentences, 

images embedded within images. Also, the processes of 

internal storage and retrieval of information operate in a 

systematic manner according to stored strategies, plans, and 

rules; hierarchic control being much evident. It is of 

major interest to discover how this internal organisation 

of information is related to the way in which we perceive 

the world. 

However, care has been taken not to become too specific-with 

the discussion of relevant literature. The reason for this 

is that much psychological research provides theories which 

are very similar in general terms, but often in considerable 

conflict concerning specific details. If We were to review 

all the various debates about unresolved inconsistencies in , 
experimental data-'we would totally confuse the issue and not 

fulfil I our primary objectives. ~ihere n-ecessary, however, 

specific detail has been dealt with in the literature"reviews 

accompanying the experimental work subsequently discussed; 

Two large areas which have been left out for the sake of 

clarity are short-term memory storage and attributes of encoding. 

2.8.2 Short-term memory storage 

In any theory of memory we must account for the short-term 

storage of information (Broadbent, 1958). However, we have 

paid scant attention to this aspect of memory, except as part 

of the conscious sequential processor of the cognitive 

processes (see figure 2.2). This is because subsequent 

experimental work is more specifically concerned-with the 

t 
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long-term storage of conceptual models. For our pnrposes, 

short-term storage will be regarded as an 'action memory' 

(Posner, 1973). Action r.emory fulfil1s the functional need 

to consciously bring together stimulus information from the 

environment, and relevant information from long-term memory 

storage, to be ".'.'Orked on' by the cogni ti ve processes to 

achieve some aiQ. 

2.8.3 Attributes of encoding 

Although we have dealt with the many different concepts 

stored in memory, we did not specifically review the many 

attributes by which these concepts are encoded. A very 

useful review of the attributes of encoding is provided by 

Herriot (1974), who deals with the physical attributes of 

short-term storage through to the more abstract attributes 

of long-term storage. 

The general issues discussed in the literature survey deal 

with conceptual implications pertaining to man-computer 

interaction. However, the more specific appraisal of memory 

does not, thus necessitating further discussion. 

2.8.4 The implication of memory characteristics relating to 
computer interaction 

i) Semantic memory: 
-

Computer information systems can be based upon databases and 

language structures (section 2.2.2.3) similar to the structure,Z 

of semantic memory previously discussed .(section 2.5.1). If 

system data organisation is compatible with that of conceptual 

organisation in semantic memory, it may serve to enhance the 

conceptual interaction between man and computer. Some form 

of semantially structured index could be useful here, so that 

users are explicitly aware of the global semantic organisation. 

ii) Imagery (section 2.5.2): 

Image mediation.of verbal concepts carries many implicAtions 

for the development of an effective software interface. In 

addition to language and formatting considerations, 

simulations and analogues of traditional information systems 

could be an important aid to the conceptualisation of 

- ----computer functions and -processes_for __ naive users.- -Also. -the ___ ~ 



dual coding hypothesis implies that We could reduce the 

computer user's verbal processing load by displaying 

pictoral or graphic representations of information. 

\'.1e would do well to remember the adage that "a picture is 

worth a thousand words". 
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Spatial imagery obviously plays an important part in our 

conceptual model of our real world information environment. 

On a computer, however, this is reduced to a partial view 

of t~e information environment through the two dimensional 

"window" of the VDU. Consequently, people find it difficult 

to "navigate" about the database, especially as they do this 

in terms of abstract modified verbal codes. If ways could 

be found to reproduce a simulated "spatial environment" on 

a computer, it might be of benefit to naive users in terms 

of accessing information; they would have a concept of 

"where" instead of trying to remember appropriate verbal codes. 

iii) Episodic memory (section 2.5.3): 

Episodic memory stores information about the fact that we, 

for instance, stored a piece of information in a particular 

file. This information source could be enhanced by storage 

and retrieval aids which keep a log of instances of information 

storage and retrieval. However, this raises as many design 

issues as the database storage and retrieval of information. 

2.8.5 Implications for further research 

with respect to the literature review, it is evident that 

memory plays a central role in formulating a conceptual 

model of computer interaction. It is--important to understand 

the relationship between internal and external organisation 

of information, and what effects they have on each other. 

Only by doing this can we arrive at a computerised filing 

system optimally organised to suit the naive users conceptual 

apparatus. 



However, it is also apparent that the way We conceptualise 

information is also dependent on the task it facilitates. 

Therefore, the it:lmediate priority, within our context of 

office filing systems, must be to investigate the nature 

of information organisation in the office. This is 

necessary so that we do not overlook present conceptual 

needs with respect to office information organisation and 

thus direct thought within an inappropriate context. 

'. 

'. 

, 

90 

r 

--~---, --"--., 



91 

3. A SURVEY OF ASPECTS 
OFFICE ENVIRO!'~'!ENT 

3;1 Introduction 

The ai',l of this first stage of the research programme was 

to examine the role played by human raenory in ,the filing 

of infornation in a practical context; these results could 

then be used to form the basis ox recommendations for the 

development of future computerised filing systens. 

As a precursor to the literature review in chapter 2, a 

study of previous research in the area of human memory was 

undertaken. Due to the lack of cont.ID<t at this stage, 

however, it was very ~ifficult to relate findings to 

conventional information storage and retrieval.; the real 
. , I 

issues relevant to the office filing environment were not 

appreciated. It was evident, therefore, that a field surveY 

of information handling in the office environment should 

be made. 

The primary objective of the survey was to provide a broad 

base of information relevant to office filing practice. It 

was important to discover how people organised their 

information in a 'real world' environment. Also, the 

survey was needed to provide a fresh and relevant context 

for reviewing the previous laboratory research concerned 

with ,human memory and to generate ideas for subsequent 
~' 

research. ---.-
" "I _-, ~ 

A prime consideration at this point was the specific 

technique that. was to be used for collecting the desir~d 

information. 
. i 

3.2 Formulation of an appropriate survey technigue 

The! ini tial step in gaining the required type and amount 

of':.information) from a survey of office information 

org~isation behavioulj was to decide upon, and develop, , 

~- .' 

tIle appropriate tool, a structured form of asking questions. 
<"'< 
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This required first the generation of valid questions, 

and second a decision as to the forI'Ol in which these 

questions were to be !Jut to the people surveyed. However, 

these stages could not be carried out independently of the 

appropriate context. Therefore the correct approach 

necessitated an initial familiarisation with the office 

environ~ent and the type of storage and retrieval of 

information which took place. For this reason an initial 

observation period was decided upon, followed by the 
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... ;, .. g<?neration of appropriate questi?r:~ :.;~+'h~ form i~ht~ these 

questions were to be put to filing system users could then be 

finalised by means of a pilot study. 

3.2.1 Observation period 

The observation period procedure consisted of informal 

conversation concerned with how people stored and retrieved 

information. Of particular interest was the type of job that 

each person was doing, the type of information they handled, 

and the strategies employed in storing and retrieving 

information. A note was taken of any important points. 

The people involved were various members ~f the Human 

Sciences Department of Loughborough University. 

3.2.2 Question generation and initial formatting 

From information gathered during the observation period, 

as many valid questions as possible were generated and written 

down. Broadly speaking, the questions were concerned with 

filing system use,the type of information, the organisation 

of information, and storage and retrieval behaviour. These 

questions were then reviewed and simplified: duplications 

and minor items were eliminated, and closely related topics 

were combined. 

The original intention was to combine the questions in a 

structured questionnaire requiring yes/no answers. However, 

it soon became apparent that it was perhaps not the best way 

to obtain fundamental information concerning personal filing 

systems. A questionnaire of this type is very constraining, 

especially in a hitherto unexplored area, by putting pressure 

-on people to mal<ea choice~betwe1!n~liniited alternatives 

without being able to qualify their choice. 



The acquisition o~ infornation in line with the objectives 

previously stated, would be facilitated by open-ended 

questions rather than those requiring yes/no answers. 

It was important, however, to have a structured approach 
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to the collecting of information, because people would only 

be willing to give up a certain amount of their time to 

answer the questions. 

• 
Therefore, {? t t I . . ~ h d' d- A a s ruc ureo1nterv1ew approac was eC1eu upon, 

! " t'h=i:s' would involve:·:t:l\e'interviewer putting a .number·;.oI 

preconceived questions to each respondent. Each question, 

though being designed to elicit the desired information from 

the respondent, would also act as a prompt to the interviewer 

in steering the answer along the desired path. Another point 

in favour of this technique is that it is much more personal, 

putting t~e respondent at ease, and likely to maximise the 

amount of information elicited. 

Initially, the format of the questions was such that those 

of similar context were grouped together. The next stage 

was to undertake a pilot study to finalise the form of the 

structured interview and smooth out any problems that might 

arise. 

3.2.3 The pilot study 

The pilot study was carried out using a diverse group of six 

people. The group oonsisted of a university administration 
" 
assistant, a university professor, two university lecturers, 

a secretary, and a Woman in charge of a citizens advice bureau. 

The object was to tryout the structured interview on p~ople 

using a range of different job types. An indication of!the 

appropriateness of the structured interview approach could 

then be obtained, with a view to a subsequent full-scale 

survey_ 

.! 
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Based upon general advice in the literature, a number of 

guidelines were established for the interviews of the pilot 

study. These guidelines were considered to be important 

both for acceptance of the interview ::.y the people involved, 

and with respect to the validity and reliability of questions. 

The guidelines adopted Were as follows: 

1) The order in which the questions were asked was of 

importance because the interviewee must be able to see 
r 

the logic in the progression of question/ling. 
~ 

2) The questions had to be valid with respect to the 

research context. 

3) Questions had to be as unambiguous as possible, and seen 

to be relevant and to the point. Involvement of the 

interviewer in clarifying certain points is a useful 

feature of the structured interview technique. 

4) Some consistency in the type of answer obtained had to be 

achieved; anSWers should not be too limited by the 

question, neither should they be totally open to inter-

pretation. Here again the interviewer can play an 

important p?-rt. 

5) If the interviewees were given a choice of alternatives 

they should also be given the chance to elaborate upon the 

choice made. 

6) The whole interview should not be too long, not only would 

this cause boredom it would also impose upon peoples' 

working time to too great an ex~ent. 

7) People should not feel threatened by the questions. They 

would not respond well to a situation where they felt they 

were being assessed on whether they were doing things 

correctly or not. A certain amount of this type of 

question was inevitable, but the phrasing and delivery 

could make a difference to the way in which people reacted. 

As a result of the pilot study, with due consideration of 

the above guidelines, questions were deleted or changed, and 

the format of the structured interview was finalised. 
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It was considered that, in addition to the structured 

interview, a standard task undertaken by the interviewees, 

using their own filing syster.:I, might be a useful way of 

stimulating then to think of their storage and retrieval 

strategies, COr.:Ir.:Ion errors made, and any idiosyncracies that 

were a part of their filing system. This, however, was soon 

found to be infeasible. The diversity of peoples' filing 

systems, both in structure and degree of complexity, was 

such that this approach was rendered impossible. The inter

view period would also have been extended. It was therefore 

decided that people would have to answer questions on their 

strategy of storage and retrieval by means of their own 

introspections during the interview. 

Therefore, it was concluded that the survey should be 

conducted by means of a structured interview alone, the 

details of which are discussed in the following section. 

3.3 The structured interview survey 

3.3.1 Format 

The final format of the structured interview can be seen in 

appendix 3.1. The interview can be broadly divided into two:· 

the first part deals with basic considerations and general 

structure apparent in a filing system; the second part deals 

with aspects of information storage and retrieval. This 

format presents t~~~~~ logical progression of questionning, 

from filing system structural considerations to functional 

considerations. 

3.3.2 Subjects 

The subjects consisted of 15 computer professionals and 15 

non-computer professionals. The former were all drawn from 

a large computer corporation, whereas the latter all held 

posts in various local government departments. A represent

ative c~oss-section of occupations were surveyed in each group. 
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Computer professionals are specifically trained to think in 

a logical and structured nanner cOrilpared to the non-coL:lputer 

professionals used in the survey.. ~j,.lso, the nature of 

their eMployment differs. The cOMputer professio!lals tended 

to work fairly independently on specific projects, whereas 

the non-cor.lputer professionals were part of a highly 

structured organisation (the local authority) with well-defined 

responsibili ties. lIo,-; these differences affect the way in 

which the two groups structure and use their personal filing 

systeQs is of Qajor interest. 

3.3.3 Approach to the subjects 

The computer professional subjects were obtained through 

close contacts working for the large computer corporation 

concerned. Each person was given a typed sheet explaining 

the objectives of the research and the reason for the 

interviews. It was stressed to each subject that each 

interview would be treated as confidential and that no names 

would be mentioned. 

The non-computer professionals subjects were obtained by 

writing to the personnel officers of two local government 

establishments. In each case, the letter outlined the 

research being done, the time involved, and the fact that 

interest was not in specific information but how it was 

organised. Again, confidentiality of information was stressed. 

The approach used to subjects of both groups aimed to gain 

their confidence and allay any suspicions that they were 

being assessed. 
, 

3.3.4 Results collection 

The interviews took place during the period of December 1978 

to I'larch 1979. There were various delays due to fluctuations 

in the workloads of interviewees, which tended to extend the 

period somewhat. Each interview was planned to take about 

half an hour, but in practice this was found to vary greatly. 

Different people were stimulated into discussions of differing 

~~:J.eng~ps,_in fact SOQe interviews went on for an hour and a half. 
-~-
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3.4 Discussion of results - the ai~s 

In discussing the results of the structured interviews, each 

question Vlill be dealt with separately. Firstly, the reason 

for as!dng the question will be discussed, followed by the 

answers given. Finally, these answers will be considered 

in the lig!1t of what people do in the 'real world', their 

implications for the design of computerised personal filing 

systens (emphasis being on the design for non-computer 

professionals), and in relation, to any other relevant 

questions in the interview. It should be noted that the 

results of the survey are intended to provide a broad basis 

of information from which more specific questions can arise, 

not to provide a definitive appraisal of personal filing 

systems behaviour. The results of the interview survey, 

and the discussions of them, will now be dealt with in this 

context. 

3.5 Stage 1 - Basic considerations and general structure 

3.5.1 Job description 

The type, quantity, and complexity of information that a 

person has to handle is related to the nature of the~r job • . .. 
Someone who is responsible for many projects, with the 

accompanying financial aspects and the people working under 

him, is obviously going to have a greater need for information 

organisation than someone involved with one aspect of a 

project. In--asking for a description of someone's job 
'I :/J;--.;~" :~- ... 

one can obtain some'idea of the information load. It is not 

possible, however, to mru<e definitive correlations between 

job description and other information generated by the survey; 

this is due to difficulty in quantifying respective correlates. 

\'!hat is possible is a general appraisal in this sphere. 

The 15 non-computer professionals, with comments made on 

the type and complexity of their information usage, are 

listed as follows: 

a) Chief conveyancing assistant - responsible for supervising 

other conveyancers in dealing with the legal aspects of 

land -transactioriS:-- r'luch reference must be made to legal 
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books, nany legal documents and corres:pondence has to be 

stored. ~':ee~s Qv·m files and interacts wi tll central filing. 

Though ~e does not keep a great quanti t~.1 of in:fornation it 

is fairly cO::lple:::. 

b) Adr.1inistration assistant to the ente::tai;Uilent ::-.anager -

;nostly ad;7linistrative a"d advertising infor,,;ation is kept. 

c) Cl:ief auditor - keeps !.1any :files on the finances of all 

departlc.ents. TJ:e files are coded. ,'1 conplex systen. 

d) Safety Officer - responsible for all safety issues and so 

has to keep ["any details of all aspects of safety arising 

in the local authority. A fairly complex systeo. 

e) Training officer - has to keep details of all training 

courses available and staff that undertaken then. A 

moderate personal system. 

f) 1.lanager of 0 /:, rr and work study - has to keep many details 

of all aspects of the work of local authority employees. 

Tries to keep as nany as possible on a moderately large 

departmental filing system. 

g) Assistant county personnel officer - especially responsible 

for training. He interacts with his own small filing systeo 

and a large departmental system. 

h) Chief quantity surveyor - in charge of a section of 

approximately 20 people and deals with the financial and 

legal aspects of projects. Has own moderate filing system 

and also interacts with central filing. 

i) Waste disposal officer - responsible for all aspects of 

county waste disposal. Has a moderate filing system of 

his own and also interacts with central filing. 

j) r·lanager of 0 & n for county - does much gathe;ring of 

facts. Interacts with own small filing system and a large 

departmental one. 

k) Chief administration officer of country secretaries 

department - is a legal adviser to the county council and 

is responsible for taking information at meetings. Keeps 

some information of his own, but also frequently interacts 

with central filing. 
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1) Princi:::>le assista;lt adn:inistrator - keeps a large ar.lOunt 

of infornation r.lostly on a large Iorr.'!.al de?arti~ental 

filing syste;,: of his mm design. 

~) Divisional planning officer - apart fron the usual ty?e 

of information she had to keep chests of maps and plalls. 

The filing system was not particularly elaborate and of 

r.1oderate size. 

n) Deputy health a;1d safety officer - much factual information 

has to be kept on a fairly large ind~~ed system. 

0) ?,janager of a leisure centre - had a mostly adr.1inistrative 

role. Used a moderately sized filing system. 

~ j·iuch local government information is kept upon a very 

organised central filing system, or on departmental filing 

systems. The reason for this is that many peoples' work 

overlap, and also information has to be kept because local 

authority is publicly accountable. Interaction with these 

additional formal systems is slightly different that takes 

place with personal files, due to more structuring of 

information being evident. 

The fifteen computer professionals and the type and complexity 

of the information they handle are as follows: 

a) A writer of hardware and software customer manuals - used 

a moderately sized filing system, however, the information 

contained was very .. ; coml~ .- -"'-'. - ~ 

b) Nanager of product publications - also involved in writing 

manuals. Kept some technical information but most of the 

administrative information was filed by his secretary in 

her office. 

c) Computer system researcher - had a fairly small filing 

system characteristic of someone responsible to a project 

chief and does not get involved in administration. 

d) Support line manager (personnel) - had to keep much 

information concerning people. Information was kept and 

dealt with through a secretary. 



e) Seconer,lent to :na:oagcnent developroent running courses 

for :1anagers 0:1 site - a ~ode::-ate fili:lg system with 

ir.i'orr:ation concGr!1ing people and their training. 

f) Hardware product engineering l:lanager - mainly project 

progress and tecl:nical inforrl1ation lcept in a moderately 

sized .filing systen. 

g) Systems evaluator - ouch measurement and technical 

infornation kept in a fairly large system. 
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h) Research professional - used a fairly small filing system, 

mainly due to the specific nature of work and lack of 

cOnIounication needed with other people. 

i) Administration oanager - the filing system was not very 

large but it cont'ained a wide variety of information. 

A secretary helped with the filing. 

j) Project leader for software development - used a moderately 

sized filing system. 

k) I,ianager of scientific centre - had a large filing system 

containing complex information. A secretary helped with 

the filing. 

1-) Systems evaluator - used a noderately sized filing system. 

m) Senior scientific centre staff assistant - again a fairly 

moderate size of filing system. 

n) Hanager of product development - had a fairly large and 

complex filing system maintained by himself and a secretary. 

0) Financial analyst - had a filing system of moderate size, 

containing mostly financial information. 

N.B. In addition to their personal systems, the computer 

professionals also had access to an archive system and 

conputer storage facilities. 

One of the major problens encountered when survey~ng filing 

systems was that it proved impossible to establish criteria 

for objectively describing and comparing their size and 

complexity. The reason for this was not only the large 

variation in these parameters, but also because there was a 

large variation in the type of information and the tasks to 

which it contributed. As a rough guide, however, a moderately 



sized s~/ste;~ ca:-:: be tl1ol'!.ght of as a desk, with draws, a 

filing ca~in8t, alld per}:a?s SOi._C shC?l"\.Tes for :::iscellaneov.s 

i te:":}.s .. 

3.5 .. 2 ~.!l1y is it necessary t_o keen infq_::'!:lation? 
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Tl:is question 'was asked to discover peoples' conceptions of 

why they l-::.ept ir..IOr::'.1ation, and to gain an insight into their 

view of the role that the information played in their job. 

Listed are typical reasons for keeping information along with 

the number of times that eac:: was given. Also listed are 

typical conments that were nade. 

Reason 

Records kept for reference, to see what 

has happened, to see what should happen, 

to enable follow-up, or to enable future 

planning. 

To nake information available to other 

bodies, other departments, or other 

people. 

To enable report writing. 

* NCP = Non-comppt~r professional .. 
CP = Conputer·professional 

Occurrences "CP/Cp* 

12/16 

5/3 

2/2 

Typical conments nade by non-computer professionals were: 

'I need to keep infornation to assist ny job'; 'I cannot 

renenber all the information needed to :carry out my job'; 'If 

I was off ill someone else could do my job'. 

TYPical comments nade by computer professionals were: 'my 

filing system serves as a memory aid'; 'there is a need to 

organise complex information'; 'need information for a back-

up' ; 'can learn from information and build up a basis of 

knowledge' ; 'need to have access to the information'; 'need 

informatian~to_lseep _the~sysJet:l~running~;~-'.need~to~produce 

reports for other people'. 
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~\?pro;::imately 03 pCI' cent of tl:e cor.ll":lents made by the non

cor-::":Juter prof Gssionals, a~1d 76 per cent of t:1ose nade by t~1e 

CO::lputcr professionals, saw their filing systeras prir-:larily 

as a source o~ infori'::ation for personal re=erences. This is 

interesting as cost of t~le pco?le interviewed had to make 

in£or:;~ation availaole to others in some forn. Only apI'roxinately 

36 per cent and 23 ~;.er cent, for the non-conputer and computer 

professionals res~ectively, saw their filing systems as a basis 

:for supplying others with inforraation. The conputer 

professionals seet~ to view their filing systems as more for 

their personal use tl1an t.he non-co:nputer professionals; this 

might be because. local authority employees are more accountable 

to the public, through bureaucratic."c;:hannels, than are the 

computer corporation employees. In the design of personal 

computer information systems, the amount of required 

communication needs to be given much thought along with all 

the confidentiality issues raised by it. 

Fron some of the conments made it seems that filing systems 

are seen as an external extension of internal memory, 

concomitant with this is the need for information organisation. 

This raises the question of whether the external information 

is organised in La si~ilar way to our internal memory, or 

whether the external information organisation is imposed 

upon internal memory organisation. Obviously the latter 

case would give more scope to any computerised information 

storage schemes, because We can, within reason, expect 

internal memory to adapt. By 'within reason' I mean giving 

consideration to the individuals available set of conceptions; 

these will be different for computer professionals than for 

non-computer professionals. 

3.5.3 Basic considerations 

i) Is certain 'action' information kept outside the filing 

system for matters being dealt with or to be dealt with? 

\)her,? is it kept? 
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/:.1 thol':,gh peo?le l:eer> infornatioi"':: in a filil"!-~ syster.:, w>.ile 

it is in tile:-::-C? tl:.ey ca:1not r.;or~:. wi t]-;. it. It vIas of interest 

to find Ol:~t whe"t:he:·:- t',:e;' l:''2pt sor::e info=r::a"tion separate to 

thei= fili!19 s:.rstc:::-, and ";hcr~ it was kept. All t~le compute= 

and t:1e nOl1-co;-o:?t.:"<:,-=r !Jro:fessio~als 1:'8pt info!,!o"!ation being 

't'lor~(ed on o:.:tside their ,fili1i£ syster.l in n'.i.::J.e:rous ways. :-\ 

list of :;1ethods observec follo'\'ls; it should ::'e noted that 

oiten cor.'.binations of t~(lcse 't';e:s:e appac0nt. 

a' . , In tray (soneti;;:les with an out_tl'fay ). 

forn of a wire basket. 

usually in the 

b) ?iles of inforEation - information being dealt with or 

to be dealt wi t11 was often kept in drawers, piles on 

desks, tables, chairs and even floors. 

c) Notes on pieces of paper or notice board - often people 

would make al:ist of things to be undertaken in the near 

future. 

d) Diaries and year planners - these were used to ;;:lake notes 

on things that ,1ad to be undertaken in the near and far 

future. 

There was a wide variation in the amount of 'action' inforlilation 

kept outside the filing system. The range varied from a list 

of jobs to do next day, to piles of information in locations 

all over the office. The main point to be considered is that 

all this information, or its relative location is present in 

the 'real' environment at the sane time. and can ~e;QirectlY 

related to. The interviewees could, frequently, remember 

that a particular piece of information was approximately 

half way down a certain pile, even if We only had a vague 

idea of its context rather than its exact content. 

An 'action' information facility could easily be provided 

in a computer filing system. In this situation, though, 

infornation is kept inside a 'black box' which is viewed 

through a VDU 'window'. Only part of the information can be 

seen at anyone time and so it is hard to relate to it as a 

whole. In 'real world' terms the computer storage provides 

- .----" 
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an inadeqc.atc cogi"1i ti\'e ::!odC?:l of the i:1fori'.ation and its 

relationsl:i~)s. This 3'oint is il:.=,o:;:,ta~t because it is 

u:11il~ely tl:at t:"c I ac~ion' in:'7or::.latio:1. 't'lould :1ave bee;} 

arranged i:1 tI-.:.e for::.!al structure of the -;,lain filing syste::1 

and so 't'/cuId have ::'0 cogni ti ve relational r;!odel, thus r.:al-:ing 

retrieval di££ic'.:l t. An' action' infort1.ation facility on a 

cO:lputer "/Quld also l1ave to be very flexible in terns of 

capacity; there a:t'c> differing tendencies ru::ongst peo?le 

to keeD I act ion' information and different work load demands 

-ft6f.d~y to day. ".~ .. ~.~ ,-,. ~~~ 

ii) If 'action' infornation is kept, is it material just 

rc>ceived or is it ni:<ed with relevant documents retrieved 

fro~ the system? 

The relationship that 'action' infornation has with the main 

filing system is inportant. Is a two-way flow of information 

required or just a one-way flow into the system? Of the 15 non

conputer professionals 11 said that their 'action' 

infornation was nixed with infornation retrieved from the 

system, oompared with 6 out 'of 15 computer professionals. 

This reflected a tendency for computer professionals not to 

leave information lying around. In fact the computer 

corporation involved operated a 'clear-desk' policy for 

security reasons, which was a reason for only keeping. out 

of the systera that information not yet filed. 

It seems apparent that a two-way link between incoming 

information and that already filed would be necessary for 

efficient computer information system use. 

iii) What are the important factors dictating the amount 

of tine spent filing? 

It is important to ~~ow the factors that dictate the amount of 

time spent fiL,ing. \-Ji th this knowledge a system can be tailored . , 
to the needs of a specific person. The various types of answers 

obtained, and the number of times encountered, are as follows: 



a,) Filing depends on the p::-iori ty of t:1e wor~(, sor::e car. 

be left 

ne? = 2 

( ~- - t· rOll t...lnc U~11r::?Or an ... 

C? = 2 

items;' . 

b:' As little tir:e as possible is spent filing. 

HC? = 5 C:') = 7 

c) CO:J.stantly updating the filing syste,' (varying fron as 

\'lork is finished, to a regular spot eacl1 day). 

,-TC? = 6 CP = 2 

d) Depends on the qu~,tity of acclli~ulated infornation. 

~lCP = 2 CP = 1 

Only a snaIl proportion of non-conputer and computer 

professionals seeraed to assign priorities to work with 

respect to need for filing. This suggested that the 

iuportance of l.'lork was not a criteria often considered 
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in whether filing should take place. A third of non-conputer 

professionals, and alnost one half of the computer 

professionals, felt that they wanted to spend as little time 

filing as possible, probably because filing is usually 

considered to be boring. TiDe availability becomes even 

more iraportant when a person is bu'sy and has little spare 

tiDe. Following on froD this, it seemed that the non-conputer 

professionals had a greater need to constantly update their 

filing systems corapared to the conputer professionals. This 

difference is lll,ely to be due to the fact that it is much 

raore iDportant for local governDent eDployees to keep records 

than the CODputer professionals, as they are publicly 

accountable. A small nuraber of cODputer and non-computer 

professionals said that they only filed information when it 

built up to a certain level, in some cases this meant when 

there was little rOOD to store any more outside the filing 

syster:l. 

There was a general iDpression that filing information was 

unpopular and that the less tiBe spent involved in it ~he 

better. Time seemed to be an important constraint. Usually 

the time spent filing was indicative of the aJ]lount of 

organisation apparent in the systeD; the less time spent 

~~~~~~,~_the~less~the~organisa tion " __ The~amo:.mt_of_filing~of~information~ 

also seemed to be related to the demands of the job; a 
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;:;].anager handli:ng ~':lUC~': illior;:lation usually :!ad ~,1orc filing 

cc:-.~ands cO:J.~)a=.:'cd to SO:~:2onc ca=:::-:,in-:; out ::::-E:searcl1 • 
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. 'J::.c:--.. designinG a co:'~:::ute~ised =iling S;,!stCl:l it 't'Jould see::. 

valuaole to l:avc ti~e CQ,,-?:'lter do as r.:uch of the filintJ as 

lJossible, or to ::av'2 a quic:-::, r.on-labo::-ious !.lethod of. 

entering iaf'orr.lation. Care would have to be tal<en, hO,\,lever, 

that these considerations did not cause t:le user to lose 

-'track of t:w infor",atio:1 a:1<i cO:1sequently find it difficult 

to relate to and retrieve .. It would also nake sense either 

to tailor syster.s to joo demands or to have the1'l flexible 

enough to cater :for many different types of de:nands. 

iv) Does a secretary help with the filing? 

If a secretary helps with the filing another mediating step 

is introduced between dealing with information and storing 

and consequently retrieving it. A person's cognitive model 

of the filing systen would not be as extensive in this 

situation unless, as s01'letimes happens, they interacted 

with the systen also. The more a person acts through a 

secretary the more remote they become in relation to the 

storage and retrieval of the information. Ideally both 

secretary and nanager should be as efficient in retrieving 

inforraation. 

Four non-computer professionals and six computer professionals 

either had a secretary or had access to one. Usually managers 

had their own. The usual procedure in using a secretary was 

to identify the file to which a piece of information belonged 

and let the secretary put it away. In the extreme this could 

result in the boss knowing which files were needed but not 

where they were; the secretary would always have to be present 

in this case. In practice people using a secretary had at 

least a partial cognitive model of where the information 

desired was located. This could be achieved either py using 

the filing system in the same way as the secretary did, or 



oy wo:::~:ing tl"::::-ouglt SOi".:e SYS"t2ii.a tisec pl~"1 of the syster.. 

C:on.::Zusion arose 'when t~,-c secretary I sand tl1C r::.anager I 5 

cogni tive ;~odels o:~ t!:e syster.: ,·,ere different, especially 

w~lere files were si.-:ila~ in conte:::t . 
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. ~'.l1y cO:J.puter syste::l used by a secretary should be duplicated , 
f'o~~:-:1anac;er. Their storage arid retrieval strategies 

s~ol.!ld ideally be t~le sane, otherwise infonaa tio!! might go 

astray. 

v) Do other people need to use any, or part, of the information 

and is the filing systen, or relevant part, designed with 

this in mind? 

The user of a personal filing system will be well acquainted 

with its basic structure, layout, and idiosyncracies. 

However, if SOJ;leone else needed to use the information it 

would be very difficult for them to retrieve information 

unless the storage strategy was readily apparent. 

Of the non-computer professionals, 11 said that other people 

needed to use their inforl1!ation, but only-7 said that they 

designed the system with this in mind. Of the computer 

professionals 8 said that other people needed to use their 

informatiam, but only 4 said that they designed the system 

with this in J;lind. It can be seen that in a significant 

number of cases other people needed to use some of the 

information in someone else's personal filing system. This 

is more apparent with the non-computer professionals because 

jobs in the local authority overlap to a greater extent. 

It can also be seen that users do not always design their 

filing systems with others in mind. In these cases people 

either have to search a~ound for the required information 

(perhaps making guesses as to the storage strategy) or mediate 

through the owner of the filing system who can locate the 

information. 
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retrieved by t~1e~,'.. Id<?ally, the stra te<J~/ of storaae s:'1011lc. 

be readily aD?arent for efficient use by other people. 

vi;' Is t:le filing syste:-: design with a specific retrieval 

plan or r""et::-:Ceval plans, in :aind? 

This particular question was designed to discover to what 

extent people co~sciously organised their filing systems, 

and whether the organisation had to be elaborate to make 

the systeil1 workable. 

;\ significant proportion of those interviewed, 13 non

computer and 12 co~puter professionals said that they 

designed their systems with a specific retrieval plan in 

mind. The amount of organisation varied from simply putting 

information in an appropriately labelled pile, to numerically 

indexed systems. The most organised systems were those of 

people with fairly high level managerial responsibilities. 

Their systems were divided up into general areas dealt with, 

and within these areas each file was giyen a number and a 

title. On the corresponding index files were listed in 

numerical order, but not alphabetical order. This made it 

easy to add new files but meant scanning the index for the 

number of a desired file so that it could be retrieved. 

The lowest level systems merely consisted of putting 

information into a labelled file and this into a location. 

Retrieval in this case meant either scanning for or 

remembering the location of a file. In between the previous 

extreme types of filing system there were systems where 

related files were organised into clusters without any formal 

index. The clustering served to narrow down search, but 

memory for a particular location was still useful for 

immediate accesS. 



Conter:!porary con~uter syste • .l design' requires a greater 

dcg:;:'ee of inforr.lation organisation than is apparent in 

the 'real worIC:'. Office t~,?e infoI"::lation does not lend 

itself to ease of categorisation, but in the real world 
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ti1is is Qvercor.e to sone extent by being able to relate 

directly to the infornation 'Jia a cognitive model in a three 

dinensional environment. It is ?ossible that this 'real 

world' feature may·prove to be an inportant aspect of future 

thinking in the dev~~?i>ment of conputerised information 

syster:ls. Organisation :for the sake of it could be counter

productive; this can be illustrated by a quote from one of 

the interviewees: •... ny files are activity related. If 

they were broken dmm into too much detail then relevant 

documents could become spread across r:lany files. It would 

be very difficult in this case to maintain an overview of 

toe particular activity, especially with large time gaps 

between documents'. In this case it is better to have all 

the documents involved related by activity in the same 

location. 

3.5.4 Structural considerations 

i) \-Ihat general types of information are stored, e.g. admin

istrative (personnel etc.), teaching, project progress 

(technical/research)? 

Different types of information need handling in different 

ways. Financial information is stored in a different form 

than a technical report, for instance. I'.'hereas much 

information can be obtained from glancing at a page of 

figures, to get the most out of a report you have to read 

all of it. Types of information stored and how they are 

related to job type is therefore an imp~rtant consideration 

in filing system design. Results are as follows:-

NCP CP 

a) Project progress (records etc. ) 8 12 

b) Administrative (including financial 

and personnel information) 10 12 

c) /;!eeting records (usually kept under 

. -proJect progress )-- 4 - 1-



d; l:)olicy, organisational, 

professional, and. procedural 

infor2ation 

e) Technical inforr.:ation 

10 

5 

2 

11 
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The results show that the relative proportions of different 

tYC'es of inforsation dealt with depends on the particular 

e:7lphasis within the type of job. For instance, more 

conputer professionals deal with project progress type 

information than non-ootlputer ~ro:fessionals. The possible 

reason for this is that there is Dore emphasis on project-
i 

type work for cOr.1puter professionals. On the other hand, 

non-computer professionals (local authority eDployees) keep 

significantly more ?olicy and procedural type infonlation. 

As govern",ent ewployees this emphasis would seem logical. 

It is also evident that computer professionals keep more 

technical in£ornation in line with their inJrolvement with 

developir:.g technology. 

"~len designing a computerised infornation storage and 

retrieval system, on the basis of the preceding evidence, 

it would seem to be very useful to assess job demands in 

terms of the anount and type of information dealt with. 

Va~ying amounts of storage capacity will be necessary for 

different types of infonlation. 

, 

ii) Are some general information types used more than others? 

\'ihy? Is more structure evident? (tie up with type of job) 

Not all the inforr.1ation in a filing ·syst!,!m is used equally, 

some areas are used more than others. It is important to 

ascertain what factors are responsible for this differential 

.use. \'ihich of the general information tYpes are used most 

is not as ir.1portant as why. For this reason quantification 

has been avoided; rather the statements made by users Were 

examined. 
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The inforr.:a tiOD used at any tir::e dcpcndcc on job der::.ancls; 

ti:esc could 'lar:' i'ro:7! ca:' to C!i)r or duri;1;] differc!1t ?eriods 

of the year.· r.:.~oadl:: speal:in9 i;}~o:-:J.ation could bc divided 

into that ",hie;: 't'las constantl:/ interact cd with, and that 

w::'lich Has stored as oacl~ Ll~ inforr:1atio;1 ::or occasional 

ref<?rence yurposes. par e:::a::~:?18, over a period worl-: r::ight 

be CO:1cc:1trated on r>roject progress and all as?ects ox it .. 

This~ l:-dgl1t include o~ly occasional reference to tecl-;,nical 

info~i:1ation, although t:1c:re could ?ossibly be a great deal 

of it stored. Questio" i) stressed that t;le quantity a!ld 

type of inforr.:ation were ir.1portant conputer information 

syste3s design considerations. The differential use of 

infornation allied to job deClands ClUSt be added to this. 

It is possible that different strategies of storage and 

retrieval could be considered depending on the type of 

interaction with different types of inforClation. Another 

factor relevant here is that users remeClbered best all 

aspects of that inforClation with which they were either 

dealing at the tiCle, or with which they dealt very frequently. 

No greater structure was apparent in the organisation of 

this information, the users were just nore cognitively aware 

of it. It night therefore be useful to have a low structure, 

direct access, action inforClation store incorporated into a 

computer information system. This would be analogous to the 

office situation, where 'action' infornation and relevant 

files are brought together into a common readily available 

location. 

iii) I'lithin these broad categories are files created based 

on: 

a) Origin of infornation? 

b) The common function that the informatiDn might be 

called upon to facilitate although it might be from 

different origins? 

c) The origin of the information and the function the 

information facilitates? 

" 



, 

It is evident that in organising their infor~ation peo~le 

invariably categorise it in sone w'ay. T1~cir conceptual 

r::odel of this cate;;orisation and the relationships between 

the categories dc~cnds or. the tyYe of catc'J'orisation that 

truces place. Categories can either be job oriented on the 

basis of COIT'J.l0n function t!le i:1£ornation facilitates, or 

origin oriented, based on the source of the infaruation. 

The results are as follows:-

NCP CP 

a) 1 1 

b) 10 10 

a) , b) 2 1 C< 

c) 1 1 

a) & b) & c) 1 2 

T\~ thirds of both the non-computer and the computer 

professionals chose b) as the basis for categorisation. 

The rest were divided amongst the other possibilities. 
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The· significance of this result is that people tend to 

conceptualise their information in terms of functional 

divisions of their jobs. The functional structure of their 

job is usually strongly represented in most people as it is 

something they are always involved in. Very rarely is origin 

of information alone used as a basis for categorisation, 

and this usually in a personnel context. ~!ore often origin 

categorisations are mixed with functional categorisations 

in a filing system. It seens, therefore, that a person's." 

mental model of their f:;:l!ing system is usually functionally 

oriented. 

It is useful to consider some comments made in conjunction 

with choices made by individuals:-

a) 'Does it not depend on whether you deal with the job 

or people'. 

b) 'Origin does not matter'. 

a&b) 'Function is not always obvious when received'. 

a&b&c) 'It depends on what.you need from the information'. 

/ 



In dcvclo?ing a software syster: for an organisation, which 

has to incorporate information storage and retrieval 
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facilities, it night be useful to base it on the functional 

structure of that organisation as nost of the employees will 

have a cognitive codel of at least part of it. 

iv) Are these broad categories of files laid out in any 

logical order? 

In a filing system the first level of organisation is 

dependent on the distribution of the files. This qu,:stion 

attempts to discover whether users organise files in any 

strategic way. The results were as follows: 

NCP CP 

Clustered 11 9 

Chronological 1 0 

Alphabetic 2 0 

Numerical index 0 1 

None - 1 5 

From the results, for both non-computer and computer 

professionals, it seems that a clustered approach was the 

most popular. This" approach involved the grouping of files 

of a similar context together. Other than this one non

computer professional chose a chronological approach, 

and two tried an alphabetic order. Only one non-computer 

professional did not group files under a strategy; this 

possibly reflects the more structured nature of the local 

authority jobs. Of the other computer professionals one used 

a numerical index, but this was a reflection of the large 

and complex nature of the information to be organised. 

Significantly five computer professionals used no broad 

category grouping strategy. In this caSe any strategy 

would have to start at the level of relationships between 

individual files. This lack of broad category grouping 

could also reflect less of a ne~d for organisation amongst 

computer professionals who tend to have less structured 

jobs and more frequently only work on one aspect at a time. 
~J~~~~~~_",~~, . --.~_. -_#"~-~~~-=------.:..-.,-:t. - - - - - - ------ ----~-
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v) :\re tr.e -files a~"':7>ro~riatcl~.r titled? 

To distin:]uis!"l between files, to facilitate storage and 

retrieval, a ~erso:1 can use t:leir differing s·patial position. 

However, to [~al::.e this r.:.eaningful each file uust have an 

idcnti "t:..r, 50.:1e desc:::-i?tor rela ting to the in£ornation CO:1-

tained \'lhich is neaningful to tl::e user. Each file could be 

considered as a category of infor::1ation, so it is of interest 

to deterliline whether users give each file. sor.-:.e kind of 

categorical title. The results were as follows:-

HC? 12 said that 'all files were titled; 2 said that 

most were titled; 1 said that none were titled. 

CP 12 said that all files were titled; 1 said that 

,"ost were titled; 2 said there were not titles 

on their files. 

It can be seen that most people, computer and non-computer 

professiona.1.s, _ }.denti:(ied, their, files with some kind of 

categorical descriptor. These varied from alpha-numeric 

ind~~es, to na,"es or their abbreviations. Three people said 

that they titled ,"ost of their files and three said that 

they did not title files. In the latter two cases there 

must be an association between the context of information 

a fiie contained and its physical appearance and/or4i ts 

spatial position. In cases where these cues were not strong 

'enough, to identify individual file,." _ scanning of file contents 

had to take place. 

It is in the interests of developing an efficient cognitive 

model of a filing system to identify clearly each file 

categorically and, ideally, spatially. To a certain extent' 
I 

this point would apply to computer filing systems, which 

at ithe moment rely more on categorical identification than 
", 

spatial. 
I 

Whether spatial cueS are important is a question 

that needs consideration. 

" ; 

, , 



vi) :\rc the files stored in:-

a) 4!.\1?ha~etical order? 

b) Chro:101ogical order depcndiil9 on wher. created? 

c) ?.Jo particular order, reliance being upon nemory of 

their location? 
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d) :>{O ?articular order, reliance being on scanning files 

to find the relevant one? 

e) Colour coding? 

:f) i;ny cOr:lbinations of the previo,gS?4~ 
. " ~-'I:~ ... , '. 

g) l';one of these. 

Still following the thene that organisation of information 

is the basis of cognitive models, and bearing in mind that 

general information areas tend to be clustered, it is of 

interest to examine the strategy by which files are added 

to a filing systen. Results were as follows:-

NC? CP 

a) 1 2 

b) 14 15 

c) 1 2 

d) 3 1 

e) 0 0 
'. 

f) 0 0 

g) 0 0 

From the results it can be seen that by far the most 

popular file storage st'rategy, for both computer and non

computer professionals, was a chronological one based on 

when a file was created within each cluster. I suspect 

that this was mainly due to convenience rather than by 

design. For example, within, say, the administration drawer 

of a filing cabinet the new files might be added at the 

front. This result does not mean, however, that this 

strategy creates the strongest cognitive model, just the 

most convenient. In a computer information can be auto

matically arranged in any order, for example, alphabetical. 

It might be the case that other strategies facilitate stronger 

cognitive~modelsl of the-systems, providing 'they maizffai'ii~a l1ign 

level of convenience with respect to storage. 



-, 
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vii) Is there overlapping between categories? 

Office type infor:::!ation is not as easily categorisable as, 

for ir..stance, library type inforuation. There tends to be 

different ar.J.ounts of overlap between" categories; for instance, 

a letter in a correspondence file night apply to some aspect 

of a project file. In this case it would be better to create 

a functional file combining the infornation under a conmon 

hea"~ing. In ~o!'le cases, howeve~ the overlap is no!'e subtle. 'Y 
Re.~.\l:ts obtained on~.:-"Yhc!ther there was overlapping i.r:~_,~ystems .t 

involved in the survey are as follows:-

NCP 8 said yes 

2 said there- was a small amount of overlapping 

5 said- no 

CP 9 said yes 

2 said there was a small amount of overlapping 

4 said no 

-Approximately twice as many -of both non-computer and compute-r 

professionals said there was overlapping compared to those 

who said there was none. A snaIl proportion said that there 

was a small amount of overlap. Part of the overlap was 

almost certainly due to the type, complexity and amount of 

information dealt with. Sone, however, was due to the 

strategy of storage, which tended to vary in two major ways. 

Some people purposely left their categories large and fuzzy 
.0 < 

at the edges. In this case it was fairly easy to store 

information but hard to retrieve it from amongst a mass of 

other information. Sone people, alternatively, subdivid~ 
- , 

categories, here ambiguous information was harder to store 
; 

due to having to decide upon precise categories. Also, ~his 

latter strategy did not seem to enhance retrieval significantly, 

because with more categories it was often difficult to decide 

which was the appropriate category. However, as most peoples 

systems seened to be workable there must be other cues, in 

addition to categorical ones, which were inportan't 

associates with the information sought. The spatial 

posi tion would seem an obvious choice (see sect_ion 3. ~_. 2) , 

but there are many other types of cues available which can 



serve to disti~guis:l 01:C piece 0; inforration :fro~ anot:lc= 

(e.Q. colo:.::.r, S:lal")G, :.Co:::·:a ... ,:, size, etc.;:. 
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I ::ccl tl:at ~:1~ r:u:T.t:Jer aDd tY?c of cues available on a VDU, 

in a cor;puterisl2d infornatio:1 storage a~1d retrieval systen, 

will be a Ti,ajor issue in the fut'-1::-e. .-\t present inIornatiol1 

tends to be p::cse:ltcd as a 1:o;]ogen0'..15 green r::.ass of file 

na<'.1es and cocles,. Wllici"!, ostensibly, only caters for 

categorical type relationships. Bearing in tlind the 

difficulties with categorical classification of information 

previously r,lentioned, there raay be a case for enriching the 

cues available for storage and retrieval purposes. 

viii) \'!hat types of documents are stored in the files? 

a) [·reruos 

b) Letters 

c) Assorted personnel records 

d) Progress reports 

e) Paperwork concerning employment of staff 

f) Various financial s-tatenents a.,d evaluations 

g) Hates and ninutes of rileetings 

11) General infornation concerning established systens 

i) Factual information (technical/research) 

j) Other types 

As well as the type of information dealt with (i), ~t is 

also important to know the form which the information takes. 

h'hen considering conputer storage and retrieval) storage 

space and standard fornats are an important consideration. 

The results are as follows:-

NCP CP 

a) 12 14 

b) 12 14 

c) 8 8 

d) la 13 

e) 5 7 

f) 12 12 

g) 14 15 

h) 14 13 
~- --~-~ 

i) 14 14 
j) 2 (1 foms) 0 
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Ti1C ~roportions of" docunent ~ypes ~~a:1dled by ::1on-cor:lputer 

and co:-,?uter prof£ssio:1.als are rc.·.:ar~<:.abl~: si!:~ilar. :\1 though 

t:1crc is a ciff'c;:rins e:-:1?~1asis on "!:J:e tY?c and ql!anti t~r 0:1: 

information dealt wi th du~ to jo:" dcna..?"}ds (question i), both 

groups receive ir:for~lation or. docl:nents of Si:-lilar forn. 

T!1erc is t:,ereforc a case for i:1Vestigating standard docunent 

forr.!at facili tics in conputer infor:nation storage a:1d 

retrieval systems. HOl'V'ever, the sa::lple surveyed is relatively 

small and cannot be treated as representative of the 

po;>ulation at too specifi" a level. It is nore likely 

that docLL"1ent types and formats will be user group specific. 

ix) ;\re these docunents stored in:-

a) Alphabetical order? 

b) Chronological order? 

c) ;;0 particular order, reliance being on the menory 

of location? 

d) 1:0 particular order, reliance being on scanning 

to find? 

e) Any combination of these? E'~lain. 

f) None of these? E..'q>lain. 

To store or retrieve a document fron a particular file, a 

person must have a cognitive model, or at least a cognitiv.e 

strategy, upon which to act. This question attempts to 

discover which strategy is most commonly used. The results 

are as follows:-
~~ 

NCP CP 

a) 1 2 

b) 14 15 

c) 1 2 

d) 3 1 

e) 0 0 

f) 0 0 

g) 0 0 

As with the strategy of file storage in question vi), it can 

be seen that chronological order was by far the most popular. 



!::erc agair. it eust be realised that this strategy is t:le 

:-;~ost convenient, and does not necessarily have to be the 

best ~tra t egj.· :Eo!' devclo[->ing an efficient cog:1i ti ve 8odel. 

T:1e st:~all incidence of ot;1cr stratc,]ies "lere nainly for 

cases where the infor=.ation either lent itself to 
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al?habetical order, or where taere was not enough retrieval 

infornation to ?reclude scanning. Even with chronological 

order in a sheaf of docucents, a person is only. going to 

have a rough idea of position of a document from knowledge 

of the exact or apprmdr.:ate date received. 

Both this question and question vi) show that there may well 

have to be a compromise between conveniency of storage and 

the efficiency of the cognitive model upon which retrieval 

is based in computer infornation systems. Cor.lputers can 

do much of the work in arranging information in different 

ways, but for efficient retrieval the users cognitive model 

of the infornation storage has to correspond to the strategy 

the computer has employed. I',hen users become too alienated 

from this process a possible mismatch may occur. Consideration 

needs to be given to how a cognitive model of a filing system 

is developed. 

x) Ivas the system: 

a) Consciously organised bearing in mind what might be 

asked of it? 

b) Evolved by allowing the nature of information received, 

or generated, to dictate the organisation? 

c) Evolved by putting files in the first handy place 

available? 

d) Any combination of these? 

When dealing with a filing system the user must have a 

cognitive model containing sufficient information to enable 

successful storage and retrieval. It is interesting to 

speculate how this cognitive model is developed. A first 

possibility is that the user anticipates the nature of the 

information he will have to handle and the relationships 

--=~ 
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in:1crcn ~ in it. Info:C:lation could then be arra:1/'jed 

e::~ternall:; i:l accordance wi t:1 t:1e users preconcei vad 

inte:::nal orga~1isation. Tlie second possibility is t~:at 

t~:c e~:ternal syster.~ o:::"tJa:-~isation is cvol~,ed as the 

in::or:J.ation is received and that the internal re?resentation 

is built up fro:;). tJ:.is in a corresponding r.1anner. The a:'ovp. 

questions atte~i!.pt to give an insi£J~t into t11is problen. The 

results are as fo110W5:-

liep CP 

a) 10 8 

b) 5 5 

c) 1 4 

d) 0 0 

TI'io thirds ~f' the non-conputer professionals said that they 

consciously organised the syster.1 in anticipation of what 

r.1ight be asked of it, whilst only approximately half of the 

conputer professioo als repo:t"ted likewise. One reason for 

this might be that the jobs of local authority enployees 

are raore clearly defined and therefore the information 

dealt with can be more easily anticipated. The jobs of 

the computer professionals, howe;,"er, have a much more 

unpredictable input and are less clearly defined. This is 

reflected by the high proportion that chose b) and/or c). 

It is possij>le that huraan memory is very flexible. \fuere 
.. ~l-_~' " .• ~ .• 

there is" a""crearly aefined preconceived model use could be 

raade of it in organising inforraation externally. Alternatively, 

where preconception is not possible the e.'<ternal organisation 

of information might evolve and at the same time alter the 

internal cognitive nodel appropriately. \fuether it is more 

efficient with respect to storage and retrieval to give people 

a preconceived, model of information relations, or to let them 

evolve their own, is a matter for debate. 
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/.lso of relevance !::erc is -'.:hc fact t:la't tile cajori ty of 

bot:"! non-oor.~.put£r ::>ro:cessioEals (12) anc co::!:?uter professionals 

(13 j kept :?a~.:)(~r-8ascd inGe::es of their filing syste~s. However, 

the inde::es tended to be used fairly i:1frequently, 'Jcnerally 

as a oacl:-up. Users l.';ere usuall~l £aniliar with t:l.e location 

of relevant files and so did not have to wo~k via the index. 

Index use tended to occu:r more frequent].y with the larger, 

nore complex fili:1g systems. It is evident, therefore, that 

cues other t;,an categorical ones are an ioportant part of 

users' cognitive Iilodels in tl1.e 'real "world'. 

xi~ Are there problems in categorising certain dOCUIilents? 

If a difficulty 
arose would: . a) "le\'! files be created rather than filing 

inadequately in existing categories? 

b) Docu~ents put in a vaguely related file 

and their location remembered? 

In question vii) a significant proportion of both computer 

and non-computer professionals reported overlapping between 

categories. If information was filed purely on a categorical 

basis we would expect there to be a corresponding amount of 

difficulty in categorising the documents. In the case of a 

preconceived defined job, in terms of information, we would 

expect new files to be generated rather than tolerating 'fuzzy·' 

storage. In the case of a less well defined job, cues other 

than Gategorical ones would have to be available to' promote 

the efficient use of filing systems. The above questions 

attempt to resolve this problem. Results and discussions 

are as follows:-

4ny problem 

KC? 

Yes = 6 

No = 9 

CP 

Yes == 10 

No = 5 

The above results probably reflect the nature of the job 

definitions. The non-computer professionals tend to have 

better job definition in terms of information handled. This 
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is reflEcted in that tl~ey have less problen~s categorising 

in:fornation cor.!pared ~o the cor:~)uter professionals.. Following 

fror,1 t!1is:-

rrcp CP 

a~ () 0 

b! 4 12 

a) . , 4 2 "' D; 

The <l)t, b) condition consisted of.?' neW file created if it 

was thought that more infornation on the subject would occur, 

or fuzzily categorising if little si8ilar infornation was 

expected. 

In condition a) identification of in.formation for retrieval 

could be done on a purely categorical basis and the file then 

located. This condition nade for harder storage and not 

necessarily easy retrieval. Non-computer professionals, due 

to more job definition, tended to favour a) when compared 

with computer professionals. Computer professionals, however, 

with their less well-defined Dob, significantly favoured b) 

when compared against the non-computer professionals . 
•• 

Condi tion b) 'made for easy storage, but again, not necessarily 

easy retrieval. In this case, cues other than categorical 

ones must be used to differentiate between relevant pieces of 

information fuzzily stored. t.laybe spatial cues (see section 

3.6.2), for 

information 
instanc~:.,.~~~t~.reduce. the. ambi~i ty 
by tagg~ng~t-w~tn a spat~al ~dent~ty. 

of certain 

This point 

might be important for conputer design as computers at the 

moment generally only work on categorical relationships. 

xii) Is there any cross referencing within the system? 

Question vii) showed that there was an overlapping of 

categories in some filing systems, and question xi) showed 

that classifying information was not always an easy task. 

Within any filing system it is possible that a piece of 

information could be relevant to more than one category, and 

ideally we would want reference to the information in each one. 
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If this occurs t~1cr~ th!2 ir.:fo~natiol! is said to bc:~ cross-

re:': c:rencecl. Cross-rc::crenci:;:,::; increases the cor:;:->le:·::i t:-J of 

ir!forr::ation r.elatio:1s "Tit~lin a filing syste:':, and thus 

increases t~:2 co:-.lpl'.~:::·i ty of the users cognitive r.lodcl of 

ti:at systef.1... This question atter.::)ts to discover whether 

::>eo:,l", try to or,]a:oise their system fully by means ox cross-

rcfcrenci~9, or "lhether they try to l~eep it as sir.lple as 

possible. The results are as follows:-

,;.) Ne? Yes = 6 r-~o = 9 

b) CP Y~s = 2 ;:0 = 13 

30th the non-coI:"!.pl..."!.ter professionals and, to a greater extent, 

the co~puter professionals tended to not cross-reference 

infoI"r::ation.. !:;hether t:!"1is is due to lack of tine, liloti vat ion , 

or trying to keel' ::i15.ng systems as simple as possible is not 

clear. The lack of cross-referencin0 is more marked in the 

conputer professio.-:als. A possible reason for this is that 

the type of information they handled was not as intra-related 

as that generated in a local authority where information can 

serve a multitude of purposes. Also, local authority employees 

are encouraged to keep conprehensive records to a much greater 

extent than the computer professionals. Generally cross

referencing is more likely to occur in large complex syste~s, 

in fact, some large and complex systems have copies of the 

sane document filed in the various relevant locations. 

SOme for~ of cross-referencing could be a useful feature of 

computer information systens. There is a consideration, 

however, that over conplication might cause the system to 

become unmanageable.. PeopLe, on the whole, like to keep 

their filing systens as si~ple as possible. 
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~:ost inIo;::,r!atio::l ca:! be broken dOlm into smaller- and snaller 

cat c'::jori cs , each o:f ~'';~lic:: is :':10rc s:?ecif'ic than its clcri vat ion • 

Tilis tbrancr~in'J' organisation is call ed a hierarchy. The 

numbc!: of pe<>:->l e reporting l-:.iera:r.chical o:::-ganisations are as 

follO\'IS: 

C? = 7 

All but two of the computer professionals reported 

hierarchical organisation when it was, in fact, only a 

two level breakdown. In effect, a two level breakdown is 

the clustering together of files of similar context. That 

file clustering is a significant phenomenon has already been 

reported in question iv). In question iv), 20 people reported 

clustering, whereas 11 people reported a two ~evel organisation, 

here, as a hierarchy. Therefore, 9 people do not consider 

two levels of organisation a hierarchy whereas 11 people do. 

Only 2 people (CP's) went further and organised some of their 

information to a third level., To avoid confusion it. seems 

logical to cla~sify any organisation beyond 2 levels a 

hierarchy, and classify a 2 level organisation as clustering. 

From the results it can be seen that people are reluctant to 

organise inform~t~?n beyond 2 levels, and that they would 

rather locate information in clusters; ·this is in keeping 

with the response to question iv). 

xiv) Could benefit be gained from a more structured filing 

systen? l'.lJ1at are the reasons for the lack of structure? 

The reason for this question was to find out whether users 

thought that their filing systems were sufficiently 

structured, and if not, why not. Amongst the non-computer 

professionals 6 thought that some benefit could be gained 

from more structurp., whilst 9 thought not. The corresponding 
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l'igurcs for t:le cor.:putcr ~")rof'essionals were 8 and 7. 

These results sho\'; t::.a ... ..: computer professio~lals ·were sli{jl:tly 

::1O:::C p=one to t'i:inking t::at ::lo:::-e structure would be a bene£i t. 

TIol'lever, tjlis could b~ due to the less structured nature of 

their jobs. 

Of those, ge:1erally, who thougl1t faore structure Vlould be a 

benefit, the reason given for their lack of structure were 

si~ilar to those of question 3.5.3 iii). Typical com~ents 

were: 'Yes, but I do not have tine'; 'Yes, but I cannot 

see a way of ",aintaining·the systec without it affecting 

the aQount" of tine available for work'; 'Yes, providing it 

was naintained by someone else I. The I'ilain constraints seened 

to be ",otivation, and time availability. Filing was considered 

a necessary evil. 1':.159, in question vii), it was observed 

that "'ore structure often made storage more difficult and 

did not necessarily enhance retrieval. 

Of those who did not think that more structure would be of 

benefit, the general concensus was that this was because 

their systec of storage and retrieval was satisfactory in 

its present for~. Typical comments were: 'No, I have never 

had any proble~ finding anything'; 'No, it is workable as 

it is'. This suggests that individuals had a goad working 

knowledge of their information and its location. 

The implications of this question,. and the previous one, is 

that if you give people the facility for elaborate information 

organisation, they will not necessarily use it. This, however, 

could be dependent upon the amount and complexity of 

information dealt with. It is conceivable that a computer 

Qight automatically organise information for the use~, thus 

alleviating the time and motivation constraints. The problem 

in this case, though, is that the user would be further 

alienated from the information. The results of this could 

be an increased cognitive mismatch due to possible unfamiliarity 

with the particular concepts ·needed for information retrieval. 
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Also, office type information is not always sympathetic to 

the rationalising approach of computer categorisation. Users 

might therefore be much happier with a system that inc'ludes 

facilities for a much more direct relationship with the 

information, and which cuts filing down to a minimum. 

3.6 Stage 2 - Storage and retrieval 

The questions asked are as follows: 

1) To what extent did the memory of a particular file and/or 

document location play a part in the storage/retrieval of 

items of information? 

When considering this question it must be realised that there 

is a certain amount of implicit spatial memory in storing and 

retrieving information from any personal filing system. There 

is no way that anyone who interacts with their own filing 

system cannot have some kind of spatial model of the 

information. Only if the user never physically interacts 

with his system will there be no spatial model available to 

him. The use of a.secretary might deplete a user's spatial 

memory concerning information location, but even in this 

case it is unlikely that a user will be totally unfamiliar 

with the spatiality of his system. It was considered . '. 
important, in this survey, to find out how important a part 

the user considered his spatial memory played. It is obvious, 
'. 

however, that a particular file should be identified 

categorically before its location could be considered. The 

question tries to gain an insight into how dominant the 

users oonsipered their spatial memory to be; did the location 

of certain information immediately spring to mind, or did 

they have to translate the categorical structure in some way 

to elicit the required spatial information? The results are 

as follows: 

~ 13 of the fifteen people interviewed thought that memory 

of information location played a large part in the use 

of their filing system. Typical answers were= 'Very 

high', '75%', '100%', 'a large part'. Only 2 people did 

fioe think .t-hat spatial memory always' p1:ayed.a large~part ••. -~~ -



One of these said that it did, depending on the 

accuracy and exclusiveness of the original decision 

of where to put particular information. The other 

person said that he had a poor memory; his system, 

however, was laid out based on departmental structure 

within the local authority, which acted as a kind of 

Mnemonic enabling translation into spatial position. 
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CP 12 Of the fifteen people interviewed thought that memory 

of information location played a large part in the use 

of their filing system. Again a range of typical answers 

reflects this; they included 'totally', '100%', 'all'. 

The 3 people wh~ were not so openly spatially orientated 

tended to structure their files reflecting indexes of , 
the information kept. Here it was a case of translating 

their index into spatial terms. One user made an 

interesting point, that is, he thought it important that 

the context of retrieval should be the same as that of 

storage for immediate association. 

There is no doubt that spatial cues are extremely important 

in the retrieval of information from a personal' filing system. 

It should be noted, however, that people are usually very 

familiar with their own filing systems through constant use. 

Of particular interest is the relationship between categorical 

ann, spatial aspects of filing systems. The results show that 

a few people translated their formal categgrical index into 

spatial terms; these, however, tended to be the larger more 
, ' 

complex systems. On the whole, in'the rest of the filing 

systems, the spatial layou t did not reflect the categoricai: --
relationships within the infprmation stored. Here, retrieval 

tended to be reported as very spatially orientated, though 

information must have been categorically identified first. 

sdme kind of associative translation must have taken place 

b,~tween the categorical identity and the location of a 

particular information item. Are spatial and categorical 
',-

type memories separate systems or are they closely related 

cues reflecting the flexibility of memory as a whole? From 

~ comments made during the interviews there are four possible 
:1'-

parameters which could,afrect the spatial/categorical----
--- - ---~ -- - ,~-- ---; 
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relationship; these are, the amount, and complexity of 

the information, the amount of familiarity a user had with 

it, and the motivation to organise the information to varying 

degrees. 

The relationship between categorical and spatial cues could 

be important in terms of computer information system design. 

For instance, would a spatial representation of information 

categories enhance storage and retrieval efficiency? 

- "o;"''fl!t .. ' ,:.-~ 

ii) For files:-

Did they remember:-

a) Location of certain files? 

b) Title of a file, then rely on scanning the cabinet 

to find it? 

c) Physical characteristics of a file, then rely on 

scanning the cabinet to find it? 

Although previous results emphasised the importance of 

spatial cues in using filing systems, the possibility of other 

cues being available was not overlooked. The result of this 

thinking was the above question. Results obtained are as 

follows:-

'. 
-- .- NCP CP 

a) 14 .. 10 

b) 5 9 .' 
c) 7 5 

Bothnon-compnter and computer professionals tended, most 

frequently, to remember the location of a certain file. 

This was especially evident for the non-computer professionals. 

Conversely more computer professionals tended to identify the 

file needed and scan for it. Physical characteristics of a 

file (e.g. colour, shaPe, size, etc.) were also used as 

memory cues for its retrieval. It seems likely, however, 

that physical characteristics play a secondary, back~up role 

in file retrieval. The predominance of location memory 

amongst the non-computer professionals could be due t()._1;l}e 
--~_ It< IF- - -~~ ~ •• 
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fact that there was generally more inherent categorical 

structure in the information with which they dealt compared 

to the ,other group, where more scanning was. evident. This 

scanning was, however, usually directed to a relevant part 

of the filing system, showing that some spatial cuing was 

still taking place. Perhaps a spatial arrangement closely 

adhering to categorical structure would be the most efficient 

tyPe of oxganisation to promote efficient retrieval. This 

WO~ld reduce~the amount of tran~lation needed from ~he 
ci:,.t.e-gorical identi;E,fcation of a file into i t~ spat;j..~l,. posi tion .! 

in the filing system. Again the stress is that the relation-

ship between categorical and spatial tyPe memory could be an 

important one with regards to design of computer systems. 

Advantage might also be gained from an enriching of the 

physical characteristics of displays. 

For documents:-

Did they remember:-

a) Apprppriate location in the file? 

b) Deduce the approximate location from knowledge of the 

.'document and the strategy of document storage? 

c) Remember the physical features and scan for it? 

The rationale behind this part of the question is similar 

to that of the first part, in that it attempts to discover 

the part that spatial memory plays in relation to other 

cues. From this we can get an idea of how deep into the 
•• system spatiality is important. Results are as follows:-

a) 

b) 

c) 

NCP CP 

3 

14 

10 

1 

12 

10 

As can be seen, memory for spatial location was not as 

important in retrieving documents from the file, compared 

to file retrieval. Users did, however, frequently translate 

the strategy of storage, usually chronological, into a rough 

spatial search strategy. For. example, if a user was se~r~ch:i,.ng 

for a document received a long time ago, he would look towards 



the back of the folder, if new documents were always put 

at the front. So temporal cues can be seen to be used if 

available. Again, physical characteristics, this time of 

documents, were an important factor. 
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Although spatiality did not seem as important at the document 

level, due to documents being in an amorphous wad, it could 

be possible to enhance spatial cues in a computer system at 

document level. This might contribute to more efficient 

retrieval. As speculated in the first part of the question, 

there is a case for incorporating a variety of extra cues 

into computer information systems. 

The decision process involved in the 'real world' retrieval 

of an item Qf information, at the most basic level, would 

have to follow the structure of information storage. For 

example, if information was represented on a hierarchical 

index, there would be a decision point at each branch in the 

hierarchy. This identification would then have to be trans

lated into the location inf~rmation for the particular item. 

If the filing system was laid out reflecting the index, then 

the user could work through the system, as he would the index, 

and narrow search down to the appropriate file. However, in 

practice the spatial layout of a filing system does not 

always reflect the formal categorical relationships, but 

often people can put their hand straight on the appropriate 

file. In this Case cues other than categorical ones must 

be providing 'short cuts' to the-information. Even at the 

identification level people often know from an enquiry the 

piece of information they require and associate this 

immediately with the appropriate file. It is evident, 

therefore, that retrieval is a complex interaction of cues 

and does not necessaril~ follow the formal procedures 

based on categorical relationships between information. 

The formal procedures that have to be followed during 

retrieval from a computer information system may not be 

necessary except as a back-up system, if the information 

was spatially displayed. 
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Generally it can be seen that human memory is very flexible 

and can make use of a whole range of different types of cues. 

\\'hy, then, do we restrict the amount of information displayed 

and the number and type of cues available in computer systems? 

Could this restriction be a source of cognitive mismatch 

between computer systems and the non-computer professional? 

Is the lack of cues the reason why it is harder to relate to 

information in a computer compared to that of a 'real-world' 

filing system (see chapter 2). 

iii) Is information thrown away? What criteria are employed 

in either keeping or throwing away information? 

In any information storage and retrieval system it is 

necessary to throw information away. To do this criteria 

have to be employed in deciding whether information should 

be kept or not. The results from the above question attempt 

to identify these. 

13 non-computer professionals and 13-computer professionals' 

said they eliminated information from their systems. This 

could take the form of. destruction; however, other alternatives 

were open. The non-computer professionals could send their 

information to a central registry, or put {t in a common 

departmental filing system. The computer professionals could 

send theirs to archives. !he individuals who tended not to 

throw information were natural hoarders. (One was chief 

audito~ of the had to keep information by 

law for 7 years.) In fact, man as a whole has a tendency to 

hoard information and has great difficulty in deciding which 

should go and which should stay. In both groups the main 

criterion employed, in the decision for removing information 

from their systems, was whether the information was past its 

usefulness and would not be of any us~ in the future. Some 

;)eo;:>le employed a time limit, either arbitrary or statutory, 

and guidelines were available from the organisations. 

Sometimes information had to be eliminated to create space 

for more, although subject to the above considerations. The 

criteria employed are not as straightforward as they seem, 

• 



however, For instance, how do you decide when a pieee of 

inforIaation is not going to be relevant in the future, 

without knowing the demands that will be put on you? 

In desi<;:ning computer information systems, the issue of 

criteria employed in removing information from a user's 

immediate personal access deserves much thought. Should 

the capability be an automatic feature of the system, or 

should the user be aware of it? 

iv) What common difficulties are encountered with storage 

and retrieval, and what common errors are made? 
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Knowledge of errors and difficulties encountered in storing 

and retrieving information, in the 'real world' situation, 

can provide an insight into the weaknesses of peoples' filing 

behaviour. This knowledge can then be taken into account 

when designing future systems and features can be included 

to smooth out likely problems. 

It is difficult to talk of errors and difficulties encountered 

separately because, to a certain extent, they are inter

dependent. Any difficulty encountered in a system might well 

result in an error of some kind. The following discussion 

will deal with categories of difficulties and errors and try 

to preconceive the implications to computer information 

systems design. The problems seem to fall into three general 

categories; physical constraints, cognitive inconsistencies, 

and difficulties caused by other people. 

A major physical constraint encount~red in offices is a lack 

of space, and the availability of the physical components 

of a filing system, for instance, filing cabinets. The result 

is an accumulation of information and nowhere to put it. 

Files become bulky and so piles of unfiled information 

accumulate around the room. One answer is to throw 

information away, but it is difficult to decide which 



infornation should be kept and which should not-. Rule 

of thumb criteria often result in relevant information 

being thrown-away, whereas jUdging each item of 
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information independently can result in information hoa~ding. 

Eventually bulky files have to be split up and the filing 

system rearranged. The decision on the manner in which the 

files should be split is difficult, and information which 

would be better kept together can be separated. Failure to 

file at all is creating difficulties in that it is hard to 

retrieve information that is lying around in piles. A person 

may have a good idea of location, but can still spend much 

time searching. Finally, difficulties can arise from the 

form in which information is presented, papers can come 

adrift, or get soiled and torn. 

A computer based filing system design would need to give the 

'real world' physical difficulties much consideration. No 

computer, for instance, has unlimited capacity, whereas 

some filing systems have to cope with a prodigious amount 

of information. Built in systems criteria for disposing of 

information might be an answer; however, question v) discusses 

the difficulties with this idea. One point in favour of 

computers, however, is that they do not deal with information 

in a physical form within the system and so soiling or damaging 

does not occur; though if a piece of information did go astray 

no visual search of the computer is possible. 

-- ,1 ~-' • 

~!any GP9riitive in.consistencies arise from the fact that 

office-type information is often very difficult to categorise. 

If there are several possible categories in which an item of 

information could be stored, it is possible that the one 

chosen for storage may be different from the one chosen when 

subsequent retrieval of the item is necessary. This can be 

compounded if the information being dealt with is ambiguous, 

or if the context of retrieval is different from tnat of 

storage. The consequence is that information is not 

immediately accessible, and, in the extreme, not accessed at 
all. In computers storage and retrieval decisions are usually 



made on a purely categorical basis; this results in the 

system being very susceptible to storage and retrieval 

nisinterpretations.'· Hisinterpretation might be reduced 

if extra cues, for instance spatial ones, were associated 

with the infornation. It is logical that increasing the 

nurr.ber of cues by which information can be identified 

would result in easier identification o:t it. 
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Cognitive inconsistencies can also occur due to simply for

getting. It is possible that all types of cues, spatial, 

categorical, temporal and physical may be forgotten. Here 

again the answer would logically seem to be to increase the 

number of cues by which a piece of information could be 

identified, then if one was forgotten retrieval could be 

based on others. However, I am not advocating that the 

categorical type of storage and retrieval in computers should 

be discontinued, this could still remain as a back-up. 

Rather we should increase the number of cues available for 

use in the system. Systems operations and procedures should 

also be kept simple and compatible with peoples' real world 

conceptions. The reason for this is that all or part of 

these can be forgotten and they should be as easy to remember 

and meaningful as possible. 

The interference of other people with filing systems can also 

cause information to go astray. People sometimes borrow 

information without telling the o,'mer. Often when they 

return the information they put it in the wrong place, either 

due to lack of knowledge of the owner's strategies or because 

they cannot be bothered to f~nd the correct place. Computer 

systems could have built in security and other safeguards to 

prevent this type of occurrence. 

3.7 Summary and conclusions 

The purpose of the survey was to provide a foundation of 

information concerned with the principles employed by users 

of filing systems in an applied, 'real world" situation. 

The survey was not designed to be definitive in its approach, 

but merely instrumental in generating information which could 

elicit further issues ~for research:-
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The limitations of the survey should be borne in mind: 

Firstly, the people interviewed covered a restricted range 

of users; secondly, the number of people interviewed was 

not as large as it might have been, although it is adequate. 

There were a number of constraints contributing to the 

limitations: it was difficult to find an organisation 

willing to have its staff interviewed; as the interview 

was fairly lengthy, the number interviewed had to be fairly 

restricted or too nany man-hours would be lost; finally, 

the mobility of the interviewer was restricted through lack 

of transport. However, the survey did provide some useful 

results. 

Particular reference has been made to the development and 

nature of cognitive interaction between the user and the 

information concerned. The following summary and conclusions 

of the survey highlight some of the important considerations 

thought to be especially relevant to computer information 

systems design. There are three main areas of discussion: 

firstly, the demands put on the users by the characteristics 

of their jobs; secondly, the needs of the users in the 

context of carrying out their job; and finally, the way 

that users tend to conceptualise the information with which 

they interact. 

3.7.1 Job Demands 

Different jobs place different demands on each individual 

wi th respect to fhe",:i:y}~) information received and the 

filing and retrieving thereof. A person with an administrative 

type of job might have to interact constantly with incoming" 

and previously stored administrative information. This type 

of information is fairly dynamic. A person fo~ating ideas 

on a research project, on the other hand, may only 

occasionally need to reference stored technical information; 

consequently the interaction is less dynamic. Different types 

of information demand would also dictate the form in which the 
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infortlation was received. An auditor, for eXar:lple, would 

receive relatively Dore standard format financial declarations, 

whereas a public relations officer tlight receive a relatively 

greater proportion of letters. Computer systems design, 

therefore, not only needs to consider the type of interaction, 

but also the fortl in which relative proportions of the 

infortlation is received. ~vo final factors are relevant at 

this point, namely the volume and the complexity of 

information received. A large amount of complex information 

would need more .organising than a small amount of non-complex 

information. It is no use designing a computer information 

system with facility for a large amount of complex information, 

when the prospective user only deals with small quantities of 

non~complex information. Ideally, computer information systems 

design needs to cater for the needs of each individual. In 

practice, however, this is not possible for economic reasons. 

Therefore, consideration needs to be given to ranges of job 

types and important characteristics, along with the 

corresponding information characteristics. In this way at 

least the specific needs of different user groups could be 

catered for. 

3.7.2 User needs 

All the people surveyed seemed to interact with three levels 

of filed information, namely, 'action information', 'personal 

work files', and long term, 'archive storage'. 'Action 

information' consisted of that being dealt with or to be dealt 

with in the near future. It could usually be found lying 

around in in-trays, on desks, and even on chairs or the floor. 

'Action information' was usually immediately accessible. 
) 

However, if it was allowed to build up into large quantities, 

it was often necessary to search painstakingly through piles 

of information for a desired item. 'Action information' could 

only be used efficiently if the quantity was manageable with 

respect to remetlbering the items and their locations. 

'Personal work files' refers to information that had been 

filed, according to some strategy, in the immediate arfice 

environment. This could be located in files in filing 

cabinets, cupboardS, or in· -the use-r' s desk. ·The-informa.t-ioti~ -
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was relevant to the user's prcsmt work schedule. Retrieval 

of inforr;ation would ideally correspond to the strategy of 

storage to be "'ost efficient. 

Long term, 'archive storage' applied to information that was 

of no direct relevance in the user's predicted work schedule. 

Archive stores Were usually structured systens, away fron 

users' offices, where many users can send information suitable 

for archiving. It would seer:l sensible to give full 

consideration to these levels of interaction in the design 

of computer information storage and retrieval systems. This 

point is especially important when one considers 'action' 

information. Items need to be worked on, and have to be 

kept somewhere during this period. Without this facility 

information use will be fragmented, especially if information 

has to be accessed one item at a time. 

On the whole peo?le tend not to categorise their information 

in their filing systems in elaborate ways, the tendency being 

to keep them as simple as possible. However, people often 

start off with the-good intentions of constructing complex 

filing systems, including the use of colour coding and 

hierarchical classification of information, but this usually 

falls by the wayside. The result is that filing systems end 

up with all manner of idiosyncracies. People can vary 

considerably in the way they organise information; some systems 

can be very disQrganised, whereas some can be relatively-

fairly organised. The size of the system seems to be an 

important factor, the large systems being generally more 

organised. These, however, are the exception rather than 

the rule. 

The average user of a personal filing system does not seem 

to be motivated toward developing an elaborate filing system. 

In fact the less time spent on actual filing the better. 

There are two main reasons for this. The first is that most 
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people do not have time to undertake 1arge amounts of 

filing; it is usually done during the working schedule,. 

or in spare moments. Secondly, nost people find filing 

boring and wish to do as little as possible. A secretary 

often undertakes the filing if a person has a lot of 

responsibility and/or a heavy workload; this usually applies 

to the larger more complex systems. However, this can resul.t 

in an a~tra stage of user removal from contact with the 

system, and unfamiliarity with its workings. It would seem 

logical, therefore, that a computerised filing system should 

require as little storage and retrieval effort as possible. 

Conceivably, filing could be carried out automatically by 

the system, but this would result in the user's cognitive 

model of the information in the system becoming inadequate. 

Consequently, when retrieval of information was desired the 

user might be at a loss to know how to proceed. 

The usual lack of formal information organisation, and the 

range of variation, are incompatible with the organisation 

demanded by contemporary computer information systems. 

Users of most computer systems have to follow quite rigid 

formal procedures to store and access information. Computer 

systems shoul.d be designed to overcome this incompatibility 

by including operating procedures which are more in line 

with people's 'real world' concepts and behaviour. However, 

these systems should always guarantee a high probability of 

retrieving a desired piece of information. 

3.7.3 Conceptual considerations 

A feature of man-computer interaction Which, until recently, 

has not been given enough consideration is the development, 

and subsequent compatibility, of an efficient cognitive 

model by the computer user. To interact efficiently with 

a computer information system the user must be able to 

conceptualise the information stored in the s,stem. He should 

also be able to conceptualise the operations the system is . . 
capable of carrying out on that information' in response to 

all the possible actions that the user might take. A trained 
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co,"puter professional will have at his disposal a cognitive 

model of the system which allows virtually total interaction 

with "the stored inforcation. However, a non-computer 

professional has a cognitive codel more receptive to 'real 

world' concepts, especially that of 'whereness'. He is used 

to rQlating directly to inforDatio~ in a 3-D environment. 

As a result, when complex operational procedures mediate 

information access, a mismatch occurs between the user's 

concepts and those necessary to operate the computer system. 

Also, due to the limi ted visuarC1icc~ss to computerised 

information (via the customary VDU), it is difficult for the 

user to relate all the information in his mind. It follows 

that if we are going to design computer information storage 

and retrieval systems for use by the non-computer professional, 

we should discover what important 'real world' concepts are 

apparent in office filing systems. 

The frequency of interaction with information, and the extent 

and type df its organisation, play an important part in the 

development of a person's conceptual model of that 

information. The three levels of information storage previously 

mentioned exhibit differing amounts of formal organisation 

and varying frequencies of user interaction: 

1) 'Action information' is usually least formally organised 

and interacted with most frequently. Interaction consists 

of deciding upon the item of information desired and then 

-" locating"it, either directly or by means oF~s~ing. The 

cognitive model in this case is predominantly spatial; 

however, we intuitively know that interaction has to be 

of sufficient frequency to prevent our spatial awa~eness 

of information items becoming indistinct. 

2) 'Personal work file' interaction is usually based upon a 

mixture of categorical and spatial relations with r"espect 

to the stored information. /.lore formal structure of the 

information is apparent, being used to access information 

when the spatial awareness of particular information items 

is not so clear; interaction being less frequent and over 

longer periods of time. 



3) 'Archive storage 1 is the nost fornally orgar:ised level 

of interaction. Eerc, l-C"10l'11edge or s;>atial location 
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of infor:llation is not as well developed due to infrequent 

use over very long periods. However, because the system 

is usually extensively structured in categories, the 

strategy of storage or retrieval can be based upon 

knowledge of the particular categorical structure. 

Present co'nputer information storage and retrieval is most 

.~IY allied to archive storage;"i~·L-that the str~ 
interaction is based upon categorical relations in the 

information. However, many micro- and Bini-computer file 

indexes are chronologically arranged. This usually involves 

much scanning as chronological awareness is not sufficiently 

highly developed to serve as the basis for an efficient list 

search strategy, except in broad terms. To incorporate 

'action' and 'personal file' levels into a computer with the 

respective amounts of organisation, we have to assume that 

the spatial awareness prevalent in the 'real world' will 

also apply to computers. Further research is needed to test 

the validity of this assumption. 

It is interesting to note in the survey that action and 

personal file information is usually placed in categories 

which reflect the user's concepts of the functions wi.thin 

their job content. It is also interesting to note that 

information is only usually organised to two levels (i.e. 

grouped or clustered). This raises two questions for future 

research. First, is information organised to two levels 

because of user's functional concept of it - for example, an 

administration section containing files of administrative 

information? Second, do people naturally tend to 

conceptualise all information in terms of two levels? In 

addition, there are major questions concerning the extent 

of information organisation in computer systems, and also 

the type of iqiormation retrieval aids (i.e. indexes) needed:, 

if information is extensively organised, will it confer any 
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advantage over a two-level organisation? If an elaborate 

indexing systen is present, will it be used effectively, or 

help to consolidate t;1e user's conceptual nodel? 

It is clear, however, that categorical aspects.of information 

are not the sole consideration when storing and retrieving 

information in 'real world' office filing systems. Spatial 

cues seen to play an important part, especially in enabling 

people to relate to information directly, without any 

mediation process. This is apparent by the fact that 

although many peOple kept paper-based indexes of their 

filing systems, they were only used infrequently as a back-up 

when people could not recall the spatial location of a file. 

It is important to discover the relationship between 

categorical and spatial memory. In the 'real world' spatial 

cues seem to play a part in compensating for a general lack 

of categorical organisation of people's personal filing 

systems. The location of the filing system in the 3~D space 

of the office provides a framework containing many points of 

reference with respect to the stored information. On the 

computer, however, there is not a 3-D framework within which 

to relate to information. Even the computer professional, 

at best, only has schematic models of computer processes 

obtained by virtue of extensive training. Perhaps some way 

could be found of imposing a meaningful spatial framework 

on computerised information, and on allied storage arid 

retrieval procedures. This would serve to enhance 

informational inter-relationships and facilitate the 

development of an effective cognitive model in the user 

with respect to information storage and retrieval. If it 

were not possible to impose an effective spatial framework 

on computer information systems, then some form of paper- or 

computer-based index would become an important consideration. 

There is, however, a similar range of conceptual consid

erations as to what constitutes an effective index. 
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The re1a:tions:1ip between catcgorica1 and spatial ct:es 

needs to be Q::aniaed closely in a f real world 1 fu"'1d a 

CO~.1puter conte}(t, in order to provide SOI7'!.e arlswers to tl:e 

q'.!estion of what is conceptually cO:i1patible to inIOrl'.lation 

stoZ'agc ar.d retrieval needs. 

Interest should not be confined solely to spatial and 

cate<]orical menory. This sort of b1inkered approach has 
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led to conte::t specific ",esearCh in -the'~past. People also 

tend to use tenpora1 and physical cues (i.e. date and aspects 

such as colour, size, shape, etc.). It seens that huraan 

'memory is a very flexible entity which can relate to 

information in nany different ways. All the different cues 

contribute to different ways of conceptualising the 

inrornation, and are instrumental in the formation of a 

cognitive model of a filing system. If we could understand 

how these cues relate to each other within a particular 

cognitive model, we could design conputer information systems 

to function in ways compatible with' the users' own cognitive 
, 

models. Or, conversely, we could discover how much' training 

would be necessary if total compatibility could not be 

achieved. Both of these approaches attempt to eliminate 

cognitive misraatch between man and computer, and consequently 

make systems more acceptable to, and easily used by, the 

non~computer professional user. Even without going to 

these lengths, there is a case for 'cue enrichment' in 

computer information systems. 

Finally, the way in which cues are incorporated into. cognitive 

models could help in the assessment of how adaptable these 

models are, with respect to the nature of the information 

system. If cognitive model development is dependent upon the 

information relations already stored in human memory, then 

people will be fairly inflexible as regards a range of 

different infornation systems. If, however, the emphasis is 

on internal meraory organisation being dependent on the 

development of the external information system, people will 



be quite flexible as regards a range of different filing 

syste::1s. In reality, the answer could be a combination of 

these two situations. If the implications are that users 

are quite £l~~ible, a greater range of possible computer 

infornation systems will be acceptable. 
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In conclusion, it is evident that the design ox a user

cOQpatible, computer-based information storage and retrieval 

systeIil must tak:e into account: 

1) The dQmands that the users' various tasks place upon them; 

2) the needs of the u'sers within the task context; and 

3) the way that users conceptualise ,their interaction with 

information. 

The survey has provided a broad base of understanding from 

which many issues for future research arise. However, the 

main emphasis of research subsequently described is in terms 

of conceptual considerations in information storage and 

retrieval. For instance, what is the relationship between 

categorical and spatial cues? Is the well developed spatial 

awareness of the 'real world' apparent in computer 

simulation? \'.Jhy are two levels of organisation prevalent 

in moderately sized filing systems? How extensively organised 

should a filing system be? 

--'- -



4. "EXPERHlENT 1'- THE ROLE OF CATEGORICAL AND SPATIAL ~IENORY 
IN THE FILING OF INFORolATION 

4.1 Introduction 
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From the structured interview survey Of the individual filing 

systems of comput'er and non-computer professionals (see 

chapter 3) it seems that information is grouped into 

logical, or not so logical, categories ~f one type or another. 

The information is then stored in the filing system according 

r""~ --to these categories. There is, however,. ,n:.\)r~~to the storage . " ~ 

and retrieval of information than just deciding on the 

appropriate aategory it belongs to and remembering or 

recording this. It is important to know the spatial location 

of the desired information to retrieve it; it is also 

important to know where to locate information when storing. 

Categorical relationships are implicit in any information 

handled by an individual but dependent upon prior knowledge 

and interpretation. The amount of spatiality associated 

with the information depends on the design of the filing system. 

The aspects of memory involved when using a filing system are 

crucial in that they dictate the strategy used to either stoFe 

or retrieve information, both in memory and the system. Most 

research into memory, to date, has been of a laboratory tyPe 

with contrived tasks not compatible with the 'real world' 

situation. Laboratory research on human memory tends to 

favour theories of memory which hinge on one important aspect; 

this is probably due to the 'unreal' and specific nature of 

the tasks used, and also to the controlling of all variables 

except the one being ,studied (see literature survey chapter 2). 

The results of many of these experiments are dictated directly 

by the experimental design; in other words, the subjects' 

behaviour is confined by what the experimenter is looking for 

and reflects the experimental design. This means that many 

results are valid only within the context of the experiment and 

should not be extrapolated to form general prin~iples defining 

memory in relation to practical contexts. In fact, it could 

be said that all theorie,s of memory are correct, but only 

within their experimental context. Perhaps memory is very 

flexible and adaptable and uses cues and storage strategy 

peculiar to specific situations. 
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There seems to have been a great reluctance to study 

memory in any applied situation which, admittedly, is a very 

difficult task due to the variety of possible situations 

and lack of control of independent variables. Consequently, 

within the applied context of this Ph.D research it is very 

difficult to relate work done in the past on memory to an 

every-day type of information handling situation. Thereare 

few established experimental techniques which can be wholly 

adapted to the applied situation with any degree of success. 

Probably the only··answer is field survey work, as has. been 

carried out, followed by experimentation upon simulated 'real' 

tasks in the laboratory. This approach does not limit research, 

as in the past, because it first identifies important memory 

aspects in the 'real' situation; the characteristics of these 

can then be examined in an experimental situation in the right 

kind of context. This approach may sacrifice the rigid control 

of previous laboratory research, but it does provide a good 

basis for highlighting important general features of an applied 

situation. The ways in which people conceptualise informa t.ion 

in the office filing .situation is of far more use to the 

future development ·of computerised information systems than 

is, for instance, how people memorise nonsense syllables. 

The two most important aspects of filing arising from the 

structured interview survey were the categorisation of 

information and the locating of the information within the 

system. These considerations, in turn, generate three 

fundamental questions in the relationship between memory anq 

the filing system. Firstly, is the organisation of the filing 

system dependent on perceived categorical relations developed 

from some pre-defined memory model (e.g. factual knowledge) 

similar to the network models of long-term memory (Anderson and 

Bower, 1973; Collins·and Quil1ian, 1969)? Secondly, do we 

organise our memory model as a reflection of the external 

organisation of the filing system? );0" finally, is it possible 

that the answer is a combination of these two? 
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An experimental design has been formulated to investigate the 

nature of spatial and categorical memory and the relationship 

between them. From this comparison inferences can also be 

made about the relationship between memory model and filing 

system organisation. A short review of some relevant lit

erature will help to set out the context of the experiment, 

before discussing its aims. 

4.2 Literature review 

Some models of memory favour a semantic organisation, such as 

Human Associative ~Iemory (HAM) fAnderson and Bower, 1973), and 

Teachable Language Comprehender (TLC) (Collins and Qui1lian, 

1969). These models, and memory model research in general, 

propose an associative network type gf storage in long-term 

memory; this, however, takes into account only non-episodic 

memory, or that knowledge which exists independently of time 

or place it was acquired. The storage of factual information 

is of this type. Usually, we not only store factual information 

in long-tefm memory but also.physically handle information in 

the spatial dimensions of our everyday environment. There are 

many proponents who take these episodic and spatial components 

of information handling into account (e.g. Tulving, 1970 and 

Neisser, 1976, respectively) and support temporal and visual 

representation in long-term memory. The question of whether 

we~have visual images in memory has been debated,in the past, 

but one only has to consider our abili~y !? remember faces and 

s<::enes to realise that important considerations must,.be given 

to this aspect of human memory. These capacities have been 

investigated experimentally, for example, in Shepard's (1967) 

demonstration of our ability to remember common objects. 

We Ban also usually remember, with varying degrees of accuracy, 

when we did something. 
! 

Nost research has been done either with items having 'semantic 

attributes, such as lists of words, etc., or with items with 

visual.characteristics, such as pictures. This immediately 

imposes a dual theory of memory approach, that there is a 
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semantically represented and a visually represented storage 

of items, as well as creating a rather false representation 

of items we handle in everyday life. Each day we handle all 

types of items whether it be books, letters or memos, or an 

electric food mixer; they are all handled in three dimensional 

space and information about that event is stored in memory. 

G.i\. ,.:iller (1968) argues that spatial loealization is a feature 

of cons'iderable importance in the organisation of an information 

user's memory, and has been largely overlooked in the automation 

of information systems. i'landler (1977) was interested in the 

incidental learning of locations of objects. He found, however, 

that people often consciously used spatial location as an aid 

to memory. Subsequently he designed an experiment where 

learning was truly incidental in that subjects did not expect 

to recall the objects and their locations. There was only a 

small loss in recall of objects and their locations. It was 

concluded that a great deal of location information is auto

matically coded in long term memory storage in the sense that 

active processing is not required. If this is the case, it 

suggests that there is a good deal of 'on-going' mental 

processing relatect.to·spatial ioeation'that people ordinarily 

do that is not utilized or exploited, especially in such 

situations as the storage of information in information 

storage and retrieval systems. 

Information about 'location' seems to be part of human _$ 

information processing even at the sensory level. There is 

evidence of distinct localisation mechanisms embedded in the 

auditory and visual systems (Deutsch and Roll, 1976). On a 

higher, more central cognitive level, we not only store a 

great deal of information about our spatial surround (cf, for 

example, Tolman, 1948), but can use vivid spatial mental 

images or organise memory for complex material as in 'The Method 

of Loci' a mnemonic procedure whereby one associates items to 

be learned with waystops on an imaginary journey through a 

familiar area (Neisser, 1976, Chap. 7). 
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information. On the recognition task, aeroplane recognition 

was more affected by the position infor~ation recall task than 

by the identity-information task, with the opposite result for 

word recognition. Sa1thouse concluded that the position-

recall and aeroplane-recognition tasks were mutually interfering 

because they both involved imaginal processing, whereas the 

identity-recall and word-recognition tasks were mutually inter

fering because they both involved verbal processing. This 

result is in accordance with Paivio's (1971) dual-coding model 

for verbal and imaginal processes;' both maintain the differential 

independence of these processes. 

Storage and retrieval from a personal filing system depends 

on a strategy based on a working memory model of the system. 

To understand the part the strategy plays in retrieving 

information from memory to lead to successful external storage 

or retrieval of information, it is useful to consider R.M. 

Shiffrin's (1970) model for recursive retrieval of information 

from memory (see discussion and figure 2.8, section 2.5 of the 

literature survey). This model can be used to illustrate the 

decision, based upon information in memory, of where to look 

for an item of inforQation, assuming that the relevant 

information category is equivalent to search-set. The two 

important bo>ses ar,~ the Executive Decision Maker (EOM) and the 

selection of a search-set. The EI»1 makes the decision on 

whether to search or not; if the search is made then the 

general area of memory, in long term or short term, is defined, 

. probably depending on the context set by the stimulus. The 

search strategy depends on how information is stored and by 

what type of cues; the search strategy will only be wholly 

successful if it follows the strategy of storage. Any strategy 

involves decisions to alter the search-set during the retrieval 

recursion in a pre-set and systematic manner. The executive 

decision maker also decides on the criteria for termination 

of search, whether successful or unsuccessful ... The processes 

involved in the executive decision maker should lead to the 

definition of the appropriate search set, unless the relevant 

criteria involved dictate otherwise, and logicallY progress to 

selection of it. 

.- , ,,~ 
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Selection of the search-set depends on certain factors. 

The task set for the subject defines the search-set in terms 

of general objectives of a retrieval situation; within these 

objectives the type of information required to formulate the 

appropriate response in relation to given stimulus information 

is further defined. The response may require factual infor~ation, 

infor~ation about when something was undertaken, or where 

something was put. If information previously recovered is 

similar to that required then this will provide clues as to 

the definition of the appropriate search-set depending on the 

amount of association between information previously obtained 

and that required. This latter factor is also important in 

modifying the stratp,gy, used to define the search-set; in 

other words, the more experienced someone is;, wi th a si tua tion 

the quicker the search-set will be defined with fewer decisions, 

thus speeding up access to required information. 

Although I do not necessarily agree that the draw and recovery 

stages are randomly based, the fact that search is recursive 

and is based on some strategy brings it in line with ~liller, 

Gallanter and Pribram's (1970) TOTE unit paradigm (see section 

2.4.2 of the literature survey). The TOTE unit (Test Operate 

Test Exit) is a recursive decision process, proposed as under

lying behaviour, based on a 'plan' which varies with experience. 

Plans for remembering are amongst those proposed in explaining 

be~aviour. 

Within the co~~ext of filing system storage and retrieval, 
'/ 

a useful theory to note is proposed by Ulric Neisser (1976, 
s- .-

Chap. 6). He talks of cognitive maps, or better ori!tnting 

schema, as a basis for a mempry model, ~d links this with 

imagery. Neisser goes further and says that images are not 

pictures in the head, but plans for obtaining information from 

pbtential environments. Imagery is obviously important; without 

iJ we would not be able to decide on the location of any desired 
; 
information in the 'real world', for example, in a filing system. 

"-
:In retrieving information from a filing system we would also have 

to have a knowledge of the informatiori'categories, the information 

,~ they contain, and the relationship between categories, so that we 

can_decide_which~is the_<\ppropriate category.~ 
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So we return to the question previously posed; is categorical 

memory a separate system from spatial memory and dependent 

upon different orienting schema; or are they both part of 

the same plan or orienting schema in memory, the purpose of 

which is to direct access to the appropriate information? 

This, in turn, raises the question of how much each contributes 

to the orienting schema, and at what stage in the decision 

process each is predominant. 

4.3 Experimental design 

4.3.1 Basic considerations 

If a stimulus provokes a situation where there is a need to 

retrieve information from a filing system, we must: 

i) have a memory for types of information and the relevant 

categories into which they fall (categorical memory), along 

with relations between the categories (this assumed that 

each category is fairly exclusive and that there is a 

logical relation with the information it contains). 

ii) have a memory of the location of relevant categories of 

information so that the information sought can be retrieved. 

These considerations in turn generate two questions, do we; 

a) first decide which type of or category of information is 
" 

relevant and_!h~ decide on its likely location? (The 

latter decision is not needed at present when using a 

computer system.) 

b) decide on category and location simultaneously because these 

associated cues are- stored together. (Important here is how 

closely associated the spatial and categorical relations are 

in the memory system, i.e. whether related categories are 

represented spatially together, or have implicit spatial 

cues combined with them. 

It is logical that decisions on the spatial aspects of 

information cannot be made until information has been defined 

categorically, or there would be no way of knowing which 

information was being considered. However, if spatial and 

--0>-
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categorical infornatior. were stored separately it would seem 

likely that the decisien precess invelved in retrieval weuld 

pregress as in (a). On the ether hand, if spatial and 

categorical information were stored in an intimately related 

fern it weuld seer:: likely that decisien precess (b) would be 

the mere apprepriate. n"mery ef spatial and categerical aspects, 

ef the infermatien in a filing system, prevides the basis fer 

the develepment ef an apprepriat~e cegnitive me del ef that system. 
: G' . @' , ' ij> 

It is by means ef this cognitive medel that we cenceptualise lohe 

in,{o~matien and it~'~ieiatienships, and can c6nsequeri:Hy develep ,! 

the strategies fer subseqqent sterage and later retrieval. 

These strategies will be mere efficient if either the two. 

types ef memery cues are independent er they cemplement each 

ether. I~ hewever, there is a cenflict between the two. types 

of memery cues and they are clesely related, the resulting 

sterage er retrieval strategy ceuld be expected to. be inefficient. 

Net enly is this censideratien impertant in the 'real werld' 

situatien, it is also. ef impertance to. the develepment ef 

cemputer infermation systems. The sterage and retrieval 

strategy, especially fer the nen-cemputer prefessienal er 

naive user, will presumably be less efficient if based en 

purely categerical access. The results ef the interview 

survey'(chapter 3) indicated the impertance ef spatial cues in 

sterage and retrieval ef infermatien in filing systems. If 

spatial cues were built into. a cemputer system, hewever, it 

weuld be important to. knew hew they interacted in a user's 

~egnitive mpdel. If the two types ef cues were clesely 

related and there was a cenflict in the system, then ne 

advantage weuld be gained. 

It sheuld be neted at this point, that I do net advecate that 

categorical and spatial cues are the enly ferm ef infermatien 

en ceding in memory, enly that these seem to. be the dominant 

ones. It is intended that this experiment should be flexible 

enough to. be sensitive to other forms ef coding used by the 

subjects. 
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4.3.2 Experi~ental aims 

The main aim of this experiment was to find out just how 

closely connected spatial and categorical cues are in memory, 

whether they belong to two separate syste~s or schemata or 

whether they are closely associated in the same schema. Also 

of i~portance was the predominance of each type of cue in a 

certain situation. This leads to the second aim of the 

experiment which was to find out whether the inherent 

categorical memory proposed in the literature imposes 

relationships on external information for the purpose of 

internal storage, or whether the arrangement of external 

information dictates relations in the memory schema which is 

then represented in the filing system. 

A useful comparison can be made between the results of this 

experiment and the results of the structured interviews (see 

Chapter 3). From this comparison much can be said about 

initial organisation of m~ory when involved with filing; as 

compared to the behaviour of people involved with filing in 

the 'real world' where they each have their own developed 

system and interact constantly with it. Each of the experi

mental aims are based on questions posed by the structured 

interview survey (see summary and conclusions of chapter 3). 

4.3.3 Experimental rationale 

One of the problems in investigating the mental processes 

behind the filing of information was to investigate the nature 

of the representation of information in memory. To do this, a 

technique had to be created whereby the information stored in 

memory, and the attributes by which it was coded, could be 

reflected. However, the desire was not to create a false 

situation by divorcing the experimental task from what happens 

in a 'real world' filing situation. Control had to be gained 

over certain aspects of any representative filing task, such 

as the nature and categorical relationships of the information 

dealt with, and the spatiality of the system. This control 

could not be accomplished using individuals' different filing 

systems as the information each individual deals with is 
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different fron that which another deals with. The spatial 

aspects of their environment also vary. Therefore, it was 

decided that a filing procedure r.:lust be simulated, to achieve 

the necessary amount of control over independent variables, 

and make the results obtained reliable. The categorical 

relationship of the information could be kept constant, and 

the effect of different spatial arrangements examined. In 

any filing system there is always categorization irrespective 

of spatiality. 

The basic task involved in the experimentation was the 

presentation, to the subjects, of a number of pieces of 

inforr.:lation similar to those used in an office filing 

situation. They were subsequently asked to file the 

information into various relevant categories. The type of 

information that was chosen had to be equally relevant to all 

subjects used, so that no bias from familiarity was incurred. 

The requirement was that certain pieces of information should 

be categorically related, in other words, they could be 

categorized together under a more general heading. It was 

valid for the categories to be decided already, because it 

'.leant that each subject had the same categorical relations 

available. However, it was important that the information 

belonging to the various categories could be flexibly inter

preted so that subjects were not totally constrained to 

experimenter-defined relations as in much of previous memory 

researcp. ~ 

It was necessary to build a simulation of a filing system 

into which the information could be filed, and that this should 

t~~e the form of an arrangement of labelled spatial locations. 

l!ere .. again, the requirement was for the labels to be pre-defined 

corresponding to the flexibly defined categorization of the 

infornation. The main reason for this was that it would be 

necessary to pre-arrange the categories spatially, a procedure 

that would have been impossible had the subjects generated 
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their own categories. :\1 so , it would have been highly 

unlikely fo:: each subject to generate sufficient numbers, 

a~d sioilar nunbers of categories in each case. The 

categorical relationships decided upon had to be in keeping 

with senantic relationships with which the subjects would 

already be familiar. It was necessary for the subjects 

already to have tile categorical relationships, prior to the 

experiment, so that the experimental aims could be met. The 

!:lain aim of the experiElent was to look at the relationship 

between categorical and spatial memory, not how subjects 

generated categories. It must be noted, however, that subjects 

retrieve desired material better when using descriptors they 

themselves have assigned to an item of information, rather 

than those applied by others (Broadbent, 1978). 

It was proposed that there be three experimental conditions; 

one in which there was a close relationship between categorical 

and spatial aspects of the filing task; and two in which there 

was no relationship, but a conflict, between the categorical 

and spatial aspects. In the close categorical-spatial relation 

condition, and in one conflict condition, it was proposed that 

categorical recall should be examined ~arst followed by spatial 

recall. The effect of the two conditions on the two types of 

recall, and the relationship between the two sets of cues, 

could then be ascertained. In the second conflicting 

categoricAl-spatial relation condition, it was proposed that 

only spatial recall be tested. A comparison of results would 

then show if prior categorical recall was having any effect on 

subsequent spatial recall. An important consideration however, 

was how do we elicit categorical and spatial memory recall in a 

form that could be analysed? CategQrical recall must reflect 

any categorisations of items in memory, whereas spatial recall 

must reflect spatial relations between items stored in memory. 

Ivork by \'I.A. Bousfield (i953) showed that semantically related 

items (words of the same or similar semantic category) are 

recalled in clusters, because items are stored coded by their 

semantic attributes and related items cue each others recall. 

This phenomenon is called the free-recall paradigm. If 
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catec;orical memory was predominent then the free recall lists 

in the first two experioental conditions should reflect cat

egorized storage of infornation in nemory.. However, where 

information has been physically handled and ?laced in a spatial 

location, there is an inherent spatiality, concerning the 

whereabouts of itens, which is incidentally learned by subjects 

(I.Iandler, 1977). If subjects store information in memory in 

conjunction with a mental image of the filing system, this 

will show up in the order of free recall as they mentally 

search through each location in turn for an information category. 

To demonstrate retrieval from spatial memory it was proposed 

that subjects are asked to fill in a schematic diagram of the 

spatial locations labelling each location with the appropriate 

category. To do this the subjects would have to generate a 

spatial model of the system from memory. 

The time between the experimental task and subsequent recall 

was crucial, the concern being with the type of coding of 

information undertaken in the subjects memory. Interaction 

wi t,h a filing system is usually based on a long term memory 

model of the information, although it is possible that short 

term memory interactions might·t~e,place. To assess the 

initial long term storage of the filed information, the period 

between the task and recall should be of sufficie?t length. 

It should not be so long, however, that extensive forgetting 

occurs. J'- person is' rarely out of contact with their office 
• .1.," " "d'~''''- . 

filing ·'SYstem for more than half an hour. It was also 

important that the subject was unaware of the recall that 

would be required. This would prevent rehearsal of the 

informatiam categories, and thus reflect the type of coding 

that naturally occurs. A break of half an hoUr" before recall 

was thought to be adequate to make sure that the results Were 

a reflection of initial long term memory storage. 

By analysing the results from the three experimental conditions 

it should be possible to gain an insight into the relationship 

between categorical and spatial memory. Ifa categorical memory 

plan is found to be predominant it seems more likely that 

--categories -are-filed ~ext ernalcly -in'a;-'manner-symp,atheticto--
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contenporary ser.-~a:l1tic nC:1ory structure t~1ecr.ries (ColI ins and 

~uillian, 19::)9; Ande:cson ai-Id :.ol'/cr, 1973) ~ If spatial ner:lory 

is found to be prcdo:-,li:1ant, it would seer.: logical that an 

internal n.emory nodel of a systerJ is built up, and organized, 

based on tl1e physical organization of external el.enents of the 

systen. If both spatial and categorical oemory are closely 

related tJ:en it seens likely that the proposed inherent 

semantic memory structure (network), and a memory image of 

the external systen, both contribute to an oyerall orienting 

schena of the system (this could be why filing systems are in 

general not extensively categorically organized-similar 

categories tending to be spatially clustered. See questions 

4iv) and 4 xiii) in the interview survey of filing systems). 

4.4 Experimental procedure 

4.4.1 Apparatus and location 

The main piece of apparatus used in the experiment was an array 

of 36 pigeon holes. They Were arranged in a 5 x 6 matrix, the 

dimensions of which can be seen in figure 4.2. Each pigeon-hole 

.ha<i a <ietachable blacle plastic clip., to which a black p1astic 

dymo-tape label could be affixed. This enabled any desired 

label to be placed on, or re-located from, any pigeon-hole in 

the array (see figure 4.1). 

There were 180 pieces of information available for filing into 

the appropriate labelled pigeon~holes. The information and its 

Characteristics are discussed in section 4.4.4. 

A stop-watch, fixed to a work study board, was used for timing 

experimental. periods. On the work study board, for each 

subject, were the recording sheets necessary for free recall, 

spatial recall, the recording of misfiles, problems, and 

experimenter comments for each subject, and final1y for recording 

the subjects comments on aspects of the experiment, (the latter 

two documents can be seen in appendix 4.1). 
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4.4.2 Pilot study 

The objective of the pilot study was to test the feasibility 

of the ex?erinental design and to see how it could be improved, 

both by elaboration of and elinination of certain aspects. 

1ni tially, three people were as!<ed to sort the one hundred and 

eighty i ter.1S of information into the appropriate randomised 

categories of the pigeon-hole array, each mistake they made 

was corrected. During these tr:ials the experimenter could 

obtain a feel for the experiment and also see how the subjects 

coped with the task. l'Ii th the first subject, it was obvious 

that an initial training period would be necessary to 

familiarise subsequent subjects with the available categories 

before each experimental run. Using the other two subjects two 

training runs were found to be adequate; each run consisted of 

a different random list of categories being read out and the 

subject touching the appropriate pigeon-hole. After each 

experimental run the subjects were asked to remember as many 

of the cat ego;-i e" as they could. by free recall .and spatial . 

recall. 

As a result of these three trial runs, it was evident that 

certain considerations were necessary in the pilot study, 

these were as follows:-

1) Did the information provide four clear experimenter defined 

major categories and a more vague one? 

2) What kind of problems did the subjects encounter and were 

there any important general features of their experimental 

behaviour? 
) 

3) Were there too few or too many categoriesf.or the achievement 

of the experimental aims? 

4) Were the results obtained in a form conducive to the 

proposed analysis techniques? 

5) \fuat were the important subject strategies and considerations 

in the experiment? 

Nine people (university technicians and students) took part 

in the pilot study. They had to file information into the 

~~~~~~~~~~~p:i:geon~hol"e~array,and~then~after~haJ:f~an-hour~had=to-free 

recall and spatially recall the job categories according to the r 
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exper:'.mental conditions to which they were assigned; three 

subjects were assigned to each condition. On completion the 

subjects were questionned on their strategies, problems, 

interaction with the information and any other points that 

they considered relevant. 

1'\'10 problems were discovered in relation to the information 

used, although on the whole it seemed to provide clear major 

categories along with one which was not so clear. The iteras 

of inforraation for 'buying', in the 'industrial' major category, 

were being more strongly associated with the 'commerce' major 

category. To overcome this the key w~d in each was changed 

from 'purchasing' to 'industrial purchasing' so that the 

industrial context was stressed. It was also found that the 

information category of university 'technicians', in the 

'academic' major category, was being associated with an 

industrial-type cont~~t.· This category was scrapped and replaced 

with a category of 'part-time education'. 

During the pilot study many mis-files were made and had to be 

corrected. It was·decided that it would be useful to record 

these to gain an insight into the kind of mis-interpretations 

that could occur. Also a provision for experimenter comments 

was thought useful. 

\>Jhen the subjects were asked to recall, it was found that they 

could not ea~'ily~ remember all the categories and often forgot 

a few. They were remembering enough, however, to make, analysis 

worthwhile. !,!easurement of categorical recall by cO!ffiting 

cluster pairs from the same major category and dividing by the 

number of pairs was found to be adequate. However, the 

measurement of spatial recall, that is, counting the number 

of squares by which each recalled category was discrepant and 

adding them up was found to be inadequate. This measure of 

total error was very crude and did not take into account the 

different numbers of categories recalled by different subjects. 

A more specific measure was that of percentage n~ught (%0); 
each time a recalled job category oorresponded with its 

position in the pigeon-hole array a nought was scored. If 
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the total number of noughts was expressed as a percentage 

of the total number of job categories recalled, it was found 

to ?rovide a gOOG measure of the accuracy of spatial recall. 

These r.leasures of categorical and spatial recall could then 

r>rovide the basis for t-test and analysis of variance techniques. 

After talldng to all the subjects, on completion of each of 

their experimental runs, four main areas for subjective 

comment were identified. These were:-

a) vJhether they were aware of the major categories o'f information. 

b) The strategy adopted for reading each information item. 

c) The strategy employed for free recall. 

d) The strategy employed for spatiaF recall. 

It was realised that much useful information could be gained 
~ 

from question~ing subjects concerning these areas. 

The appropriate changes, based on the pilot study, were made to 

the experimental procedure. The finalised aspects contributing 

to the experimental design, and the experimental method, are 

detailed in the following sections. 

4.4.3 Subjects 

In the past much experimental work has been undertaken using 

students as subjects, because in most academic establishments 

they are the most numerous and easiiy accessed population. The 

context of this research, however, precludes the use of students; 

the results should be representative of a wide range of filing 

system users. The subjects used were representative of three 

basic groups, non-computer professionals, computer professionals, 

and secretaries. The non-computer professionals were made up of 

university administrative assistants, they dealt with a great 

deal of information but were not involved with computers. The 

computer professionals comprised the staff of the university 

computer centre who were responsible for the day-to-day running 

of the computers. The secretaries were drawn from departments 

around the university. 
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In using three distinct groups of subjects it could have been 

possible for subject bias to Qanifest itself when comparing the 

three conditions. For this reason, it was necessary to balance 

the allocation of subjects across the conditions. Nine subjects 

were allotted to each condition; three non-coillputer professionals, 

three computer professionals and three secretaries. 

4.4.4 Information used in the experiment 

It was necessary to use information in the experiment which was 

categorically related in some wa~._ ,Research in the literature, 
.... \. . 

concerning categorical clustering in free recall, used very 

distinct categories of words, for example, types of fish or 

types of birds. In an office situation, however, although some 

major categories are clear cut, some may be more vaguely defined 

by the components which make them up. The major categories used 

in the experiment concerned job opportunities and were pUblic 

service, industrial, academic, commerce, and a vague, 

miscellaneous one relating leisure and non-government public 

services. These major categories were sub-divided as follows:-

Armed forces -r _ 

Local authority 

Civil service 

Public transport 

~Iedical 

Social work 

Management services 

Engineering 

Industrial administration 

Manag~ent training 

Buying 

Quality control 

Accolintancy 

Stockbroking and investment analysis 

Insurance 

Banking 

Retailing 

Advertis:i:ng 

PUBLIC SERVICES 

INDUSTRY 

CQMl\IERCE 



7-'lSc courses - Social sciences 

Teacher training 

;.~ courses - arts 

PhD research 

;,\iSc courses - Physical sciences 

Part-time education 

En~r¥~~enta1 control and design 

Tourism 

Hotel management and catering 

Journalism 

Legal woi<k 

Entertainment 
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:\CADEi 1 rc 

;'USCELLAl'/EOUS 

Each job category was represented by a descriptor, or key word 

(e. g. Banking). J.1uch memory research has beeq done using key 

words, but little effort has been made to provide a 'task context' 

'within which'thekey words could be efficiently relatea. Lack'of 

appropriate context is perhaps why it is so difficult to relate 

previous work with what actually occurs in a 'real world' 

applied research situation. To overcome this problem, rather 

than have subjects associate a 'sterile' key word with the 

appropriate pigeon-hole, the task involved placing item~ of 

information which had to be read and interpreted into the 

correct pigeon-hole. This was much more representative of an 

office filing situation. Each of the thirty job categories 

had six items of information associated with it, each concerning 

an opportunity for a graduate in that particular job. Each item 

of information consisted of a heading (a company or type of work), 

text (frequently containing a key word), and an address to write 

to at the bottom. For a detailed description of the information 

see appendix 4.2. r 
! 

In sorting the information into the various job categories, it I . ., , 
was hoped that the subjects would develop a categorical model i~ 
as well as a spatial one. The available categories were designed 

to im~ose a measurable anount of categorization upon the subjects,~ 

whilst remaining flexible enough to allow some freedom in the f 
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subjects' interpretation. This flexibility, along with the 

inclusion of a vague I:1ajor category, attempted to make the 

sir.mlated office filing task used in the e''Perinent ",ore 

realistic. So~e infor~ation categories encountered in filing 

systens aEe distinctly fuzzy, consequently the filed 

inforr:lation c~'not be as strongly associated as in the case of 

a clearly defined category. 

4.4.5 Independent variables 

The independent variable for the three conditions of the 

experiment was the variation in arrangement of the categorical 

labels on the spatial array of pigeon holes. There were thirty 

labelled pigeon holes arranged in a 5 x 6 array each with a 

removable job category label. The job category labels each 

corresponded to the appropriate 6 items of the information to 

be filed. The arrangement of labels in condition 1 was 

different from the arrangement in conditions 2 and 3. 

In condition 1 each major category of labels was randomly 

assigned to each of the five col~mns used in the pigeon-hole 

array. The six lab~ls of each major category were then 

randomly assigned to the pigeon-holes in the appropriate column. 

Consequently, the spatial arrangement and the categorical 

relationships between the job categories corresponded. 

In conditions 2 and 3 the thirty job category labels were 

randomly assigned to each of the thirty pigeon-hol~s in the 

array. Consequently. the spatial arrangement was in conflict 

with the inherent categorical relations between the job 

categories. 

Random assignation in condition one was accomplished using 

random number tables. In conditions 2 and 3 the distribution 

of the labels was accomplished by the computer generation of 

nine random assortments of the numbers 1 to 30, each number 

corresponding to a particular label (see appendix 4.3 for the 

program and the nine random lists). 
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One list of the nine was chosen at random for each subject 

who undertook conditions 2 and 3 by using random number tables. 

The resultant arrangement of labels in the 5 x 6 array of 

pigeon-holes in conditions 1, 2 and 3, was termed the 

• experimental order'. It was important that the experimental 

order be different in each case, so that there was no chance of 

order effects biassing the results • 

4.4.6 Pre-experimental procedure 

The 180 items of information were randomised to prevent any 

order effects, namely the consistent associations between 

particular items of information by each subject. Each subject 

was randomly assigned to an experimental order and the numbers 

of two random job category lists different from the exPerimental 

order to be used in the training periods. The job category 

labels were then arranged in the chosen experimental order on 

the pigeon-hole array; this was then copied onto a schematic 

diagram of the pigeon-holes. The documents necessary fur 

experimentation 'on each subject, -naiiHH)( those for free ana 
spatial recall, and those for recording experimenter and subject 

comments, were attached to the work study board. The stop-watch, 

which was also attached to the board, was wound and reset. 

4.4.7 Experimental method 

Prior to the main experiment each .subject undertook two training 

periods. They were required to sit in front of the covered 

pigeon-hole array, the experimenter sat to the right and slightly 

behind. They were then read the training instructions 

appropriate to the experimental condition that they were under

taking (see appendix 4.4 for subject instructions). \'ihen the 

experimenter'was satisfied that the instructions had been 

understood the training procedure went ahead. The cover was 

taken off the pigeon-hole array and the stop-watch was started. 

The subject was instructed to look at the pigeon-holes and 

they were then read the first of the random training lists 

prescribed by the experimental plan. As each job category 

was read the subject touched the appropriate labelled pigean-~ole. 
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Upon completion 0= t:,e first list the stop-watch was stopped 

and the subject was instructed to look away from the experinental 

rig. The tirr:e taken by tlle subject to touch all the pigeon-holes 

was reco:.:ded. This procedure was then repeated for the second 

randotl training list order from the e::.,:perinental plan. The 

pigeon-holes Were then covered up and the subject was read the 

instructions necessary to undertake the main experiment. The 

180 i.2~s of information on student job opportunities were 

placed up-side down on ·the small table attached to the chair 

in front of the subject. \'Jhen the experimenter was satisfied 

that the subject understood the procedure, the main experiment 

was initiated. 

The cover was taken off the pigeon-hole array and the stop-watch 

was started. The subjects were aware of being timed; this was 

to provide motivation to work fairly quickly. The subject 

turned over the first piece of information, read it, and decided 

which was the most appropriate job category. The piece of 

information was then.placed in the corresponding ihabelled 

pigeon-hole. If the subject filed the information in a wrong 

pigeon-hole the experimenter said 'no', the subject then had 

to place it in another appropriate pigeon-hole. Each misfile 

was noted. This procedure continued until the information item 

was correctly filed, whereupon the experimenter would remain 

silent. Each of the 180 information items were filed in this 

way. On completion the stop-watch was' stopped, the pigeon-holes 

Were covered up, and the time taken noted. The stop-watch was 

then re-set and started to time the half hour break in the 

experiment. During the experiment, communication between 

experimenter and subject was kept to a minimum in order not to 

provide any extra cues for recalling the information being 

dealt with at that time. 

During the half hour break most subjects accompanied the 

experimenter to a coffee lounge for a drink. Any discussion 

of the experiment was discouraged and conversation was always 

steered towards subjects entirely unconnected with previous 

proceedings. A.few subjects went. back. to._their office to~continuec 

with their work. The rest break and lack. of knowledge of what 
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• 
was to cone were both precautionary neasures to prevent 

rehearsal of the job categories. Consequently, recall would 

elicit the sort of uncontrived organisation present in the 

office infor~ation interaction situation. 

Towards the end of the half hour the subjects were taken back 

and situated, as before, in front of the experimental rig • 

• i,J,r~C"'~oon completion of the half hour the stop-:'1a"t'ch:';~a;; stopped 

and reset, each subject was then read the instructions for the 

next stage (see appendix 4.4). For conditionsl:and 2 the first 

of these instructions were for the free recall situation, in 

condition 3, however, they were for spatial recall. The subjects 

were allowed approximately ten minutes for each recall. After 

this, subjects undertaking conditions 1 and 2 were read the 

instructions for spatial recall, and then allowed approximately 

ten minutes to accomplish this. In the free recall situation 

each subject had to write down all the job categories remembered 

in any order, drawing a line between periods of continuous recall. 

In the spatial recall situation the subjects had to write the 

appropriate job category in the correct position on a schematic 

diagram of the pigeon-hole array. 

The experiment was concluded by asking the subjects questions 

about certain aspects of the experiment, for instance, their 

strategy of recall in each of the conditions. For more detail 

on the collection of results during the experiment, see the 

results collection, section 4.4.9. 

4.4.8 Dependent variable 

The major dependent variables concerned in this experiment were:-

a) The number of job categories recalled in each condition; this 

reflected the efficiency of recall. 

b) A measure of the categorical dependence of free recall in 

conditions I and 2. 

c) A measure of spatial dependence of free and spatial recall 

in conditions 1, 2 and;3. 



Other dependent variables of interest were:-

d) The tine taken to cOID?lete the training periods and the 

nain experiment. 

e) Subjective comr'Jents concerning the strategies of recall 

employed in the experinent and observations about the 

information used. 
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A detailed account -o'f- the quantification of the depende,,:t 

variables follows in the next section concerned with results 

collection. 

4.4.9 Results collection 

The results of the three major dependent variables were 

obtained from free and spatial recall undertaken by the subject. 

4.4.9.1 Number of categories recalled 

The categories written down during free and spatial recall were 

checked against their respective master list and schematic 

diagram respectively,' in order to eliminate duplications and 

discover the categories missing. The number of categories 

recalled were then simply counted. 

4.4.9.2 ~Ieasurement of categorical recall 

J ( 

The method of results collection, to reflect categorical recall, 

can be followed in conjunction with documents A and C in 

appendix 4.5. Document C shows the actual pigeon-hole 

arrangement for subject 8 undertaking condition 2. Document A 

shows the subsequent free-recall of job categories as prescribed 

by the subject instructions. 

The first step in analysis was to ascertain the number of 

recalled category pairs. Only the pairs within each period of 

continuous recall were counted; the }jsJociation of the category 

immediately before a drawn line and the category immediately 

after was not a pair. Each job category pair was now examined 

,in turn. If each member of the pair were of the same major 
! 
I 

I 
category the pair were counted as a categorical association. L' 

~~~~Categori'cal associations~are'denbted'-by-the numbers on -the-reft~1 

of thp TPr.AlIPrl list on document A in appendix 4.5. The t 
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proportion of categorical associations cOI-:1pazoed with the total 

nur,lber ox pai~ S l'.ras then e:':prcssed as a perce.'1tage, in thi s 

case 57.9Sj .. 

It sllould bc noted that this technique has two wcalmesses. 

Firstly, it is ~ot sensitive to the association of a recalled 

category with arlOthcr category Clore tha.\-., one space removed in 

the recalled list. I\ny of the categories previously recalled, 

\'Then scann0d, n~9ht have cued the recall of a related category .. 

Secondly, the scoring of the associations only takes into 

account experiroenter defined categorical associations. nany 

other associations are possible, for example, two words beginning 

with S, both words being short, or some alternative major 

category imposition (e.g. Tourism, and Public Transport might 

be associated together under travel, although from different 

experimental major categories). The first weakness cannot be 

compensated for. The proportion of the second however, can be 

estimated from a critical review of each free recall list and 

the noting of other possible associations. Even without 

compensation for other associations the measure of categorical 

recall employed provided a reliable index of whether categor

isation was occurring~ 

4.4.9.3 Measurement of spatial recall 

If~the informati~~ categories were stored-in memoFY by means 

of a spatial model, then it was possible for this to be 
- # ... 

reflected in both the free recall list -and the filling in of 
--' 

the schematic diagram. Therefore some measurement of spatial 

recall was needed for both contingencies. 

For the free-recall list the n~ber of pairs in each block of 

recalled categories were counted as previously in 4.4.9.2. 
I 
Each of the pairs was then examined in turn and each of the 

;pairs located on the master diagram of that particular 

experimental order (see document C of appendix 4.5). If the two 

categories concerned were adjacent to each other in any 

direction, including diagonally, then this was counted as a 

spatial cluster. The spatial clusters are noted on the right 

hand~side of .. the free-recall .. list. The .. logic behind this~ .. 
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techniql!e \'Jas that if SQ;J.cone 'was scanning a spatial nemory 

image to. effect recall, then adjacent categaries would be 

associated together on 'che free recall list. On document A 

of appendix 4.5 the amount af spatial clustering can be seen 

to be 26.3,0' 

The weakness of this technique is that it is quite possible 

far certain categaries to stand out visually in one's mind, 

and others not to be visualised at all. The result in this 

case might show no spatial clustering even though the recall 

was via a mental image. Hawever, if this effect was marked it 

would be reflected in the placing of categories in the schematic 

diagram of the pigeon-holes. If the free recall list shawed 

marked categarical groupings and insignificant spatial groupings, 

and the schematic diagram showed a similar number af categories 

recalled and carrectly placed, we could conclude that 

categorical cues and relationships are dominant in free recall; 

this would be in spite'of accurate spatial cues being available. 

Spatial cues used in spatial recall would have to be at least as 

strong as the categorical associations for accurate placement of 

job categaries to take place in conditians 2 and 3. 

Analysis af the accuracy 

camparing the diagram of 

of spatial recall was undertaken by 

the pigeon-hales campleted by each 
! 

subject with the master diagram af the relevant experimental 

arder. In appendix 4.5, dacument B is the recall af spatial 

positians by subject 8 in canditian 2, document C is the corres

panding master diagram af the actual experimental arder. The 

categary written in each location of the diagram by the subject 

was campared with its position an the master diagram. If the 

two. positians corresponded a naught was scored. If the two 

pasitions were in the same row ar calumn it was simply a matter 

af counting the number af squares between them, either 

horizantally ar vertically. If the two positions were in a 

different row and calunn the number of squares between were 

abtained by either caunting down and acrass, or acrass and 

down (see figure 4.3). 
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Figure 4.3: Deternination of total error 

The number of squares difference, for each of the comparisons, , 
were added for each subjects spatial recall. This score, the 

total error score, was a rough reflection of the accuracy of 

spatial recall. However, it did-not ref1ect- whether the total 

error was due to many categories being recalled in positions 

only slightly discrepant from the master experimental order, 

or whether just a few categories were recalled a long way out 

of position. For this reason total error was converted to 

average total error by dividing b~: the nunber of job categories 

recalled. /.lso the number of noughts scored, denoting correct 

plac~ents of job categories, were added and expressed as a 

percentage of the total number of categories recalled. The- '700' 

score was independ2nt of~Athe number of categories recalled and 

thus showed the accuracy of placement --to a greater degree than 

the total error score. 

The score profile can be seen at the bottom of document B, 

appendix 4.5, the corresponding total was 8 and the % noughts 

was 75.86;';. A high" noughts and a high total error would mean

that a few recalled categories were a long way out compared 

with the experimental order, and vice versa. 
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4.4.9.4 Tit,le? taken to co~nlete stapes or t::!e e:·:periner.t 

Each of' ti1e trair.ing r>eriods, and t~H~ cain e:cperiraental period, 

<were tir.led by r.leans of a sto~')-'t·latch. The results were recorded 

on the e:.:pcricente!:' problcTils and comments document. 

~.4.9.5 Subjective comnents and experinenter observations 

At the end of each experiment, after the subjects had conp1eted 

their recall, questions were asked concerning certain aspects 

of the e."!'·erimen-t. These, plus observations made by" the 

experimenter during the experiment, will be dealt with 

separately in section 4.6. 

4.5 Experimental Analysis 

4.5.1 Comparison with chance 

The main aim of the experiment was to discover the effects of 

the three experinental conditions on the free and spatial recall 

of thirty job categori~s. A conclusion could then be reached 

concerning the'nature and relationship between categorical and 

spatial memory. The measures of categorical and spatial memory, 

however, both assume that there was significant categorical and 

spatial organisation taking place as a result of internal memory 
"' " 

processes. Therefore, before the effects of the experimental 

conditions can be assessed, some method of determining that 
, -

significant categorical and spatial organisation is taking place 

, must be applied. 

If no internal organisation of information was taking place, 

and there was no formal strategy of retrieval, we could assume 

that information was being retrieved according to the l'aws of 

random chance (it is not advocated that this happens in 

practice). Therefore the measures of categorical and spatial 

recall in the experiment could be compared wit~ the values of 

those same measures occurring by random chance, thus ascertaining 

whether any significant categorical or spatial organisation was 

apparent. There were three measures of random chance needed 

to test the significance of the experimental results; firstly, 

the-cnance 'o~ctir-rence -of' categorical" clusterS' in~free recalcl ;~ .. 

secondly, the chance occurrence of spatial clusters in free t 
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recall; t:lirdly, the chance occurrence of placing the correct 

category in the correct pigeon-:l0le in the spatial recall 

diagra.s. 

A measure of the chance occurrence of categorical clustering 

in free recall was obtained by scoring thirty six different 

random lists generated by the computer progran in appendix 4.3. 

Eowever, the neasures of clustering in the experiment were 

based on differing numbers of recalled pairs of job categories. 

Therefore, the chance scores had to be calculated for the 

corresponding pair numbers on the random list. This was 

achieved in a systematic manner by cOUllting down froo the top 

of each list for the required number of pairs (and then obtaining 

a score for the number of spatial clusters obtained within those 

pairs counted. The result was that each value of categorical 

clustering in the experioent had a =rresponding value, for 

chance occurrence based on the appropriate numberof pairs. 

A table of results for chance scores could then be constructed 

(see results and'analysis, section 4.5.3). 

The chance values for spatial clusters in free recall were 

obtained by the comparison of the n~ne random lists of job 

categories (see appendix 4.3), with these same lists converted 

into schematic diagrams of the pigeon-holes. Thirty six 

different comparisons of lists and diagrams were p~~~ible. 

Again, the appropriate numbers of pairs of~job categories, 

corresponding to'numbers recalled in the experiment were used. 
. ' -_., -

The scoring of chance comparisons followed the same procedur,e, 
, . J : 

as that for spatial clustering in free recall in section 4.4.9.3 

(see section 4.5.3 for chance/results for ~patial clustering in 

free recall). 

f 
The'chance values for spatial recall of the job categories Vlere 

acl;iiev'ed by the comparison of each of the, nine random experi

me~tal order diagrans with the others. Thirty six different 
I 
I • 

c.omparl.sons could be made, and each was scored accardiIlg ta 
"< 

1he pracedure far the experimental spatial recalls ,(see sectian 

4.4.9.3). The percentage noughts, and the error tatals, hawever, 
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~1ad to be calculated cor:ccs:G'onding to tlH? nurr:ber of job 

categories recalled in t118 r;:ain e:~~"')e:::,i;.:ent.. f':-..acI1 cor::!lJarison 

~Jetween randO:.l e:.::pe:::"i:;1(~ntal order diagrams resulted in a row 

0: thirty scores of nought upwards, depending on how far out 

of ,?osition the corresponding job categories were. Therefore, 

to achieve the ra....,dorll score for the different nuc.oers recalled 

in the e:::perinent, ea ell ra:ldor:! conparison was evaluated £ror.l t~1e 

left until the score was based on the appropriate nUlilber of 

..ft, (r~calls. The results for t:le a.":lOl!I.!:!;,;'{?f.:",cl1ance~J;~~, ':' 

correspondence can be seen in section 4.5.3. 

4.5.2 Statistics 

4.5.2.1 Tests for homogeneity of data 

To test for homogeneity of data, and thus ascertain the 

validity of using parametric statistics, the F-distribution 

was used. The procedure for comparison of two samples is 

documented on pages 198-200 of Runyon and Haber (1973). The 

procedure for three samples is documented on pages 124-125 of 

.. f.!eddis '( 1977) .- - , 

4.5.2.2 principle parametric tests for analysis of experimental data 

A student's t-test for independent samples was used for 

comparison of two samples, as prescribed on pages 19,4-198 of 

Runyon and Haber .(..197.3). An analysis of variance was used for 

the comparison of three samples, se~ pages 215-225 of Runyon 

and Haber (1973). The method used for comparing sample _' 

parameters with a population mean can be seen on page 180 of , 
Runyon. and Haber (1973). The latter was used for comparison 

wi th ch,ance. 

The measure of correlation between aver,!-g~ 'er.ror''',total 'and %Q 
- -- .' - :~. ,;~:; -:.' - :~....- .~:;- ,,':-~''; '" 

scdres~ - bOt,~ :measuies of spatial 're<?al1;;,wa;-s';'~ri::~~~:~ou(j1sing 
a Commodore":S~61 calculator. The pro~edur~<:~a-;;~-&d~~t'e~':i.n ... -.~.-,- ... ~ ........... --"' .. , ... ,'--'-~- ... -, 

the handbook',' 



4.5.3 Results and analysis 

4.5.3.1 Number of categories recalled 

Results can be seen in Table 4.2. 

Cl C2 C3 

CAT 5PAT CAT 5PAT CAT 

51· 29 e 28 28 26 ~ . 
52 28 26 24 23 
~ .,:,. . .,.1 .~ !~~,! • 

53· 30 30 29 25 

54 24 23 25 23 

55 26 27 28 28 

56 28 28 27 28 

57 29 29 29 27 

58 29 29 29 28 

59 30 29 29 28 

;; 28.1 27.7 27.6 26.2 

" 
253 249 248 236 

1 7143 6925 6862 6224 x 

Table 4.1 
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5PAT 

21 

28 

27 .. ~~ ...... 

29 

27 

25 

29 

28 

24 

26.4 

238 

6350 

A t-test for two independent samples was applied to the numbers 

of categories remembered during free recall in conditions 1 and 

2. 

Ho: There was no difference in the number of categories recalled 

between conditions 1 and 2. 

Test for homogeneity of variance: df = 8/8 

F = 1.09 

Therefore there was no significance between variances (J> 0.05) 
i 

t = 0.613. df = 16. 

Therefore there was no significant difference between the number 

of categories remembered by free recall in conditions 1 and 

2 (p)0.05). 

An analysis of variance for three independent samples was applied 

to the numbers of categories remembered during spatial recall in 

conditions 1, 2 and 3. 

.! 



Ho: There was no significant difference in the nUQber of 

categories recalled between conditions 1, 2 and 3. 

Test for homogeneity of variance: Ave, df = 8. 

F = 1.58. 

Therefore there was no significant difference between 

variances (p > 0.05). 

ANOVA: F = 0.94, df = 2/24. 
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Therefore there was no significant difference between the 

nUQber of categories remembered by spatial recall in conditions 

1, 2 and 3 (p) 0.05) • 

A t-test for two indeoendent samples was applied" to the 

comparison of nUQbers free and spatially recalleq within 

conditions 1 and 2. 

Condition 1: t = 0.46, df z 16. 

Condition 2: t = 1.42, df = 16. 

Therefore "there was no significant-difference between the 

number of categories elicited by free recall oompared with 

spatial recall in each of conditions 1 and 2 (p) 0.05). 

4.5.3.2 Measurement of categorical recall 

Table 4.2 shows the experimental results for measures of 

categorical recall, and Table 4.3 shows the corre5p9nding 

resul ts that we would expect if recall was based on random 

chance. 

To ascertain whether the amount of categorical 'l!lustering was 

significantly greater than that occurring by chance, a 

oomparison was made between the average amounts of clustering 

in Table 4.2 with that due to random chance in Table 4.3. The 

average value due to chance, in each condition, was regarded 

as a representative population mean; 

between chance and experimental mean 

The comparison was made 

in each condition by the 

use of the t-statistic for comparing a sample with population 

parameters. Although the variance of resuit's)~ conditions 2 

and 3 of Table 4.3 is very small compared with Table 4.2, it 
-~-- ---=-'-- "'-~ - ~- --- ---~--_~- ~-- -=.o=----,,-,-__ ==_"""'~ __ ~~ -=='- __ ~= 

shou~d be remembered that these values are the representative 
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mean values of thirty-six separate comparisons. The results 

upon which these values were based, for appropriate pair 

numbers, were roughly normally distributed. The results in 

conditions 1 and 2 of Table 4.2 are from the experiment and 

not averages, thus the variance is much higher. The mean 

values of the results in conditions 1 and 2 of the experiment, 

in Table 4.2, correspond 'to the means of mean values for 

appropriate recalled pair numbers in Table 4.3. 

Cl C2 

51 73.9% 42.9% 

52 56.5% 31.6% 

53 34.6% 1 26.3% 

54 60.0% 

I 
47.4% 

55 45.5% 61.1% 

56 52.6% 66.7% 

57 100.0% 52.2% 

sa 73.1% 57.9% 

59 57.7% 41.7% 
... . -
X 61.5% 47.5% 

~X 553.9 427.8 

X
a 36960.52 21775.66 

Table 4.2 

Cl C2 

• 51 ~ ~ 15.70% 13.76% 

52 15.70% 13.74% 

53 15.60% 13.74% 

54 13.70% 13.74% 

55 13.63% 13.73% 
, 

56 13.74% 13.73% 

57 15.70% 15.70% 

sa 15.60% 13.74% 

59 15.60% 15.51% 

X 14.997% 14.154% 

X 134.97 127.39 

1<~. 2031.81 . --
1808,56. - . --,- ---

Table 4-3 

, 
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Clustering in condition 1 compared with chance: 

t = 7.36, df = 16. 

Clustering in condition 2 compared with chance: 

t = 7.45, df = 16. 

Therefore the amount of categorical clustering is very 

significantly greater than that occurring by random chance 

in both conditions 1 and 2 (p ( 0.05) • 

A comparison between conditions 1 and 2 in the experiment was 

made using a student's t-test for independent samples. 

Test for homogeneity of variance: df = 8/8. 

F = 1.99 

Therefore there was no significant difference between variances 

(p) 0.05). 

Ho: there was no significant difference in the amount of 

categorica! cJ_ustering_.f'1r free recall in cond;iti,?nsl and 2 

t = 1.81, df = 16. 

Therefore there was no significant difference between conditions 

1 and 2 in the amount of categorical clustering which occurred 

(p>0.05). 

4.5.3.3 Measures of spatial recall 

Table 4.4 shows the amount of spatial clustering occurring 

during free recall in the experiment. Table 4.5 sh~~ the 

corresponding random chance values. 

, 
A comparison·of-spatial clustering in free res:all with that 

occurring by chance was undertaken intn~~~ame manner as 

previously documented with the categorical clustering scores. 
'. :; .. .. " -~~ .. 

Clustering in condition 1 compared with,chance: 

t = 2.04;'-df = 16. 

Clustering .~n condition 2 

t = 0.3r,--df = 16. 

'-.. ,{ 

• 



Cl C2 

51 39.1% 14.3% 

52 34.8% 21.1% 

53 23.1% 36.8% 

54 6.7% 0.0% 

55 22.7% 33.3% 

56 21.1% 26.9% 

57 39.1% 17.4% 

58 38.5% 26.3% 

59 34.5% 25.0% 

-X 28.9% 22.3% 

X 259.7 201.1 

X' 8487.07 5455.89 

Table 4.4 

Cl C2 

51 21.14% ·21.16% 

52 21.14% 20.76% 

53 21.15% 20.76% 

54 22.59% 20.76% 

55 21.21% 20.83% 

56 20.76% 20.83% 

57 21.14% 21.14% 
~".'r-.J . "" 21.15% 20.76% .S8~,- , 
59 21.15% 21.41% 

X 21.27% 20.93% 

X 191;43 188.41 

~X' 4073.82 3944.72 

Table 4.5 

There£ore there is no signi£icant di££erence between the 

amount o£ spatial clustering that occurred in £ree recall 

and that occurring by chance (pr) 0.05). 

180 
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A comparison between conditions 1 and 2 in the experiment 

was made using a student's t-test for independent samples. 

Ho: There was no significant difference in spatial clustering 

between free recall in conditions 1 and 2. 

Test for homogeneity o~ variance: df = 8/8. 

F = 1.032 

Therefore there was no significant difference between variances 

(p> 0.05). 

t = 1.25, df = 16. 

Therefore there was no significant difference between conditions 

1 and 2 in the amount of spatial clustering which took place. 

Table 4.6 shows the error totals and %0, scores for spatial 

recall in conditions 1, 2 and 3 in the experiment. Table 4.7 

shows the corresponding values due to chance. No measures of 

spatial clustering are recorded for spatial reeallj this is 

because the spatial recall template precludes this type of 

scoring. 
Table +.~ 

Cl C2 C3 

" AVE. AVE. AVE. 
TOTAL TOTAL TOTAL 
ERROR %0 ERROR %0 ERROR %0 

51 0.11 89.3 0.54 69.2 0.24 76.2 

52 0.27 84.6 0.87 56.5 0.61 78.6 

53 0.07 93.3 0.20 84.0 0.37 44.1 

54 0.65 59.1 0.04 95.7 0.00 100.0 

55 0.82 73.1 0.18 82.1 0.33 70.4 

56 0.19 82.1 0.29 75.0 0.44 72.0 

57 0.35 75.9 0.59 66.7 1.17 51.7 

58 0.28 75.9 0.93 64.3 0.71 57.1 
, 

59 0.28 72.4 0.29 82.1 0.96 41.7 

X 0.34 78.41 0.43 75.07 0.54 65.76 

X_ -=-- - 3.12 _ 7Q.S..7 3·93 -- 675.6 .3 • .83 ---' --=~ 

.591.8 ____ 

X' 1.50 56176.75 2.50 51884.54 3.66 41741.56 
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Cl .' C2 C3 

AVE. AVE. AVE. 
TOTAL TOTAL TOTAL 
ERROR 9'00 ERROR %0 ERROR roO 

51 3.45 4.35 3.46 4.17 3.33 3.52 

52 3.46 4.17 3.29 3;61 3.46 4.35 

53 3.49 4.63 3.44 4.07 3.45 4.26 

54 3.29 3.61 3.29 3.61 3.46 4.35 

55 3.45 4.26 3.46 4.35 3.45 4.26 

56 3.46 4.35 3.46 , 4.35 3.44 4.07 

57 3.46 4.35 3.45 4.26 3.46 4.35 

58 3.46 4.35 3.46 4.35 3.46 4.35 

59 3.46 4.35 3.46 4.35 3.36 3.98 

X 3.44 4.268 3.42 4.124 3.43 4.166 

X 30.98 38.42 30.37 37.12 30.87 37.49 

~x' 106.94 164.62 105.12 153.86' 105.82 156.78 

Table 4.7 

An analysis of error total and ~ scores in eaCh condition 

compared with their corresponding chance scores was undertaken • 
•• 

Condition 1 compared with chance: 

Error total t = 36.77 

%0 t = 21.67 

Error total t = 27.76 

%0 t = 17.60 

df = 16 

df = 16 

df = 16 

df = 16 

Condition 3 compared with chance: 

Error total t = 23.50 

%0 t = 9.85 

df = 16 

df = 16 

There was a significant difference between chance and 

experimental scores, for error totals and %0, in each of the 

three conditions. The error totals were significantly greater 

in the chance situations, whereas the %0 scores were signif~cantly 

greater"~in_ the experimen1al sitllat:ion!? (p) 0 __ 0.-5> ~ ~~__ _ ~~.~ 
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An analysis of variance, for three independent samples, was 

applied to the error totals and r~ scores generated by spatial 

recall in conditions 1, 2 and 3. 

Test for homogeneity of variance 

Error total F = 3.36 

%0 F = 2.72 

Ave. df = 8 

Ave. df = 8 

Therefore no significant differences between variances, in 

condi tions 1, 2 and 3, for error total and %0 (p> 0.05) • 

Error total F = 0.18 df = 2/24 

%0 F = 2.64 df = 2/24 

Therefore there was no significant difference between conditions 

1, 2 and 3 for measures of error total and %0 (pr> 0.05) • 

The amount of correlation between the total error scores and 

r~ scores was calculated (using a Commodore 5-61) using the 

results from all three conditions 

r =-0.7618 

this was found to be significant (pr < 0.05) demonstrating that 

the lower the %0 .score the higher the error totals. 

4.5.3.4 Time taken to complete stages of the experiment 

The results of the training times can be seen in Table 4.8 

and the results of the main experiment times can be seen in 

Table 4.9. 

In Table 4.8, D is the amount of improvement"in speed to 

complete the second training run compared with the first. An 

analysis of variance was carried out to decide whether there 

was any significant difference imposed by the different 

conditions on this measure. 



Cl C2 C3 

Tr 1 Tr 2 0 Tr 1 Tr 2 0 Tr 1 Tr 2 

51 3.92 2.77 1.15 4.03 2.92 1.11 4.18 3.77 

52 4.45 2.82 1.63 3.03 2.48 0.55 3.22 2.72 

53 2.53 1.68 0.85 4.00 3.03 0.97 3.38 2.45 

54 3.93 2.83 1.10 4.50 4.17 0.33 3.63 2.97 

55 3.18 2.17 1.01 3.17 3.05 0.12 2.37 2.37 

56 3.87 3.30 0.57 3.42 2.78 0.64 3.03 2.60 

57 2.67 2.46 0.21 2.27 1.97 0.30 2.37 2.12 

58 2.68 2.52 0.16 3.32 2.90 0.43 3.38 3.22 

59 2.25 1.82 0.43 3.43 2.67 0.76 3.97 3.50 

AVE 3.28 2.60 0.79 3.46 2.89 0.58 3.28 2.86 

Table 4.8 

Cl C2 C3 

51 22.12 42.20 66.68 

52 42.48 48.03 40.68 

53,. 25.58 40.23 30.03 

54 51.62 42.70 30.00 

55 26.90 34.70 24.32 

56 24.27 24.23 42.40 

57 21.98 23.13 22.57 
'- . , 

58 , . .0 23.23 27.65 34.60 

59 31.83 21.57 28.25 

AVE 30.00 33.83 35.50 

Test for homogeneity of varianee: 

F = 3.159 Ave. df = 8 

Therefore there was no significant difference between 

variances (p> 0.05). 
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0 

0.41 

0.50 

0.93 

0.66 

0.00 

0.43 

0.25 

0.16 

0.47 

0.42 

Ho: there was no significant difference in the improvement 

of speed, for Tr2 compared with Tr1, between conditions 1, 2 



Therefore there was no significant difference between 

conditions 1, 2 and 3 (p> 0.05). 
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A t-test for independent samples was applied to examine the 

difference between Tr1 and Tr2 in each condition. 

Ho: there was no significant difference between Tr1 and Tr2 

in conditions 1, 2 and 3. 

Cl Tr1 v Tr2 t = 2.13 df = 16 

C2 Tr1 v Tr2 t = 1.97 df = 16 

C3 Tr1 v Tr2 t = 1.52 df = 16 

Therefore there was no significant--difference between Trl 

and Tr2 in any o:f the conditions. 

An analysis of variance was carried out upon the data in 

Table 4.9, the aim being to detect any significant dif:ferences 

between conditions. 

Test for homogeneity of variance 

F = 1.69 ave. df = 8 

Therefore there was no signi:ficant difference between 

variances (p> 0.05). 

Ho: no significant difference in experiment time between 

conditions I, 2 and 3 for the amount of time taken to 

complete the experiment (p) 0.05). 

4.5.4 The nature of the spatial image 

The previous spatial recall results give representative values 

for each subject on the general accuracy of spatial localisation. 

However, the specific nature of the typical spatial 'image' of 

the pigeon-holes cannot be characterised from these. To do 

this we must examine spatial recall parameters for each 

individual pigeon-hole. The parameters used were the numbers 

of categories recalled and %0. 
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4.5.4.1 Calculation of results 

The number of job categories recalled per pigeon-hole were 

added up over the nine subjects in each spatial recall 

condition. Therefore, if ead1 subject recalled the job 

category from a particular pigeon-hole, the total would be 9. 

The %0 scores per pigeon-hole were tr~ated in a different 
. -.. ~\\j~. 

way. The probability of obtaining an exact localisation of 

a job category was calculated for each pigeon-hole. First, 

the probability for the exact localisation of job categories 

in each column was calculated, then the same was done for the 

rows. For example, for a column, the number of O's scored 

in that column was totalled for the nine subjects in each 

condition. This total was then divided by the maximum total 

possible (i.e. 9 x 6 = 54), which gave the probability of 

getting at least one 0 in the column. To get a total for 

each pigeon-hole the probabilities for the rows and columns 

were multiplied together. 

4.5.4.2 Results analysis 

The results obtained for the numbers of categories recalled 

per pigeon-hole Ban be seen in tables 10-12. The probabilities 

of exact localisation for each pigeon-hole can be seen in tables 

13-15. From a cursory look at the results it 

number of categories recalled per pigeon-hole 

seems~that 
-t.r ~-. 

is'simi1ar 

the 

for 

all of them. The probability of exact localisation, however, 

seems to be higher for the outside pigeon-holes than the ones 

in the middle. The significance of these characteristics needs 

to be statistically assessed. 

The statistical test used was a t-test comparison of the values 

of the· eighteen outer pigeon-hOles against the block of twelve 

in the middle (surrounded by the double lines in tables 10-15). 



Tables 10-12. Numbers recalled per pigeon hole 187 

Cl C2 C3 C4 CS 

RI 9 9 9 8 8 

R2 8 9 9 8 8 

R3 9 8 8 7 8 

R4 7 9 8 8 8 

R5 9 7 9 9 9 

R6 9 7 8 8 9 

Table 10 - Condition 1 

_. ,.r;> 
';:0 ......... ~ .. "'4*A.> <. 

Cl C2 C3 C4 CS"· 

RI 9 7 8 8 9 

R2 8 9 9 8 7 

R3 6 7 7 7 7 

R4 8 6 8 7 9 

R5 7 R 7 R 9 

R6 8 8 9 9 8 

Table 11 - Condition 2 

Cl C2 C3 C4 CS 

RI 9 8 8 9 8 

R2 9 9 9 8 7 

R3 7 9 9 6 7 

R4 8 8 8 8 8 

R5 8 ~ R 7 7 

R6 8 8 9 7 9 

Table 12 - Condition 3 

Numbers recalled: 

Condition 1 t = 0.33 cif = 28 

not significant (p) 0.05) 

Condition 2 t = 1.236 cif = 28 

not significant (p) 0.05) 

Condition 3 t = 0.45 cif = 28 

not significant (p) 0.05) 

" , 



Tables 13-15. The 
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prob~lities of correctly locating the various 

job categories for each of the pigeon holes 

Row Cl C2 C3 C4 CS 
"" 1 np 

J. 0.77 0.75 0.78 0.73 0.79 

RI 0.89 0.69 0.67 0.69 0.65 0.70 

KZ 0.79 0.61 0.59 0.62 0.58 0.62 

R3 0.72 0.55 0.54 0.56 0.53 0.57 

R4 0.65 0.50 0.49 0.51 0.47 0.51 

R5 0.77 0.57 0.56 0.58 0.54 0.58 

R6 0.93 0.72 0.70 0.73 0.68 0.73' 

Table 13 - Condition 1 

Cl C2 C3 C4 CS 

0.88 0.77 0.66 0.61 0.82 

RI 0.88 0.77 0.68 0.58 0.54 0.72 

·KZ 0.66 0.58 0.51 0.44 0.40 0.54 

R3 0.66 0.58 0.50 0.42 0.40 0.57 

R4 0.71 0.62 0.54 0.45 0.43 0.62 

R5 0.70 0.62 0.53 0,45 0 .• 43 0.61 

R6 0.84 0.74 0.64 0.54 0.51 0.73 

Table 14 - Condition 2 

Cl C2 C3 C4 CS 

0.88 0.64 0.55 0.61 0.84 

RI 0.82 0.72 0.52 0.45 0.50 0.69 

KZ 0.66 0.58 0.42 0.36 0.40 0.55 

R3 0.52 0.46 0.33 0.29 0.32 0.44, . 

R4 0.53 ·0.47 0.34 0.29 0.32 0.45 

R5 0.70 0.62 0.45 0.19 0.41 0.59 

R6 0.90 0.79 0.58 0.50 0.55 0.76 

Table 15 - Condition 3 

if-I Column 
value 



Probability of 0: 

Condition 1 t = 3.72 

significant 

Condition 2 t = 6.48 

significant 

Condition 3 t = 5.99 

significant 

d£ = 28 

(p(O.OOl) 

d£ = 28 

(p< 0.001) 

d£ = 28' 

(p < 0.001) 

.J " •• _ 
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There is no significant difference between the n~bers recalled 

for the outside pigeon-holes compared with the inner block. 

However, there is a very significant difference between the 

probability of accurately locating job categories in the outer 

pigeon-holes compared to the inner block; the outside ones 

give higher probabilities. 

4.5.5 Discussion 

The comparison of the results, for the various measures of free 

and spatial recall, with those that could have been obtained by 

random chance elieitedtwo i~ortant findings. The first was 

that categorical cues were dominant in the free recall situation; 

the amount of spatial clustering was not significantly different 

from chance, whereas the amount of categ~ical clustering was 

very significantly greater (see section 4.5.3.2.). The second 

was that spatial cues Were dominant in the spatial recall 

situation, the measures of recall, average total error and %0, 

being very significantly greater than chance (see section 

4.5.3.3)'. The high >"00 scores preclude any significant 

categorical influence in placement of categories on the spatial 

recall diagram. This does not mean, however, that categories 

a~e not first identified via a categorical model, merely that 

placement is predominantly spatially cued, 

The main experimental interest was in the relationship between 

categorical and spatial memories. It might be argued that 

bELcause tj1e general implicit categorisation of the information 
- - -- - - ~ - - -~ ~ - ---=-----=---~--

items was flexible, the measure of categorical recall was 

unrepresentative of subjective cate90risation in absolute terMS, 
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However, the relationship between categoriea1 and spatial 

memory cannot be conceived in terms of absolute measures; 

rather, the differential effects of conditions 1, 2 and 3 upon 

the results is the important consideration. Any deviation of 

the measures of categorical and spatial recall from 100% can 

be accounted for in terms of chance, forgetting, inaccurate 

storage, or the use of other cues meaningful to each subject; 

an insight as to the nature of these factors ean be gained 

from subjective comments. The results which are central to 

an understanding of the relationship between categorieal and 

spatial memory are the number of categories recalled, the 

measures of categorical recall, and the measures of spatial. 

recall. 

The number of categories recalled reflects the efficiency of 

retrieval from memory. If categorical and spatial cues were 

closely and dependently related in memory, we would expect the 

efficiency of recall in condition 2 to be signifiaantly less 

than that resulting from the explicit categorical organisation 

in condition 1. The reason for this is that the two types of 

cues are in conflict in condition 2,. whereas they correspond in 

condition 1. However, if categorical and spatial memory were 

built up independently we would expect no decrease in efficiency 

of recall in condition 2 as compared with condition 1. The 

resul ts suggest, therefore that categorical· .and spatial memory 

are independent systems. This conclusion is further supported 

by the comparison of the efficiency of spatial recall in each 

oondition with prior free recall, and the comparison of these 

with condition 3 where there was no prior recall. A close 

relation in memory between spatial and categorical cues would 

lead to prior free recall interfering with subsequent spatial 

recall in condition 2 as compared with conditions 1 and 3. 

We would also expect the spatial recall of condition 1 to be 

more efficient than spatial recall in conditions 2 and 3. None 

of these comparisons showed any significant difference in 

efficiency of recall (see section 4.5.3.1), thus suggesting the 

two types o£ mellWry are independent. In turn, we must consider 

the possible presence of smme form of 'executive' mechanism 

which differentially interprets categorical and spatial memory. 
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~he measurem~nt of categorical recall, percentage of 

categorical clusters, provided an index of the amount of 

categorical organisation taking place in memory. We would 

expect less categorical organisation to take place in 

condition 2, compared with condition 1, if the two types of 

cues were closely related. Appropriate analysis showed no 

significant difference, again suggesting independence of the 

two types of memory. The results also imply that the explicit 

,,_u".;"·~-__ categorical organisation. of pigeon-holes ~~.:i'\Qol)di tion 1 did not . . .- .~. 

promote a more structured categorical memory model in oomparison 

to the use of randomly arranged pigeon-holes in condition 2, 

where the categorical relations were implicit. 

The two measures of spatial recall, error total and ~, both 

give a measure of spatial recall accuracy. Of the two, %0 is a 

better indicator of accuracy. We would expect that the lower 

the %0 score the higher the average total error would be. 

This was confirmed by a correlation which produced a significant 

negative relation between the two. 

As before We would. expect a close relationship between 

categoriaal and spatial cues in memory to produce a less 

accurate spatial recall in conditions 2 and 3, as compared 

wi th condition 1. Also J we would expect accuracy of spatial 

recall in condition 3 to be better than condition 2 due to no 

prior free recall. This, however, was not the case, there 

was no significant difference between any of the conditions 

for average total error or %0, further evidence 'for the 

independence of the .1;.wo types of memory. In additi~D, it is 

evident that a strong spatial memory model is formulated, 

irrespective of meaningful categorical organisation. 

Finally, the analysis of the specific nature of the spatial 

image demonstrated an approximately equal probability of a job 

category being recalled for all pigeon-holes regardless of 

position. In terms of spatial location, however, the job 

categories of the outermost pigeon-holes had a significantly 
" 

higher probability of being,accurately located. Three things 

are apparent: final confirmation of the independence of 
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categorical and spatial memorYI job category identities must 

be established from categorical memory prior to location; 

and that the strategy of spatial location establishes reference 

points at the extremes of the information locations. 

The implications of this eA~eriment is that there are separate, 

independent systems for categorical and spatial memory; a 

'memory system' is a set or common mechanisms for storing 

information (Posner',- 1973). \'ii thin these systems information 

is coded in different ways. Categorical memory can be thought 

of as coded in terms of verbal processes, especially in terms 

of semantic relationships. Spatial memory coding can be 

considered in terms of a spatial 'image' made up of inherent 

spatial relations. This 'image', however, is not necessarily 

visual in nature; for instance, motor components might 

contribute to its coding. It is also evident that the 'image' 

is established via points of reference in the display, usually 

those parts at the extremes which provide a 'frame o'f reference'. 

The independence of the categorical and spatial memory systems 

conflicts with previous work done in a similar context. Bower, 

et al. (1969) showed that the structural orgemisation of items 

to be recalled, into their common categories and sub-categories, 

resulted in a greatly superior recall. Broadbent et al. (1978) 

showed that the organisation of presented information items into 

hierarchical and matrix structures, based on semantic relatiops, 

gave better performance in recall. Clearly this would imply that 

categorical and spatial aues are closely associated, because the 

categorical relationships in the information and the spatial 

organisation of the information would seem to be complementing 

one another; thus contradicting the present experiment. 

In the latter two experiments categorised lists of words were 

presented to the subjects, whereas tti'eJPresent experiment 

requires the semantic relations between job categories to be 

built up from the interpretation of information during a 

simulated filing task. The presentation.of pre-structured 

_categorised~word lis1;S p]:ovides very li ttl", 'task context' to 
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act as a 'frame of reference', for the words. Broadbent et al. 

presented the structured word lists and asked for recall, the 

presentation was repeated as necessary. After the first 

presentation the subjects were expecting to have to remember 

the words and so could have used the word structure as a spatial 

mnemonic. The scanning of this spatial image would then produce 

categorical clustering in recall. The lack of task context and 

the building up of a purely spatial model of the words would 

cause retrieval to be better iri the structured situation; a 

categorical word nodel need not be involved. 

The simulated filing task in the present experiment provided 

a strong task cont~xt within which to relate the job categories. 

The task context was developed as a result of interpreting and 

sorting information into categories over a period of half an 

hour on average. This task context provided a strong frame 

of reference within which to relate the semantic aspects of 

the job categories. The job categories also had a spatial 

frame of reference by virtue of their positions on the spatial 

array-of pigeon-holes. As in an office filing situation the 

spatial cues were incidental to the main task, and the use of 

them was more relevant to that occurring in most natural 

working environments. 

It is feasible, therefore, for strong categorical and spatial 

m~dels of information to be built up independently as present 

results suggest. A lack of 'real world'~~ask context could be 

a major factor in the difficulty encountered in relating 

previous laboratory-type memory research with the role that 

memory plays in applied situations. 

The times taken to complete the training periods, and the 

,main experiment, were an index of how easily efficient 

cognitive models of the spatial and categorical a"spects of 

, the pigeon-hole array were built up. Relatively slow times 

would indicate difficulty in building appropriate cognitive 

models, and vice versa. If categorical and spatial memory were 

closely and dependently associated, it would be expected that 

the conflict situations, in conditions 2 and 3, would be 
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associated with subjects taking longer to complete the 

experimental stages. If, however, categorical and spatial 

mer:lory were independently built up, no significant difference 

in times would be expected. Therefore, as the experimental 

analysis of times taken to complete experimental stages showed 

no significant differences, it would seem that categorical and 

spatial recall memory are separate systems, separately built up. 

The large variation· in the times taken to complete the experiment 

suggests that people are not equally proficient in developing 

, conceptual modelS. Some subjects adapted to the filing require

ments very quickly, whilst ~hers took much longer. This, and 

the variation present in the categorical and spatial recall 

results, suggests that the conceptual mechanism of some 

individuals are superior to those of others. 

4.6 Results of sUbjective comments and experimenter observations 

In addition to the main experimental results, certain non

quantitative information was available whiCh was useful in 

qualifying tae results obtained from the quantitative analysis •. 

Subject introspection concerned with interpretation of the 

information and their strategies of recall was one source of 

information. Experimenter observations were tbe other. 

Subject comments were elicited by five questions, these were: 

1) Were you aware of any major categories of information? 

This question examined whether they had noticed that the 

job categories fell into five major categories. 

2) What strategy did you adopt for the reading of each item 

of information? 

Concern here was with how each subject read each item of 

information in their attempt to interpret it correctly. 

3) What strategy did you employ for the first part of recall? 

(show them the free recall list). 

~Iuch could be learned from the strategy the . subject emplGJyed 

during free recall, in addition to the quantitative analysis 

of the free recall lists. 
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4) \\'hat were the reasons for recalling the items after you 

had drawn a line? 

This question was concerned with trying to establish the 

types of cues which elicited another period of ree.all 

after a pause, during which the subject was trying to recall 

more job categories. 

5) \'ihat strategy did you employ for the second period of recall? 

(show them the spatial diagram). 

As in 3), interest was in the strategy employed during 

this particular type of recall. 

Questions 3) and 4) did not apply in condition 3 of the 

experiment. 

Experimenter observations included any aspects of subject 

behaviour thought to be important within the context of the 

experiment. These included the noting of behaviour at 

different stages of the experiment, and searching through free 

recall lists for associations other than those defined by the 

major categories of information. 

4.6.1 Subject comments. 

The introspection employed_by the subjects, in response to the 

questions asked of them, was a useful method of investigating! 

.. how they consciously interpreted and subsequently recalled 

information. It is, in effect, a technique for 'observing' 

unobservab1e thought processes. Thinking is not necessarily 

'unobservable' to the thinker; he may be able to mak~Jhis 

private awareness public by reporting on it. 

The difficulties of dealing with introspective data are con

siderable. Introspective data are by their nature unverifiable; 

they can represent only those aspects of thinking of Which the 

thinker is readily aware and therefore can offer no clues to 

the existenee or nature of 'unconscious' thinking; they are 

conveyed only by the verbal report of the thinker and this 

may not be sensitive enough to portray all the subtelties of 

<:!xp~erj.eIlcgs._ Further, simply asking a subject to report on 
-- ~-- - - - ~ ~ = -~- - =--:- ~-- ~ 

how a certain mental process operated might cause the actual 

process to be elaborated upon. Nevertheless introspection 
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has been, and still is a valuable tool in psychological 

research. (For a fuller discussion of the use of intro-

spection in the study of thinking, see Humphrey, 1951). 

In the present experiment'the introspective element served 

to elaborate upon the quantitative data, thus giving a clearer 

picture of the interaction with categorical and spatial memory. 

4.6.1.1 A,~reness of the major categories of information 

'. 

The five major categories of information used in the experiment 

were designed to be flexibly interpreted (i.e. buying in the 

industrial context could be related to retailing in a commercial 

context); in one case the job categories were purposely fairly 

vaguely related. The subjects' awareness of the major categories, 

in the different conditions of the experiment, was considered an 

indication of the nature of their categorieal model of the 

information. Of particular interest was the relationship 

between the experimenter defined major categories and those 

developed by the subjects. 

The first observation was that in some cases subjects were 

aware of all the experimenter defined major categories. Others 

were aware of only the more obvious major categories and 

consequently developed their own major categories to include 

the job categories that remained. The results can be seen 

in Table 4.10. 

-
Cl (frequency) C2 (frequency) C3 (frequency) 

-
A,~re of all .. 
experimenter .- - --··'6 3 1 
defined -- - "}.~~'~ , 
categories 

Aware of some 
experimenter 

3 6 8 defined 
categories 

Table 4.10: Results for question 1 

/-
----=----~- -=-=-=-= 
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In condition 1, a greater number of subjects were aware of 

all the e."'Perinenter defined categories; this was in spite 

of not being sure what to call the vaguely defined category 

comprising leisure and non-government pUblic service jobs. 

In condition 2 a greater nunber of subjects were aware of 

only the more clearly defined najor categories. They defined 

their own ",ajor categories for the reI:laining information. 

Condition 3 showed the same type of result as condition 2 

only more extremely so. The reason for this was probably that, 

because there was no initial free recall, the subjects did not 

have to access their categorical memory. Therefore, the 

categorical relations were not available in 'activ~ memory'. 

although present in categorical memory. 

The eA~erimental results of free recall in conqitions 1 and 2 

showed no significant difference in categorical or spatial 

clustering. Condition 2, however, showed a decrease in the 

realisation of all the experimenter defined categories. The 

reason for this could be that, although categorical and spatial 

memory seem to be independent, -the spatial cueS involved in the 

columnar grouping of experimenter defined major categories in 

condition 1 can aid the formation of a categorical model at 

the majo~ category level. In condition 2, where job categories 

were randomrsed, subjects tended to generate their own major 

categories, based on categorical relations already stored in 

their categorical memory. It should be noted, however, that 

these were usually sub-divisions of experimenter defined major 

categories (e.g. Civil service, Local authority, and social 

work might be categorised under 'Government'). It seems that 

categorisation takes place irrespective of the spatial cues, 

although they can help to define the categories. 

In all three conditions the subjects had trouble with the 

vague major-category. In condition 1 half the subjects 

realised that major categories were assigned to columns, this 

caused them to have more difficulty classifying the vague 

category; they knew that it must be a major category but were 

unsure of how the individual job categories related together. 

. ~. 
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In conditions 2 and 3 the members of the vague category were 

related in smaller groups, for instance, tourism and hotel 

management and catering, or tourism and pUblic transport. 

rne former association would not affect the categorical 

clustering measure, whereas the latter would. 

The previous evidence points to both spatial and categorical

cues being used to build up categorical relations between the 

job categories. Sometimes the external model of information 

can contribute to the categorical storage of information 

relations. On other occasions pre-stored knowledge of 

categorical relations can contribute to the categorical 

storage of information irrespective of the spatial model 

developed. This suggests that there is definite communication 
',J 

between categorical and spatial memories. 

4.6.1.2 What aspects of each item of information were looked at? 

There seemed to be two main strategies for reading each item 

of information, and two others which were only used once, 

. each bya partic?lar subject. The four alternatives and 

frequency of use are as follows:-

Strategy Frequency 

Scan the text first for key words. Then 

look at the title to clarify if necessary. 

Look at the title first. If not enough 
-

information wa~,present, scan the text for -, 
key words. 

Scan_the text first for key words. Theniook 

at the address to clarify, followed by the 

title if necessary. 

( 

H~phazard scanning. 

" 

12 

13 

i.' 

1 

1 

?:t must be noted that in the early stages of many experiments, 

when subjects were less familiar with the information items, 

_~they often had to read and inwardly digest some of the 

~ -informa 1:ion:- --in order --to fill e it; 
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! The results demonstrate that most subjects adopted a systematic 

strategy for reading each item of inf~rnation. Approximately 

half looked at the heading first and then scanned the text for 

an appropriate key word if this did not provide enough 

information. The others did the opposite. In some cases 

there was misleading information in the heading, in some cases 

there was misleading information in the text. The strategy 

adopted therefore caused misinterpretation of the information. 

'~.(,..These different strategies occ,-!r:~~?~~:v~n thoug~~£it.n;9rmation 
was standard format. The standard format seemed to encourage 

expectations as to the information content of eaoh item, con

sequently subjects scanned for key words which they expected 

to be there .. If other unrelated key words are also present, 

or the heading could be interpreted under some other major 

category, misfiling could occur. Variation in information 

format might encourage more careful reading and interpretation 

of the document. Standard format documents might not be a good 

idea in computer systems. 

4.6.1.3 Free recall list - strategy and cues used. Also: 
Reasons for the after line associations. 

The choice of strategy and use of cues was investigated to 

give an insight into the use of categorical and spatial memory 
'. 

in free recall. Another consideration was how each burst of 
~~..... ._-

recall was cued, after a line had been drawn during the 

preceding pause. The categories of subject comments on these 
.' 

questions, along with the frequency of occurrence, Ban be seen 

in Table 4.11. Those categories with an asterisk at the side 

also served to sometimes cue periods of recall after a previous 

pause. 

An important group cjf comments is provided by categories a), 

b) and c) in Table 4.11. a) shows that approximately equal 

numbers, 5 and 6, of subjects in conditions 1 and 2 thought of

job categories in relation to the super-ordinate major 

categories. This suggests that subjects had categorical 

models available irrespective of the experimental condition. 

b) and c), however, show an interesting trade-off between 

condiTions 1 and 2. In.coriditiiOn 1, a si9nificafitly-great~r' > 



200 

number of subjects started by trying to visualise the array 

of pigeon-holes. The subsequent recall of a category, or 
\ 

categories, then caused the categorical model to take over and 

categorically related job categories were cued and elicited'in 

recall. In condition 2, a significantly greater number of 

subjects visualised the spatial locations of categorically 

related job categories. A possible explanation is that when 

the informati'9n 
• 11 

identified with 

was interpreted/i'in condition 2, it .,was 

a job category via categorical memory. 

first, 
(i' 

It 
~ :" . I • 

becn~necessary to search for 'the location of 
~ .......... : 

would then have 

the appropriate job category on, the pigeon-hole array, which 

was not laid out in any logical order. The categorical model 

would therefore have a corresponding array image where common 

categories were associated in widely different locations. 

Cl C2 

*a) Thought of related by major categories 5 6 

b) Tried to visualise array and work system-
atically through, but categorical 8 2 
as-soc:i:ations'took over 

*c) Thought of spatial associations between 
categorically related locations on array 1 6 

d) Categories more relevant to past 
experience stood out 3 1 

*e) Scanned those alFeady written and tried to 
think of rest by process of elimination 3 3 

f) 
•• 

Remembered beeause items easily filed into it 1 0 

g) Renembered because had difficulty filing 
into it 2' 1 

*h) Tried to remember ,actual information items 3 3 

*i) Tried to think of many possible jobs and 
then decide i£ present 0 1 

j) Remembered because category descriptor was 
either long or short word 2 1 

*k) Some came out of nowhere 1 1 

Table 4.11: Results for question 3 
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In condition 1 subjects were not required to visualise the 

connections between common job categories to such a great 

extent. This was because the spatial layout of the job 

categories corresponded to a logically defined categorical 

model of the information. Therefore the visual scanning of 

the spatial positions was quickly.taken over by the 

categorical model. 

These results suggest three important conclusions. The first 

is that categorical memory is dominant in the free recall of 

categorised information. The second is that, although 

categorical memory is dominant in free recall, people naturally 

try to visualise information relations in memory if it has been 

interacted with in some kind of systematised task environment. 

Thirdly, there must be communication between the categorical 

and spatial memory systems. This could either take the form 

of a switching of attention between the two, or of parallel 

processing in the two memory systems. 

Comment categories d) to k) demonstrate the many other subsidiary 

strategies and types of cues used as an aid to memory. Memory 

can again be seen to be flexible in using a variety of 

different cues and strategies in an effort to retrieve 

information. 

4.6.1.4 Spatial recall list - what was your-strategy of recall and 
what cues did you use? 

This question attempted to discern how categorical and spatial 

memory Were used during spatial recall, and how this affected 

the strategy and cues used. 

Table 4.12. 

The results Can be seen in 

Every subject in a) of Table 4.12 tried to visualise the 

pigeon-hole array. b) shows that certain parts of the array 

seemed to be established as points of reference. It was 

significant to note that in condition 1 the bottom and top of 

l 

I 

! 
the array seemed important reference points, whereas in t 

---condft:ions 2 -and 3~i t seemed to~have~been~the~corners .--- In- ~ -~_ 

condition 1 the common categories were laid out in columns, it 
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,eePlS I09iC.ol, the:re.Fore., that the. top and bottol'1 of the.se 

columns should be used as reference points. In conditions 2 

and 3, however, the job categories were placed randooly, and so 

the corners of the array provide logical reference points. The 

sides of the array were used equally as reference points in all 

conditions. The middle areas, or individual random pigeon-holes, 

were used as reference points infrequently. c) in Table 4.12, 

as in Table 4.11, shows more use of a spatial image relation 

between common categories in the randomised conditions rather 

than in condition 1. 

Cl C2 C3 

a) Tried to visualise the pigeon-hole array 
in mind 9 9 9 

b) Certain points of reference were readily 
available in the image. 

i) Bottom' and top 7 3 2 
ii) Corners 1 6 5 

iii) Sides 4 4 3 
iv) ~Iiddle 2 2 0 

v) Random locations 1 0 0 

c) Visualised diIferent locations of common -

major category members 1 3 3 

d) Remembered information most relevant to 
self 2 0 4 

e) Words had similar features (e.g. both 
began with A) 1 1 0 

f) Thought of job category then its location 0 1 1 

g) Thought of in~vt~\t»-l information items 1 0 0 
" . ' 

h) Remembered categories that were troublesome 2 1 3 

Table 4.12: Results for question 4 

This again suggests interpretation and identification of 

information, via categorical memory, prior to location in the 

array, and also the natural tendency of people to visualise 

information relationships in the 'real world' environment. As 

in Table 4.11, d) to h) show that other strategies and cues were 

used to recall job categories, thus demonstrating the flexibility 



of memory. The results demonstrate that spatial cues play a 

much stronger part in spatial recall than they do in free 

recall. There also seems to be communication between 

categorical and spatial memory, though perhaps not quite as 

much as in free recall. 

4.6.2 Experimenter observations 
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Experimenter observations arose from two sources. The first 

source was the noting of any general behavioural character

istics occurring during the main experiment. The second source 

was from the examination of the non-experimenter defined job 

category pairs in the free recall lists. 

4.6.2.1 General behavioural characteristics during the main experiment 

All subjects experienced initial difficulty in interpreting and 

correctly filing each information item. It was obvious, at this 

stage, that the subjects' cognitive models were under-developed 

and inefficient. Symptoms were indecision, much scanning of the 

array, and relatively more misfiles compar,edto later stages of 

the experiment. 

There was evidence that categorical memory was develpped 

faster than spatial memory. Often the subjects identified the 

necessary job category but then could not find it on the pigeon

hole array although they knew what they were looking for. 

Filing efficiency progressively developed during the experiment 

as peoples cognitive models became more complete, and fewer 

mistakes Were noted. Subjects often read a piece of information, 

identified it, and then automatically moved to the correct area 
• 

of the display without' looking. The correct pigeon-hole was 

then visually determined. This suggests that there was some 

form of enactive component contributing to the spatial image, 

and that it was not purely visual in nature. 

In the later stages of the experiment the smooth running of the 

filing task was only interrupted by ambiguous items of 

information. At these points, the decision time concerning 

identification and location- increased,as would'~be expected'. 

Filing generally, however, was Iiluch faster than in earlier stages •. 
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The performance of all the subjects plainlY demonstrated that 

sone individuals were rauch raore conceptually conpetent than 

others. "lhere SOBe people Bight have taken twenty five rainutes 

to complete the e:<perinent, others took over an hour. This 

aptitude raight be peculiar to each individual, on the other 

hand, it might be specifically related to a particular user 

group. IVhichever is the case, it is important to consider this 

variability, especially if the design of computer systems are 

to be compatible with users' conceptual mechanisms. 

4.6.2.2 Examination of free recall for clusters not defined by the 
experimenter major categories 

Although the index of categorical clustering in free recall 

was based on experimenter defined major categories, the 

flexibility of this definition was such that other subject 

orientated associations were possible. To gain an insight into 

the possible non-experimenter designed associative cues used by 

the subjects, a. further review of the free recall lists was 

necessary. Each recall pair, that was not ascribed to one of 

the major categories, was examined for any other possible 

associative aspects. The result.of this further investigation 

was that possible associations were classified into three broad 

categories. Some of the associations were obvious and easily 

classified, whereas sone of the relationships were of a more 

speculative nature. The three categories included associative 

relatiop's{j)~Sed on,,.the subjects own interpretation of context, 

physical similarities between words, and those where there was 

no obvious association. 

The subjects own interpretation of context was .judged to occur 

when a pair of job categories could possibly be related in a 

context other than that defined by the experimenter. This does 

not necessarily mean that the subject used that particular 

different context, just that it was possible. The examples 

that fol~ow will give some idea of the logic behind each 

classification. 
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J.!anagement training and accountancy - Accountancy. could be 

related to r,lanagement training by virtue of the accountants 

place in a management-type set-up. 

Public tra.,sport and tourism - People night tour the country 

by public transport. Both involve travel. 

Banking and buying, Buying a.,d retailing - These categories 

were the most strongly associated outside experimenter 

defined major categories. There is a strong financial 

connection. This association might sl.!gge£t that job 

category titles were being interpreted on race value with 

the subject supplying his/her own context. The context of 

buying was stressed as industrial in each relevant information 

item. 

Banking and legal work - There is a strong legal aspect in 

banking. 

Advertising and buying - Advertising is the mediating influence 

between manufacture and purchase. 

Physical similarities between job categories inclUde many 

different associations. For instance, each job_category might 

start with the same letter, or they might have the word training 

in common (although this might be acceptable to a contextual 

association under training). The following examples illustrate 

possible physical associations. 

Engineering and environmental control and design - Both begin 

with E (also might have a contextual association that 

engineers could be involved in environmental control and, 

design) • 

Local authority and legal work - Both begi~ with L (also might 

have a contextual association that local authorities deal 

with legal matters). 

Quality control and environmental control and design - Both 

have control in common. 
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It t:lust be noted that distinctions between physical associations 

and contextual associations was sot:lewhat arbitrary. However the 

subjective comments t:lade it clear that physical similarities 

were sonetimes used. In section 4.6.1.3 three subjects used 

the association between job categories of sit:lilar length to cue 

recall. In section 4.6.1.4 two subjects.used the association 

of job categories beginning with the sane letter to cue recall. 

\fuen no obvious association could be found between the members 

of a recalled category pair, they were classified into the 

final category, along with all the other similar pairs. This 

category was termed, 'no obvious connection found'. It is 

possible that pairs in this category might have been spatially 

related, however spatial clustering in free recall had been 

found not significantly greater than that occurring by chance. 

Also included in this category might be many recalls cued by 

task context information, similar to those reported in the 

subjective comments (section 4.6.1). Possible cues are as 

follows:-

1) Scanning items previously recalled and eliminating 

possibili ti es. 

2) Job category associated with past experience. 

3) Job category associated with ease of filing into it. 

4-) Job category associated with difficulty of filing into it. 

5) The reviewing of all possible jobs known by the subject. 

6) Job category remembered 'out of the blue'. 

The frequency of recalled pairs in each of the three categories 

previously discussed is as follows: 

Personal interpretation of context 

Physical similarities between words 

No obvious connections found 

Cl C2 

26 

9 

40 

34 

12 

48 
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These results tend to"suggest that subjects were very flexible 

in their interpretation of infornation within a prede:fined 

task context, where the categorical structure of the infornation 

was not rigidly de:iined. It also seems that the subjects used 

many more cues to aid recall than purely categorical and spatial 

ones. This is der.:onstrated by association of physically similar 

job categories and the large proportion of associations where no 

obvious connection could be found. 

4.6.3 Summary 

The subjective comments reinforced the experimental results in 

suggesting that categorical and spatial mem&ry were separate 

systems. In general comments either confirmed experimental 

results or formed a basis for the elaboration of processes 

involved in the use of categorical and spatial memory. 

Results suggest that internal conceptualisation of an external 

filing system arises due to the influence of pre-stored 

categorical knowledge and the external organisation of information 

Subsequently, experimenter observatipns noted that an efficient 

cognitive model of "the externally organised information did not 

develop particularly quickly; the time taken varied widely 

amongst individuals. There was evidence, however, that 

categorical memory developed quicker than did the concommitant 

spatial memory. 

Recall of inform~~~:'.tfi':f¥'Bemory, concerning filed information, 

seemed to engender communication between categorical and spatial 

memory, taking the form of either attention switching or 

parallel processing. During free recall categorical memory was 

more dominant, whereas spatial memory was more dominant during 

spatial recall. Any scanning of the spatial image, however, 

did not necessarily have to be spatially systematic; the scan 

could be determined by categorical relationships between external 

locations. 
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Subjects seemed naturally to try to visualise information, in 

both free recall and spatial recall, when that information had 

been interacted with in a 'task environment'. This tendency, 

however, was less pronounced in free recall. Any spatial image 

of the infornation system had established points of reference 

corresponding to certain areas of the structure containing 

information in the task environnent. The use of 'visualise' 

and 'image' is not meant to advocate that the spatial cognitive 

model was purely visual in nature, however; there was also an 

epactive, or motor, comr>onent ,vhich possibly contributed to it. 

Evidence also showed that the use of this image, during storage 

or recall of information, was very likely preceded by categorical 

identification via categorical memory. This would seem logical 

because it is impossible to locate information that has not been 

identified. The categorical identification of a piece of 

information was largely dependent upon the strategy used to 

interpret it. The appropriateness. and efficiency of the 

strategy could affect the efficiency of storage and subsequent 

retrieval of that item. Once a piece of information had been 

correctly .identified, .. however, memory· was very flexible· in· i·ts 

use of strategy and cues to effect storage and recall. This 

flexibility was demonstrated by the subjects, much of this 

being provided by the strong task context of the experiment 

and the more realistic and flexible information ~~ed. 

4.7 Conclusions 

As a result of this experimentation a number of conclusions 

may be drawn: 

1) Explicit spatial organisation of the labelled pigeon,;'holes, 

according to meaningful categories, does not enhance the 

categorical organisation of information in memory, as 

reflected by free recall. 

2) A strong spatial model of the pigeon-holes is developed 

ir·respective of their being externally arranged in a 

meaningful manner. 

) 

3) The points of reference upon which the spatial memory model 

is based are the outermost pigeon-holes. 
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4) Categorical and spatial meQory are separate ~~d 

independent systeDs; they Day be interpreted differentially 

by some forn of executive systerr... 

5) Categorical r.le!:10ry is dominant in identifying infor!ilation; 

identities are inter~reted using categorical knowledge 

previously stored in Demory. Spatial menory is doQinant 

in locating infornation; the spatial Qodel is built up 

using externally perceived positional re~ations. Therefore, 

the cognitive model is formed using both internally stored 

and externally perceived inforQation. 

6) Cues other than categorical and spatial can be incorporated 

into the cognitive model of a filing system. Episodic cues 

in particular were prevalent: these are concerned with the 

fact that a particular piece of information was filed, and 

also with the temporal context of filing. An example of an 

episodic cue is where a subject remembers that they made a 

mistake whilst filing into a particular job category. (Other 

cues, e.g. colour, were not prevalent because they Were 

standardised in the experiment.) 

However, we cannot be certain that these findings are 

appropriate for consideration in the design of computer filing 

systems. Therefore, we must consider them within the appropriate 

context by undertaking siQilar experimentation using a simulated 

computer filing task • 

.. . ~ 



5. THE EFFECT OF LISTS OF PROGRESSIVE SPATIAL AHD CATEGORICAL 
STRUCTURE ON THE FREE MID SPATIAL RECALL OF JOB CATEGORIES 

5.1 Introduction 
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EJgerinent 1 cle::-;}onst::-ated that categorical and spatial raef,lory 

were interpreted independently. It also showed that both types 

of r,lenory functioned efficiently irrespective of a random or 

logical organisation of pigeon-holes. The task in experinent 1 

was designed to sinulate a 'real world' filing situation; it 

involved a large, well defined array of spatial locations for 

the information, and gross movements involved in actually filing. 

Having investigated the role of cemory using a 'real world' 

sim>11ation, the conte.xt of the research demanded a'· logical 

progression towards an investigation of a computer filing 

simulation. 1·10st cini- and cicro-computer systems allow 

information to be stored on discs in files. To retrieve 

information a person can either remember the correct file 

descriptor which enables access, or they can list all the 

files from the disc and search for the appropriate file and 

descriptor. It was the latter situation which was thought to 

offer the best opportunity for simulation. Therefore, a filing 

procedure using various list forms of the job categories used 

in experiment 1 was undertaken. 

To gain the· maximum amount of information from the proposed 

computer simulation the best approach was thought to be a series 

of experiments employing the same task as in experiment 1. In 

each experiment the same job categories would be listed in 

different ways; firstly the amount of spatial structure would 

be increased, this would then be followed by a concomitant 

increase in categorical structure. 

Each experiment would incorporate both free and spatial recall. 

The free recall would provide an insight into the categorical 

model of information and simulate recall of category descriptors 

used in accessing information from a COlllDuter'; Spatial recall 

-;! \ 



211 

would provide an insigllt into the spatial nodel, and sinulate 

the recall of category descriptors and t;,eir relative position 

in a list. Anyone who has searched on a VDU screen through a 

honogeneous green !;]ass of file listings unsuccessfully for an 

appropriate category descriptor can see the relevance of this 

approacl~ • 

If list structure does aid inforoation localisation, then the 

cost of the ~~tra software involved could be worthwhile in 

terns of naking computer filing systens more 'friendly' and 

'comfortable' to use. 

5.2 Literature survey 

5.2.1 Introduction 

!-luch work has been done in the past to """Plore how individual 

items of information were coded by means of sundry different 

attributes. These items ranged from visually presented letters 

through words to sentences (Herriot, chapters 2 and 3, 1974). 

It is clear that such an approach can only partially describe 

how subjects code the presentation episode. For in a typical 

presentation phase of a memory experiment, several items are 

presented. There is no justification for the assumption that 

subjects code visual lists of items item by item. In other 

words, experimenter-defined and subject-defined units may differ 

(Tulving, 1968). 

The nominal, or stimulus, units may differ from the functional, 

or coded, units in terms of their size. Also, the order of items 

as presented and as coded may diifer (Rundus and Atkinson, 1970). 

For cxaDple, given a randomly ordered list of 'items,--!lome ~f 
which are animals, the subjects may rehe~rse the animals together 

during the presentation (Rundu8, 1971). However, as shown in 

experiment 1 of the present research, information that is not 

rilgidly defined by the experimenter need not necessarily be 

o~ganised by the subject according to experimenter expectations. 

I-Iany items can be recalled with no obvious associational or 

organisational strategy discernible. We must therefore be very 

clear what we are analysing. If some absolute strategy of memory 

;,organisation is required then analysis of the whole subject-';c'",, ___ 
" 

:1 
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defined rat~er than the ~~erinenter-defined order should be 

undertaken. For conparison of the effects of different 

e:-:perinental conditions on e:q>erL'1enter-defined relations in 

inforr.lation, Of! t:1.e other hal'1d, it is valid to analyse subject 

recall in terros of these relations. It will be of value to 

review so ne of the possible attributes by which information 

in the £orrr. of lists could be coded in menory. 

5.2.2 Order attributes 

Hintzman (1970) and Hintzman and Block (1971) have showed that 

a nunber of attributes of a 1:;'5t 'p?~s'entatio~iilh{on are 

encoded. The position of ~, item in the list, the number of 

times an item is repeated within a list, or even the number,of 

other items between two repetitions of an item can be reported 

by subjects, who, it must be stressed, were only given very 

general instructions at presentation. 

Underwood (1969) has demonstrated that combinations of attributes 

are encoded, and that they will interact to decrease uncertainty 

as to the nature of an item. He also reports an experiment in 

which he shows that subjects-do not necessarily remember the 

order of those items that they recall, and vice versa. Memory 

for order cannot therefore be explained in terms of any simple 

strength hypothesis, where the order information would be 
" 

derived directly from the strength of the 'trace' of the item 

itself. Perhaps the executive process of memory_ -has to refer 

to memory models, or systems, via same strategy, for the 
-' 

required info.rmation. One system would perhaps deal with- the 

semantic identities of items, whereas another might store 

positional, or spatial, information. 

However, most of the research on attributes such as order of 

items 

Estes 

has employed the serial recall task. 

(1972) and -the experimental situation 

It is reviewed by 

is briefl:Y as 

follows. A set of four letters is presented visually -and 

sequentiAlly at a fast rate (e.g. 2.5 per second) to subjects. 

They have to read these aloud. Then they have to read aloud a 

) 
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set of digits at the sane rate. Finally, they have to recall 

tl1e letters in the sace order as they were presented. 

Eocperimenters seek to distinguish i teI:l and order properties 

in recall, treating certain errors as indicative of the loss 

of order infoI!:lation. These errors are where a letter which 

was presented at a particular position has been replaced in the 

su0ject·s recall by a letter which had appeared at presentation 

in so~e other position in the s~~e sequence • 
. ' t} I}' 

E~,,:t.GS (1972) summa:dses the results in this area as~,gemonstrating,!, 

a) high accuracy of recall for order, b) difference in the rates 

at which order and item information are lost (i.e. the former 

faster), c) differences in the positions in the sequence at 

which order and item information are lost (i.e. greater loss 

in the middle of lists or groups), d) effects concerning 

grouping. 

The grouping effects are particularly important if any 

theoretical account is to be given of how subjects code order 

inforlI!ation. Wickl,egren (1967) made subjects group items within 

strings of eight, nine or ten digits into units of from one to 

five digits. The size of these chunks did not affect the number 

of items recalled to any significant extent, but it did affect 

the probability that a digit from a string was recalled in the 

correct position if it was recalled at all. This probability 

reached is maximum when there were three items'per chunk. 

lITicklegren (1969a) found that if one item 'Within a chunk was 
iO • 
correctly recalled, the next was highly likely to be correct 

also. However, there was a much higher probability of a 

transitional error if the next item was the beginning of a new 

chunk. 

The implication of this work on grouping is that chunks'are 

coded, and that the code of a chunk contains the item and order 

information relating to the member items. It appears to rule 

out any attempt to use sequential cueing as an explanatory 

device. This would suggest that the first item cues the second, 



214 

the second the third, etc. That subjects ca" employ a 

sequential cueing device is clea:r fron the results of probe 

e:-rperir:1e:1ts which ask for the recall of the item which 

succeeded the probe in t!le presentation sequence p'Jallace, 

1970).. But the results of the grouping experiments indicate 

that there nay be hierarchical as well as sequential nodes of 

coding order. 

There is one finding of N.F. Johnson's (1970) which suggests 

that sequential coding plays little part even within chunks. 

Johnson presented interfering material to subjects between the 

presentation of chunks and their recall. The material consisted 

of the to-be-reca1led chunk with one of the three letters changed. 

It made no difference which one of the three letters was changed, 

the first, second or third. All had equally deleterious effects 

on the recall of the other letters in the chunk. If there were 

sequential cueing within each chunk, altering the first letter 

would have the most deleterious effect. For that would prevent 

the second letter being cued, and hence the third. 

However, this approach still fails to specify how order 

information is coded. It merely suggests ·that coding of the 

order of a whole list is more hierarchical than sequential. 

But the form in which the order information is coded may be in 

terms of position tags. That is, the subject may assign an 

abstract representation of where the item is within a chunk 

to each item. 

a number (e.g. 

This representation need not be in the form of 

the seventh item.). It might instead be 

represented spatially, with the items coded as a linear series. 

This might be best suited by short series, which would explain 

why order information is best with ehunks of three items. 

Underwood (1969) quotes ~udies in which the spatial features 

of the presentation situation are coded, e.g. when different 

items are presented in different positions. But these are highly 

speculative suggestions. 



5.2.3 Tir,le and frequency a-ttributes 

Tl:ere are ot:lcr attributes of the presentation situation 

wl:ich c.liS;l-_t 'Jive addi tio:oal inforr.:ation about order. Two of 

t:tese are tine and frequency. 
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Perhaps tIle ::105t efi'ective nethod or showing that subjects can 

use temporal codin~s is that of 'judgenents of recency'. 

Subjects have been shown to be renarlcably successful in stating 

how nany items intervened between the first and second present

ation of an iteEl in a list (HinrickS, 1970). They have also 

been shown to be capable of deciding which of two items appeared 

first on a list (Yntema and Traslc, 1963). However, difficulty 

lies in isolating temporal variables from other factors. For 

example, Yntema and Trask found that the shorter the interval 

between the occurrence of an item and the subject's recency 

judgement, the more accurate that judgement was. In other 

words, information about relative occurrence in time may be 

quiclcly lost over time. TIlis could mean that the time 

information is closely connected with the other attributes 

of the item in menory. ~Ioreover, when an item recurs several 

tines in the list it is more likely to be judged more recent 

than when· it does not recur (~Iorton, 1968), supporting the 

idea that temporal judgement is intimately tied in with 

strength of the coding of the item. 

Another feature of item presentation which subjects use to 

code items is the;:i~irency with which they have occurred in 

the list (Underwood, 1969). Subjects are very good at informing 

the eh~erinenter of the number of repetitions of an item. 

However, as with demonstrating other forms of coding, to 

exhibit coding by frequency one has to hold constant the 

strength and extent of all other attributes of coding of the 

item in question. But if coding by frequency is one of the 

attributes by which an item is coded, then varying the 

frequency attribute will result in a general variation also 

in the strength and extent of coding. 



5.2.4 Senantic attri0utes 

In addition to t~e attributes concerning the physical 

structure of lists previously discussed, there are also t~e 

conceptual rela~ions be~wee~ t~e infornation itens in the 
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lists to be considered (Voss. 1972). If one says, for instance, 

that the relationship between 'cat' and 'dog' is coded, one 

i:nplies that t!-:ese a"ttributes which the i terns have in conmon 

are coded as a unit. The remaining attributes which the it~lS 

do not share will be coded separately, and will serve to 

distinguish the two items from each other and from other items 

for storage and retrieval purposes. This proposal satisfies 

the findings that related items are often recalled together and 

more effectively than unrelated items; and it explains how 

the right items are recalled. It allows, in other wordS, both 

for the reductive and for the elaborative functions of coding -

the reduction of the load on the system and the need to identify 

carefully each item for retrieval purposes. 

The two main approaches to the analysis of organisation in 

recall have concentrated on one function of coding largely 

to the exclusion of the other. The reductive function has 

been emphasised in experiments in which material is selected 

and results analysed in terms of the superordinate -

subordinate hierarchical relationship. That is, it has been 

assumed that several items are coded by means of a single 

superordinate coding. This involves a very considerable 

degree of" constraint of the situation by the experimenter; 

for by selecting the items on a categorical basis (e.g. four 

animals, four items of clothing, etc.) and by analySing the 

order of recall on the same basis, he effectively ignores 

all other possible methods of orgailfsation the subject may 

employ. If he is to generalise from his experimental situation, 

he must assume that organisation is in neat and tidy units, 

with each item being coded only within one unit. 

The second tradition in the study of organisational coding, 

stressing the elaborative function, is less constrained by 

the experimenter. It seeks to show how subjects code relations 

between nominally unrelated words. However, the explanations 

are~couched~in- terms of associative networks __ of~wo_r4s.~_That~i!;,~ 
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it is assuned that the relation between two words presel.ted 

in a list is coded by the nur::ber of word associates they have 

in co:mon, nhile the nunber of \'10rd associates peculiar to 

each word in particular serves to individually identify it. 

The distinction between the reductive and elaborative 

traditions is that the latter supposes that words are coded 

by neans of other "lords, the forner by means of attributes. 

It can ,)e argued that both the nain traditions have under

estinated the difference between the noninal and the functional; 

the reductive tradition assu:ues the identity of the subject's 

coding and the e:~erinenter's categories, While the associative 

tradition assunes that coding is in the same form as 

presentation, viz., verbal. 

The :foro o:f the present experimentation, which includes the 

analysis o:f categoric:al clustering, emphasises the reductive 

tradition. This does not mean, however, that any e1aborative 

coding will be ignored. In a 'real world' situation, where 

in:formation is relAted to varying degrees, reductive coding 

might_occur where explicit relationships_are readily available. 

IVhere no explicit relationships are available it might be 

necessary to elaborate upon th~ •• available in:formation in order 

to enhance storage and subsequent retrieval. A penetrating 

review o:f the whole :field o:f organisation is provided by 

Postman (1972) and a thorough one by \\bod (1972). 

The mainstay o:f the reductive tradition is the use of free-
~ :;j'_~~:i~' ,:;---"'" "'-<:; , 

recall, where recall is scored :for the number of experimenter 

de:fined categorical clusters. Free recall has repeatedly shown 

that subjects employ the relations inherent in material to aid 

their recall. It has been :found that, given random-order 

presentation, recall has been ordered in a non-random way; 

that the amount 6f principled ordering is correlated with the 

amount recalled; and that the values of both these variables 

increase over trials. Closer analysis of the recall protocols 

has revealed that it is an increase in the number of items per 

SUbjective unit that results in the general increase in items 

recalled; it is not the increase in the total number o:f 
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subjective units. i~a!1dler (lSo7; con£irned these findings in 

e::;?erio.entation where s ... ~bjects were required to sort no~inally 

unrelated "lords into as r.:ar.y subsets as th8Y wished. He found 

that t;"e lioitatiol1 on the nu:;].ber of items per unit, and the 

nurJ~er of units renembered, was seven. Tulving and Pearlstone 

(1966) provided labels for units at recall, this resulted in an 

increase in the nULlber of units recalled but not in the number 

of items per unit. J.!andler (1967) concluded that the function 

of organisation is to chunk the presented material into any 

number of chunks up to the upper limit of immediate memory, that 

is, seven (Hi11er, 1956). As organisation. proceeds over trials 

in a multi-trial free recall procedure, units become larger and 

better formed. Thus more items can be passed through the 

information processing system from short-term into long-term 

storage. This point of view is supported by the finding that 

although the number of unrelated items recalled is less than 

the number of categorically related items, the number of units 

is the same. In other words, categorizable items are easier 

to unitize, and so are better recalled. This is known as the 

'strong' reductive hypothesis. 

Postman (1972) reversed the Mandler procedure, such that the 

subjects' sorting criterion succeeded rather than preceded 

recall. No relation was· found between the number of units 

sorted and number of items recalled. A relation was found, 

however, between number of units recalled and number of items 

recalled. This suggests that the locus of limitation may be 

at the retrieval rather than the storage phase. Further support 

for this finding results from the strong reductive hypotheses 

running into more difficulties. Postman showed that more units 

can be recalled when longer lists of items are presented, even 

though the size of the units remain constant. Moreover, it is 

conceivable that, given adequate practice, subjects could recall 

more than seven units in those task situations where this limit 

appears to operate. One may postulate 'superchunks'. However, 

it seems less risky to abandon the notion of strict upper limits 

to processing capacity in favour of organisation at retrieval. 



Org~~isation at retrieval ?ostulates li~itatians upon the 

nunber ox stored units wl:ich can be :;:etrieved fror.! sl:orage 

at recall. Tul,ling and ?earlstone (1966) de;;lonstrated that 
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rilore i tens were available at retrieval ·thar. were recalled; 

this was in terr.:s of cued categories o:~ ite!"ls recalled only, 

not in terns of nunber of itens per category_ The conclusion 

was that although subjects had stored the items by means of 

category codings, they could not provide themselves with those 

codings at recall. 

There is a considerable amount of other evidence which suggests 

that subjects employ codings of rel,\tions at retrieval'. Firstl y, 

interference occurs at the category rather than the item level 

(Tu1ving and Psotka, 1971). Secondly, items within a category 

cluster are recalled in short bursts, with little time between 

items. In comparison, there is a longer gap between the last 

item in one category and the first in another. This gap 

increases as the recall phase progresses from one category to 

another, implying that the later category codings are not so 

easily available to the subject (Pollio et al., 1969). 

Finally, there is the interesting 'some or none' effect .(Cohen, 

1966). That is, if a category of items is recalled at all, then 

several of its member items are recalled. Single items from a 

category are seldom remembered. 

are actually included among the 

Further, when category labels 

items to be recalled, they are 

recalled at the head o~._,,$.I:t,~,:list of their category members. 
--:':-:.::...~.:~ ,"V ~~~1JJl 

All the previous findings suggest that relational codings are 

employed for retrieval purposes, and sometimes-;result in a 

greater number of items being recalled. The correlation of 

measures of clustering to amount recalled has been invest

igated frequently. Neasures of clustering are based on a 

comparison between the number of occasions when any two items 

from the same category occur adjacently in recall, and the 

number of occasions when this would be expected to occur by 

chance. The greater the difference, the higher the degree of 

clustering. In general positive correlations have been found. 

Colle (1972), however, suggests caution with the following 

. -observations:-~~ ~~-



1) ?ositive cor::clations ~ay be ar"'tc£acts of the oeasures of 

clustering; 'wi th SOl':e neasures the Opti3UIil possible 
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level of cl'-lstering increases with nu.Clber of items recalled. 

2) The increase i:1. degree of co:::-relation which one would 

predict as a result o£ the provision of cues at recall as 

cOr:!pared l'1i ~h t:1.eir absence has not been reported. 

3) Some evidence suggests that only very high levels of 

clustering result in increased recall. 

The latter point has most relevance for the present research. 

Thompson et al. (1972), for eo:ample, found that only when 

subjects who clustered highest were compared with those who 

cluster lowest, with the middle range omitted, were any 

differences found in the amount recalled. 

It is possible that only when subjects adopt in its entirety 

the neatly ordered set of categorized chunks, provided for 

them in the material by the experimenter, that recall of 

categorizable material is improved. Again, it is possible that 

when items are presented in a categorical sequence, serially or 

blo~ed, recall is better than in the situation in which the 

subject has to perceive the categorical relations in a randomly 

ordered set of items. Further, simultaneous as opposed to 

successive presentation of items may well result in increased 

recall, since it permits the relations between items to be 

more easily perceived (Puff and Bousfield, 1967). 

It is evident that subjects can use obvious categorical aids; 

it does not show that they habitually do use this form of 

structure when they actively code material which is not so ' 

neatly packaged. The high degree of clustering evidenced in 

subjects' recall shows only that subjects had no alternative 

but to follow the experimenter's organisation. It is only 

when clustering is considerably less than maximal that the 

possibility arises that subjects were actively using other 

codings of relations not provided by the experimenter. 

Ironically, low clustering may point to greater active 

organisation. 
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Bousfie1d ai1d Boclsfield (1966) showed that subjects use 

na.'"1Y other features of r,laterial provided, for example: 

l'lord.s each beginning wi-'.:h a different letter of the alphabet; 

items of sinilar visual shape; words which rhyne; words of 

different logical relationship to each other (e.g. subordinate, 

co-ordinate, super-ordinate); synonyns; and words with similar 

imagery conponents. Similar results Were found in experi:nent 1 

of t;,e present research, where other cues in addition to 

categorical ones could mediate recall. Bousfield and Bousfield 

(1966) reached their conclusions by using a measure of inter

trial repetition (ITR), in addition to that of categorical 

clustering. The ITR measure is an index of the extent to which 

items are recalled in the sane order On successive trials. It 

is obtained by subtracting from the observed repeti tions the 

nunber which would be a~ected on the basis of chance alone. 

If the superordinate-subordinate relation were the only one 

being employed by the subject, there is no reason to predict 

a high ITR score. The subject would simply use the super

ordinate coding to retrieve the items which it subsumes in no 

particular-oroei. --It has been -shoWn, -however, tlhat this is--not 

the case. High clustering is accompanied by higher ITR scores, 

implying that the recall of one individual item can cue that 

of the next (Puff, 1970b). 

Indeed, the presentation of the material in certain ways may 

result in the sub~~ct preferring a sequential strategy to a 
. 

hierarchiCal one. For example, if items are presented in the 

same order on each trial, subjects tend to recall them in the 

same order; such presentation results in better recall than 

random order presentation (l.Iandler, 1969). Further, if an 

item is added to the presentation list on each trial, most 

subjects employ a sequential strategy, even when material is 

categorizable (r-landler and Dean, 1969). 

We are left with the conclusion that the evidence for a simple 

reductive function of organisation of a superordinate-subordinate 

nature is an artefact of the material selected and measure 

employed (Herriot, 1974). 
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5.2.5 SU8r:ary 

It seer::!.s, :Ex-oe t~:e 't'lor!<. reviewed, that t:1.ere are a nlUJ.oer o~Z 

featu!"c$ of lis~s of iZ:IOl'":::atio!: 't'lhic11 can be used in the 

recall of that in:Eornation. The different theo:r:ies seen to 

:.Call into t\'/o disti:1ct schools. 

The first area concer!1S a sequential approach, incorporating a 

representation of aspects of the physical structure of the list 

in memory; for example, order, time and frequency information; 

It See~s to contribute to "a 'spatial' awareness, or image, of 

the lists. 

The second area concerns semantic properties of the information 

contained in lists. Here information is organised in memory by 

means of categories (reductive tradition) or in relation to 

other information (elaborative tradition). 

These theories should not, however, be considered a panacea 

with respect .to how peop~e organise l.ist information in memory.

They have also been shown to use many other types of cues. 

Previous work, irrespective of its l.imitations, does provide 

a basis for the present assessment of memory in taxms of recall 

of the items from lists used in a simul.ated filing task. It 

can be considered partly in the decision of what constitutes an 

optimum list, in terms of categorical. and spatial. structure, for 

use in a filing task. The fol.lowing series of experiments,by 

emphasizing a more applied, 'real. woxl.d' approaCh, can serve 

to clarify some of the points of contention evident in the 

literature. 

5.3 Experimental design 

5.3.1 Basic considerations 

l'ihen information is stored on a computer it is often put in 

'files' which need to be accessed according to some descriptor. 
l ., I 

The appropriate descriptor is usual.l.y found by scanning down a 

list of items. As in experiment 1 the 'what' and 'where' 

questions appl.y in locating the appropriate descriptor in a 

i 
l 
) 

I 

( 

, 
l 
! 

~~~~--~-~--~.~-~-~. ~-l."ist~i~order~to~access~ reqlIil:ed-niformat<ion • Unl.O"-ik"'-·"-e~t"'hLe~~~~=='~ 
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pigeon-hole axra:,' in e::perinent 1 a VDU listing is uni

dimensional, :flat, s~aller, and l:as less space inbetwee.i"l 

catcgo:;:-y desc:r-i:Jto:':"s. TI:ere£ore, the rcla ti vely efficient 

localisation of' pigeon-holes, via a spatial linage', irres

pective of categorical O~ randon a~range~ent, night not 

necessarily apply to lists. It is necessary to ask: 

a) lIlJ1at are the effects of different anounts of categorical 

and spatial structuring on the categorical and spatial 

memory nodels? 

b) \'Jhat are the specific characteristics of categorical and 
~ ;-~ ~ .. ,~ ...... 

spatial memory arising from list filing? 

c) Do spatial and categorical memory models exhibit the same 

characteristics after list filing as compared to pigeon

hole filing, and if not, why not? 

5.3.2 Experimental aims 

The main aim of this series of experiments was to assess the 

optimum type of displayed_infoDmation list, in terms of 

categorical and spatial structure. To facilitate this a 

number of lists of varying categorical and spatial structure 

would have to be assessed. In the design of computer systems 

for use by non-computer professionals, is it enough to list 

files in the order in which they were entered (essentially 

hardly any structure), or is it worth investing in extra 

software to structure files? Extra software could only be 

justified if it brought about a return in ease of use. 

Although this was the major aim it was,also of :~n~rest to 

assess the effect of different lis,t structures upon the 

fornation of categorical and spatial memory models, and the 

subsequent interpretation of and recall from them. 

5.3.3 Experimental rationale 

In order to achieve the experimental aims, subjects would have 

to undertake a filing task using lists of differing spatial and 

categorical structure. The filing task would have to be 

essentially the same as that used in experiment 1 to enable 

valid comparison between simulated 'real world' and simulated 

'computer' filing. This would again involve the use of 



experimental information which had an implieit categorical 

structure. It could be argued that pure spatial memory, 

independent of any categorical cues, should be examined. 

To a certain extent this is valid comment; however, filing 

would never take place using totally unrelated items of 

information. To counter any possible criticism it was 

decided that the use of each type of list should not only 

be followed by spatial recall, but also free recall. This 

would demonstrate any effects that the differing structures 
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of the lists had on the categorical memory model, as well 

Separate subjects ;t-ul~ be" used for~~~:~ 
as 

~~ 
. the spatial. 

free and spatial recall, because one type of recall might 

affect the other if both were undertaken by one.subject. 
;,. 

A separate experiment for each type of job category list 

was thought best, due to both free and spatial recall being 

used in each case, and to enable a more meaningful comparison 

between list types. The lists used would have to cover a 

range of spatial and categorical structure. One list wanld 

have to have neither spatial nor categorical structure, to act 

as a basis ".far comparison-. Another list wou1d need to have 

spatial structuring, but not in any meaningful categorical 

way, to assess the effect of spatial structure-. lhe next 

list would logically have to exhibit categorical structuring. 

However, it is impossible for this to take place independently 

of spatial structuring, as it means grouping common,job 

categories together in their major categories. Finally, it 

was decided that a list should be added which' exhibited a 

maximum amount of spatial and categorical structure. This 

would include alphabetic order, and meaningful labels for 

each of the categorical groupings. To summarise the list 

types were as follows: 

1) No overt spatial or categorical structure. 

2) Overt-spatial structure only. 

3) Overt spatially organised categorical 

4) Overt spatially organised list with a 

structure. and cues. 

groupings. 

maximum of categorical • 
,~I , 

(The lists are discussed in detail in the following.s"ection.) 
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Recall of list 1 \'lot,lc! der.:onstrate the efficiency of 

categorical anc: spatial nenory when no overt structure was 

appare:lt in tl:e list. A cO:J.pariso:1 of the perforr::ance using 

list 2 nit;, l:'st 1 \'lot:ld de::lOnstrate the effect of spatial 

cues on categorical and spatial ceDO:::Y. I:C" 00th ty?es of 

recall sl1m'led a spatial order influence we might conclude 
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tbat spatial tags are attached to the job categories in r.:.enory. 

If only spatial :::ecall showed an ir::provement. and categorical 

recall remained constant, it would tend to suggest that 

categorical and spatial nenory were separate and interpreted 

according to different rules. Predominant categorical 

clustering in both types of recall Vlould indicate the 

domination of categorical relationships in recall. 

Recall of list 3 would denonstrate the effect of additional 

~~licit categorical cues on categorical and spatial memory. 

Any increase in experimenter defined grouping in recall'would 

suggest that categorical cues need to be explicit for them to 

be best used. Increase in accuracy of spatial recall would 

lead us to the conclusion that spatial interpretation of·lists 

is better when there is an underlying categorical structure. 

If these findings were found to occur to a greater extent 

when using list 4, it would indicate that spatial localisation 

within a list is better with increased categorical structure. 

Comparison of results with those of experiment 1 would possibly 

generate some tentative differences between 'real world' filing 

and 'computer' filing. , ' 

It should be noted that memory systems are interpreted by an 

executive system according to certain rules and strategies 

(Anderson, 1975). Any interdependence of different type's of 

memory cues does not necessarily mean that cues are closely 

associated, being stored in the same memory system. It may 

be the case that two memory systems could be interpreted via 

the same, or similar, strategies by the executive system. If 

cues were closely associated in one memory system we would 

expect a certain resonance and common variation in both free 

an_d _sRa'tial r",call. Any variance of one type of recall without 
--~- =-- ~= ---"""--=-~,-=- ~-~-==-~-.o-.=-=--



the other would indicate ",'ecutive interpretation of two 

separate systens. Further, it night be expected that 

separate systens of cues could be responsible fo= an 

additive effect in recall perfornance. \'Jiti1 an executive 

interpretation of t"lO systens, however, recall could consist 
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of an either/or si "tuation where a good performance during one 

type ox recall is not necessarily followed by a good perfor~ance 

during the othe;:. This would be dependent upon t:1e con:prehen

siveness of either of the memory" mo~ls. " 

5.3.4 Independent variable 

The independent variable for the four experiments was the 

variation in spatial and categorical structure of the lists. 

Experiment 2 used a different randomJ.y ordered list of job 

categories for each subject. ~eriment 3 used different 

randomJ.y ordered lists of job categories spatially divided 

into five groups of six. The lists for experiment 4 were 

categorically grouped, the thirty job cat~ries being divided 

into their five experimenter-defined major grouping~ (e.g. 

Industry). The major groupings were randomly organised on the 

page, and the job categories within the major groupings were 

randomly organised. Experiment 5 used the same list for each 

SUbject. It was divided into the five experimenter-defined 

major groupings, each one being meaningfully labelled according 

to experimenter de£init"ion (e.g. Industry, Academic, etc.). 

The major groups were arranged alphabetically, as were the job 

categories within the groups. Exanples of the four types of 

experimental lists folluwon subsequent pages. 

In experiments 2 and 3 the job categories on the lists were 

randomised using the randon number" generator program used in 

e~cperinent 1, run on a POP11 computer. In experiment 4, the 

najor categorical groupings and the job categories within the 

groupings were randomised using random number tables. The 

appropriate experinental plans by means of which the subjects 

could be allocated their appropriate training orders and 

experimental lists o:were;cals!> formul"at"jidj\i.1t£6'gJ a PDP 11 computer • 
• ", _ • ~'''';: "i'_~-' 

, 
", 
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Buying 

Civil service 

Legal work 

MA courses - Arts 

PhD research 

Entertainment 

MSc courses - Social sciences 

Hotel management and catering 

Accountancy 

Management training 

Medical 

Social work 

Local authority 

Stockbroking and investment analysis 

Tourism 

Part-time education 

Teacher training 

Quality control 

Management services 

Environmental control and design 

Advertising 

Insurance 

MSc courses - Physical sciences 

Public transport 

Engineering 

Journalism 

Banking 

Armed forces 

. Industrial administration 

Retailing 

~ ......... -

~r>.:_.: 

List for experiment 2 - NTIo~o~v~e5r~t~~~~~g~~~~~ 
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Entertainment 

Social work 

Advertising 

Legal work 

MSc courses - Physical sciences 

Insurance 

Mangem.ent services 

Tourism 

".:-;- :P,-u.~ ~!.c transport 

Journalism 

Quality control 

Engineering 

Local authority_ 

Buying 

Stockbroking and investment analysis 

Civil Service 

Teacher training 

Environmental control and design 

Part-time -education 

Banking 

Armed forces 

Management training 

Industrial administration 

Medical 

MSc courses - Social sciences 

Retailing 

Accountancy 

Hotel management and catering 

MA courses - Arts 

PhD research 
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List for experinent 3 - Overt spatia~ structure only (i.e. grouping) 
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Local Authority 

Armed forces 

Mecical 

Public transport 

Civil service 

Social work 

Advertising 

Banking 

Retailing 

Accountancy 

Stockbroking and investment analysis 

Insurance 

Entertainment 

·Legal work 

Tourism 

Environmental o:mtrol and design 

Hotel management and catering 

Journalism 

MSc coUrses - i>h,ysical sciences 

Part-time education 

MA courses - Arts 

Teacher training. 

MSc courses.- Social sciences 

PhD 

Buyinq . 

Industr.lal ac'lmi.nt stration 
" 

Management services 

Quality control 

Management training 

Engineering 

List for experiment 4 -

-=-"-=..- .. ---=~---
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MA =urses - Arts 

MSc courses - Physical sciences 

MSc courses - Social sciences 

Part-time education 

PhD research 

Teacher training 

Accountancy 

Advertising 

Banking 

Insurance 

Retailing 

StockbroJd.ng and investment analysis 

Buying 

Engineering 

I 

Industrial a dmi 01 stration 

Management services 

Management training 

Quality control 

Entertainment 

Environmental control and design 

Hotel management and catering 

Journalism 

Legal work 

TouriSlli' 

Armed forces 

Civil service 

Local authority 

Medical 

Public transport 

Social work 
! 

List for experiment 5 -
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ACADEMIC 

COMMERCE 

INDUSTRY 

MISCE~OOS 

-. 
- -::-- "'0<1: . , 

PUBLIC SERVICBS_ 

t 
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5.3.5 Dependent variables and the rationale of their use 

As in experiment 1, the major dependent variables were class

ified into three major groups; the general efficiency of 

recall (i.e. the number of job categories remembered), 

measurement of the influence of categorical relationships on 

recall, "and the measurement of the influence of spatial 

relationships on recall. The importance of these three groups 

lies in their specific reflection of the effect of progressive 

increase of list structure on the free and spatial recall of 

job categories. 

Additionally, the time to complete stages of the experiment 

and subjective comments were noted. 

5.3.5.1 Recall efficiency - number of job categories recalled 

Again the number of job categories recalled by each subject 

was taken as a broad measure of the efficiency of recall in 

either free recall or directed spatial recall of the job 

categories from the experimental lists. As a broad measure 

it does not supply any information regarding the possible 

strategy of recall and as such should not be used in too 

definitive a way. However, it provides a useful comparison 

of the effects of list structures in experiments 2 to 5 on 

recall efficiency in general. l 

5.3.5.2 Measurement of categorical recall - categorical clustering 

Measurement of categorical clustering attempts to demonstrate 

~nternal organisation of information, in this case job 

categories, in terms of the information's semantic properties. 

Information sharing the same or similar contexts would be 

logically grouped together in memory and consequently cue 

each other in recall; thus common categories would appear 

next to each other in recall. These assumptions form the 

basis for the free recall paradigm (Bousfield, 1953; Tulving 

and Donaldson, 1972) in which internal categorisation can be 

scored by quantifying categorical clustering in recall. In 

practice, however, the free cecall paradigm is subject to many 

weaknesses (as outlined in experiment 1). Therefore categorical 

clustering should not be used as a definitive measure, but 

.-athl2.f' ~hl2." c.o,,",parj"S"the ·eF~ec.t· of a Vatiet~ o~ c.or\,Lt",ons 



.r 

232 

The impli~it categorical relations in the stimulus material 

provide a model ,rithin which to quantify the amount of 

experimenter defined categorical clustering evident in the 

recalled job categories. The flexibility of this model, however, 

allows any significant deviation either towards or away from the 

experimenter classification to be recognised. This is 

especially important in comparing the recall of lists not 

categorically structured according to the model with those 

that are. It also allows the detection of any categorical 

memory influence on the spatial recall of uncategorised lists. 

5.3.5.3 Measurement of spatial recall - spatial clustering 

Spatial clustering measures the extent to which job categories 

are organised in memory using associations due to their 

adjacency on the stimulus list. The assumption is that job 

categories which are next to each other on the stimulus list, 

and are therefore associated in memory, will cue each other 

and be adjacent on-the recall list. It should be stressed 

that this does not necessarily mean that a perfect copy of the 

stimulus list will be recalled, rather that certain adjacent 

pairs will remain adjacent when recalled. This measure does 

not score for the relative accuracy of placement of job 

categories in the whole of the recall list wit~ respect to 

-their position in the original stimulus list. 

5.3.5.4 Average total error (ATE) 

This measure attempts 'i'i)"'quantify the amount of inaccuracy of 

the positions of the recalled job categories in comparison to 

their position in the stimulus list. Unlike spatial clustering 

this and the subsequent two measures progressively examine the 

accuracy of the spatial model of the stimulus list in memory. 

They all relate to the association of job categories to;the 

stimulus list as a whole, rather than to each other. 

5.3.5.5 Percentage sector score (%55) 

If a subject cannot remember the exact position of a job 

category during spatial recall, he might, nevertheless, be 
/ 

able··to~remember the section of ·iolle st:CmUluslist inwhichit=~~ 

was. ZSS ~uantifies the number of job categories whi~h are 
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recoiled. in the c.or~ed: secto,.- or the recall list a.s c.op\pareJ. 

with the stinulus list. For this purpose each stimulus list 

is divided arbitrarily into five groups of six job categories. 

5.3.5.6 Percentage nought (roO) 

%0 is a measure of absolute accuracy of job categories in the 

recall list with respect to their position in the stimulus list. 

A job category in the recall list only merits a 0 score if it 

is in the correct position in the recall list compared to its 

position in the stimulus list. 

%0 is a measure whiah reflects the asso~iation of each job 

category and its position relative to the whole representation 

of the stimulus list in memory. It does not, unlike ATE and %SS 

attempt to quantify any error in positional memory or any 

rough accuracy of placement. 

ATE, %SS and %0 scores enable us to determine the effect of 

stimulus lists of varying spatial and categorical structure on 

the spatial memory model of-each list by assess~ng-the 

positional recall to varying degrees of accuracy. 

In experiment 1 a numerical profile of the spatial model of 

the pigeon-hoI'es in" each condition was formed using the 

probability of correct recall and other spatial measures. 

It is possible to formulate similar profiles using ATE, %SS 

and %0 for the lists in experiments 2 to 5. Because they are 

uni-dimensional it is a simple matter to obtain average values 

of these measures for each of the thirty locations of each list; 

no calculation of values for rows and columns separately is 

necessary. 

5.3.5.7 Training period and experiment times 

The timing of training and experimental periods were not 

classed as major measures. The reason for this was that any 

time differences could not be attributed to any specific cause 

and could be due to a combination of many factors cau'sing 

, 
.~ , 

I , 
inde_cision. Ihe~~. could i!;,clude motivation, ,personality type, ! 
previous knowledge of the j-ob categoriesetc:- -tb-e- times~oo;-- =.' ~"
howe.ver, provid.e. a ro ..... sh 4icJ.e. to ease of use.. of each 1 ist 



rather than a definitive measure of any specific mental 

processes involved. 

5.3.5.8 Subjective 'comments 
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It is possible to gain much information on the nature of 

subjects' memory models from a quantitative analysis of recall. 

However, it was also important to gain some insight into 

information organisation and recall strategies used at a 

conscious level. The inclusion of questions concerning 

perceived organisation of information, interpretation of 

information, and recall strategy, could fulfil these 

requirements. 

5.3.6 Experimental procedure 

5.3.6.1 Apparatus 

, , 
< , 

The apparatus used in experiments 2 to 5 was identical to that 

used in experiment 1 except that, instead of an array of 

labelled pigeon-holes, four types of list exhibiting progressively 

increasing spatial and categorical structure were used. 

5.3.6.2 Subjects 

Again, the subjects used were non-computer professionals, 

computer professionals, and secretaries. Each experiment 

involved eighteen subjects, nine for each of free and spatial 

recall. The three subject types were balanced in each experiment, 

that' is, three of each type per recall condition. _",_' 

5.3.6.3 Method ,< 

The pre-experimental periods in experiments 2 to 5 were , : 
essentially the same as that in experimen,t 1. The cU:f"ference 

. i 

was that instead of arranging the labels on the pigeon-holes 

in the appropriate order, the appropriate,J.ist of job categories 

was randomly allocated to each subject. 
! 

Pr.'ior to the main experiment each subject undertook two training 

pe~iods. They were required to sit down at a desk with the , 
appropriate experimental list face down in front of them. The 

.;.. 

;experimenter then read the instructions appropriate to the 

.Tt raining periods (see appendix 5.1 for subject instructions). 

, 
'; 

When, _ t_he experimen __ 1;er was '';~ati_sfied that ,. the __ instructions_had __ ~ 
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been understood the training procedure went ahead. The 

subject was instructed to turn the list over and the stopwatch 

was started. The experimenter then read the first of two 

different random lists of job categories as prescribed by the 

experimental plan. As each job category was read the subject 

pointed to it on the experimental list. Upon completion of 

the first list the stopwatch was topped and the subject 

instructed to turn over the experimental list. The time taken 

by the subject to point to all the job categories on the list 

. .. 'was reoorded. This procedure was •. t!1.en' repeated,!fitQ,r,r~.he second' 

random training list or der from the experimental plan. The 

subject was then read the instructions necessary to undertake 

the main experiment. The 180 items of information concerning 

student job opportunities were placed'up-side down on the table 

adjacent to the experimental list. \~en the experimenter was 

satisfied that the subject understood the procedure, the main 

experiment was initiated. 

The pile of 180 sheets of information was turned over, as was 

the experimental list, and the stopwatch was started. The 

subjects knew they were being timed; this was to provide 

motivation to work fairly quickly. The subject read the first 

piece of information, decided which of the job 

the list was most appropriate and ticked it. 

.. ~ ... -

categories on 

' . 

If the choice of job category was wrong the experimenter said 

'no'" the subject then crossed out the tick and chose another 

and ticked it, thus ensuring that the subject did not expect , 
there to be six information items to each job category. This 

procedure continued until the information item was correctly 

filed, whereupon the experimenter would remain silent. Each 

of the 180 information items were filed in this way. Ouring 

the experiment, cmmmunication between experimenter and subject 

was kept to a minim~~ in order not to provide any~xtra cues 

for recalling the information being dealt with at that time • 

. - .... 
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On completion the stopwatch was stopped, the list was turned 

over, and the tir:le taken noted. The stopwatch was then re-set 

and started to time the half-hour break in the experiment. 

The procedure during the coffee break was the same as in 

experinent 1. On resuning the experiment, each subject was 

read the instructions for the next stage (see appendix 5.1). 

For nine of the subjects in each experinent the instructions 

P ertained tC,free recall, for ~,e other nine spatial recall . • I" E ' •. ; 
.. Y l2!" .. --I 

(see experiment 1). Subjects were allowed approximatelY ten 
~ .~ • J • 

·mJ:t1IJ.tes for each recall. In the free recall si tuat:ion each 

subject had to write down all the job categories remembered 

in the order they came into their head, drawing a line between 

periods of continuous recall. In the spatial recall situation 

the subjects had to write the appropriate job category in the 

correct position on a template of the experimental list, lines 

represented the position of job categories (for example of free 

and spatial recall see appendix 5.2). 

The experiment was concluded by asking the subjects questions 

about certain aspects of the experiment, f~ instance, their 

strategy of recall in each of the conditions. For more detail 

on the collection of results during the experiment see results 

collection and calculation, section 5.3.7. 

5.3.7 Collection and calculation of results 

An explanation of the calculation of the various experimental 

,[esults for each subject follows: 

5.3.7.1 Number of categories recalled 

The categories written down during free and spatial recall were 

checked against their respective master list in each ca~e, in , 
order to eliminate duplications and discover the categories 

missing due to forgetting. The number of categories recalled 

were then counted. 

..;;.=....' -- --. 
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5.3.7.2 NeasureI:lent of categorical characteristics of recall 

The net hod of collection of the results reflecting categorical 

recall was the same as in experiment 1. Document A (appendix 

5.2) is an example of free recall of job categories as prescribed 

by the subject instructions. Categorical associations are 

denoted by the numbers on the left of the recalled list in 

document A (appendix 5.2). A categorical association, or 

cluster pair, occurs when a pair of adjacently recalled job 

categories are from the same experimenter defined major 

category; for instance, social services and civil service 

both belong to the pUblic services major category. The % 

categorical clustering, expressed in terms of the total number 

of pairs recalled, is 36.37 for free recall and 12 for spatial 

recall. 

5.3.7.3 Measurement of spatial characteristics of recall 

i) Spatial clustering - the measurement of spatial clustering 

was obtained in a similar manner to that of categorical 

clustering, in that each recalled pair was examined in turn. 

If the two members of each pair were adjacent on the master 

experimental list (document B, appendix 5.2), used to 

simulate filing, a spatial cluster pair was recorded (see 

document C, appendix 5.2; spatial clusters are on the right 

hand side). A measure of spatial clustering was also calculated 

for the free recall lists. This was in order to ascertain 

·.whether·there was any spatial influence on free recall; if 

job categories were recalled due to associations based upon 

the;r juxtapo~~~~on the master list, then spatial cluster

ing would be significantly greater. than chance. 

For the next measurements of spatial recal~, %0, % sector 

score (%55), and average total error (ATE), the treatment of 

the spatial and free recall lists differed. 
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In the spatial recall list all positions on the recall template 

were important, even if left empty due to forgetting. It was 

the intention not only to assess spatial recall over the whole 

of each list but also in specific sections of each list. For 

this reason each master list and each recall list was divided 

into five sections of six. The positions on each list were 

then nunbered I to 30. 

In the free recall list there were nO empty locations for for

gotten job categories. Therefore, forgotten job categories 

were discounted on each master list, even thought it was 

divided into five sectors of six job categories as in spatial 

recall. The difference was that only the remembered categories 

were numbered on each master list. Each corresponding category 

on the corresponding free recall lists were numbered, and the 

sector division took place on the basis of the numbered job 

categories in each sector of the master list. For instance, 

if the first sector on the master list contained the numbers 

1 to 5 with one job category forgotten, the corresponding 

first sector on the free recall list contained the first five 

categories. The weakness of this is, however, that all the job 

categories in a sector of the free recall list might not 

correspond with a period of continuous free recall. It might 

also seem irrelevant to spatially score free recall lists. 

The reason for it is to make sure that there is no spatial 

basis for free recall by comparing the spatial scores obtained 

with those due to chance (see documents A, B and C in appendix 

5.2) • 

ii) ATE - each job category recalled was compared with its 

position on the corresponding ~aster list. The difference 

between the positional numbers was then reQOrded adjacent 

to each category on the master list. The average total 

error was obtained by dividing the sum of the discrepancies 

by the number of job categories recalled. 
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iii) %SS - if, when each job category on the recall lists was 

checked, the sector that it was in corresponded with the 

Sruile sector on the master, a tick was recorded on the 

master list. The total number of ticks were then expressed 

as a % of the total number of job categories recalled. 

iv) 5"00 - each job category recalled was compared with its 

position on the corresponding master list. If the assigned 

number, in each case, corresponded a 0 was scored. This 

denoted that the position of a recalled category 

corresponded exactly to its relative position on the 

master list. The number of O's were expressed as a % of 

the number of job categories remembered. 

In addition to the aforementioned measures, relating to the 

whole recall list, measurements for each position of each list 

Were generated. Consequently the spatial memory of different 

parts of the lists could be examined. It was realised, however, 

that·if spatial measures concerning whole free recall lists did 

not prove significantly greater than those due to chance. it 

was worth cmmparing positional .~~ores for free recall lists. 

5.3·;8· 7he calculation of chance occurrence of experimental variables 

In order to assess that significant cognitive organ£sation was 

occurring, as measured by the various experimental variables, 

it was ·necessary to ,co!!lpare the results obtained with those 

that mi9h~"~~~ur b/ ~~ance. It was assumed, as previously, 

that if no cognitive organisation occurred the results obtained 

would conform to chance values. This necessitated the 

calculation of chance values for each of the major. variables 

of the experiment. Chance values assume no organisation at 

an information storage or retrieval stage. 

It must be noted that chance vallles',were calculated for a range 

of numbers of job categories recal~ed. For example, some people 

might only remember 23 job categories whereas others might 

remember 29. Categorical and spatial clustering measures were 

! 

t 
I 

t 
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based on the number of clear pairs of job categories recalled, 

whereas the rest were based on the number of job categories 

recalled. It can therefore be appreciated that organising 

the list of job categories into groups of six effectively 

reduced the number of possible job category pairs. This also 

had to be taken into account. The procedures undertaken to 

calculate chance values will now be outlined. 

5.3.8.1 Categorical clustering 

Thirty random lists of the thirty job categories used in the 

experiment were scored for the amount of categorical clustering 

they contained. This was done by counting the number of job 

category pairs where both members belonged to the same experimen,ter 

defined major category (e.g. Public Services, Industry, etc.). 

However, the previous procedure only provided a figure for a 

list of thirty job categories. To calculate the value for 

different numbers of recalled pairs, each list was progressively 

shortened by reducing it by one job category at a time at random. 

If this action caused the destruction of a pair of categories 

constituting a cluster, one was subtracted from the previous 

number of category pairs scored for the wh01e 1ist. If a new 

cluster pair was created one wou1d be added to the previous 
•• 

value. Using the thirty lists, an average va1ue for' the number 

of cluster pairs cou1d be calculated for each possible number 

or recalled job category pairs. The percentage of categorical 

clustering was then calculated, for each possible number of 

recalled job category pairs ',J?,Y.,Mvi"ding the average number or 
"':;' ~~ 

counted cluster pairs />t'ake:l'"oviir the thirty random 1ists, by 

each required number of recalled job category pairs. A table 

was then constructed showing the appropriate chance value for 

each possible number of recalled job category pairs. Thus, 

if a person recalled 27 job categories, resulting in 23 pairings, 

the corresponding chance value would be opposite 23 pairs in the 

table. 

5.3.8.2 Spatial clustering 

• 
! 
i 
J 

I 
The amount of spatial clustering due to random chance was ' 

calcu1ated on the basis of the thirty six different possible I 
o~p .. i,o", 0' nino <andoo U", 0< <ho <hi«, ,ob :~,ego~~o,~ ~i.--



(i. e. 1 and 2, 1 and 3 .0.... 8 and 9). Each pair of job 

categories in turn from one list were compar~d with the two 
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sane job categories on a second list. If these same two 

categories were adjacent on the second list a spatial cluster 

was scored. A table was constructed with the two lists being 

compared in each case labelled down the side, and the 

conparison of each of the twenty nine job category pairs 

horizontally across the page. If a pair of job categories 

from one list did not correspond with the same pairing on the 

second list a X was scored. If there was a corresponding pairing 

a v" was scored (see figure 5.1). 

1 and 2 XXXXXXXX{XXXIXXXXX ••••..• 

1 and 3 XXXXXXXXXX.txx'(XX ••....... 

etc. 

8 and 9 

Figure 5.1: The scoring of chance occurrence of 
spatial clustering 

°From o the table of comparisons an average value-for ° the amount· 

of spatial clustering could be calculated for recall of twenty 

nine pairs of job categories by counting the total number of 

ticks and then dividing by thirty six (the number of list 

comparisons). A percentage value of chance spatial clustering 

could then be calculated by dividing by twenty nine and multi

plying by one hundred. To calculate values for other numbers of 

recalled job category pairs, vertical lines were taken out of 

the table at random and the number of ticks contained subtracted ° 

from the total used in the previous calculation. This total 

could then be treated as previously to calculate a chance value 

for percentage spatial clustering, being careful to use an 

appropriately reduced number recalled job category pairs. 

Initially an allowance was made for the fact that for experiments 

two onwards the job categories were organised into groups of six, 

with a concomitant reduction in the number of category pairs 

(by four). It was discovered, however
o

, that calcuJ!~fii;grc;J!~ce 

values from lists of thirty ungrouped categories gave values 

very similar to those when the allowance was made. 
~~~~~~~~~~-~~ 
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5.3.8.3 Average total error and %0 

The chance value for average total error was calculated in a 

sinilar way to that used to calculate chance percentage spatial 

clustering. A table was constructed and instead of comparing 

pairs of job categories, each job category and its position 

in one list was compared with the same category and its position 

in the second. The difference in their positions gave a value 

of total error for each job category (see figure 5.2). Average 

total error was calculated for each list by dividing the sum of 

total errors for each list by thirty, the number of job categories. 

1 and 2 2.3.27.11.4.0.3.1.10.7.7.0.3.8.14 •...• 

1 and 3 28.1.24.7.12.6.8.2.10.10.6.10.3.12.1 •• 

etc. 

8 and 9 

Figure 5.2: The scoring of chance values for average 
total error and %0 

As with the spatial clustering table, vertical lines were taken 

out at random to enablethe~ calculation of chance scores for- -

occasions when fewer than thirty job categories were reaalled. 

- , 

It was also possible to calculate chance values for %O's from 

. the total error table. \.,Jhen the position of a job category 

on one list coincided with~ its position on the second list the 

difference was O. The chance %0 value for thirty job categories 
,,~ 

recalled could·be"ca!culated by dividing the total number of O's 

in the table by 1180 (the number of list comparison X the number 

of job categories) and multiplying it by 100. 
:.:~ ',~--'. 

- :. ".' ,'"-.. :: .~ .-1 

5.3.8.4 %SS 

To calculate chance values for %SS a table was again constructed 

comprising of the 36 possible random list comparisons. For each 

job category on one list a tick was entered if on the second list 

it was in the corresponding sector of six job categories. If 

not a cross was entered. The procedure for working out the 

chance %SS for a list of job categories was as previou~ly 

described. 

! 
t 
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5.3~9 Statistics 

The <lata collected i'roUl the experinents l.'lere analysed .for 

hom.ogeneity of varia::1ce between samples. It was found that 

homogeneity of va~iance was not present in most cases, a factor 

which precluded the use of parar.letric statistics. There was, 

however, a very good general non-parametric statistical prograC! 

available, called 'Ocmibus' (l-leddis, 1980). This was used to 

analyse the data. 

First of all the computer program converts the data into ranks 

(lm'! value scores get low ranks). The program prints out mean 

rank for the scores in each sample. The program next evaluates 

and prints out the statistic 'H which is a measure of how 
'''":;--.. , 

widely spaced the sample rank means are. When the sample rank 

means are widely spaced, H tends to be large. H also increases 

with the number of samples being compared. When only two samples 

are being considered the traditionally used Z is printed rather 

than H. Z is the square root of H and is asymptotically normally 

distributed (~leddis, 1980). 

The program tfien goes on to assess whether i"he'degre'e of spread 

could have occurred if the ranks bad been assigned in a random 

manner (by chance). This is tackled by effectively (but not 

actually) looking at all the permutations of the ranks and 

computing a value of H for each of them. It then finds the 

frequency of permutations yielding a value of H greater than 

or equal to the value of H resulting from the data input. By 

dividing this frequency by the total number of permutations, we 

obtain a value for the probability (P) of getting', by chance 

alone, as large or larger a value of H than the one resulting 

from our data. If this probability is low (certainly less than 

0.05), we might decide that chance factors alone cannot explain 

our results and we must seek some explanation in terms of 

systematic effects influencing the scores in our samples. 

\~en there,are only two groups, the test could be either one-

or two-tailed. For experiments 2 to 5 a two,;-tailed valul!:;.was 

used because comparison between samples was always non-directional . ----~ .. 
(i.e. significant differences were being sought). 
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If we have only two sar.J.ples and our result is statistically 

significant, then we sinply conclude that the samples are 

different, or to put it more precisely, that there is at 
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least one factor at work which is selectively influencing 

scores in one of the sa.."TIples wore than the other. However, if 

we ~lave Ii:i:ore than two· groups (as in comparing scores across the 

four experir.J.ents), the situation is not so sir.J.ple. To know 

that there is at least one factor influencing at least one 

sample r.J.ore than the others is not very helpful, and we must 

resort to another set of computations to evaluate more specific 

hypotheses concerning what might.'Q~ happening to the data. 

This is the evaluation of t~ends and contrasts (comparisons). 

It should be noted that a large value of P does not rule out 

the possibility of systematic influences being at work. 

Therefore, the next stage should be undertaken whenever there 

are more th~, two sanples. 

Ideally the researcher should have conducted his experiment 

with some hypothesis in mind concerning the outcome. For 

experiments 2 to 5, for example, one hypothesis would be that 

.increasing list structure promotes ·better- spatial memory·xor· 

location of job categories. Four numbers expressing this 

hypothesis can now be generated, concerned with the order ox 

sample rank means. These are simply: 

1 2 3 4 

The order ox these numbers implies that spatial . .re..~ll 

performance improves with increase in list stru~tu:re. These 

values are called 'Lambda coefficients', or just 'coefficients'. 

Their job is simplY to reflect the pattern of expected sample 

rank means. The computer takes these values and correlates 

them with the actual sample rank means. It then generates a 

statistic Z, which is large and positive when the correlation 

is good. A negative value of Z indicates that the ~oexxicients 

woUld have correlated better in reverse order. A value for P 

is subsequently calculated, in a similar way to that used 

previously with the value for H. 



5.4 Analysis and discussion of results 

5.4.1 Critical assessment of previous work in comparison with the 
'real world' context of the present experimentation 
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Before dealing with the results analysis it is useful to examine 

the relationship between previous studies specifically related 

to this area with the experiments described here. 

One of the great difficulties encountered when trying to assess 

previous work done in the present applied context, is that 

laboratory tasks are usually unrealistic with respect to the 

·~'ifal world'. Therefore it is dati~~¥ous",to genera1i\"",rs~'J'!'Om 
previous results without considering differences in task contexts. 

Rarely do stimuli exist in the 'real world' by virtue of their 

spatial position alone. They usually have some meaningful concept 

identity. For this reason it was thought advisable to critically 

assess previous work concerning both spatial and categorical 

organisation in memory (see section 5.2) in relation to the 

experimental design used in experiments 2 - 5., There are a 

number of important features of the tasks used in previous 

work 'which differ 'f:fonf that used in eXperimEints 2 -:. 5~ 

Previous work on characteristics which contribute to memory for 

order has used strings of letters ar digits, either presented 

sequentiallY or simultaneously, of varying lengths and groupings. 

Such stimuli have very little meaning, other than physical 

identity, a factor which is accentuated by there being very 

little task context in which to relate the items. It is possible 

that semantic relations might provide quite important cues as 

to the order or spatial positions of stimuli relative to one 

another, if the ability to actually 'visualise' the positions 

of stimuli in mempry is lost. Fuehs (1969) use of four letter 

nouns in replicating earlier findings using letter and digit 

strings suffered from a similar lack of task context. 

Experiments 2 - 5 all use the same meaningfully related job 

categories, more so due to their interpretation within a realistic 

task, context" The relations were either implicit or ~licit , , 
depending on the experimental list used. In the 'real world' 



all mental models are developed within a meaningful context 

and incorporate both spatial and semantic information. 

The tasks used in most previous work involved the rapid 

presentation of stimuli followed by random stimuli to prevent 

rehearsal during retention periods of varying lengths. This 

rarely happens in practice where people usually have a longer 

period over which to consolidate information, depending on the 

task being carried out. ~~eriments 2 - 5 involved each subject 

ip scanning and classifying information at random into 30 

spatially arranged job categories (a greater number than usual 

in previous work) over periods ranging from approximately 20 

minutes to just over an hour. The half hour period before recall 

did not need rehearsal prevention mechanisms because subjects 

were not expecting to recall the categories. Therefore, any 

spatial or related order information stored in memory is incid

ental to the task and not the aim of the task itself. This is 

more in keeping with how people naturally interact with spatial 

aspects of information handling. 

A final important difference is that previous work dealt with 

short term retention of information (i.e. generally 20 seconds 

or less) whereas the present experiments deal with longer 

term retention features (i.e. after 30 minutes). It is well 

known that so-called short and long term memories use different 

attributes of information for coding purposes. Short term 

memory seems to retain much of the features of the stimulus 

information, whereas long term memory tends to contain higher , : 

level more abstract representation of stimulus information 

(Herriot, 1974). Therefore, what has been discovered previously 

might not apply to the present experimentation. 

~Iost experimentation concerning the coding of semantic attributes 

falls into two main approaches, reductive and elaborative coding. 

The former arises largely as a result of the imposition of highly 

structural information on the subject by the experimenter. The 

latter tends to favour the presentation of unrelated information 

to the subject. It is easy to see, therefore, how the dichotomy 
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of theories arose. Neither approach allows for the grey 

area, in between extremes, where only partial or varying 

amounts of organisation are present (see section 5.2). 
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The present experiments use a set of job categories as the 

basic category units into which information is filed. Amongst 

the job categories there is a loose organisation into five 

major categories. These are flexible enough for the subjects 

to organise the information conceptually-by means other than 

experimenter defined relations. Thus the possibility of both 

reductive and elaborative coding is catered for. 

Again, it is important to stress the task context. Experiments 

2 - 5 require the subjects to interpret info%mation into the 

job categories over periods usually in excess of half an hour. 

In most previous experimentation subjects have been presented 

with related words and later asked to recall them. -Usually 

these wards are dealt with in unrealistic task context~and are 
: ( 

not realistically processed at all. Some sUbjects were required 
, -

to group items into meaningful categories, but even-this is a _ 

somewhat 'sterile' task in terms of possible cues. If we look 

at this in more general terms and assess similar views held by 

other psychologists working in this area, it will help to put 

the previous criticisms of past work into a better perspective. 

The episode of presentation is a source of attributes by which 

items may be encoded. Such attributes as frequency, order and 

time are difficult to distinguish in their effects, both from 

each other and from other attributes. The success of researchers 

in demonstrating their use, however, makes one wonder how many 

features of the situation subjects employ. Clearly, there are 

many potential features of the exPerimental s;l.tuatiop which might 

either act as attributes for coding themselves, or might result 

in the use of some attributes rather than others. Bower (1972 

a, pp.92-93) prefers the notion of 'context' defined as "the 

background external and interospective stimulation prevailing -~ 

during presentation of the phasic experimental stimuli. Included 

here would be internal factors like posture, temperature, room 

and apparatus cues, and stray noises, as well as internal 
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physiological sti:nuli such as dry throat, a pounding heartbeat, 

stonach gurgles, nausea, a:1d boredom.. But more significant 

than any of these is W;lat the subject is thinking about, what 

his nental set is, at the ti~e the e.."'<perimental stimulus 

intrudes". Bower r.lcntions such features as the subjects internal 

monologue, his conceptions of and associat,ions to· the instructions, 

the task, his own strategies, the experimenter and his purpose etc.' 

He supposes that changes in these contextual features will result 

in the use of different attributes for encoding. If he guesses 

that the experimenter is going to ask him to.recognise the 

naterial, he may code it by different attributes from those he 

would use if he thought he was going to have to recall it (see 

Frost, 1971). It would therefore seem more appropriate to use 

an experimental situation which is as realistic as possible, 

wi th respect to the 'real world', in order to discover the 

important features of how people naturally store information. 

There is no doubt that the present experiments sacrifice a 

certain amount of control in order to gain a realistic task 

context. For i~stance,. the ,Duiabe,r of t~mes e~cl~ ,job category 

is scanned On the filing list, and the time taken to complete 

the task, varies considerably. Some measure of the effect of 

this on the cognitive model resulting from the filing task may 

.be calculated by correlating the time taken for the completion 

of each filing task and subsequent recall performance. However, 

although previous work has shown a relationship between short 

term retention of information items and the time taken to 

memorise them or the frequency of their presentation (see 

5.2.3), this does not necessarily apply to long term retention. 

5.4.2 Results of experiment 2 

The following list of abbreviations are used in the subsequent 

'resul ts and analysis tab1es:-

51 ......... Sn Refers to the particular subjects involved. 

Free recall condition. 

Spatial recall condition. 

, CFR 

CSR 

No.Rec. Number of job categories recalled. ".": ;.:.i: 

r.cc % categorical clustering. f,~ !'ffi, 
~~~~~~~~~%SC~~~~~-~---'--%~spatiail~c1uste"ing.~~--~=~======~-"~'~ 

~,'" 
l~ 
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TE and ATE Total error and average total error. 

~ss ~ sector score. 

~3 0 score. 

Trl and Tr2 Training periods 1 and 2. 

lli<periment 2 involved filing using the randomly arranged, 

ungrouped list of job categories. The results obtained, and 

the corresponding values that could be expected due to chance, 

.- are listed in tables 1 to 13 of appendix 5·.3·;'-·~A summary of 

the results analysis for experiment 2 follows in table 5.1. 

The 'Omnibus' program was used in the analysis of this and 

following experiments. 

5.4.2.1 CFR and CSR v. chance 

The amount of categorical clustering in free recall is very 

significantly greater than that which could be expected due 

to chance. This indicates that subjects used predominantly 

categoriaal relations, with respect to the experimenter defined 

major categories, as cues in the free recall of job categories. 

It can be seen, however, from the raw data (Table 5.2, appendix 

5.3) that the average amount df categorical clustering is only 

just above 40%. This means that subjects do not only use 

experimenter defined categorical relations to retrieve the job 

categories from memory, other types aT cues must be used also. 

Because the information is fairly loosely structured it is 

possible that other categorical relations can be formed (see 

section 5.5.1.3). There is also evidence of some involvement 

of spatial cues in free recall. Both ATE and %SS measures show 
, 

a significant influence when compared to chance. These are both 

measures of general spatial influence with respect to the total 

list. %SC and raG, on the other hand, measure a more specific 

influence of spatial cues with re~pect to particular spatial 

juxtaposition of categories and specific position in the lists 

respectively. The 1ack of significant difference, in comparing 

theseneasures with chance values, suggests that the spatial 

cuing is not strong and specific but of a more general nature. 

-- - ~,,-~- - - --~-=---,- -- - - -- -=-= 
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Spatial recall shows no influence of categorical cues in 

recalling the posi t'~ons of job categories. This does not 

rllean that job category identities are not retrieved as in free 

recall prior to being positioned (see subjective comments, 

section 5.6). It does mean, however, that spatial cues are 

used independently of categorical cues, otherwise there would 

be conflict and some categorical clustering would be evident 

in spatial recall. All the measures of spatial recall are very 

significantly greater than those expected due to chance, 

indicating that spatial cues are predominantly involved in the 

recall of spatial positions. This may seem like stating the 

obvious, but nothing should be taken for granted in psychological 

research. 

5.4.2.2 CFR v. CSR 

The comparison of CFRand CSR further emphasises the predominance 

of different cues in free and spatial recall. There is 

significantly more categorical clustering in free recall than 

spatial recall. Alternatively, there is significant increase 

in spatial c!~stering,~ %Ss,~and %0, _and a significant~decrease 

in ATE, in spatial recall. Therefore, remembering category 

identities is specifically a function of categorical memory, 

whereas positioning them is specifically a function of· spatial 

memory. This does not, however, make it clear whether job 

categories are visualised as part of the 'spatial model', in 

spatial recall,or whether categories are first recalled from 

categ=ical memory and then positioned:via spatial memory. 

~.hichever is the case, it seems likely.that there is'· some higher 

level 'executive mechanism' which interprets categorical and/or 

spatial memory acco·rding to some predefined strategy. 

It is interesting to note that there is no significant difference 

in the number of items recalled in CFR and CSR. This coUld mean 
f 

that item-- identities are always recalled from categorical memory, 

even if subsequent location is desired; or, spatial and 

categorical cues could be involved in both types of recall; or, 

the internal 'spatial image' of the list of job categories is 

recalled from memory as efficiently as the categorical model of 

job categories. 
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There are no significant differences between training times 

and c':perinent titleS in cor.lparing CFR and CSR. This is to be 

expected as prior to recall the task is the same. In both 

CFR and CSR the initial training periods always take 

significantly longer than the following ones. It is therefore 

clear that learning takes place between successive periods. 

5.4.3 Results from experiment 3 

The results from experiment 3, using the spatially grouped 

random list, show the same characteristics as those in 

experiment 2. The raw data for experiment 3 can be seen in 

appendix 5.3, tables 14 - 26. The analysis is summarised in 

table 5.2. 

5.4.4 Results from experiment 4 

The raw data for experiment 4, using the categorically grouped 

lists, can be seen in appendix 5.3, tables 27 - 39. The 

analysis is summarised in table 5.3. 

Again, the characteristics observed in experiments 2 and 3 are 

present. There are, however, some differences which must be 

discussed. The amount of spatial clustering in CFR compared to 

chance is very significant. This would suggest a strong and 

specific spatial influence in free recall. However, the master 

lists used in experiments 4 and 5 were organised into the 

experimenter defined major categories. Therefore, there is " 

bound to be a higher incidence of spatial clustering when 

comparing free recall with a categorically structured list as 

compared with chance. There are two reasons for not calculating 

chance values using successive comparisons of the structured 

master lists used in experiment 4: first, the basic assumption 

is made that no organisation of information in memory would 

result in completely random recall of the master list; second, 

a comparison of the structured lists would produce very high 

values for chance spatial clustering. 
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The chance figure is obtained by comparina randomised lists 

of categories. The,,,o score shows that this is just an 

artefact of the experimental design. If there was a very 

strong spatial influence in free recall we would expect a 
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,,,0 score significantly greater than chance, which we have not 

got. Similarly, the analysis shows very significant categorical 

clustering in spatial recall compared to chance, and greater 

categorical clustering in spatial recall when compared to free 

recall, again for the reasons discussed. 

5.4.5 Results from experiment 5 

The raw data for experiment 5, using the labelled and 

alphabetically arranged categorical groupings, can be seen 

in appendix 5.3, tables 40 - 52. The analysis is summarised 

in table 5.4. 

TI1e charkcteristics of free and spatial recall are the same 

as those for experiments 2 - 4. The artefactual results 

arising from the categorical structuring of the lists used in 

the experiment are the same as for experiment 4. 

There is one inconsistency which must be explained, however: 

the percentage SS measure in table 5.4, for CFR vs. chance, 

shows no significant difference, whereas it is significant in 

tables 5.2 to 5.3. A comparison of %SS, CFR, between tables 

47 and 48 of appendix 5.3 reveals the reason for this. There 

ar~ two inconsistently low values (11.11 and 10.71) in table 
d~' 

47, CFR, which if removed, along with .:l1eir chance counterparts, 

results in th~,%SS, CFR vs. chance comparison becoming significant , . 
(CFR chance, p) 0.05). This result is then in line with those 

, : 
of tables 5.1 to 5.3. 

. i 

5.4.6 ~ary 

The individual assessment of each of experiments 2 - 5 can tell 

u~ something of the characteristics of free and spatial recall. 

+t cannot, however, tell us anything of the degree of these 

characteristics or anything about the effect of list structure 
"-

,'on free and spatial recall. This can only be reflected by 

progressively comparing experiments 2'~ 5 with each other. 

,j' - ---- ---
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5.4.7 CO~lpari~!l of e:?cperinents 2 -..2. 
The combined res...,:..ts for experiments 2 - 5, both CFR and CSR, 

are listed in tables 5.5 - 5.18 following. The subsequent 

analysis of the i~portant ?arameters, via the 'Omnibus' prograQ, 

can be seen in table 5.19. 

Table 5.5. 

Numbers recalled - CSR and CFR combined due to no significant 

difference between conditions in each experiment 
> 

' .. 
..... .. - Exp. 2 :_::"l'xp. 3 Exp. 4 Exp • 5 . 
Sl 27 23 26 28 25 27 23 27 

S2 28 29 27 23 26 26 23 26 

S3 24 29 28 28 22 27 27 27 

S4 28 26 26 26 30 28 28 29 

S5 28 26 25 25 27 25 27 27 

S6 21 28 27 20 28 29 28 28 

S7 26 29 25 24 28 25 28 30 

S8 24 29 23 28 27 24 28 26 

S9 27 25 27 25 24 26 29 25 
- . -" - - - _. - - - - - . - . -x 25.89 27.11 26.00 25.22 26.33 26.33 26.78 27.22 

5.4.7.1 Number of categories-recalled 

Table 5.19 shows that no significant difference was found, 

,between the number of jdb categories recalled, wh~n comparing 

successive experiments for both CFR and CSR. In addition, 

earlier analysis of individual experiments demonstratedjno 

significant difference between the number of categories: recalled 

when comparing CFR and CSR. Initial consideration of these 

results would tend to suggest that free recall and spatial 

recall are equally efficient, and that the amount of 

categorical and spatial list structure has no effect on the 

efficiency of recall of job categories. However, this 

measure only reflects the number of job category identities 

retrieved from memory. It does not reflect the cues and 
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Tables 5.6 and 5.7. 

Categorical Clustering - CFR and CSR 

CFR 
Exp. 2 Exp.3 Exp.4 Exp.5 

SI 36.36 50.00 47.10 40.00 

S2 43.75 41.18 60.00 44.44 

S3 40.00 38.90 50.00 68.75 

S4 54.55 50.00 74.10 50.00 

S5 32.00 33.33 75.00 61.90 

S6 29.41 34.80 52.00 66.67 

S7 52.17 42.11 47.83 50.00 

S8 57.14 50.00 40.00 69.23 

89 34.78 43.48 68.18 77.27 

-x 42.27 42.63 57.13 58.70 

f!! - .-::::. 
. ~ ." .. " -~ c - ,- ,-

~. -- - , Exp.2 Exp.3 EXP.4 - . -- -. -

SI 25.00 22.7 100.00 
, , ;~"-< 

82 25,93 18,75 8S.9O 

!l3, lS.52 4.55 95.00 

84 14.29 15.00 100.00 -, 

, 
,SS, 31,.S2 23.50 lOO~OO 

86 '12.00 ' 16.66, ,S6.96 
'.~::. 

.. 
,-S7 '7,.41 6.25 " l00~OO ~' .. 

.- ,~8 ' ,',25.93 lS.20 ' 37.5 -
- , 

89 '15.79 il.SO 6S.42 

'x, 19.63 15.27 ' S6. 31 

-
~ 

.' : 
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Tables 5.8 and 5.9. 

Spatial Clustering - CFR and CSR 

CFR 

Exp.2 Exp.3 Exp.4 Exp.5 

SI 4.55 12.50 78.95 76.19 

S2 6.25 11.76 30.00 22.22 

S3 13.33 16.67 27.78 31. 25 

S4 4.55 5.56 40.74 15.00 

S5 16.00 0 33.33 28.57 

S6 11.76 8.7 32.00 25.00 

S7 8.60 10.53 21.74 22.73 

S8 7.14 10.00 15.00 38.46 

S9 13.04 0 40.91 22.72 

-x 9.47 8.41 28.93 25.85 

CSR 

Exp.2 Exp.3 Exp.4 Ezp.5 

SI 25.00 27.30 78.95 76.19 

S2 22.22 25.00 72.22 88.89 

S3 37.04 22.73 65'.00 95.24 

S4 42.86 -
, 

60.00 90.91 82.6~ '. 

S5 36.36 17.60 88.24 85.00 •. 
. : \ .. 

~ .'"-. 
S6 24.00 ,~~ '~3 73.91 43.48'~ 

• 0 . - .' . 

S7 14.81 37.50 66.67 56,~._ 
S8 11.11 50.00 25.00 57.'89 . 

' , 

S9' 10.53 5.9 52.63 66.67 

-x 24.88 31.04 68.17 72.44 

. .. "." ~ 



CFR 

~ 

81 

82 

83 

84 

85 

86 

87 

88 

89 

-x 

81 

82 

83 

84 

S5 

86 
" 

87_ 

88 

Tables 5.10 and 5.11. 

ATE - CFR and C8R 

Exp.2 Exp.3 

7.85 7.46 

8.93 8.70 

4.58 9.21 

11.21 7.46 

8.0 9.28 

5.81 6.0 

8.1 9.68 

9.0 9.39 

6.74 10.56 

7.80 8.64 

ElqI.2 Exp.3 

2.52 2.11 

3.21 3.61 

1.~4 2.82 

1.42 L38 

'2.31 1.6 

1.71 3.15 

,2,.28 2.00 

'. '3.97 1.43 
. 

Exp.4 

9.36 

5.04 

4.45 

2.47 

5.48 

8.00 

10.64 

6.52 

1.08 

4.83 

bIi.ti 
, ...,. 

0.19 

1.04 

0.47 . c 

0.07 

Exp.5 

9.09 

8.26 

10 

9.61 

4.89 

8.61 

9.07 

4.21 

6.14 

7.76 

.... ~. 

. ~-,Q.~~~~-7J~ 1; ~::~_.:;~<~_~; :_.~. 
4.83· . 

-: .t,.,,-

~~~1 :~~t~!'i 
~~-~; 'f', .• :_ ':',~ • ~-

2.42. " '~ .2!'''O'~· c' ,.;f" 
--~+---~~~-----4------~--~~ 
S9 3.72 2.92 

x 2.50 2.~ 1.0 , 1.32 

• ~ ' .. :-i -"'-
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CFR 

SI 

S2 

83 

84 

S5 

S6 

S7 

88 

89 

-
l< 

C8R 

81 

S2 

83 

84 

85 

86 

87 

S8 

89 

-x 

Tables 5.12 and 5.13. 
%88 - CFR and CSR 

Exp.2 Exp.3 

29.63 23.08 

25.00 22.22 

20.83 25.00 

7.14 34.62 

32.14 8.33 

42.86 29.60 

34.62 16.00 

8.33 21. 74 

37.04 28.52 

26.40 22.12 

Exp.2 Exp.3 

65.22 ' 75.00 

' 51. 72 ' 69.57 

72.41 . 67.86 

69.23 92.31 

65.38 80.00 

67.86,,: 60.00 

65.51 83.33 
., 'i{''&''28 -dS.·57 

";!.'+i'"~"'''' .' -; " C" ~. 

' 60.00 52.00 

62.85 73.18 

.. - ... ' 

~~ ~~---~.-"= ~ .< .. ~:- .~~~- /. ~:~.-

. -,"'.-
-. "~"". ~s-~"· . 
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Exp.4 Exp.5 

28.00 17.39 

30.77 30.43 

54.55 11.11 

73.33 10.71 

37.04 40.74 

32.14 21.43 

10.71 42.86 

37.04 64.29 

75.00 44.S3 

42.06 31.53 

Exp.4 ,Exp.5 

100.00 . 85.'19 

92.31 ' 96.15 

9.6...30 100:00 

100.00 93.10 
" 

100.00 96.30 

93.10 . 82.14 

100.00 100.00 

62.50 88.46 

,·65; 38 68.00 

89.95 89.93 

-. ", 
.-:.~:- ., 

" 
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Tables 5.14 and 5.15. 

%0 - CFR and C8R 

Exp.2 Exp.3 

81 0 3.85 

82 10.71 11.11 

83 0 7.14 

84 3.57 3.85 

85 3.57 12.00 

86 9.52 7.4 

87 11.54 4.0 

S8 0 4.35 

S9 3.70 0 

-x 4.73 5.97 

1Zp.2 Exp.3 

81 30.43 32.14 
. -

S2 17.24 43.48 

83 27.59 42.86 
, 

84 42.31 57.70 

SS 30.77 40.00 

S6 21.43 - 20.00 

81- - 24.14 - - 37.50 

S8 20.69 57.14 

S9 28.00 28.00 

---. x 26.96 39.90 

, " -,,;:::.p: ,~~ .. -:<'. 
,", ,-r,_" 

:~i.~.~-~~~~~:t~~r':"> ?;~--;~/ ,", ...... ~- . 

Exp.4 

0 

7.69 

4.55 

26.67 

3.70 

7.14 

0 

7.41 

45.83 

11.44 

Exp.4 

81.48 

69.23 

70.37 

92.116 

92.00;_ 

68.97 

64.00 

25.00 

57.69 

69.07 

_~~ . . ~ ... ~4;:]t}.~- ~~-:~~- _-=0-' --,,=-. - 00 =-----", o~_--- ,. - ~-~=-<=---. ,,~-~' --
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Exp.5 

0.00 

4.35 

3.70 

0.00 

7.41 

7.14 

21.43 

3.57 

3.45 

5.67 

Exp.5 

81.48 

84.62 

88.89 

93.10 

88.89 

57:14 

66.67 . -
73.08 

60.00 

77.10 
- .: -:--'~~:" r;;' 

,- ,,- .~. 
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SI 

S2 

S3 

S4 

SS 

S6 

S7 

S8 

S9 

-x 

Tr2 

SI 
• 
S2 

S3 

S4 

SS 

S6 

57 

58 

59 

-x 

Tables 5.16 and 5.17. 

Training times for CFR and CSR - due to no significant 
difference between conditions in each experiment 

Exp.2 Exp.3 Exp.4 Exp.5 

1.98 2.03 2.13 2.7 2.42 1. 92 1. 75 1.72 , 

3.02 2.28 1. 78 2.67 1.82 3.07 2.67 2.33 

3.35 1.55 2.88 2.75 2.58 2.18 1.91 2.42 

2.07 2.42 3.68 2.50 1.97 1.68 1.20 1.53 

2.35 2.12 2.10 1. 75 1..9.3 2.12 1.53 2.63 

2.37 1.50 2.97 3.16 2.37 2.12 1.88 2.17 

2.62 2.47 2.70 2.92 3.92 2.65 1.55 1.60 

3.15 2.27 1.25 2.75 2.90 2.15 2.00 . 1.57 

1.97 2.83 1.95 2.77 2.05 1.85 1.55 2.25 

2.54 2.16 2.38 2.66 2.19 2.19 1. 78 2.03 

Exp.2 Exp.3 Exp.4 .. -- -,-EzP.-5 ,. .--, . ",-"-";. 'r' . -.- _ ' 

1.97 1.73 2.00 1.98 1.85 1.53 1.27' 1.33 .. .-._,-.; -."-

2.42 1.80 1.50 2.00 1.37 1.83 '2.28 ::·A.83 . .. -
2.68 1.42 1.93 2.67 1.90 1.50 l .. 40;:',>,l,.,~Q 

2.25 " 

1.25 1.87 1.33 1.97 1.53 1.58· 1.~2 , 
" 

2.35 1.57 2.18 1.62 1.25 1.62 1.1:7; :'U~7· 

1.97 1.40 2.03 2.25 1.55 1.45 
:-.' ~ ~ ~: -:. "~.' ~'- ~;:..:. -

"1;50,·:1-.33 
"+ ,.-t~ ',"'~'f~~jt - .. >, ;:'; .. :,.~('~-'?'~;:'-':'? 

1.93 2.22 1~'8j;:: ;ol~"<jil"" 2.75 1.98 1 .. 23 '1-· .• ·1:40 

1:'1~J~;!i~2 
-

2.52 2.22 2.47 1.97 2.67 2.17 

1.92 2.62 1.88 3.08 1.65 1.40 1 ;25 ",,1.35 . - -~, .' 

2.18 1.81 2.01 2.17 1.67 1.67 1.44 1'.50 

:' .t_ ''l/.~ 

• ~~! •. ~~-~~~?i~:'f'\~' 
... 
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S2 

S3 

S4 

S5 

S6 

S7 

S8 

S9 

-x 

Table 5.18. 

Experimental time for CFR and CSR - due to no significant 
difference between conditions in each experiment 

Exp. 2 Exp.3 Exp. 4 Exp. 5 

46.27 35.50 45.53 43.37 47.00 26.50 26.72 28.25 

33.72 37.28 38.40 55.53 31. 32 54.63 60.72 42.38 

49.95 31.12 35.43 44.12 45.25 29.50 32.38 55.45 

28.13 26.75 37.60 26.33 27.83 24.43" 1:9.00 32.46 

29.50 36.10 51.31 34.45 20.67 25.50 25.75 32.12 

60.28 17.13 30.75 42.62 24.48 27.,7;3 22.65 18.20 

27.70 33.97 42.38 41.95 50.58 40.18- 35.25 25.57 

38.88 32.32 40.42 33.40 53.38 46.42' 22.80 24.03 

31.75 49.34 40.00 35.40 31.90 36.50 18.56 22.25 
" 

38.46 33.28 40.20 39.69 36.93 34.60 29.31 21.19 
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strategies used in recall, or the accuracy. of localisation of 
" -

the categories with respect to -the eXperiu1enta1--:-lists, For 
. '. '. . . . 

instance, the amount of categorical ·and _ Si?a1:.1a~--fi:trl1Ct~evaries 
, ", ,~~.,- ',:: -::' 

independent1y contingent upon the -exPeriJiient'beiing ',undertaken, 
, . . ,~<?",.:.~-;."!.~.~,,,..';..;.,~. - :'-', ,"' ", 

The fact that the same number of categod.!!S -.~ere -being remembel!ed 
. ," _.~;~_, '~"~~",h:; .~~ .. , ,t 

would indicat~ that an efficient memOry mOde1-\~s',beiJ:i9 developed, 
. '.. "J 

in relation to cues availab1e in the 'task cOntext'; in _ each 

experiment •• ' Furthermore, this woUld ~~g~~r-·~~ic~.t.h~- -cues 

were being _ uti1ised in addi tionto those_;:..~~n~pd,i~"¥~ py the 
• , ., "... .' ' ... }.; ., -~, -""3.'.- . -: 

exPeriment.~i. It ,is evident, however ,·:~~S4~!}~~if.~~~ture " t 
ir1creaseS-:tli~ usage of these other 'eues:.:,fD:iiiit'-fdJtit.'ii~(;·i5r-there -::1 
would be ~-'r;esultant increase in them;';{~~fi~£fcfi~~1:~s ' 

recalled. -

A1so, if cat~rical and spatial 

systems, ;;e would expect an additive 

experiments as a result of an 

This situation does not occur and so 

categorica1'_and spatial memories are s~~~~,~ 

systems,_ -~T9_ obtain more detail 

between categorical and spatial cues 

" 



Exp.2 ys. Exp.3 Exp.3 vs. Exp.4 Exp.4 vs. Exp.5 Exp.2 vs. Exp.3 Exp.3 vs. Exp.4 Exp.4 vs. Exp.5 

CFR CFR CFR CSR CSR CSR 

\ . 
NS NS NS NS NS NS 

rec. 
" 
., 

%CC MS 3'<4 NS NS 3<4 NS 
p< 0.01 p <0.001 

%SC NS 3<4 MS NS 3<4 NS 
p< 0.001 p<O.Ol 

ATE MS 3 )4· NS NS 3) 4 
NS 

p< 0.05 p<O.Ol 

,-'" 

3(4 2<3 3(4 %SS NS MS NS 
,.,.~ p( 0.01 p<0.05 P (0.05 

MS NS 2<3 3(4 
NS 

p(0.05 p(O.Ol 

Table 5.19. The 2rosressive com2arison and analysis of eX2eriments 2 - 5 
I\) 

in terms of the eX2erimental variable a. 
lJ1 
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5.4.7.2 Categorical clustering 

A corllparison of e::periments 2 and 3 demonstrates no signi:ficant 

change in the ar,10unt of categorical clustering exhibited in free 

recall. This is not surprising, as experiment 3 uses lists of 

rando~ categorical order, as in 2, even though organised into 

spatial groups of six. However, a conparison between experiments 

3 and 4 shows a significant increase in the amount of categorical 

clustering in the latter's free recall. The major difference 

between these lists is that in experiment 4 the categorical 

rel'ations between job categories are more explicit, due to 

being arranged according to their major categories, whereas 

in 3 they are inplicit. Thus, it seems that if categorical 

relations can be explicitly perceived, they will be used in the 

construction of a categorical model. The addition of alphabetic 

order, and meaningful labels for the groupings in experiment 5, 

did not further significantly enhance the amount of categorical 

clustering in free recall. The alphabetical order was not 

always noted (see section 5.6), and the labels Were perhaps 

redundant as the logical groupings were self evident. However, 

the labels might make the categorical relations evident at an 

earlier stage. 

The addition of the coefficients 1, 2, 3 and 4 into the 'Omnibus' 

program, in comparing all the experiments together, showed a 

significant increase in cat~gorical clustering in the direction 

of experiments 2 to 5. Thus the earlier findings are confirmed. 

The previous results are also reflected in spatial recal~, but 

this is an artefact of the experimental design and not a 

significant psychological effect. 

5.4.7.3 Spatial clustering 

The increase in spatial clustering between experiments 3 and 4, 

in free recall, was again an artefact of the experimental design. 

l'li th the increase in categorical clustering in experiment 4, it 

is logical" that comparing the free recall list with an already 

categ~rically structured list should cause ~significant 

increase in spatial clustering (see table 5.19). 

. ==--=~- -==-. 



Considering spatial recall, there is no significant 

difference between experiments 2 and 3. Therefore, spatial 

grouping does not increase the a~ount of association betwe~~ 

juxtaposed categories 011 t:le e"-1'erimental list. There is a 

significant increase between experir:' .. ents 3 and 4~ however 
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(see table 5.19). This could mean that either the juxtaposition 

of meaningfully related categories on the experimental list 

results in greater inter-item association, or that greater 

spatial accuracy in placing the items in spatial recall creates 

the impression of increased spat~al clustering. This problem 

will be resolved by consideration of the other measures of 

spatial recall whidl relate to accuracy of positioning items 

relative to the whole list, rather than relative to each other. 

No significant difference was evident for a comparison of 

spatial clustering between experiments 4 and 5, again suggesting 

no increased accuracy of placement. Otherwise we would expect 

the amount of spatial clustering to increase. 

The input of coefficients i~ the analysis showdd a trend of 

increasing spatial clustering from experiment 2 through to 5, 

confirming the earlier analysis. 

5.4.7.4 Average total error 

Free recall shows a significant decrease in average total error 

for subjects using the' ,categorically structured lists of 

experiments 4 and 5. On the surface, this' indicates that the 

compatibility of the implicit categorical relatigns with their 

spatial grouping results in an increased influence of spatial 

cues in free recall. However, this is due to chance fluctuations 

in opposite directions in experiments 3 and 4 and the comparing 

of the experiments two at a time. If all four experiments are 

compared at once the test for trends, using coefficients, shows 

that there is no significant consistent variation between 

experiments. 
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Spatial recall does show a significant trend, running Iron 

e:-:peri::1ent 2 to 5, l'li t11 respect to averag£ total error. The 

categorically grou?ed lists show a significantly slilaller average 

total error co::,~pared to the rancon and spatially grot!Jed 

lists. This indicates that ::leaningl'ul spatial :Jrouping 0:: 
categorically related i te",S results in i terns being located, in 

comparison wi +:h the e>:perinental list, nearer to their actual 

posi tions. If categorical organisation merely increased tloe 

associations of i terns next to each other, t:1en C:;5C would increase 

but not necessarily accompanied by a decrease in ATE. The reason 

~o"%this is that inter-He:;] associ'ilt-IOns'would not·.1li4423"arily 

reflect the order of major groupings on the list. Therefore, 

it seems reasonable that positions are encoded relative to the 

whole list 'image' rather than to each other, because %SC and 

ATE do not co-vary. 

5.4.7.5 Percentage sector score (%55) 

A consideration of the comparisons of percentage sector score 

for free recall pairs of experiments, as in the last section, 

yields a significant difference between experiments 3 and 4 

(see table 5.19). This suggests that the spatial grouping of 

lists into meaningful categories increases the amount of spatial 

influence on free recall. Again, however, a trends test of all 

the experiments together results in no significant trend being 

apparent. Therefore, there is no specific change in spatial 

influence on free recall, but it is not strictly tru~ to say 

there is no spatial influence at all. A general influence of 

spatial cues has been shown in free recall by comparing ATE 

and %5S measures with those expected by chance. The nature 

of these measures shows this influence to be only in terms of 

general awareness of cluster groups in comparison to the whole 

experimental li~t; that is, there is a slight tendency to 

recall the categories in, for instance, the first half of the 

list prior to those in the second half. This is anadditiqn 

to any categorical clustering, because if average categorical 

clustering was 100%, which it is not, there would be not 

spatial influ,Efnce at all. 



TI1e comparison of ~SS, for spatial recall, in experinents 2 

and 3 shows that g!:ouping rando:o lists s;:>atially increases 

accuracy of sector placement (see table 5.19). This seer.lS 

fairly logical, because in experiment 3 the spatial groups 
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arC? clearly defined. Taole 5.19 ShOlVS, however, that there is 

no corresponding decrease in average total error. It is there

fore evident that there is still some inaccuracy of position 

placement inside and outside sector groupings, even though 

there is a higher incidence of recall in the correct sector. 

It is also evident that the spatial grouping of related 

categories in experiment 4 (see table 5.19) further-increases 

the incidence of spatial location in the correct sector. 

This must be as a result of being able to identify groupings 

meaningfully and thus enable logical deduction as to which 

categories were in which grouping. As with % categorical 

clustering, however, the addition of labels and alphabetical 

order had little effect. 

The analysis of general trend showed an increase in %SS from 

experiment 2 to 5. 

5.4.7.6 Percentage nought score (r~) 

,~ scores reflect_ exact localisation of recalled categories 

with respect to each experimental list. Not surprisingly free 

recall showed no significant differences between experiments 

2, 3, 4 and 5. This is not surprising in the sense that,. in the 

free recall lists of all the experiments,' %0 scores 

could be accounted for by chance (s~e tables 5.1 to 5.4). 
, . 

Spatial recall, on the other hand, did show an effect of list 

structure on '~scores. The comparison of experinents 2 and 3 

(see table 5.19) showed that spatial groupings significantly 

increased the amount of exact localisation of items. This can 

be accounted for in that the grouped lists had more points of 

reference (the top and bottom of each group) compared to the 

random list (just the top and bottom of the list). The 

introduction of categorical-spatial grouping in experiment 4 

further increased the amount of exact localisation. This 

raises two questions as to the nature of this localisation. 



)( 

Firstly, does the categorical grouping cause more categories 

to be apportioned to their correct sector, and hence the 

correct relative ~osition within t:1e sector? Secondly, does 

tr:e associatio~l bet'Heen adjacent, ::leani!1gfully related 

categories result i'l t?1e correct order within the group? 

F::on the evidence, it secr::s that both possibilities occur. 

Tl1e reaso'lS for this will now be discussed. 

In considering e''Perioents 2 and 3 it is noticeable that 
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spatial grouping increased both sector localisation (~SS) and 

e.'{act localisa tion (~{)), but did not increase the amount of 

spatial clustering (~SC), or decrease the amount of average 

total error (ATE). This means tl1at there was no higher 

incidence of adjacent categories on the experimental list being 

correctly localised together. It also means that those not 

correctly localised (approximately 60%), either in sector or 

exact position, must demonstrate at least as much ATE as in 

spatial recall of the random list. This does not conforc 

with the idea of localisation predominantly with inter

associations. We would expect an- increase in %SC if localisation 

was dependent on interassociation, which we do not get. 

The categorical grouping of lists" in experiments 4 and 5, results 

in core categories being remecbered in the correct sector, in 

their correct position. This suggests that once the correct 

grouping is identified, the relative position within that 

grouping can be decided upon. The increased localisation means 

that the internal interpretation mechanism must use a 

categorical strategy in spatial recall, at least as far as 

identifying the correct group of six. It also seems likely 

that a certain amount of meaningful inter-item association 

must now occur, and contributes to an increase in exact 

localisation within major category groupings. The previous 

comparison of experiments 2 and 3 suggested that items are also 

located relative to their position ~9fthe whole list. Therefore, 

we must conclude that both types of coding are used to locate 

items in lists, but that inter-item associations ar,e not 

predominant until explicit meaningful _relations are perceived 

between the items. Furthermore, an identity check, via the 

categorical model, must - take -place prIor -to l.ocatl.-oIl.OI~eaC1f-l.tem ~~ 
in order for ~eaningful juxtapositions to be noted. 
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The preceding findings indicate that tllere nust be sone internal 

high level e:{ecutive system vl!'1ich can direct retrieval frora 

either the categorical and/or the spatial r.!enory nodel. This 

e:::ecutive syster! would operate according to !:trategies based 

UpO:1 categorical and spatial relations perceived in the 

information. It would seer;] logical that the categorical memory 

r;]odel is interpreted due to sone categorical strategy, and that 

tile spatial nodel is scanned according to some spatial strategy, 

that is, by scanning a spatial 'image'. However, if the 

available spatial cues and resultant 'image' were not very 

strong, it is conceivable that some other strategy based, for 

instance, upon perceived categorical relations could cOr;]pensate. 

The introduction of spatial grouping to the random·lists 

signific~'tly increased the accuracy of spatial localisation, 

but only to approximately an average of 40%. The introduction 

of categorical organisation further increased this to an average 

of 69% and 77% respectively. Therefore in the absence of strong 

spatial cues it seer.Js that cat~gorical organisation can be used 

to compensate. 

Finally, a comparison of %55 and %0 shows that localisation of a 

category to the correct sector of a list is consistently easier 

than to an individual position within the list. 

5.4.7.7 Training times 

AA 'Omnibus' analysis of the results from the fiTst training 

period (table 5.16) shows that task ttme~_are significantly 

faster in experiments 4 and 5, as compared with experiments 

2 and 3 (p < 0.001). This result is again evident in an analysis 

of the results from the second trainin,9 period. Therefore, it 

seems that a faster search time is possible with categorically 

structured lists. 

5.4.7.8 Experimental tiDes 

An 'Omnibus' analysis of the experimental times (table 5.18) 

shows the following results: 
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2 > ,; and 2 > 5 (p(O.05) 

3 vs. 4 I;S 

" vs. 5 r:s 

2 vs. 3 NS 

Although these results do not exhibit the clear difference 

between 2 and 3, and 4 and 5, as do the training times, it 

does seem likely that there is a non-significant trend towards 

faster tines in eA~erinent 5. Any significant effects on 

search times could be masked by the time taken to interpret 

each item of information; this was not necessary during the 

training periods. 

5.5 The nature of the categorical and spatial memory models 

5.5.1 The nature of the categorical model 

5.5.1.1 Introduction 

The characteristics of categorical recall have been discussed 

previously, and it was evident that a certain amount of internal 

structuring had occurred in terms of experimenter-defined 

relations. The-measure used was categorical -ciuster1ng-which, 

although giving an indication of the effect of the different 

experin~ntal lists on the categorical model of the job categories, 

does not provide much information concerning the m9dels specific 

characteristics. Therefore~ we need to investigate categorical 

recall in greater detaii, and examine whether increasedinter~l 

categorical structuring results in an increased number of job 

categories being recalled; to do this various correlation. 

measures are used. Additionally, the number of job categories 

recalled, and the relative incidence of experimenter defined 

clustering are ~~amined for each of the frve major categories, 

in order to denonstrate the effect of variation in explicitness 

of categorical relations upon the internal model. The technique 

used is a modification of the inter-trial repetition score 

(Tulving, 1962) .• 



'.~' . 

273 

Earlicr r:!easurCJ::er:t of categorical clustering in free recall 

never account cc. =or, or. average, nor(2 than appro:::inately 60r::· 

of the :?a=-:-s 0-1 cat2go::ies recalled, or any of" those recalled 

singly. Tl"::.ercfo:::'c, i'::. ter~s of the nut:!ber of job catcgories 

recalled, it is a so:',!e",hat inadequate :aeasure; neither does 

it successfully re:fl'?ct the strength of coding 0= the various 

najor categozies of job categories in categorical <:1ernor:,r. 

Amongst tl:e non-clustered itens that vere recalled there were 

probably sone non-e,~erinenter defined, but none-the-Iess 

meaningful, associations which could account for the successful 

retrieval of a pair of itel1ls from memory. Here again, the 

modification of the inter-trial repetition measure,is used in the 

investigation. 

The strength of coding of the items from each major category can 

be reflected by an analysis of the number of times each job 

category was recalled, assessed over all the experiments. 

Specific combinations of these values reflect the strength of 

coding not only of individual items, but also of each major 

category of items relative to the others. 

It is pertinent, at this stage, to examine the characteristics 

of the categorical model in terms of experimenter defined 

categorical structure, and then to look at possible structure 

not covered by this definition. But first We must consider 
, '-

the method which will provide the relevant data, the 

modification of the inter-trial repetition score. 

~~ff" • 

5.5.1'.2 The inter-trial repetition score 

The inter-trial repetition score was developed by Tulving (1962). 

Initially, this teChnique was used to note the incidence of 

specific associations of items being repeated on successive 

trials by the same subject. In this case, it will be used to 

note the incidence of specific experimenter defined associations 

repeated during free recall by different subjects. This will, 

however, only show strong and frequent associations. Other 

deviations from 10070 categorical clustering are due to the 

weaknesses inherent in free recall {see'cl¥lPter, 4, section 

/ 
~~~" =---,; 

.. ~ 
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~.4,.2.9), no?;.-experine:1ter defi:1ed associations, and possibly 

a certain degree of episodic and spatial cueing. 

The net:,od of analysis involved recording the nunber of times 

a particular pair of job categories occurred together, and then 

comparing this with the nur;lber of times we could expect this to 

occur by chance. To do this a 30 x 30 matrix was constructed, 

the thirty columns representing the thirty job categories, as 

did the thirty rows. To record tile incidence of each pair 

combination in free recall the appropriate row was located for 

the first member of the pair, followed by the appropriate column 

for the second nember; a tick was recorded in the matrix square 

where the row and column intersected. l'.1hen this had been done 

for the free recalls of. all four experiments the number of ticks 

in each matrix square Were cOlli1ted and the appropriate total 

recorded in that square. An added complication was that each 

pair of job categories could be either item A followed by item 

B, or vice versa. Therefore, a diagonal drawn from the' top 

left hand corner of the matrix to the bottom right effectively 
- . - --

divided the A - B pairs from the B - A pairs. Both forms of a 

particular pairing are relevant in assessing its incidence, 

therefore each square from one diagonal half of the ~trix was 

added to its cOlli1terpart in the other. The result of this 
., " 

procedure can be seen in table 5.20, and the key to the row 

and column coding can be seen in table 5.20a • 

.. The corresponding values that could be expected due to chance 

were calculated in the same manner as for the free recall lists. 

It was necessary, however, to arrive at, a figure, using random 

lists of categories, for thirty-six lists, corresponding to the 

thirty-six lists used in experiments 2 to 5. Therefore, a 

computer program was written to log the number of t~mes particular 

number pairings from random lists of the numbers 1 to 30 occurred. 

One hlli1dred and eight lists were logged and the.numbers 

consequently arrived at in the matrix were divided by three to ! 
I 

arrive at the figures e>:pected for thirty-six lists; they were I 
expressed to one decimal place. The chance values can be seen I 
in table 5.21. They are probably somewhat on the large side . 

because~each~1ast~compared~ntained~twenty-nine=pai~s.~~n~~ 

~ 
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Table 5. 20a. Key to tables 5.20 and 5.21. 

= Academic 
= 
= 
= 
= 

COlIIDIerce 
Industry 
Miscellaneous 
Public Services 

MA courses - Arts Al 

MSc courses - Physical sciences A2 

MSc courses - Social sciences A3 

Part-time education A4 

PhD ."research (.\: 

Teacher training 
~ ..... ... .! 

Accountancy 
, . 

~' A5 

A6 

Cl 

Advertising C2 

Banking C3 

Insurance C4 

Retailing C5 

Stockbroking and investment analysis C6 

Buying 11 

Engineering 12 

Industrial administration 13 

Management Services 14 

Kanagemep.t training 15 

Quality control 16 

Entertainment Ml 

Environmental control and design M2 

Hotel management and catering M3 

Journalism "4 

Legal work K5 

ToliriSm 

Armed forces 

civil service 

Local authority 

Medical 

Public transport 

Social work-

K6 

PI 

P2 

P3 

P4 

PS 

P6 
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Al I 
A1 A2 A3 A4 AS A6 Cl C2 'C3 C4 CS C6 I1 I2 I3 I4 IS I6 M1 M2 M3 M4 MS M6 P1 P2 P3 P4 PS P6 

,2.0 13.0 2,3 :2.0 11, 7 ,3.7 3.7 ,5.0 12.7 ,2,7 11. 7 ,2.3 12,7 12.0 1.7 ,3.0 2..L cl.O ,1.0 2:1 i2,3 1.7 ,2,3 12.0 3.7 12.3 i2,0 12,7 1.7 
A2 1.3 2.0 11,3 12.3 2,,7 2.7 2.3 11.3 3.3 2 7 '2.0 13,7 12.3 2 0 'I. 7 3.3 3.0 14.0 3.3 13.3 1.3 1.7 13.3 2.7 2.0 2.3 3.0 1.7 

A3 Le 12.7 2,7 33 1.3 4.0 0,7 1,3 13.0 2.0 2.7 4.3 1.7 1.0 3.3 3.3 2.7 2.0 2.7 2.0 1.3 2.3 2.7 3.0 2.7 1.3 2.7 
A4 12.7 2.3 3,,3 2.0 1 7 3.0 27 12.0 2.0 2,7 11. 7 1.7 2.7 1.7 2.3 4.0 3.7 2.3 1.7 S.7 2.0 2.3 1.3 2.7 3.0 2.3 

A5 2.0 1 0 12,3 0.7 20 2.0 12,0 1.7 2.3 1.7 2.7 3.3 2.7 2.3 2.7 3.3 1.3 3.3 2.0 2.0 3.7 3.3 3.3 3.7 2.3 
A6 1.0 12 .7 1.0 2.0 ,1.,7 ,3,0 15.3 ,,1.3 14.0 3,3 3.0 3.0 12 0 12.11 0 S.O 12,3 1 3 12.0 2, 7 ,2 7 11.0 2,( 3 7 

Cl 12.7 1,3 1.0 2.0 '1. 7 11 7 '1.3 11.0 1.3 2.3 0.0 14.3 2.7 1.7 3.0 1.7 3.3 2.3 3.0 2.7 4.0 3.0 2.0 
C2 2 3 3.7 2.0 23 12.0 .3 2.0 2.3 3.0 1.7 1.7 3.0 2.3' 2.3 3.0 3.7 2.3 1.7 2.0 1.7 3.0 2.3 

C3 2'.0 2,3 1 7 13.3 .0 12.3 3.0 1.7 1.0 2.3 1.0 4.7 3.0 4.0 2.3 3.0 3.0 2.0 1.3 1.7 0.3 
.. ', C4 2,,3 2.0 13.3 7 12.7 1,3 2.0 2.0 2.3 3.7 0.0 3.0 2.7 2.0 2.3 4.0 2.0 3.0 2.3 4.0 

CS 2.7 3.3 2.7 2.7 2.3 4.7 2.3 3.3 4.0 3.0 1.3 3.3 2.0 2.3 0.7 1.3 2.3 0.7 2.0 
C6 2.0 2.7 3.7 2.0 1.3 1.7 3.7 2.0 3.7 2.3 3.7 3.3 1.7 3.0 1.0 2.0 2.7 2.0 

Il 3.0 12.7, 2.3 2.3 4.0 1.7. 2.0 2.0 1.7 1.3 2.3 2.3 1.7 2.3 3.0 2.7 2.0 
I2 1.,3 2.3 3.3 2.0 2.0 2.3 1.7 1.7 4.7 1.7 2.7 2.0 1.3 3.7 2.0 1.0 

I3 1.7 3.0 1.7 2.3 1.7 1.7 3.3 1.3 2.3 2.7 2.0 4.7 1.7 3.0 2.3 
I4 " 3.7 2.7 3.7 3.0 1.0 2.3 1.3 2.7 3.0 2.0 3.7 3.0 3.7 1.7 

I5 13.3 2.7 2.0 2.0 1.3 1.3 1.0 4.0 1.7 2.7 1.3 1.3 3.0 
I6 1 2.0 2.3 1.7 2.7 2.7 3.0 3.7 3.0 3.0 3.3 2.7 

H1 0.7 2.3 2.7 3.3 2.7 1.3 1.3 3.3 1.0 2.3 2.7 
t . '-

Fre9uencies of sEecific job M2 1.3 13.3 1.7 3;'7 1.3 1.7 3.3 2.7 1.7 2.7 Table 5.21-
,.,~,\. 

, 
M3 12 7 1.7 2.7 4.7 2.0 3.0 3.0 1.7 3.0 

catellorZ-Eair "associations eXEected bX , M4 12 3 3.3 1.0 1.3 1.7 1.0 2.7 3.7 
,chance; ,'" . \ 

" < MS 12.0 2.3 2.7 1.0 3.3 2.7 3.7 
, . , " i M6 '2,3 3.3 2.3 1.0 1.0 1.7 " 

" . P1 2. 7 13.0 2.0 3.3 2.0 , 
P2 11.0 2.7 1.3 2.3 

P3 7, .1 2 7 2.0 
P4 2.1 11,7 

PS 12.7 
P6 

'--



·,.ral::..c;:s ~.:-~·!cals tl:a"'.: ... ::: ...... 12 proca:.::.ili t:l 0:;: a specific ::>air 

co'.!i.;i:.~a~ioi'. occu~=i:1g 0:1 ei t!ler .four or core occasions i:1 

t::L:ty-si:,: recall lists is 0 .. 52~;.. Ta!:ing this, a:1d t~1e fact 

t~lat t:~e c;"ancc 'lal ues a:-c sli'J:l~l~" lariJe, into consiclera tio!'1, 

it is ~:alj.(~ to c:~)ect that il.:1y spcci=ic pairing which OCC ..... lI·S 

on fan:: or :-~o::e occasions ::· ..... '.5""-..: be significant at t~1e 5~ level. 

This would :-.lean tha~ th0 pa2:"ticulaI" pairing was a significant 

and r.:e:a:1ii1sf:"11 association a\?aila~le to, although not always used 

by, tl:e su"..1j ec~s w"lc1ertak.i:"l9 t:;c e::pcri~.:e:1ts .. 

5.5.1.3 E:ncrir.:enter de:.Zined assoc.~atio~ 

It is fi:rst necessar;! to establish whet:~er the a..-:tount of 

e:=q,erir..enter defined st::ucturc is correlated Ni th the number 

of itews recalled: T1"le corIelation bet·ween rercentage 

categorical clustering and the nunber of job categories recalled 

during free recall, across all the e''Perioents, was found to be 

0.33. T:1is was calculated using a CO!'1),lodore 5-61 calculator 

and was found not to bc significant at the 1% or 570 level. The 

lack of correlation suggests that the amount of organisation is 
not directly related to the nur.lber of items recalled. However, 

it is dangerous to conclude this in light of the knowledge that 

categorical clustering is never 100;,. To answer this 

question specifically it is necessary to look a little closer 

at the relationship between the five major categories and the 

nlli"ber of items recalled fron each. The incidence of recalled 

cluster pairs pe:;,Tn\1f:lo"r category in conjunction with the nunber 

of i ter.lS recalled per najor category will give an indication 

of the dependence of recall upon specific organisation. 

'\n anlysis of the a:;::ount of categorical clustering per oajor 

category can be taken as an indication of the strength of 

association, in cemory, in terES of experinenter defined 

categorical relations. If each najor category was perfectly 

recalled the six member itens would provide five cluster pairs. 

TJoe ti1irty-si;: free recall lists, fron the four e)'Periments, 

would therefore provide a na.'<:ioun of one hundred and eighty 

cluster pairs per major category. Using table 5.20 we can 
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express the actual occurrence of major category cluster pairs 

as a percentage of the maximum possible. This prC'vides a 

measure of the relative strengths of coding of the various 

Qajor categories in the subjects' categorical memory_ The 

figures obtained are as follows: 

ACADE;,JIC = 73.33" 

CO:,I;-:ERCE = 38.33% 

INDUSTRIIIL = 25.00% 

HISCELLAi'!EOUS = 21.67% 

PUBLIC SERVICES = 47.78% 

The academic major category is probably the best defined, 

in terms of perceptible relations between constituent items. 

It is no surprise, therefore that this major category is 

most strongly coded in memory judging by the high percentage 

of cluster pairs recalled compared to the maximum possible. 

lis the amount of perceivable relations progressively decrease 

over the other major categories, so does the corresponding 

strength of coding •. The miscellaneous.category, where the 

relationship between items is the most loosely defined, exhibits 

the least amount of experimenter defined cluster pairs. 

Table 5.22 gives the number of items recalled per major category, 

as a percentage of the maximum possible. The totals are as 

follows: 

ACADENIC = 

COMMERCE = 
INDUSTRIAL = 

NISCELLANEOUS = 

PUBLIC SERVICES = 

96.29% 

83.80% 

82.41% 

81.94$0 

92.59% 

A measure of correlation between the percentage pair clusters 

and the percentage of items recalled, per major category for 

free recall, gives a coefficient of 0.94, significant at the 

5% level. This pattern of categorical clustering is also 

reflected in the major categories of each individual experiment 

to varying degrees. We must conclude, therefore, that the 
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s:: 
QJ RECALLED .... 

~ ::: 
.... 00 Exp Exp Exp Exp Total .... " 0 2 3 4 5 .... 

MA courses - Arts 4 9 9 5 9 32 
MSc courses - Physical sciences 0 9 9 9 9 36 
MSc courses - Social sciences 0 9 9 9 9 36 
Part-time education 1 9 8 9 9 35 
PhD research 2 8 8 9 9 34 
Teacher training 1 8 9 9 9 35 

% TOTAL 96.30 96.30 92.59 100.0 96.29 

Accountancy 6 8 7 7 8 30 
Advertising 10 6 6 8 6 26 
Banking 2 8 8 9 9 34 
Insurance 4 9 7 7 9 32 
Retailing 5 7 8 8 8 31 
Stockbroking & Investment Analysis 8 8 7 5 8 28 

%.TOTAL 85.19 79.63 81.48 88.89 83.80 

Buying 4 8 8 8 8 32 
Engineering 3 9 9 7 8 33 
Industrial administration 16 6 4 8 2 20 
Management services 2 8 8 9 9 34 
Management training 3 8 7 9 9 33 
Quality control 10 7 7 4 8 26 

-
% TOTAL 85.19 79.63 83.33 81.48 82.41 

Entertainment . . 8 6 8 7 7 28 
Environmental control & design 9 6 7 6 8 27 
Hotel management and catering 4 7 8 8 8 31 
Journalism 11 5 7 8 5 25 
Legal work 5 8 8 6 9 31 
Tourism 1 8 9 9 9 35 

,. % TOTAL 74.07 87.04 81.48 85.19 81.94 
, .,~ ..... ~" :~. 

Armed forces 2 8 9 9 8 34 
Civil service 1 9 8 9 9 35 
Local authority 4 8 8 9 7 32 
Medical 3 8 8 8 9 33 
Public transport 4 9 7 .. 9 7 32 
Social work 2 7 9 9 9 34 

% TOTAL 90.74 90.74 98.15 90.74 92.59 

Table 5.22. The number of categories .recalled per experiment 
'. 

per major category during free recall. 
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1';e can place nuch more faith in the previous conclusion compared 

to the correlation between total categorical clustering and total 

number of job categories recalled. The reason for this is that 

total categorical clustering is expressed as a percentage o:f the 

total number of job categories recalled in each free recall list. 

Each list usually contained a significant and varied number of 

job categories either not in pairs or, if they were, not in 

pairs defined as categorical clusters by the experimenter. 

The consideration of number of categorical clusters per major 

category, however, eradicated the influence of the'non-clustered 

categories. Also, splitting the number of job categories 

recalled into their respective major categories enabled a 

proportional representation, compatible with the relative 

organisational strengths of the major categories. 

To summarise, organisational strength is dependent upon explicit, 

perceivable categorical relations, and the greater the amount of 

resultant internal organisation the greater the number of items 

recalled. 

A further breakdown of the major categories into their 

constituent pairs reveals that certain associations have a 

stronger potential storage strength. Table 5.20 shows the 

frequency of specific associations from across the thirty-six 

subjects undertaking free recall. Each major category will be 

considered in turn. 

a) Academic - Perhaps the strongest association of all possible 

pairs, recalled by all thirty-six subjects, are the ~1.Sc. 

courses; physical and social science. Not only have they a 

strong senantic relation within the academic context, but 

they also have very strong physical similarities. Part-time 

education and teacher training have more in common with each 

other than with the other four academic categories, this is 

reflected in a high incidence of occurrence. Other 
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associations vii th f .. requencies of ten, or less, are probably 

associated by virtue of the acadc;.lic context; when the 

frequency o~ association betv!een Ph. D. research and teacher 

training is considered, the academic context is all they have 

in CO:-1mon. 

b) COffiQerce - The strongest pair in this najor category are 

banking and accountancy; they have probably the strongest 

financial link. '·lost of the other pairs seem most obviously 

linked by the financial context. The two pairs with 

ostensibly the weakest logical financial links, advertising 

and stockbroking and investment analysis and retailing and 

insurance, were not present in the free recall tests. 

c) Industrial - As in academic the two strongest semantically 

and perceptually similar job categories, management services 

and training, were by far the most frequently recalled pair. 

This major category is, with miscellaneous, one of the two 

weakest major categories in terms of frequency cluster pairs. 

Apart from the engineering/quality control pair. there are no 

other significantly frequent associations . 

d) ~lisce1laneous - Entertainment/tourism and hotel management 

and catering or tourism are the two strongest associations 

from the weakest major category. The linkage between them 

seems to be by virtue of a common 'holiday' concept. 

Similarly with entertainment and hotel management and catering 
"q~i'~ 

and legal work"aild ·{,~ti:1Ism. The other interesting association 

is journalism/tourism. It seems likely that the fact that both 

end in -ism could have cued the association. 

e) Public services - The strong associations in this major cate-" 

gory ·are civil service/loca:L authority, and iQc8.l.;;authc)rity/, . ",-;:; .... - -'. -.-.';. . 

social work. In practice the link between these areas is very 

close and part of most people's experience. The major 

category as a whole exhibits the second highest potential 

organisation strength for categorical memory. Although it is 

not as tightly defined as the academic one the relationships 

between the constituent job categories are fairly well defined. 
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It seems, ::ror.1 the previous evidence, t!"-a t job categories 

are more likely to cue each other fron memory the stronger 

their association is. This reinforces the finding that 

organisation in menory results in increased recall. Further 

evidence is available if we correlate the number of times each 

job category is recalled as a member of a cluster pair with 

the number of times each is not recalled. The coefficient is 

0.70 and the slope of the regression line is negative. The 

correlation is therefore negative and significant at the l~ 

level. This means that the stronger an item is associated 

with other items, the "'ore likely it is to be recalled. Again, 

we are led to the conclusion that greater organisation in 

memory results in better recall; associations occurring by 

virtue of some super-ordinate contextual link. 

The nature of the coding of items in memory follows two 

traditions, reductive and elaborative (see section 5.2.4). 

Certainly we have considered much evidence for the reductive 

coding of items in relation to super-ordinate, experimenter 

defined major categories. We have also seen, however, some 

evidence for elaborative coding, in terms of common perceptual 

features, in addition to the reductive aspects. 

5.5.1.4 Non-experimenter defined associations 

Table 5.20, in addition to experimenter defined associations, 

also contains a record of non-experimenter defined associations. 

The frequencies of these particular associations are found by 

cross-referencing particular job category rows with columns 

whose job categories are from another experimenter defined major 

category. In the previous section the cross-reference was with 

columns whose job categories were from the same major category; 

frequencies of four and above being considered significant at 

the 5% when compared with chance. 

The two strongest non-experimenter defined associations are 

retailing/buying, with a frequency of 12, and tourism/public 

transport, with a frequency of 11. The former association has 

a very strong link in terms of concept definition within the 

context of commercial and consumer practices. In~the experiment 
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they were defined in different contexts; retailing in c03merCQ, 

and buying in industry. Tt seecs, however, that the association 

ontsiae the ex~erimental cOllte;-:t is stro!~ger. Again, the latter 

o£ th~ t,';o pairs :lave a stronger association, in terms of travel, 

outside their conte:·:tual separation in the e..'(periment. 

Insurance/medical and legal ,,;ork/medical are both significant 

associations. T.1ey are conte:·:tually linked by the- fact that 

there are im!Jortant insurance and legal aspects of the medical 

profession, and vice versa. !\dvertising and journalisn are 

related, in that much advertising is prevalent in todays press. 

Quality control and environhlental control and design both have 

the concept of control in common. 

There are a number of remaining associations which are just 

significantly frequent. In some cases it is possible to ascertair. 

the conceptual links involved, whereas in others there is not an 

obvious conceptual link. They are as follows: 

~dvertising/buying 

Hanagement training/environmental control and design' 

~lanage,"ent training/journalism 

Environmental oontrol and design/armed forces 

Legal work/arned forces 

Legal work/social work 

Hotel management and catering/public transport 

" 
Ive can see from "the non-experimenter defined associations that 

the perceived context in which information,is handled is very 

important in determining the way information is organised in 

memory. Problens will be caused if certain information is 

classified in one context when there is a strong tendency 

amongst users to associate the information in a different context. 

5.5.2 The nature of the spatial model 

5.5.2.1 Introduction 

The spatial models of recall, generally reflected by the subjects, 

can be studied by examining spatial recall parameters for the 

various positions of the lists. However, spatial recall can 

also be linked to the recall of parti<:ular ca:t:egorie§; <I. j£>l?~ 
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category cannot be located in a s?atial recall tem?late until 

it has been given ar.. identity. It is interesting, therefore, 

to assess whether certain job categories are better located 

tha:1 others, in addition to particular list positions, and 

what relatio;-;.si1ip t~"!is bears to subjects' .free recall. It is 

!)erilaps most a:)pro?riate to deal with spatial recall related 

to t:1e specific job categories first, followed by its relation 

to actual spatial positions. 

5.5.2.2 Spatial recall characteristics of major job categories 

Table 5.23 summarises the important spatial recall parameters 

for each experinent. An average value, over nine subjects, is 

given for each major category in each experiment. An average --
value representing all four experiments is also given for each 

major category. ('Ie can see that, in terms of numbers of 

categories recalled in each major category, a similar pattern 

is apparent in both free and spatial recall. A measure of 

correlation between free and spatial recall, for the average % 

number of categories recalled per major category representing 

experiments 2 to 5, results in a coefficient of 0.93. This 

is significant (p < 0 .05) indicating a close correspondence of 

the two recalls. It seems reasonable, therefore, to suppose 

that job category identities are elicited from categorical 

memory prior to their location via spatial memory. 

The correlation between the average % number of categories 

recalled per major category and ATE, %55, and r~ (averaged for 

spatial recall in experiments 2 to 5) are - 0.82, + 0.87 and + 

0.66. None of these are significant at the 5% level. Again 

this supports a separate categorical and spatial memory because 

the results show that recall of a category does not necessarily 

lead to correct location in terms of the spatial recall para

meters used. 

5.5.2.3 spatial recall with respect to list positions 

As already. mentioned, to reflect the nature of the spatial 

image 9f the various lists, it is necessary .to examine the, 

spatial recall parameters in conjunction with each position 

on the list. We will first. compare the individual spatial 

measures. separately, comparing. their profiles-for~each .. of· 



MA courses - Arts 
MSc Courses - Physical sciences 
MSc courses - Social sciences 
Part-time education 
PhD research 
Teacher training 

Accountancy 
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Banking 
Insurance 
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Buying 
Engineering 
Industrial administration 
Management services 

Management training 
Quality control 

Entertainment 
Environmental control and design 
HotEil -management 'and 'catering -
Journalism 
Legal work 
Tourism 

Armed forces 
Civil service 
Local authority 
Medical 
Public transport 
Social work'" 

, - ... ' 

" . 

Ex 2 
Ex 3 
Ex 4 
Ex 5 

ALL 

Ex 2 
Ex 3 
Ex 4 
Ex 5 

ALL 

Ex 2 
Ex 3 
Ex 4 
Ex 5 

ALL 

Ex 2 
Ex 3 
Ex 4 
Ex 5 

ALL 

Ex 2 
Ex 3 
Ex 4 
Ex 5 

ALL 

.. '-' 

92.59 
94.44 
98.15 

100.00 

ATE 

1.62 
2.67 
0.64 
0.07 

96.30 ·1.25 

85.19 
85.19 
81.48 
90.74 

85.65 

92.59 
81.48 
87.04 
83.33 

86.11 

85.19 
70.37 
77.78 
81.48 

78.71 

96.30 
92.59 
94.44 
98.15 

95.37 

3.07 
3.43 
0.82 
1.33 

2.16 

2.66 
2.14 
1. 74 
1.47 

1. 75 

2.37 
2·,16, 
1.48 
1.50 

1.88 

2.02 
1.32 
0.39 
0.11 ~ 

0.96 

%SS 

78.00 
72.55 
96.23 

100.00 

86.70 

60.87 
58.70 
93.18 
83.67 

74.11 

64.00 
70.45 
78.72 
82.22 

. 73.85 

56.52 
7.6.32 _ 
85.71 
84.09 

75.66 

59.62 
84.00 
96.08 

100.00 

84.93 

Table 5.23. Spatial recall measures per experiment per 

major category for spatial recall •. 
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%0 

34.00 
35.29 
79.25 
92.59 

60.28 

17.39 
30.43 
61.36 
67.35 

44.13 

24.00 
31.82 
57.45 
60.00 

43.32 

32.61 
47.37 
64.29 
68.18 

53.11 

26.92 
56.00 
82.35 
92.45 

64.43 
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lists 2- to 5. Then we will average these profiles across the 

lists and compare tl~e averase profiles for eac!1 of the !'!1easures. 

Figures 5.3 to 5.5 show com!Jarisons of the spatial profiles for 

the four lists, for eac}l of ATE, ~SS and 7'00 respectively. For 

each list position, the values of tIle respective measures were 

averaged for the nine subjects who undertook the spatial recall 

of each list. These values can be seen in tables 5.24 and 5.25. 

The graphs 0::' these values against list position were then 

plotted on a graph plotter. The reason for not including a 

·-<I~ra$h forr the numbers recalled per·~Po'Sition was be~~~nere 
was no significant difference between different lists. Therefore, 

this will be dealt with on the graph of the recall measures 

averaged across the lists. I-le will deal with each graph in turn: 

i) ATE (figure 5.3) 

To make the graph of average total errors more discernible, the 

values were multiplied by ten. The graph shows, in agreement 

with earlier results, that ATE for lists 2 and 3 (+ and 0) is 

higher than for lists 4 and 5 (0 and x). The most interesting 

feature, however, is that ATE is lowest, and therefore spatial 

accuracy is highest, at the top and bottom of each of the lists; 

spatial accuracy is lowest in the middle portions. The effect of 

progressive structuring was to extend the spatial accuracy of 

the beginning and end of the list to more positions, and also 

decrease the error in the middle portions. 

ii) "SS (figure 5.4) 

The above characteristics are repeated for the %SS values. 

iii) %0 (figure 5.5) 

~lost interesting of the three spatial recall measure graphs is 

that of roO per position. 700 reflects absolute accuracy of 

placement, and shows the effects of progressive structure better 

than the other two. All the characteristics previously mentioned 

are present, but the most striking feature is the very significant 

general increase in absolute spatial accuracy when categorical . , 
structure is added to the spatial groupings. Lists 2 and 3 
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Table 5.24 .. ATE and %SS for experiments 2 to 5 

ATE x 10 %SS 

E2 E3 E4 ES E2 E3 E4 E5 

0 0 0 0 100 100 100 100 
5.6 2.5 1.1 0 100 100 100 100 

41.1 22.0 3.8 0 66.7 60 100 100 
10.0 34.4 2.5 2.2 88.9 77.8 100 100 
24.3 27.5 1.1 2.2 71.4 77 .8 100 100 
13.3 21.3 0 0 55.6 62.5 100 100 
21.3 3.3 32.5 7.8 37.5 100 75.0 88.9 
27.5 38.8 11.1 17.1 50.0 50.0 87.5 85.7 
41. 3 11.4 6.7 8.9 62.5 100 100 88.9 
35.0 18.3 6.7 10.0 62.5 66.7 100 88.9 
28.8 17.1 16.7 32.9 37.5 85.7 77 .8 57.1 
23.8 18.8 7.5 7.5 75.0 75.0 87.5 87.5 
23.8 18.9 8.9 ·8.9 50.0 66.7 88.9 88.9 
24.4 25.0 16.3 24.4 55.6 75.0 87.5 66.7 
23.3 31.4 11.1 0 66.7 57.1 87.5 100 
21.4 24.3 38.8 12.2 100 57.1 37.5 88.9 
27.5 30.0 20.0 16.7 50.0 50.0 75.0 88.9 
27.8 36.7 23.8 16.7 22.2 44.4 62.5 66.7 
34.4 13.8 1.3 0 33.3 62.5 100 100 

37.8 37.1 17.5 26.3 44.4 42.9 87.5 62.5 
17.5 33.8 14.3 7.1 75.0 87.5 85.7 100 
45.0 20.0 7.8 30.0 33.3 66.7 100 71.4 
20.0 53.8 11.4 23.8 75.0 -75;0 100 75.0 , . 
21.1 23.3 23.8 0 33.3 62;:5 62.5 100 
23.8 35.0 15.0 1.1 37.5 _.50.0 87.5 88.9 
41.4 42.2 2.2 0 28.6 :6617 100 100 

31.1 8.8 2.0 3.3 88.9 87.5 100 100 
5.5 8.8 2.9 0 100 87.5 100 100 

5.5 13.8 2.5 2.2 100 87.5 100 100 
0 5.6 0 0 100 100 100 100 
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Table 5.25. %0 for. experiments 2 to 5 

%0 

E2 E3 E4 E5 

100 100 100 100 

44.4 87.5 88.9 100 
11.1 40.0 62.5 100 

33.3 11.1 75.0 . 77 .8 

14.3 25.0 88.9 77.8 

33.3 37.5 100 100 

12.5 50.0 75.0 77 .8 

12.5 12.5 62.5 71.4 

12.5 28.6 66.7 75.0 , 
25.0 20.0 66.7 55.6 

25.0 42.9 55.6 42.9 

12.5 62.5 87.5 77 .8 

0 55.6 77 .8 66.7 

22.2 12.5 50.0 44.4 

50.0 14.3 50.0 100 , 
0 28.6 37.5 66.7 

37.5 33.3 50.0 44.4 

11.1 22.2 50.0 66.7 

0 37.5 8} .5 100 

11.1 14.3 62.5 50.0 

50.0 12.5 57.1 57.1 

0 33.3 33.3 28.6 

0 37.5 28.6 62.5 

0 44.4 62.5 100 

25.0 25.0 87.5 88.9 

0 22.2 77 .8 100 

55.6 37.5 80.0 77 .8 

55.6 75.0 71.4 100 

77.8 62.5 75.0 77.8 

100 88.9 100 88.9 
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(+ and 0) shov; low:;; measures except :for t~e tor> and bottor:1. 

Lists L'~ and 5 (0- and :::.:::) :!o,\~evC'?J::", sho,'" a :7luch increased absolute 

aCCl~raC~l i:i tLe :.:iddlc IJo=tions of tl .... e lists in addi tio;;. to the 

top and botto~ effect. 

In general, e· .. r~n though statistical significance was only 

present betv'lecn lists 3 and 4, this visual representation of 

the spatial recall of the lists, shows a progressive i~crease 

in spatial accuracy fror,l list 2' to 5 for each measure. It also 

seens that there is SOCle ,?eriodicity to the ';Jraphs, but this 

would be better exanined by representing all the measures of 

spatial recall on one graph averaged across experiments 2 to 5. 

In order to exar,line the combined characteristics of spatial 

recall for the positions of the list, the spatial recall 

variables were averaged across experiments 2 to 5 for each of 

the 30 possible positions on each list (see table 5.26). These 

values were then plotted on a graph;· the x-axis representing the 

thirty list positions and the y-axis the magnitude of the 

respective variables on a scale of one to one hundred (see 

figure 5.6). 

The first feature to notice about the graph is that ATE, %SS 

and r~ all reflect that the most accurate spatial localisation 

occurs at the beginning and end of the list. This indicates 

tl1at the spatial.' ir,lage' is best in these areas. However, the 

number of categories recalled per posi!i~~ during spatial 

recall does not reflect the same distribution. The line of 

regression for the numbers recalled per list position has a 

slope of - 0.016 indicating that the probability of· recalling 

a particular job category is virtually equal for each position. 

Therefore, we must conclude that the recall of job category 

identities employs a different mechanism to that of establishing 
I 
their spatial positions in each list used by subjects in the 

: filing task. 

____ J_-_ 
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Table 5.26 Average measures for experiments 2 to 5 per list position 

Position No. Rec. ATE x 10 7.SS 7.0 

1 36 0 100.00 100.00 

2 35 2.3 100.00 80 .21 

3 31 16.7 81.67 53.40 

4 35 12.3 91.67 49.30 

5 33 13.8 87.30 51.49 

6 34 8.7 79.51 69.71 

7 27 16.2 75.35 53.82 

8 32 22.4 68.30 39.73 

9 30 17.1 87.85 45.69 

10 32 17.5 79.52 41. 81 

11 "31 23.9 64.53 41.57 

12 32 14.4 81.25 60.07 

13 35 15.1 73.61 50.00 

14 34 22.5 71.18 32.29 

15 24 16.5 77 .83 53.57 

16 31 24.2 70.88 33.32 

17 31 23.6 69.97 41.32 

18 32 26.3 48.96 37.50 

19 31 12.4 73.96 56.25 

20 34 29.7 - 59.33 34.48 

21 30 18.2 87.05 44.20 

22 - 25 25.7 67.86 23.81 

23 31 27.3 81.25 32.14 

24 34 17.1 64.58 51. 74 

25 33 18.7 65.97 56.60 

26 34 21.5 73.81 50.00 

27 31 11.3 94.10 62.71 

28 32 4.3 96.88 75.50 

29 34 6.1 96.88 73.26 

30 36 1.4 100::00 94.44 
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'A closer study of tile graph (figure 5.6) reveals some indication 

that localisation of categories is perha~)s more accurate at 

t:1e top and bottor~ of the sectors into which the lists in 

experiments 3, 4 and 5 are divided~ Ti.le lines dravm vertically 

U? fro;:']. tl1e x-axis 0:1 each tEU! tiple of six ofte~ coincide 

with i)eaks of ~3SS and particularly ;';0, and also dips in ATE. 

There is also sone evidence of this periodic effect occurring 

on tlultiples of 3~ ?erhaps this provides some indication of 

perceptual spatial organisation according to some natural 

cognitive 'chunking' facility. 

5.6 Subjective comments and other measures 

After their experimental task, each subject was asked a selection 

of the sar.le five questions as in experiment 1, dependent upon 

whether they undertook free or spatial recall. 

5.6.1 Ih':areness of the najor categories of information 

Table 5.27 shows the frequencies of subjects who reported 

various levels of awareness of experimenter defined major 

categories for free and spatial recall respectively. 

Free recall: 

All l'ihole and Sub-groups of 

Experiment e>"1lerimenter sub-groups of experimenter 
major·. groups experiment major groups 

major groups + others 

2 0 -. 7 2 

3 1 7 1 

4 3 5 1 

5 7 1 1 

Spatial recall: 

2 0 7 2 

3 0 8 1 

4 8 1 0 

5 7 2 .0 

Tab1e 5.27: Results for question 1 

Others 

2 

0 

0 

0 

0 

0 

0 

0 
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:30th free and spatial recall s~1owed that all the e:.:periu:enter 

clc:finec~ major grou:~ings were only f'requentl~? noted when the 

lists e;...~lici tly e::hibi ted the particular r:~ajor groll';?ings. 

This corresponds with the data of section 5.4.7.2 which shows 

an i'1crease in categorical clustering with the inposi tion of 

e:;'::Jlici t categorical grouping. TI.xperir:ents 2 and 3 were 

c!1aracterisec1 by subjects perceiving sone of the experitilenters 

:-.lajor categories, especially ';\cadenic', alongside sub-groups of 

the r.1ajor categories (e.g. civil service - local authority -

social work); 

clustering. 

corresponding with a lower level of' categorical 

fu'perinents 4 and 5, on the other hand, were characterised by 

a greater subjective awareness of the experid!enter defined 

categories by virtue of being grouped accordingly. This 

corresponds to the earlier findings that explicit grouping 

resulted in higher categorical clustering in free recall; thus, 

it seems that categorical relations eust be perceived in order 

to be used to organise inforr.;ation internally in nemory. 

A few groupings other than those within experimenter definitions 

were perceived by subjects, but they were usually peculiar to 

'the particular perso~ and of no general significance. Therefore, 

considering that the highest percentage categorical clustering 

in free recall was approximately 53~, there must have been 

other cues involved in addition to categorical assocations: 

for instance, subjects reported that they -, ran through all the 

jobs 'they could' think of', 'thought- of specific mistakes that 

they had made and information that they had handled', 'had ,tried 

to remember the: long words'. 

5.6.2 Stragegy of reading information items 

Taple 5.23 gives the frequencies of the different reading 

strategies employed to interpret the individual information 

i·<e8s that were filed; heading read first followed by text 

" scan, text followed by heading, and a mixture of the two. 

:r 
'l 
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R:::::;e=i3e:::t i:cacli:l'J/T C::! Te::t/;:·~f:.'ac1i!l9 : :i:.:ture 

.:~ ~, :;, 2 
f'r'2c? 

3 ) 0 1 
:recall: 

'" 2 6 1 

5 2 7 0 

2 2 4, 3 

5;:>atial 3 3 3 3 
recall: 

4 4 5 0 

5 1 ; ." 7 ~ ~~~"~~; 

10 19 7 

Table 5.28: Results for question 2 

The results sho'" that the majority of subjects adopted a 

specific strategy of readi~g information items, that is, they 

formed e."qlectations of where the relevant cue words were. 

;·lost frequent was a strategy of scanning the text for keywords 

which matched the filing' category descriptions, followed by the 

title if not enough information was found. The other, although 

less frequent, al terna ti ve was to read the heading first, then 

the text if not enough information was present. ApprGximately 

15% of the subjects used a mL~ture of the two strategies. Thus, 

if documents of ... sim:Uar· form. and content are received we can 

expect people to form expectations as to where the relevant info

rmation is •. This. could conceivably lead to odsinterpretat.ions~:'· 

5.6.3 Strategy of recall 

The different aspects of the strategies of recall fell into 

four basic categories; image, categorical, episodic and 

physical. Image included attempts to 'visualise' the list in 

order to cue categories. Categorical consisted of a recalled 

item cueing the recall of other related items. Episodic cues 

were, for exanple, mistakes made in classifying, or where that 

person had been in employment in one of the job categories used. 

Physical cues included remembering that some job category 

descriptions were long, and some were short. In addition, in 

-- -~-
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free recall, st:ojects were asl~cd their stratGgy of ~ecal1 

a.:Zter a pause i:1 ,':ri ting c1o,-rr! c:escriptions r:hilst -::rying to 

recall ot:H~l"S .. Ta:)lc 5.29 S:10WS tl1C results for free recall, 

whilst'ta'Jle 5.30 5110.'15 -::110 results for spatial recall; 

could use !':lore than one strategy. 

subjects 

Fr~(? recall: 

E:::periment ,Ir:lage Categorical Episodic Physical 
, -'-

• ~~ 

2 6 8 2 2 

_"'of-' .,- 6 
. .-3. 6 1 ,- .- 0 

4 [J 8 0 0 

5 8 8 0 0 

28 30 3 2 

Thought of Thought 
Scanned previous Pictured actual 

of possible descriptions list information 
recalled items jobs 

2 2 4 3 0 

3 5 3 1 2 

4 5 3 0 0 

5 7 3 0 1 

19 13 4 3 

Table 5.29: Results for strategy of free recall 

Spatial recall: 

Experiment lraage Categorical Episodic Physical 

0 2 9 6 0 3 

3 9 7 1 4 

4 9 8 0 : 0 

5 S 5 0 0 , 
; 

35 26 1 7 

Table 5.30: Results for strategy of spatial recall. 
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In Joth free and spatial recall subjects used ooth i:-.lagcry 

and catcgo:rical relations to cue r'?call. These strategies t'icre 

used in apZJI'o::i;::ately equal proportiol:s in :free recall, but 

ir,lagc:c:.r tool~ ~)rCC0.d'2nCC in spatial recall, as v/ould be e:...:pC2ctcC:. 

I~ is inte::-csti~g to note that ir.:agc!::y played such a pror~inei1"t 

part in free :-:ecall. People scei'": to J.il-:.e to try to t visualise r 

t;1e lists even thOl!-~h "'~:IC categorical relations predo!':linate. 

T)1)ical C0r.11ilents v.,rere; "I rer.:.eml1ered that t:ley were in Qroups 

and tried t;: 0 rcr::e:"lbcr the actual job categories, then I trice. 

to re:J1e>ilber w~lEre tjley "le::: 12" ; "I could renember the groups, 

but then 11ad to :.:-cnember the order within"; "I tried to 

visualise the list, though I v:as not very successful". 

The results also show that people use episodic and physical 

cues to pronote recall on occasion. This is especially 

noticeable in free recall where subjects were asked how they 

cued job. categories after they had become stuck. Often they 

scanned those already written in order that they might cue 

related ones. Slightly less frequently they tried to 'picture' 

the list and run through the positions, hoping to remember 

particular job categories. Occasionally, subjects thought of 

the actual sheets of information that they had read and 

classified. They also occasionally ran through all the jobs 

that they could think of hoping that one would cue a job that 

was on the list. Subjects correspondingly exhibited some of 

the previous c!laracteristics in spatial recall. 

It was very significant that every' subject undertaking spatial 

recall said that they could easily remember the top and batton 

of the list; this is in agreenent l7i th previous quantitative 

analysis of spatial recall. Therefore, it seems that the 

spatial image system places a priority on establishing points 

of reference at the extremes of displayed information, as in 

experiment 1. 

Finally, the introduction of alphabetic order was noticed by 

3 and 5 subjects out of 9 for free and spatial recall 

respectively. However, this did not significantly contribute 

tQ~~ illc:r-e~se in the accuracy of spatial location (see section 



5.5:' and so c.ould not "ave ';1ade a significant contribution 

to the interpretation of the spatial i:nage. 
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It is a?parent that subjects use 3any different strategies and 

cues in order to recall particula:::: information. HOl'Jever, 

particular types of strategies and cues do predominate in 

particular types of recall. 

5.6.4 Other neasures 

In addition to the main paraneters, there were several inter

esting side issues which will be dealt with in turn. 

5.6.4.1 ~Iisnaming of job categories in recall 

Out of 1875 recalled job categories, 259 (13.8%) were different 

in some way to the original stimulus, although it was always 

obvious which job category they were referring to. Typical 

examples of misnaming were: environmental design; hotel 

management; stockbroking; ~!Sc physics; environmental health; 

stocks and investment; forces; legal; social services. It 

was evident that the specific .contexts of the jobs were being 

remembered, but that the specific descriptO:~ •. 1,: especially mul ti

word ones, often were not. There were two basic types of misnames, 

rewording and deletions. Rewording involved either a change in 

word order or the replacement of words with others appropriate 

to the specific context. Deletion involved the shortening of 

words or leaving them out altogether. 

5.6.4.2 Secretaries vs. computer professionals vs. non-computer 
professionals 

A comparison between secretaries, computer and non-computer 

professionals, showed no significant difference in selected , 
performance measures. The measures used were the number of 

job categories recalled, percentage categorical clustering and 

percentage poughts. This suggests that categorisation and 

spatial awareness are basic skills which are available irres-. 

pective of a professional person's background. 

5.6.4.3 Number recalled vs. experimental time 

A measure of correlation between the number of job categories 
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produced a significant negative correlation. The implication 

of this is that peopl", who were having difficulty with the 

task developed less adequate cognitive models in ter~s of the 

efficiency of recall; those who easily completed the tasks 

had developed better models. 

In order to put the conceptual characteristics of list filing 

into perspective, it is necessary to compare it with the 

simulated 'real world' filing used in pigeon-holes. 

5.7 A comparison of simulated 'real world' filing with simulated 
computer filing 

It is evident from the literature survey (chapter 2) that 

naive users who can conceptualise information interaction in 

the 'real world' have difficulties conceptualising interaction 

with computer-based information. It is therefore pertinent 

that we should compare experiment 1, which investigated the 

conceptual model associated with a simnlated 'real world' 

filing task (pigeon-holes), with experiments 2 to 5, which 

characterised computer filing (iists). 

5.7.1 Comparison of the categorical memory characteristics of 
simulated office and computer filing 

In experiment 1, explicit categorical relations in condition 1 

do not significantly increase roec in comparison to their 

implicit presence in condition 2. However, in experiments 2 to 5 

explicit categorical relations did increase roec, thus reflecting 

internal organisation in terms of these relations. A possible 

explan,atib:O' ·for this' is that in experiment 1 other cues could 

be mediating free recall, rather than purely categorical ones. 

The obvious difference between pigeon holes and lists are in 

their spatial characteristics. If the pigeon holes promote a 

strong spatial image and the job categories are' 'ei ther associated 

with, or embedded in, the locations within it, then the 

categ0rical model would be less dominant. In tQis case a general 

categorical model of the job categories would be developed 

during the pigeon hole task. The strong spatial cues making 

it less important for the subject to specifically note the 

categorical relations in comparison with experiments 2 to 5. 



5.7.2 CO:7.uarison 0:[ the sDatial t!cruor;l cll.aracteristics between 
si~lulatcc! office a:ld cO::1puter £ilina 

T:lerc 'r:as o~e stril-:i!19 diffcre:lce in s:>atial ner;lory 

characteristics octwceD e~eri!i1ent 1 and e:...~erir.1ents 2 to 5 .. 
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I:l e::pcriuent 1 -::hc strength of t~1e sI'atial inage, as c.easured 

i.J:r ~O, was not de:;.:>endent upon a neaningful categorical 

orgar:isation of labelled pigeon holes. In ex;.>eriments 2 to 5 

however, equivalent 'il7!age' strength was dependent upon a 

l7!eaningful categorical-spatial arrangement of the list of job 

categories. The statistical comparisons using 'Omnibus' are 

as follows: 

~ The '-~ results of each of experiments 2 to 5 were 

compared with the ,00 resul ts of experiI'lent 1, condition 3 

(random arrangel7!ent). 

The hypotheses are as follows:-

i) Exp. 1, cond. 3, >00) Exp. 2, >"00: significant (p (0.001) 

ii) Exp. 1, cond. 3, ,00) Exp. 3, f'oO : significant (p(O.Ol) 

iii) Exp. 1, cond. 3, 9"00) Exp. 4, roO: not significant (p>0.05) 

iv) Exp. 1, cond. 3, ,00) Exp. 5, 5""00 : not significant (p) 0.05) 

Similar comparisons using the number of job categories recalled 

showed no significant difference between experiment 1, condition 

3 and experiments 2 to 5. These results suggest that the recall 

of category identities is independent of our ability to locate 

them based upon our 'spatial image'. This, in turn, suggests 

that identities are recalled via a categorical model before 

locating them. 

5.7.3 Discussion 

The previous results show yet again that spatial and categorical 

memory are independent. Furthermore, we must conclude that the 

spatial cues available in lists are weak and that internal 

interpretation of spatial locations needs a categorical 

strategy in order to compensate. Pigeon holes, on the other 

hand, seem to provide much stronger spatial cues, therefore 

the development of a strong categorical model is not as important~ 



5.8 S~mary and discussion 

5.3.1 General ci:aracteristics of catego~ical and 5j)a tial aemory 

As in e:Qcricent 1 (chapter 4) it is apparent that the 

categorical raer.lore' :;lodel is dominant in free recall and that 

the spatial nodel' is dO!J.inant in spatial recall. There 't'ms 
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a very general level of spatial influence in categorical recall, 

however, \'lhich suggests that subjects use their general awareness 

of spatial positioning to orgaIlise their categorical recall of 

job categories. But, on the whole, categorical and spatial 

memory seen to be independent in terms of interpretation: this 

is not to say that other cues are not involved. 

There was more internal categorical organisation apparent when 

explicit categorical structure was present in the lists. This 

demonstrates that a persons' categorical model can be structured 

on the basis of externally perceived categorical relations. 

Concerning the spatial memory model, the lack of increase in %SC 

in experiments 2 and 3 suggests that it is not specifically 

based upon the inter-associations of juxtaposed items. Rather, 

it seems more predominantly based upon the relative positions 

of the items with respect to the whole list; location of items 

to appropriate sectors being easier than to specific,locations. 

The r~ results particularly would suggest that spatial grouping 

increases locatability of items by virtue of the provision of 

more points of reference for the memory 'image' (i.e. the top 

and bottom of individual groups). However, the additional 
~ .. ~~ 

increase in %0 wi~~ne presence of categorical structure 

suggests that perceived categorical relations may promote 

inter-iteD associations within the groups which can be trans

lated into spatial positions if necessary. 

To account for these results it is logical to postulate the 

presence of a common executive mechanism which interprets both 

categorical and spatial Demory. The functioning of this is best 

illustrated by considering the location of a descriptor on a 

spatially and categorically structured list (as in experiment 4). 

The present experiments have shown that in randomly arranged 

lists there is an absence of the strong spatial cues which 

~provide an accurate location ,strategy, via~points~of, reference 
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in the spatial icage, by which items can be located. In this 

case, additional categorical organisation could cotlpensate fa!: 

-'clle wea~( spatial c-_'.cs, because tl1e executive mechanisn: could 

revert to the inter~~ctation of categorical structure to 

p~o\.dde a strategy for the locatio:} of itens in the list; 

the strong s?atial cues present in pigeon :'wle :filing decrease 

tllC necessity -:0 use a categorical strateg:r. 

The proposed dif:ferential interpretation of both categorical 

and spatial mecory would lead us to expect an increase in the 

number of job categories recalled, with the availability of 

extra cues, progressively from experiment 2 to 5. This in fact 

does not happen, which meant that other cues raust be available 

in experiments 2 and 3, in addition to categorical and spatial, 

to cue recall of job category descriptors; separate from the 

location mechanism. For example, non-experimenter defined 

associations could be used. To resolve this uncertainty the 

categorical and spatial raemory models were examined more closely. 

5.8.2 Specific characteristics of categorical and spatial memory 

A close examination of the categorical characteristics of free 

recall exhibited a number of characteristics. First, the amount 

of memory organisation according to experimenter defined 

relations was significantly correlated with an increase in the 

recall of those categories. This compares favourably with 

previous work (i'landler, 1967) which also showed an increase in 

the number of items recalled with increased memory organisation. 

Therefore, considering previous evidence, explicit external 

categorical organisation increases the amount of concomitant 

internal organisation, which in turn increases the probability 

of recall. The more explicit and contextually close pairs of 
• 

job categories were more likely to be recalled together and 

less likely to be forgotten. However, care should be taken in 

structuring information, because what may seem like a strong 

association in a certain context to one person, might not to 

another; they may perceive a completely different associative 

pair in a different context. 
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Other cues, for instar:.ce, !1hysical sinilarity, also served to 

elicit associations. This and the previous findings suggest 

that both reducti ve and elaborative coding talces ;:>lace. 

; :uch of the speci:fic s:Jatial r<:call data supported the 

hypothesis that categorical and spatial memory systems are 

independent. In addition, it seems likely that job category 

identities are retrieved predominantly from categorical memory, 

and via other cues, prior to location; this is suggested by 

the fact that the number of items recalled \Vas independent of 

subjects ability to locate them. 

In terms of location the main points of reference \Vere the top 

and bottom of each list; here the accuracy of location \Vas far 

superior to other list positions. There was also evidence that 

the top and bottom of spatial groupings may be used similarly, 

and that even this may be reduced to groups of three, in 

agreement with I~icklegren (1967). 

With respect .to the spatial memory model of list filiing, it 

is interesting to note that there was significant evidence that 

the lists in experiments 4 an~.? decreased the search time for 

locating category descriptors during the initial training 

periods. There was also an indication that this might also 

have been so during the experimental period, although the 

results were non-significant. These results suggest that 

the enhanced spatial ,memory model, resulting from categorical 
I! ::.i,'_::;_,I_· 

organisation in addition to spatial structure, promo~es a 

faster and easier location of category descriptors. 

5.8.3 Subjective comments and other measures 

Subjects perceived all the experimenter major groups only 

when they were explicitly organised by category. luthout 

explicit grouping they noticed some of the more obvious major 

categories, such as academic, but were not aware of the total 

organisation. This corresponds to the subjects' displaying 

greater categorical organisation when using lists explicitly 

structured by category; it demonstrates that categorical 

relations must be perceived to be used as part of the categorical 
• ~=.c.-~~ -"~ -"'.---'~ - -~--=-=-
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nenory ::lodel. However, subjects did perceive sub-grou~s 

of najor categories and sone other non-eA?eri8enter designed 

categorical relations, so an organisational strategy tends to 

bc adoptee!. 

';o.l1e:1 reading information itens, subjects tended to develop a 

particular strategy based on an e}~ectation of where the 

relevant in£ornation could be found. This could conceivably 

lead to nisinterpretation in cases where relevant information 

is not where subjects expect it to be. 

The main strategies that subjects reported they employed, in 

free and spatial recall, were based on imagery and categorical 

relations. The categorical strategy was slightly more 

prevalent in free recall, and the imagery in s?atial recall. 

It was interesting, however, that most subjects said they used 

both. It seems that Qost people naturally try to 'visualise' 

an information display, even if they do not tend to use the 

'image' as the basis of their"tecall strategy. 

However, other strategies were used based either on categorical 

memory (e. g. running through all possible jobs YJlown) , episodic 

menory (e.g. specific mistakes made and information used in the 

task), and imagery (e.g. trying to remember the long words). 

Again, the flexibility of Qemory and the recall strategies it 

employs was demonstrated. 

Amongst other measures, the implication of 13.8% misnaming is 

quite important. To use the correct descriptor for accessing 

computer files it would seem to be an advantage to locate the 

appropriate descriptor from the information display. rather 

than try to recall it from memory. Therefore, assuming that 

a strong spatial model produces more effective descriptor 

location ·than a weaker one, it would seem most efficacious to 

promote the appropriate organisation of displayed information. 

1.loreover. this would remove the need for extra software to 

recognise synonyms. 
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5.S.L! COj~parison of ::>igcon :101es and lists 

I'.. cor.~:?arison of tl1c r::er,:ory ::loc.cls develo~cd during sioulated 

'real ,",orId' and CO:1:!='utcr ~iling tas!:..s higi11ighted a r::ajor 

difference. T:12 l">igcon holes were in£orQationally rich with 

res?cct to t}:e Gevelo:)r.;.e:l~ of a spatial iI:1age, whereas the 

lists were not. To attair. co:!parable location recall it was 

necessary to categorically structure lists in spatial grou~s. 

T!'!erefore, sor.1e aspect (s) of the ~igeon holes, nissing in the 

unstructured list, nade a significant contribution to the 

Iorr.lation of a stro:1g spatial .. :enory model. Assur;Jing that a 

strong spatial nenory model is inoportant in order to locate 

information descriptors, then thc discovery of this factor, 

or factors, would enable us to understand how to compensate 

for the poor spatial characteristics of randomly organised lists. 

5.8.5 Conclusions 

.. 

The conclusions that can be drawn from chapter 5 are as follows: 

1) The categorical organisation of information in memory, as 

reflected by free recall, can be enhanced by the explicit 

categorical organisation of the list. Therefore, the recall 

strategy froQ categorical memory utilises perceived 

categor.ical relations in the information • 

2) The more meaningfully related two descriptors are the more 

likely th~y are to be associated in categorical memory, and 

hence the more likely they are to be recalled. Therefore, 

the more organi:;;~~ ;.t(:'&~\egorical memory model is the higher 

the probability of descriptor recall. 

3) ~ random list of descriptors promotes a very 'weak' spatial 

memory model. 

4) The introduction of spatial grouping in a random list 

enhances the spatial nemory model of that~list to a 

limited extent. Hence, spatial 
..... : .. ,'. . 

iniportan:t factors in 

:~~::l:ndT::::iblY 
~~'i1l;o.up,!§.!l~; p~~S!ll1t._~ .. ~~.~"-'""'-."'"", ~~:.i_;;;:.-.~ 
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5) It is easier to remember tile ap?"oximate sector of a list 

whicb. contaiils a sPQcific descri~tor than it is to renenber 

the desc!:"iptor's exact location. 

6) In the absence of 'strong' spa~ial cues in lists of 

descriptors, categorical relations can be utilised to forn 

the basis of a spatial recall strategy. ~~licit categorical 

grouping is required before the accuracy of spatial recall of 

the list reaches the same level as that evident after using 

the random array of pigeon holes. 

7) Categorical and spatial n€Dory are independent and separately 

interpreted. 

8) The separate and differential interpretation of categorical 

and spatial memory, and the evidence for the use of other 

types of cues, both suggest the iikely presence of an 

executive interpreting r:1echanismj this mechanism would seem 

to employ the appropriate retrieval strategy bas~ upon the 

strongest .available cues. 

9) Because of the lack of 'strong' spatial cues in lists of 

descriptors, categorical aspects of the information become 

increasingly dominant in the formation and interpretation 

of the cognitive models arising from interaction with the 

lists. 

10) A stronger spatial memory model promotes faster and more 

efficient location of descriptors. 

) 

11) The exact recall of descriptor title is not .always achieved. , 
j 

Therefore, it would be better to display appropriate descriptors' , 

rathe~ t. han relying on recall:~: -.~~~s.'i<i?".~§§~Ultf~ftlM(tJ';·l'· 
to -pri?~().~e:_a stro!19 spatial -model. ~ti)'::3~C'iofGi.rS't:~al1g 
_",.~!.","'''''' ~_ .. _ ,"" " ~- ,"-~- . ..:: ~""·,,:-;.~·l'·J:~l'" -r-_' ,. 

or the-di:splayed in~ormation. . 
L 
I.' , 






