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SYNOPSIS

The type of digital coding which has been internationally approved
for telephone interexchange transmission is Zogmitkmically-:clo_mpanded
Pylse Code Modulation, known as A-law PCM. Delta and Delta-sigma
modﬂation with digitally controlled syllabie companding are preferred
in military applications, and are increasingly used in the local sub-
gsertber networks. _

At the moment, the users of these systéms are unable to commmicate
directly with each other. The prime objective of this study ie to design
digital convertefs to translate the codes from a Syllabieally Companded
And éogicaliy Encoded DeZ;‘:a-sigzﬁa modulation system, known as SCALE, to
A-law PCM codes end vice versa. | |

SC'ALE‘ has been in service for some years, but a theoretical des~
eription of it has Been lacking., - This investigation begiﬁs wfth a
detatiled experimental, theoret-}léal, and computer simulation study of.
SCALE', leading to a better understanding of the system's behaviour wnder )
various opéréting eonditions. Formulae for its performemce in terms of
sampling frequency, dynamic range, memory length, syllabic time constant
and signal-to-noise ratio are presented. N

A computer atided design technique for replacing the analogue feed—
back loop by a digital one is proposed. The significance of this
proposal is that a complétely digital SCALE system can be constructed.

. The technique is then used to design two converters one of which
accepte A~law PCM signals and converts them to SCALE binary data, while
the other converter accepts SCALE binary stream and produces A-=law PCM

words.



The entire conversion processes dre performed completely digitally,
and the design technique is géneral for converting from any PCM format
to any Delta modulation system and viece versa.

Finally, the potential applications of the SCALE - to — A-law PCM

aﬁd A-laiy PCM - to — SCALE converters ave discussed.
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" CHAPTER T

- 1. INTRODUCTION

1.1.1 Backg;oundi
Analogue circuits still dominate'the telecommunications network of
today, but the large number of digital facilities which have béen intro-
duced into the system, and the ever increasing interest in digital pro-
cessing, transmission and switching indicate fhat in-the future digitai
sysﬁems.are likely to beéomé predominant(s).
In recent yeafs the telephone industries in Europe, America and
~ Japan, for exampie, have made large investmenté in digital transmissiqh
: systems for interexchange communications(T); and‘more investments are
expected to be made to digitize the subscriber loop plant in the near
ruture M8, |
in the fields of law enforcément_and military communication systems,
. digital‘techniqugs are already‘iﬁ use and in the future many sysﬁems
which ﬁre preSently analogue a¥e expected to be phased out by digital.
ones, |
-The development of digital techﬁigues in communiéations, and the
advantages of digital signals over aﬁalogue cones have been widely dis-
cussed in the literature(l_S); For completeness, howe?er; the main
~ factors in favour of digital systems are summarized:
_ (i) In digital transmission systems the signal quality cen be
| indepéndent of the distance between the sending and the receiving
terminals, This is because digital signals can be regenerated
(i,e? retimed and reshaped) at intermediate points along the
transmission path, without suffering any degradation. |

(ii) The digital system lends itself to more efficient storage and

various Gigitul provessings such as encrypblou {digilal



scrambling), code conversion and digital filtering.

(iii) If multiplexed, digital signals.enable the transmission channel
capacity in many cifcumstances to be increased {e.g. cable pairs
originally intended for single telephone channels can carry 30
telephone conversations in PCM coded form).

(iv) The required transmitter power can be much less than that required
in analogue systems, and the reliability of transmission is much
higher. These factors make digital techniques more suitable for
‘satellite and computer-controlled communications.

(v) In specislized applications where noise can exceed the signal level,
digital systems can still extract the information by introducing
redundancy into tﬁe trensmitted codes. The main disadvantage of
the digitai system is that when used without.multiplexing the bandr 

width required is larger than the baseband bandwidth.

1.2.1 Digital coding of speech and V,F. dats

In the fields of speech and voice frequency (V.F.) data communications,
the most widely used digital formats are Logarithmic Pﬁlse Code Modulation
(Log. PcM){1+€)  and Adaptive Delta Moaulation (apM)(2:8:45), me aigita
coding used on telephone interexchange juﬁction circuits in America and

Japan is a logarithmically-companded PCM known as the p-law PCM(9_11’96),

vhile in Europe a similar PCM format known as the A-law PCM is employed(l’la).
Recently, however, for reasons relating to international network compati-
bility, The International Telecommunication Union (I.T.U,) regulations |

hﬁve standardized the coding parameters (sempling rate, bit rate, compand-
ing law, etc.), as a result of which the A-law PCM has been recommended

for all interexchangé transmission and switching appiications(T'la).

To provide satisfactory telephone quality in the presence of several

Anslogue-to-Digital.to-Analogue (ADA) conversions, which may be encountered



in the network, the standardized bit rate will be 6k Kb/s.

| In the case of the subscriber loop and switching plant there are very
few, or no, ADA conversions and the above ITU standardization is not.
imposed on the users. For these reasons many suggestions hawerbeen made
to employ other forms of digital coding such as Differential PCM (DPCM)

and ADM in the local network(l3’1h)

. Because.of their superior performance
under channel error conditions, the trend is likely to be towards the use.
of adaptive Delta and Delta-sigma ﬁodulation systems,

ADM can offer some advantagéé'over‘Arlaw PCM in mahy other.applica-
tions. Consequently various military and civil cormunication authorities -
have decided to use it in preference to PCM, Examples of such authorities
are the British Afmv and EUROCOM (a European militery communication

orgenisation which performs a similar task to that of the C.C.I.T.T.),
The first employ .a‘sylléﬁically*bompanded Delta~sigma modulation systeﬁ
known aslSCALE(lS-lg) (Syllabically Companded And Logically Encoded)
vhile the second émploy Delta Médulation system with digitally controlled

(20~21)

syllasbic companding « The latter system has been also employed in

the airbﬁrne equipment of the European Communication Satellite EROSATCQz)
‘yhich was recently {in 1974) launched by the European Space Research
Organization {(ESRO)}. A similar system is used in the Canadian communica-
tion satellites, known aé ANIK I and ANIK II, for thin route (low capacity)

speech communication(23);'

1.2.2 Developments in DM systems

(8)

Since its discovery, over twenty-five years ago' ', DM has been the
focus of attention of many research workers. The basic linear Delte-
modulator is an snalogue-to-digital converter, the principle of which is
shovn in Fig. 1.1. The encoder uses a feedback path comprising an

integrator network which produces a feedback signal y&(t) to track the

“input signal x(t). The input to the integrator is L(t) - which is also

3
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transmitted to the chamnel - and consists of blocks of like or alter—
nating pulses the length and direction of which are functions of the

slope of the input voltage waveform. The two level guantizer output is

a logical one if the difference signal vo(t) is zero or positive and it is
a logical zero if yo(t) is negative., Time quantization is achieved by
clocking the flipflop at the required bit rate to produce L(t).

At the remote receiver - assuming a perfect channel - L(t) is
integrated by an integrator which is identical to the one employed by
the encoder to produce yo(t). A low pass filter removes the out~of-
band noise present in yb(t)'fo construct ;(t) which is similar to the
original signal x(t).

The process of iinegr Delta modulation, employing an ideal

integrator(a), can be expressed mathematically as
yo(t) = [L(t)dt
= x{t) + vo(t) (1.1)

where vo(t) is known as the quantization noise.
When yo(t) is filtered ;(f) is produced. Therefore
X(t) = x(e) +vi(t) (1.2)
where v;(t) is the baseband component of the quantization noise vo(t)..
' | (2,24-26)

The linear DM parameters, such as the overload characteristics

(2,2h,29), quantizer hysteresis(a’ao)

quantization noise and idle charnel
"noise have been the subject of many discussions. The linear single-integra-
tion Deltamodulator (DH) did not find widespread application. The main
reason for this was its limited dynamic range - DR (DR can be defined as the
renge of thé input signal within which the signai*to—noise ratio is not

less than a subjectively acceptable value and-dépeﬁds on the field of
application).. This lack of DR in linear DM is due to its fixed step

size which causes its quantization noise spectrum, at the decoder output,

%0 be approximately flat and consequently the signel-to-noise ratio -

h



(SNR) of the decoded output decreases with falling input levels.
Many suggestlons have been made for & refinement of the 51mple DM

process in order to achieve acceptable dynamic range. The Constant

factor DM, developed at Loughborough Unlver51ty(32’52), and‘High informav'

(31)

tion DM are exanmples of the reflned Deltamodulation systems de51gned

for television encoeding. S1m1larly, Continuous DM(33) D1g1tally con-

(20) (15)

trolled adaptive DM s Syllabically Companded Delta-sigma Modulator

SCALE(TB), and Two~loop DM(QO) are a few examples of DM systems which
have been suggested for the enceding of speech (see also references 3U4,35)

36 and 37). Other examples of improved DM systems are those suggested by

(91)

Betts for improving HF transmission, and the FX209 A/D converter being

(92)

developed by Consumer Microcuits Ltd. s for domestic applications.

1.2.3 Matching the input source to the coder overload characteristic

It is‘known that'the linear beltamodnlatof overload characteristic
falls with freéuency ﬁhile‘telephone mierophones, and ﬁicrophones used
in military applications,.are designed to pre-emphasise these higher
frequencies to improve intelegibility.' This inherent pre-emphasis in
the microPhones - which are sormally connected to the iﬁput of the DM
encoder - causes the-input spectrum to be flst over the whole baseband,
Because of this mis-match between the inpgt spectrun to the simple Deltaf‘:‘
modulator and its overload characteristic a matching circuit must be
inserted between the micfophone an& the encoder, ‘In practicerthe required
matchlng (de-emphasis) clrcult is a simple CR network whlch transforms the
_slmple Deltamodulator to what is known in the llterature as Delta-51gma(h6)

modulator. The principle of operation of the Delta=-sigma modulation

system is reviewed below.

| 1.2.4 Delta-sigma modulation system

The linear Deltamodulator described above has a binary output signal
L(t) which carries information about the differential of the input signal.
' Tts dynamic range and Signal-to~Noise Ratio SNR are inversely proportional

(8)

to the signal frequency' ‘', The inevitable integration at the remote



decoder causes the effect of the channel error to be accumulative when
the system is subjected to trensmission disturbances. Inose, Yaswda and

(46,47)

Murkami have therefore proposed a modification to the simple
Delta Modulatof fd'enable it to cope with signals the base~band spectrum
of vwhich is flat and which has to be transmitteé fhrough adverse channel

" conditions, The system is known as Delfa—sigma modulation and its
principle of operation is demonstrated in Fig. 1.2.

In thié figure, the bin ary outpu# signal L(t) is subtracted from
the input sigpal x(t) to produce a difference signal y(t). v(t) is.
intégrated by the RC integraﬁor, which is ﬁow in ﬁhe forward path, to

~ produce £(t). The compafator compares-e(t) with a reference véltage Vo
.agd produces a logical one when e(t} 27V¥, aﬂd a logical.zero vhen -

e(t) < Vr. The time quentization is achieved as before by clocking the
bistable at the required bit raté? Through this negative feedﬁack

' process, the integrated difference is kept in the vicinity of the refer-
ence Vr' | | |

The frequeﬁcy of occurrence of the blocks of consecutive like’ digits
in L{t) is a function of the magniﬁude of the input signél_which means'that
L(t) in this system carries infofmation about the input signal-&mglitudé-
The digital dafa received'by the decodér at the end of an ideal channel
ié reshaped and passed diréctly through a low—paés filter to reconstruct .

~ x(t) which is en estimate of x(t). This system avoids the accumulation

_of channel errors because there is no integration circuit in the decoder

and its overload characteristic does not fall with frequency.

1.2.% Advantages of DM systems

Comparison betwéen PCM and DM has been the subject of many discussions
(38,39,42) |

and investigations « For completeness, hoﬁever, the main advantages

of DM systems over PCM are reviewed:

(i) Better performance than PCM under equal channel error and bit slip

¢
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(31)

(iii)

conditions (channel error is due to noise in the channel causing
logical ones to be received as.logical zeros and vice versa, while
bitslip is due to loss of synchronization between the coder and
the decoder terminal)h In PCM a single bit error gives an
absolute amplitude error which may have any value between miﬁimum
and meximum step height. In DM systems used for speech (single or
double integration Delta and Delta-sigma with syllabie companding),

(ko)

a bit error causes very small amplitude variation leading to

a better performance under equal sampling end channel efror
conditions as those of the PCM.

Being one bit code, no.worﬁ synchronization is required.
Flexibility.. In DM the bit rate cen be adjusted befween wide
limits (e.g. 10 to 100 Kb/s) to obtain the required compromise bet-

ween acceptable signal quality and channel bandwidth. This adjust-

"ment can be made without the need to modify the system in any wey

(iv)

(v)

except the sampling frequency. Hence an externglly variable clock
enables signel quality to be traded for bandwidth and vice versa.
A compsrison with A-law PCM shows that Adaptivé DM systems can
achieve comparable SNR when the two systems operate at egqual bit
rates in the range 10-60 Kb/s. At lower bit rates (below Lo ¥v/s),
hovever, Adaptive DM perfofms_better. Subjective tests indicate
that'adaptive-DM is generally prefefred over A-law PCM if both
systems pperate at equal speeds and within the range given above.
This comparison experiment, results of which have been recently

published by Schindler\*t) (42)

y 8gree with Jeyant's results , and
confirm the superior performance of adaptive DM over log-PCM for
speech encoding at low bit rates,

Although adaptive DM systems are more c0mplicate§ than fhe linear

Deltamodulator, it can be argued that they can still be classified



‘as 'simple' when compared with other digital coding systems such

as PCM, at least from the point of view of filtering and decoding.

1,2.6 Selection of the adaptation algorithm for DM systems
' used in the encoding of speech

Speech belongs to the class of non-stationary signal sourses. Its
spectral properties as well as power level vary with time., The effect
of speaker variations -(loud talkers, quiet talkers, etc.), different line
losses, and variations in the distance between the speaker's mouth and
the telephone microphone, must be taken into account when speech communi-

(43) shows that if gll the above

cation systems are considered. Purton
factors are allowed for a speech communication system can be required to
handle a total dynamic range of the order of 62 dB., To accommodate this
dynamic range the éncoder must be able to.continuously adjust its feed-
back step height in such a manner that the error sign#l at the summing
junction is kept to a minimum, and the encoder operation is consequently
kept neér-the overload point where the SNR is near its meximum value.
This situstion is equivalent to qompressing the variations-in the input
signal to an encoder whose feedback step height is constant. The two
techniqués lead to the density of the strings of consecutive like digits
in the channel being reduced. To restore the decoded signal to its
original form, a reciprocal operation, or its eqﬁivalent, must be performed
at the‘receiver. | |

In practice the dynamic range of the encoder is considered to be
adaquate if it can handle signal variations in the range of 30—h0 dB.
In these circumstances a median talker (not extremely loud nor extremely
quiet) is assumed and the variations due to different line losses and
gpeaker—microphone distances are assumed to be not very severe. The
practical dynamiec range can be achieved,by making the ratio of the mexi-
mum step to the minimm step heights, of the feedback signal, of the order

of 100. (Minimum and maximum step sizes here mean the minimum and maximum

. 8



values of y(t) respectively.)

Now at the onseﬁ of voiced speech the power level may rise rapidly;
but due to the nature of the vocal tract the decay of this power level
is relatively slower. .For a DM encoder, designed for speech, the ad-
aptation algorithm should be matched to these dynamic properties of the
input signaL

Delta modulation systems have uséd two forms of adaption. 'These
afe known as quasi-instantaneous gompanding, and syllabic compandingEKS)
In the former the digital code is monitored over a window of a few clock
periods (usually 2-8 clock periods) and the step height of the feedback
voltage is then instantaneously ipcremented upward or downward within a
finite family of discrete step sizes. The sizes of these increments
and their direction is decided by the lengtls of consecutive-like—digit
strings within the moditoring window and their polarities.,

A general arrangement for implementing quasi-instantaneocus companding

in DM systems is shown in Fig, 1.3a. Jayant(sl)

» for example, has
suggested that a sﬁitable adaptation a;gorithm for singlé integration
.Deltamodulator step size can be achieved by using one-bit delsy element .
(shift register) to store the last bit transﬁitted to the channel. The '
previous step value is stored in the adaptation logic and ité magnitude
is respectively doubléd or halved depending on wﬂether the content of
delay element and the present output digit are two like or two different
-consecutive digits generated by the encoder. In the case of syllabic
companding the digital data is viewed through a window of N-clock periods,
say, and vhen ﬁ consecutive like digits are detécted inside the window, a
pulse of voltage is geﬁerated. This pulse is applied to a leaky inte-
grator (i.e. a CR integrator) with a syllabic time constant. The output

of this integrator is an analogue measure of the average density of the

N-like-digit strings over the syllabic interval, and is used to continu-
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ously control the magnitude of the feedback step heights between two
pfeset extreme limits, In theiabsence'of the N-like-digit strings in the
channel, the step size’of the feedback signal sutomatically decays to a
minimum (see Fig. 1.3b).

Other a£tempts to match the companding process to the.dynamics of the
speech signal have extracted the.envelope of the decoded signal, fed this
to a power-law element and used the resultant de voltage to control the
magnitude of the feedback step height. Becuase of its bulky analogue
feedback loop (consisting of a bandpass filter,_envelope detector and a
power-law element) it has not been able to compete with the digitally-
controlled versions of syllabically cémpanded systems,

Instantaneous companding achieves rapid adjustment of the step size
because it respondé to short bit §Equences; but this makes it vulnersble

(L)

to digital transmission errors Channel errors in this case cause the
transmitting and fhe receiving terminals to execute step size changes
differently, the result of which is a mis~match between the locally re-
constructed signal end that decoded by the remote receiver., This mis-—
match can persist for a considersble time unless step size information

is transmitted to the remote terminal to update compandor tracking.

Syllabic Eompanding avoids this complication because it responds more slowly
to the average density of the N-like-digit stringé-in the channel. The
average density changes very little even at relatively high error rates.
Syllabic time~constants in thg range of 5-20 m sec., have been used. Iq SCALE
it is 10 msec,which is long éompared.to the fine details of the speech

waveform, but shorﬁ compared to the mean syllabic length (syllabic length

varies between 100 and 150 m seconds(TT’Ta)),

1.3 Statement of the problem

(a) The evolution of the telephone network is directed towards an

integrated all-digital transmission and switching system., This ultimately

10



eliminates fhe nultiple conversions (Analogue-to—digital—ﬁo~analpgﬁe)
within the present network, In such an event, many communication
ﬁlaﬁners ~ particularly in the Third World countries where PCM is not
already in use - argue that there will be no continuing requirement for.
the 6L Kb/s log~PCM, currently used in America, Furope aﬁd J#pan; and
an alternative simpler and more efficient conversion technique, operat-
ing at a reduced bit rate, has to be considered. This argumént is
further carried on in Chapter VIII.

.The efficient companding law, large dynamic range, overload
‘characteristic which is matched to the spectrum from commercial and
military microphones and its.superiority to A-law PCM at low bit rates
(in addition to all the other advantages of one-bit codes) qualify
SCALE to be considered as one 6f_the alternative conversion systems in
both the present end the expected all-digital'communication'netwprké
(see Chapter VIII). |

Ancther factor in favour of SCALE is that the other versions of
syllabicallybcompanded DM systéﬁs -~ which have wide current and potential
use —~ are closely related t§ SCALE and with minor modifications they can
éasily ﬁe made compatible with it.

| In spite of the potential and current applications of SCALE, a
mathematical description of it has been lacking and its performance under

various operating conditions has not been fully understood.

- {b) .At the moment bot£ A-lew PCM and syllabically~companded Delta and
Delta-sigma modulation systems are used. The coexistence of these fwo '
systems has posed a genuine engineefing problem, because a conversion
technique from oné system to the other has not been available, and con-
sequently the users of one system have not Seen able to cémmnnicate

directly with those employing the other system,

11



In Chapters-II; IIT and IV a detailed experimental,_fhéoretical
and computer sipulation study of the SCALE system is carried out. This
leads‘to the presentation of mathemati§a1 formulae for system performance
in terms of the bit rate, dynamic range, length of the monitoring window,
s&llabic time constant and signal to noise ratio.

Chapter V is concerned with repiaéing the analogue feedback loop in
* the SCALE encoder with a digital one. A computer-aided design to achieve
this iz developed and the performance of the new all-digital decoder
based on this design is analysed. It is shown by computer simulation
~that the degfadafion in fhe‘decoded signal quality due to the digitization
is negligible. The proposed design procedure is then used to design a
practical digiﬁal hardvare model vhich employs only commercially availeble
medium scale and smell scale integrated circuité.

The aim of Chapter VI is to design a digital converter which can
accept the SCALE digital stream and produce A-law PCM ﬁords.‘ The
chapter begins with a review of the available digital techniques used
in the production and the processing of A-law PCM, followed by a review
of the present state of the art of digital code conversions. A SCALE-to-
A-law PCM converter is then proposed and its performance evalusted by -
computer simulatioﬁ.l‘Using integrated circuits ﬁhich are economically
aveilable, a hardware model of the converter is then designed. ‘
- Chepter VII contains s computer model ﬁnd a hardware design of a
digital converter wﬁich can reverse the process discussed in Chapter VI,
i.e. a converter vhich can accept A-law PCM words and produces SCALE
"~ binary data.
| The design of these converters aims for a signal which is compatible
with that of the standard A-law PCM system. The bit rate in the

simulation is therefore made 64 Kb/s.
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In Chapter VIII tﬁe genefglity of these proposed conversion
-techniques and the conclusions reached as a result of this study are
discussed and the dhapter is concluded with a discussion on the potential
applications of cqnvefters_which can translate PCM codes to syllsbically
companded Delta and Delta-sigma modulation data, and converters which

can reverse the process,
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CHAPTER II

"THEORY OF DELTA-SIGMA MODULATION
"WITH DIGITALLY-CONTROLLED SYLLABIC COMPANDING

2.1.1l Introduction

In Chapter I it is pointed out that the syllabically companded
Delta-sigma Modulation system has many inherent advantages when it is
used to digitize pre-emphasized speech waveforms (such as those seen at
the output of a telephone or military-type microphones) émploying line
rates in the ‘6rder of 20-60 Kb/s. 1In this chapter, the Syllabically
Companded And Logicglly Encoded Delta-sigma system, known as SCALE,
is investigated in detail_aﬁd its performance is calculated in terms
of its circuit parameters and sampliﬁg frequency.

The inﬁestigation begins with a review of the basic SCALE system
proposed by Clarke(ls) et al. A generalizéd model.of-SCALE:is'then
described. This model is first computer'simﬁlated and then realized in
hardware, The computer progrém and the hardware experiments will be
described in detail and, finally, a matﬁematical descrijtion of the

‘system performance - based on the experimental and simulation results -

is presented,

. 2412 The basie SCALE system

The basic SCALE system which has been first preéented by Petford
and Clarke(lS) is shown in Fig. 2.1. The system can be regarded as &
single-integration linear Delta Modulation CODEC (Coder-Decoder) with
the following modifications:

(i) The feedback integrator associated with the linear Deltamocdulator

has been removed from its original position in the feedback path

1L
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and reinserted in the forward path, to be shared by both the
ipput and the feedback signals. This has transformed the Delta-
modulator into & Delta-sigma system which ié more suitable for
connection to a pre-emphasised speech source,

(ii) The feedback loop has been modified in such a manner that it now
enables the feedback step size to be varied between two widely
separated limits, in response to the input éignal variations,
This enables the dynamic range of the linear Deltamodulator to be
extended to accommodate the expected variations of commerciél and
military speech signals, |

Referring to Fig. 2.1, the analogue input signal xl(t) is passed
through a low~pass filter F, whose lower and upper cut-off frequencies

1
are f, and f respectively. The outpﬁt x,(t) of F, is a band-limited
1 a8y 2 1
baseband signal which is to be digitized. The feedback signal H(t) is
subtracted from xa(t) and the difference signal el(t) is passed through

the forward-path integrator (consisting of C ) to produce the

1R
integrated error signal Ea(t). ~The output level of the quantizer Vq is
high (5 volts, say) when ea(t) is positive or zero and‘Vq is low (O vélt,
say) where el(t) is negative. The output L(t) of the first stage of the
shift register is determined by Vq every clock period (L(t) is a logical
one if the level of Vé is high and L(t) is a logical zero when the level
of Vq is low) and transmitted to channel. The serial shift register SR
is clocked &t a rate fb and it contains the decision‘levels Bf the‘
gquantizer output during the present end the previous two clock periods.
The exclusive OR ga.t.e monitors the content {A, B, C) of the SR and
produces a voltage pulse Z which is equal to Zh vhenever this content

ig a block of 3 consecutive like digits (i.e. 3 logical ones or 3 logical
| zeros), and equals to Zg otherwvise, Z is passed through an RC integrator,

vhose time constant 02R2 approximates an average pitch period (=10 m sec.),

15



to produce a slowly vafying signal V’c(t)f A Pulse Height Modulator
(PHM) produces feedback pulses H(t) the sign and magnitude of which
are controlled by L(t) and Vé(f) respectively. (The magnitude of H(t)
is controlled by Vc(t) vhile the logical level of L(t) provides the
polarity information.,) This step height veriation of the feedback
signal enables it to closely track the input signal xé(t) and sttempts
to minimise the error signéls el(t) and ea(t), When the input signal
is zero the L(t) sequence is composed of alternate logical ones and
zeros viz 010101... (idling pattern) andVIH(t)| decays exponentially

. When a large input is

towards a predetermined minimum value Hmin

epplied |H(t)]| rises exponéntially tovards e predetermined maximum
value Hmax' For this condition L(t) consists of a train of like digits
(logical ones if xa(t) is positive and logicel zeros otherwise). The
L(t) pattern changes only when a change of the polarity of ez(t) occurs.
The encoder is said to be tracking whenever 3 or more consecutive digits
are observed in the L(t) pattern and it is said to have reached its
absolute overload whenever Ixe(t)l PH
The output of the PHM as a function of the control voltage Vc(t)
and the polarity of the transmitted binary signal L(t) is depicted in
Fig. 2,2. It will be shown later in this chapter that for large dynemic
range , the designer should seek to maximize Hma; and minimize Hmin'
Hmin is limited by the important requirement that a stable idling
pattern must be ensured. To satisfy this requirement Hhin must be made
larger than the expected circuit noise voltage and hence avoiding false
triggering of the comparator by noise, Practical measurements made on
a hardware model of SCALE - which was constructed by Wilkinson(16’17’18)

using TTL integrated circuits — indicate that the practical limit of

_ Hmin is in thg range of 25 to.SO mVe.

16
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Since in practice H . 1is a non-zero function (see Fig. 2.2), V
mn co
must also be a non-zero value. The value of Hmax is governed by the
maximum expected amplitude of the input signal and its statistical
distribution; or by the gain G of the available operational amplifier
employed as a pulse height modulator. Wilkinson has published several

reports(16+17518)

on an experimental SCALE systen intended for military
applications. He éuggested that for speech signals Hmax should be
equated to the maximum magnitude of thé expected waveform (IXE(t)Imax)'
The system parameters employed by Wilkinson in his‘experiments are shown
in Teble 2.1. |

At the remote receiver (see Fig. 2,2), H{t) is reconstructed and |
passed through a low-pass filter F2 (with upper and lower cut-off
frequencies fﬁ and fb respectively) vhich removes the high frequency

noise from H(t) and produces xe(t) which is & reascnable estimate of

x,(t).

2.2.1 The generalized model of SCALE

The basic SCALE system described above has employed a fixed shift
register length, a fixed syllabic time constant and a fiied sampling
frequency? To enable the performance of the SCALE system under various
oPerating conditions to be studied a more general.model of it had to be
sought. The general model employed in this study was obtained bj
introducing the following modifications into the basic system:

(1) The 3-stage shift register SR in the basic system is replaced
by another one whose length can be varied between 2 and 6 stages.
This arrangement enables the effect of the SR length on the
system performance to be examined, |

(ii) ‘The syllabic integrator time constant (T2 = CaRé) is made

variable (10-20 m sec.) to ensble the best T2/SR—length combina-

17



Table 2.1

ngzz.:::zzn Pa‘z;gi:;er Parametef De#cript ion

Tl .== ClRl 2;.0 X 10-!4 second | The SCALE enéoder forward path integrator time constent

'.I'2 = 0232 10.0 10-3 seéond The syllsbic integrator time constant

G l,h 7 The gain of the pulse height modulator

Hmin 0?025 ‘volts The minimum value of the feedback step height

 ax 2.50 volts The maxinium value of the feedback step height .

Z, tho volts The voltage level of Z — the input to the syllabic integrator -
‘ when the contents A, B, C of the shift register are not identical
' Zh 3780 volts The voltage level of Z when A; B, C are identical

fa 2.4 ICHZ The upper cut—off frequency of the input and output filters

f‘b 250 HZ' The lower cut-off frequency of the input and output fi_lters

fp | 19.? Kb/s The sampling frequency | |

The design parametersof the basic SCALE systein employed by Wilkinson
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tion to be selected and the effect of T2 on the systenm peffor-

mance to be studieq.

(iii) The clock is made extefnal and variable (19-100 KHZ). This
enables the flexibility of the system (how performance can
easily be traded for channel bandwidth and vice versa) to be
demonsfrated. The modified experimental model of SCALE is shown

in Fig. 2.3 and its description follows in the next section.

2.2.2 Basic equations and operation of the modified SCALE system

Referring to Fig. 2.3, the input signal xl(t) is band-limited by
a bandpass filter Fl’ the upper and lowgr cut-off frequepcieg of which
are respectively f_ and f, and its output is xé(f). The bandwidth of
xa(t) can, therefore, be written as

B =f -1, (2.1)

The_feedback signal H(t) is subtracted from xa(t) to produce an error
signal €, (t). ' |
| | e, (t) = x,(t) - H(t) L (2.2)

This is passed through an RC integrator éomprising ClRl to
produce the ;ntegrated error signal-xa(t). The time constant of this
integrator Tl ='ClRl.is selecfed in such a manner that ensures the
matching between the input signal spectrum and the encoder o#erload
characteristic; and at the same time the increase of quantization
noise at the decoder output {as a result of the presence ;f‘ClRl in

i.the encoder forwaerd path and its absence at the decoder) must be kept

to minimum. Deteils for selecting T, can be found in Appendix A,

1
vhere it is shown that Ti can be calculated from the following
relation:
1
. | _
E R (2.3)
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. . frequency
Analogue input Input xzft) El(t) Ry 52(13) clock
o > Filter - » Comparator 15-100 KHZ
x, (t) F + |
. =
| | H{t) 1 | |
mem SHIFT
l L | . L(t)
' - Detectionje——— Ideal
V' Selection e—B&— Logt on channel
Pulse c R Logic | Logic end
Height '—__TN\?AAZ* A DL Terminal -
| Modulator . a SL : , Equipment
(2) Encoder PHM 2 ! ' L
SR = Shift register ' ' !
T TTTTTTT TS ST ST T To ST T T T T T T T T Ty T
+ Polarity information
Filtered a -
decoder Decoder 8 N
output | output +H(t) Vc R2 Y
~%—¢— Filter ¢——o| PHM ——YV\NMe— 5L p— L
X(t) F2 ' zr rs
2 ==c, b
SR
e

D i
(b) Decoger Figuwre 2.3  Block diagram of the generalized SCALE system
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vhere l 1/2nClRl » the cut-off frequency of the ClR1 network.

When the system is first switched on and the input is zero, the
channel pattern produced is the idling pattern (01010101) and.H(t) :
consists of bipolar pulsés of fixed amplitude iﬂhin‘ Ip this_case the
integrated error ea(t) at the end of the i*" clock pulse can be calculated

using the recursive relation:

(1~ e T /Tl) + (e,.)., 'T§/T1

(e); = (e 2’31

i l)i
(2.4)

H in(l -¢ I /Tl) + (e )i_le?Tp/Tl

where (el)i is the value of el(t) during the %8 clock period and
(ee)i_1 is the value of se(t) at the end of the previous clock period.
Because the input to C;R, is a train of bipolar pulses (€2)i = —(EE)i“l
(after transients have died away). Equation (2.4) can therefore be

revwritten as:

(- e /M)

(
€ (1 +e7 /Tl)

2)i = H.. HmipTanh(Tp/ETl)

(=t /fp)Hmin (2.5)

(?p/ETl ié assumed to be small.)

This is the minimum value of the magnitude of the integrated
error signal seen at the input of the quantizor.

The waveforms of el(t) and ea(t) during the idling condition are
shown in Fig, 2.4, It can be seen that the minimum integrated error

waveform is triangular in shape with peak-to-peak amplitude 4 given by

7
[}

2HminTany(TP/2Tl) (2.6)

(?v f /fp)Hmln
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(p) el(t) | (a) e,(t) | T

e —— e ko e o — A i (— g — — ——-—————-T
.

d
~H .
min _
{ l ] } 1 H l l 1 —_—p
t = (1'1)T§ t = iTP t = (1+1)T§ Figure 2.k The error and integrated error waveforms

during the idling condition
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Now if we let Qi represent the output of the quantizer Vé, during

.th

the 1™ clock period; then Q will be a logical one or a logical zero

depending on whether the polarity of ea(t) during the same clock period

is positive or negative, respectively.

(2.7)

This feeds the 6-stage serial shift register which is clocked at

. the required bit rate fp. The content of SR is continuously monitored

by the Detection logic DL, the function of which is to detect the

presence of 2,3,4,....6 consecutive like digits stored in the SR, The

- outputs of the DL are

The selection

= A.B +

= A.B.C +

= A.B.C.D  +
= AB.C.D.E  +

= A.B,C.D.E.F +

logic SL is preset

functions (a¢,B,... or ¢) and produces

Z, vhen the function (e.g. 8) is TRUE

is FALSE.

e.g. if 8L is preset to select B

Zh" .

. Zz’

- s e = -

A.B.C.D.E.F

4 (2.8)

to select.apy one of the Boolean

a voltage pulse Z which equals

and equals to ZE when the funetion

then

B TRUE

8 FALSE

(2.9)

The ability to select any one of the functions (u,B,...¢) to control

the magnitude of Z means that we have a varisble length SR, the effective
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length Né of which is sét by SL.

The relationship between Z and the output of the quantizér Qi can
be visualized by constructing a state table or/and state diagram,
‘Fig. 2,5 demonstrates these state tables and state diagrams for the
cases when SL is preset (i) to select a and (ii) to select 8.

The state of the output of the comparator is transmitted to the
channel via the first stage of the SR, The transmitted signal L(t) is
composed of biﬁary pulses carrying information about the magnitude of

the input signal. During the i clock period the value of L(t) is

Ly = Q4 ={0,1} : (2.20)

When TTL integrated circuitsare used the higher voltage levels of L(t),
Vq(t) and Z, are in the range 3.5 ~ 5 and the lower voltage levels are
in the range 0.2 - 0,5 volts.
Now if & constant dec voltage of magnitude Ixa(t)];(Hﬁin < |x2(t)[ <
.Hmax’ say) is applied to the input of the encoder, at the moment of
switching on, the digital pattern observed in the channel will cénstitute
a block of consecutive like digits, the length of which is increasing
until the feedback |H(t)| is equal to |x,(t)]|, a point at which a change
of polarity takes place. If the time between applying the input and
observing a change in polarity is mTP, say, then-the time during which
Z= Zh is nTp (n is an integer constant)., During this time the control

-voltage Vc(t) at the output of the syllsbic integrator (the input of

which is Z) rises to

| _ _ -nT /T
Yc(mTp) = zh(l_ e p'2)+ VCQ (2.11)
= Vem (see Fig. 2.6)

vhere n = (n - N, + 1), T, = C,R, and Ves is the minimum value of V_(t).

—

21



1/1

Al

(&) State diagram

The notation Qi/Z is ‘used

zZ, = logical 1, 2, = logical O

Figure 2.5(i) State table and state diagram for the effective shift register length Ne = 2

Present state

Next sf;ate

AB Qi =0 =11Q; =0 =1
00 So| 5o | s1 | % Z,
10 Sy S, Sq Zq Zg
01 s, Se ,sl, Zh Zg'
1 J. 83 85 53 Z# Z.h

(b) State table
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o T ‘
0/ — 1 : ) Next state Z
= ABC + ABC _ Present state -
’ : ABC | Q. =0Q; =1R. =0R, =1
G P
000 s, |7 8 8y Zh ZR.
o 100 . sl 82 53 Zg Zz
(3 .
010 s, | sy | S5 | Zy | %
0/1 D/O 1./0 /0
110 . 33 Sg S'T Zz, Zﬂ,
1/0 o ,
, ' ' 101 35 8, 83 Zz Zﬁ.
0/0 /\ 1/0 ‘ .
uk G Gs) © o1t 2 B N B B
1/0 ' 111 8, 8g 8y Z, Ty
0/0 ‘

{a) State diagram : o -

. : (p) State table
The notaticn Qi/Z is used

ZR. - logical 0O, Zh = logical 1

Figure 2.5(ii) State diagram and state table for N, (the effective shift register length) = 3
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Equation (2.11) is graéhed in Fig. 2.6,
In practice the input signal is most likely to be a speech wavéform,
the magnitude, sign and phase of which vary with time., In order ot
| match the feedback step height to the level of the input signal, the
average of the latter must be continuously evaluated and |H(t)| is
adjusted in such a manner that |e2(t)| is minimised, The control
voltage Vc(t), in this case, is still en exponential function of the group.
length (group length is the length of the group of consecutive like digits
genersted in the time periocd during which Z = Zh). In other words, Vc(t)
is obtained by transforming the periods of time during which 2 is high,
to a voltage at the ocutput of the syllsbic integrator 02R2. When the
input is not a constant voltsge, however, the growth of Vc(t) is dis~
ruptgd for (Ne - 1)Tp seconds after every change of polarity in the L(t)
pattern, During this period the growth of Vc(t) is halted and it decays
exponentialiy‘unti; Z becomes Z, (yhen Vc(t) étarts to rise again) or
the minimum value of Vc(t) =‘vco is reached.,
Now since the time during which Z = Zh is a measure of the power
residing in the input signal, then a relationship between the r.m.s.
(root mean square) value o, say, of the input signal and Vc(t) mist exist,
An attempt to define this relaﬁionship vas made as follows:
(i} The f.m.s. value of the inpﬁt signal o, ovér a period of time Té,
which is approximatel& an average pitch period, is calculated.
{ii) With the a2id of an unknown coﬁstant 8, say, and the property of the
circuit C,Ryy & relationship between the control voltage ch (the
value of Vc(t) at the end of the calculation period Té) and o

is formulated:
V. o= 2(1-e0%9%) 4y (2.12)
cp zh co *
(19)

§ is a constant which has been introduced here to enable
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Figure 2.6 Syllabic integrator output voltage V,6as a function of the group length (time durirg which 2 = Z.h)
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equation (2.12) to be obfained, Its value can be found
experimentally or by computer simulation., It will be shown
later in this chapter that equation (2.12) is valuable in
calculﬁting the performance of the SCALE system in terms of
its circuit parameters.
Another approach for defining Vc(t) makes use of the recﬁrsive
(50),_

relationship

(V) = 20 = &%) + (v) 5 5e /2 (2.13)

vhere (V'c)i is the value of Vc(t) at the end of the present clock
period and (Vc)i_1 is the value of Vc(t) at the end of the previous
clock period, Z is one of two values Zh or Zz.

| This abproach is valuable in the design of a digitel feedback
loop and a digital décoder'for the SCALE system to replace the analogue
ones (see Chapter V).

The pulse height modulator PHM used in this system has a transfer

function as shown in Fig. 2.2, lIts output H(t) is Hmax (absolute over=-

load) if Vc(t) > Vyp» end is equal to H . if ve(t) =V , .In the Vé(t)

co
range, Véo < Vc(t) s vcm’ the PHM acts as a multiplier, the output of
which is GVc(t), where G is a constant given by ‘
max Hmin :
G B ——— _ (2.14)

VCM - VCQ _

The megnitude of the feedback step height can be calculsted
using (Eflh), and either equation (2.12)ror equation (2.13). The
first produces the magnitude |H(t)| constructed during approximately
one pitch period and sigﬁified by Hb, ﬁhile eqﬁation (2.13) leads to
the determination of |H(t)] in terms of the present and previous (TP

ago) values of Vé(t).
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B = évcp = 6z (- e“§°x) +E | | (2.15)
B o= (V) = c{z(l - /%) + (vc)i_le“Tp/Te} (2.16)

The value of H(t) which ‘ig subtracted from xa(t) to produce el(t) is

H(t) = PH(t) (2.17)
vhere P is given by
P = Sgn{eg(t - Tp)} | (2.18)
and TP = 1 /fp

- At the remote decoder (assuming an ideal channel) H(t) is re-
constructed as in the local decoder (feedback loop). The noise
associated with H(t) is then removed by the decoder output filter FE'
The output of this filter is ;2(t) and is an estimate of the input

signal xa(t).

2.2.3 Calculation of the system performance
The judgement of the performance of digital systems can be based
(18) '

on the results of subjective tests or on experimentally measurable
figures of merit such as signal-to-noise ratio SNR, dynamic range DR

and error performance, Here the objective approach is adopted.

(a) Signal-to-noise ratio

Quantization noise in the linear Deltamodulation system was first

(8) (k9)

studied by de Jager' ', whose theory was later édvanced by Johnson
to cover Delta-sigma as well as the lineaf basic Deltamodulation system,
The theory is based on the following assumptions (see Appendix A):~

(i) The noise waveform at the input of the quantizer is triangular

with peak-to-~peak amplitude = d snd a power spectral distribution
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of the form (sin 0/0)2, (see Appendix A)? The first null of
such distribution is at fpf
(ii) The inherent pre-emphasis present at the transmitter end and
the absence of & de-emphasis circuit in the linear {and com-
panded) Delta~sigma systems causes the noise in these systems
to be frequency dependent (rises with increase in frequency).
(iii) The minimum noise power per HZ is proportional to the centreal
‘delta step d.
These assumptions have led Johnson to calculate the noise power
per HZ for Delta-sigma systems as

d2(f§ + £2)

2
fpfl

W] = x (2.19)
where f is any frequency and X is a constant of proportionality.
Now in the absence of an input sigﬁal,which is large and slow
enough to produce Ne consecutive like digits in the L(t) pattern,
SCALE acﬁs as & simple Deltarsigmg encoder with a feedback Step size
H . and equation (2.19) is applicable, Substituting for d from

nn

equation (2.6) we can write

o
Hy
+
H’r\)
——

Ly®, : f
[.;,]2 = K.._fmi‘l {tanhe(Tp/2Tl)}[l_2__
g e T (f2 + £°) (2.20)

The total noise power passed by the decoder output filter'F2

is given by:

Y 2 2 f
8 Br“KH . a
N = 2[ lvlPas = ——=BR | (2 + sP)ar
q 3 1
Ty P Ty

5]



= —— B PR . - (2.21)

vhere B is definéd by equation (2.1).

The signal to noise power ratio can be obtained by dividing the
total sigral power, calculated over a period of time which is approx—
imately one pitch period, by the total noise power calculated over
the same period of time.

Now the total signal power in this case.is oi and the total noise
power can be obtained from equation (2.21) by replacing K and Hoso

respectively by Kc and Hb. This leads to:

[ o2 313 2.2

SNR = 2.,22)
2,..2 3_ .3
[Kcﬁi 8n (3le + fa fb)

A formula similar to (2.22) has been presented by Cartmale snd

Steele(35)

for GEC MKI companded Delta-sigma systems with sinusoidal
input. The difference between the two formulae lies in the meaning
of HP' o, and the value of Kc. This difference is a direct result
of using an input signal vhich has a Gaussian probability distribution,
while Cartmale and Steele have employed a sinusoidal input signal.
Overload occurs either when |H{t)| = H oo i.e. vhen the PHM
becomgs absolutely saturated, or when the input signal rate of change
is so fast that Vé(tj (because of the nature of the C,R, circuit) is
not capable of tracking correctly. In this cese equation (2.22) still
holds. Substituting for H? from equation (2.15).equation (2.22}
“ becomes: '
SNR = R‘r" x - o, H (2.23a)
- th(l - e70%x) 4 Hnin) * e .

2 ‘ ‘
= Rc(oA/Hp) o % HP (?.23b)
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where

N 3f3.,. | ’
R = (2.2%)
¢ 2 2 3. 53
8w Kc(3le + £ f.b)

| In the area adjacent to o, = Hp-the rate of growth of Hp
becomes slower than that of Oy and consequently the SR starts to
degrade. This continues until absolute overload is reached.
| Above absolute overload Hp becomes a constant even if o continues
to increase. In this case it is clear that the larger the value of HP
the smaller the error signel and vice verss for o, (i.e. thé larger ©

b 4

the larger the error signal). This suggests that when o, > HP

equation (2.23) should be inverted.

*Gox 2

G(L - e ) +H .

SNR = R o. > H (2.25a)

c a X P
X
H 2 _
= R |2 : (2.25b)

N .

" Although this approach might seem somewhat approximate, it will
be shown, by practical measurements and computer simulation, later

in this chapter, that it is accurate enough for most practical purposes.

{(t) Dynemic range

The ﬁinimum acceptable signal-to-noise ratio depends on the field
of application (military, commercial, ete.) and is to a large extent
subjective., In some military applicatiohs, for example, signals which

are just intelligible to a trained operator (7-10 4B) are considered
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to be adequate,
Let the minimum acceptable SNR be p dB and the corresponding

required r.m.s. input voltége be cm.- Then from (2023)

' -0 -
om(R/p)3 = 6% (1-e )+ Hoin (2.26)
6203 ‘ '
= GZh(GOm - 21 + e ... ) + Hmin (2.27)

It will) be shown in Chapter III that 6 is & small fraction, so

iféﬁn is such that the 2°3 ana higher terms in (2.27) can be neglected
then:
Hmin |
g = (2.28)
m

2
(Rc/p) - 8GZ,

Now equation (2.23) reduces to SNR = R, vhen Hi = ai. It has
been suggested(SS) that the system should be adjusted in such 2
menner that this condition is true when o_ = o, = H_ = H __, where o

‘ ‘ X M P . “max M
denotes the value of the input r.m.s. voltage which is just sifficient
to initiate absolute overload.

Muiltiplying both sides of equation (2.28) by llgmax (= l/oM) and
performing the necessary manipulations the dynamic range - with com-

panding - can be written as

x |
3
(R, /p)? - 607}  (2.29)

DRc = 20 log10 M
: : min

(c) Error performance

The effect of transmission errors in Delts and Delta~sigme modu—

lation systems has been studied by Johnson(hg) who shows that for
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uncompanded Delta-sigma systems the noise power due to tfansmiséion

errors is

. 8P, V2B | |
2 101 : '
Neu = e——— | (2.30)
. r
P

" where P10 is the probability that a digit is transmitted as a logical

one and received as a logical zero and vice versa (i.e. the probability
of making a wrong decision at the receiver), vy is the voltage level
associated with L{t).

Cartmale and Steele(35)

have suggested that in companded Delta-—
modulation systems VL in equation (2,30) should be replaced by the
variable feedback signal. Following this suggestion, the transmission

_noise power in SCALE tan be written as

 .8H?Pl0B :
a 22 - o (2.3)

by
»

ec

From equations (2.23b) and {2,.31) the total of the quahtization
and transmission noise powers (assuming that Nec and N_ are statistically

independent) is

R o= i il
T ec q
- 8p. B L
R ey 3 (2.32)
P W fp '

The resultant signal-to-noise ratio in this case is

SNRe é-

ﬂzm I ){ql\)

= ﬁc(SNR) - | (2.33)
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where : n, = /1 + (8RcPloB/fp) _ (2.34)

and SNR is that of the SCALE system in the absence of channel errors.

This last equation indicates fhat the designer of SCALE systems
should aim for as large fp and as small B as possible. It however
. must be remembered that Rc increases when fp is increased or B is
decreased (see equation (2.2&)).' This means that (RcB/fp) must be
chosen in such a manner that its overall value is minimized.

To furthef illustrate the meaning of equation (2,34} let the
probability of making a wrong decision be 10"3. Then a SCALE system
in whigh fP = 19,2 Kb/ﬁ, B = 2.# KHZ and R, = 31 (i.e. maximum SNR, in
absence of channel errors, of 15 dB) the value of‘nc is 0.97. This
means that even at a sampling frequency as low as 19.2 Kb/s an error
rate of 1 in a 1000 will not_degradé the SNR by more than 3%Z. Hence
it can be concluded that the SCALE system can tolerate a greater
‘number of errors than other digital systems such as companded PCM and

adaptive DPCM,



CHAPTER III

COMPUTER SIMULATION OF THE S C A L E SYSTEM

3,1 INTRODUCTION

Simulation (of modeling) is a combination of techniques employed
to solve a problem via the computer; or use the computer to act as, or
behave like, the real system or circuit.

There are three basic levels of simulation - system, functional
and circuit, Simulation at circuit level produces the best result
but needs & long computer time (therefore not economical), The analysis
task in this case is also complex and time consuming.

Simulation at the functional level mesns that only the terminal
characteristics of subunits of a system are simulatedf A coarser
representation of & system where two or more subunits are comﬁiﬁed into
cne larger subwnit before modeling is known as sysﬁem level simulﬁtionf

The functional and system simulation techniques are based on the
asswmption that the internal nodes are of no particul@r significance

~as long as their effects are taken implieitly into account at the
terminalsf This is in practice not true because sbme of the properties -
especially the less important ones — tend to be neglected by the pro-
gravmer who models at the functional and system ievels. For this
feason these two levels of simulation techniques, in the strict sense,
-ean only produce an approximate model of the real hardﬁare, even vhen
they are not intentionally designed that vay.

An entirely circuit level simulation of the SCALE system was
ruled out from the-early stages of the modeling. The representation
adopted is in terms of subunits such as the input filter, the output
filter, the encoder, the channel, the decoder, etc. This partitioning

of a system is important only insofar as one of these subunits can be



 analysed (by partitioning it to lower functional subunits - quantizer,
pulse height mogulator, etc?) at the functional or circuit level in-
dependently of other parts of the.system?

After the initial partition of the SCALE system-using.the above
technique into quasi—indebendent subunits, functional level simulation
is used exclusively except when it is absolutely hecessary to employ
circuit level modeling (such as in the calculation of the control and
integrated efror voltages Vc(t) and Ea(t))-

After deciding on the level of simulation the four major phases
of the modeling procedure bggin? These are

(i) The program analysis .
(ii) Coding |

(iii) Verification and debugging (fiﬁdiﬁg the errors)
(iv) Usiﬁg‘the model for what it ié intended for

The program enalysis is the pfocedure‘whereby the proflem is
reduced conceptually to a form in which a computer program can be
written to solve it, - The first step in the analysis is an origipal
statement of the problem. The next step is conceiving a set of rules
that the computer can follow.. These rules are called the algorithm
and must utilize the basic computational capabilities of the digital.
computer. Once the glgorithm has been conceived; it is usually
formally stated either in slgebraic equations, or logically by‘means

-of symbols and a flow chart. The purpose of this formalization is to
present the algorithm in step~-by-step manner in order to simplify the
details fo the coding, The basic equations for SCALE which form the

' aléorithm for this simulation have slready been stated in Chapter II.

Coding in this context is the process of instructing the computer
to read in and execute the program and produce the results? This cen

be written either in a low level language, such as machine or assembly

!
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language; or in a high ievel languége such as BASIC, ALGOL, FORTRAN(sh’65’66)
or any other special purpose high level language. In this simulation
low level languages were avoidéd because of their machine dependence,
and difficulty of deb_uggingf FORTRAN was chosen because it is rela-
tively free from the above limitations and in addition it uses ordinary
algebraic notation and English words. Fortren is not as efficient as
low level languages but its simplicity and generality made it ﬁhe most
popular high level language. |

Debugging is the process of removing syntaétic and logical faults
from the writteﬁ program and the varification stage is that during
which the program is being tested to ensure that there are no logical
fallacies which might have been introduced at the conception of the
algorithm, its formalization, or its coding. |

Finally, when the model is ready for experimentation, various
observations and measurements under variﬁus input and operating
conditions are carried out to determine the performence of the CODEC

.and test the validity of the theoretical anslysis.

3.2,1 Ststement -of the 6bjective

| The objective is to use ICL 1904 digital coméuter to implement and
study the general model of the SCALE system shown in Fig, 2.2 angd its
associated filters? 'Extended Fortran iV language is to be employed.

3.2.2 Partitioning'of the problem

The system is partitioned into 8 quasi~independent subwnits as shown
in Fig. 3.1. An algorithm for each subunit is then presented in the
form of algebraic equations or flow chart and then translated into

FORTRAN IV under the heading of "SUBROUTINE name (argument list)™.
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3.2.3 Program analysis and coding

(i) simulation of the input signal

| .Referring to Fig. 3.1, the function of the top three subunits is
to generate signals to simlate the input vaveforms. An input sample
(xl)i is supplied by one of these subunits during the ith clock period.
The waveform generated depends on the subunit selected by the external
switches {which call a particular subroutine) and on the internal

switches (conditional jumps within the subroutine),

(a) Subunit 1: This subunit can generate steps of assignable magnitude

of the form
() = 4;(5) i=1,2,3,4..512 (3.1)

or sinusocides of assignable frequency £ and magnitude Ai(j) of the

form

(x

l)i Ai(j)s;n(enifs(r)/fp) | = (3.2)

i

i=1,2.,..512

i

i=1,2....6

r = 1,2,....6

i defines the position of the sample in time, j defines the samples
amplitude and r defines the frequency of the input tone. The selection
“of the re@uired input signal is achieved through the setting of the
subroutine arguﬁents in the CALL statement,
A flow chart, together with the FORTRAN subroutine to implement
this subﬁnit (SUBROUTINE SIGNAL (N, XT, JF, JA, JB)) are given and
explained in Appendix B and some of the signals generated inside the

computer by this subroutine are shown in Figs. 3.2(a) and (b).
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(b) Subunit 2 is a sPeéch waveform generator. Tt consists of a
magnétic tape onrwhich samples of digitized speech'are‘recbrdedé. The
speech waveform‘is éampled at a_rate of 9?6 KHZ and then analogue-to;
digital converted prior to being stored on magnetic tape. The tape was
made gvailsble for the author by Baskaran(6o)? To obtain speech samples
at a rate of 19,2 Kb/s for this simulation, the 9.6 KH, samples are
recovered from the tape and fhe number of sampies are QOubled by inter-
polationf A flow chart of this subunit together with speech sample
values, (xl)i; and the deteils of the FORTRAN subroutine (SUBROUTINE
SPEECH (INPUT, INPT l,,.,.,)) are given in‘Appgndix B. A section of

the waveform generated by this subroutine is shown in Fig. 3.3.

(e) BSubunit 3 is a Gaussian signal generator with assignable mean M
end variance d. This type of signal is_cbnsidered becauvse of its.
éimilarity to speech signals and because it is employéd in the standard
British Post Office (BPO) noise measu;ing equipment.(MaréonirTF23h3A(73)’”
see Chapter IV). |

The flow chart of this subunit together with the detailed FORTRAN
éubroutine (SUBROUTINE GAUSS2 (SIGM; MU,...)) are given in Appendix B. -
The subroutine makes use of a ;10cumented computer library function
{GOSAEF) to geﬁerate the required signai with Guassian amplitude pfo-
bability distributioh; GOSAEF has been written by Nottingham Algorithm
Group (NAG)(Tl) and is avéilaﬁle in the University computer libfaryf
it employs linear feedback shift register techniques to generate trains
of pseudﬁ—random sequences in which millions of numﬁers are generated
before & sequence repeats? The mean- and variance of the disfribution,
SIGMA and MU respectively, are set externally by the p¥ogrémmer?' Zero

mean has been #ssumed throughout the simulation. A section of the

generated Gaussian signals is shown in Fig. 3.6a.
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Bandlimiting of the speech and Gaussian signals is achieved by
" passing them through a low-pass digital filter the simulation of which

is described below.

(ii) simulation of the input and output digital filters

In the SCALE system the function of thé input filter is to limit
the handwidth of the input signal and remove the out-of-band inter-
fering signals._ The output filter employed in thé decoder is to
eliminate the high frequency (above th KHZ) components of the quanti-
zation and overload noise residing in the reconstructed feedback signal
H(t). Due to the discréte nature of the signals inside the digital
computer, filtering is essentially a digital processing operation in
vhich a given sequence of numbers at the input produces another sequence
at the output. The essentials of the theory and design of digital |
filtering are reviewed in Appendix C, The simplest method of designing
a realissble filter to approximate to a given ideal shape in the ‘

(53)

frequency domain is the method presented by Rabiner , and known as

"the frequency domain sampling‘method" (see Appendix C). The specifi=-

cations of the filtérs required for the SCALE system can be summarized

as:

(1) In the passband, the filters must have minimum amplitude distortion
end linear phase/frequency characteristics. |

(2) The filters must have maximum attenuation in the attenuation band

‘ (above 2.b KH,)e

(3) The transition band must be minimum; but the transition from the
passband to the attenuation band must be smooth to reduce the side
lobes of the filter impulse response, |

These specifications can be met by simulating a finite impulse

response digital filter (FIR low-pass digital filter) using the
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frequency domain sampling-method. Through this method the filter can
be synthesised by direct discrete convolution (see Appendix C), The

output of the filter Y(2) is given by

o m=1 '
Y(2) = J h(2)x(2 - m) (3.3)
£=0 | ‘
vhere h(%) is the impulse responée of the filter,

x(2) is the input sequence of the signal to be filtered

and -~ h{m)}

0 form 3z %, (Finite‘Impulse Response)

The frequency domain method of modeling is based on choosiﬁg the
frequency response of the filter H(juw) to satisfy the given specifica-
tions, sampling H(j®) and then computing the filter impulse response

h(2) by means of the Discrete Fast Fourier transform DFFT (see Appendix C).

Therefore
M-1 .
wp = L g e ma ()
Koo _ o
Vhere j = J::E, k = O’l,ao_oo-M-l’ = O,l,oo.,M"l
M = the total number of frequency samples in H(juw)
and H is one particular sample of H{juw).

The shape of the frequency characteristic of the low-pass filter
which is used for bandlimiting the input signals to the SCALE encoder
and for eliminating tﬁe out-of-band noise at the decoder output is
shown in Fig, 3.L. |

_The frequency spacing between any two samples is given by:
At = £ /M | {3.5)

Referring to Fig. 3.4a, the pass-band of the filter is
taken as the frequency range from zero to the point where the transition

band begins, In this rangeﬁthe filter frequency response samples are
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wity. In thé attenuaﬁion band the values of the samplés 8re Zeros.
In the transition band the values of the samples are fractiéns vwhich
are sélécted in such a manner that the value of thé maximum side lobe
in the'impulsé response is minimized (Minimax optimization technique).
Fﬁr a given M and base-band bandwidth BW in samples the values of the
optimized transition band samples have been tabulsted by Rabiner and

are available to the designer,

24

BW = B/AT (3.6)

where B is the bandwidth.of the filter in H, and BW is the number of
'frequency samples within this bandwidth.
The design of the filter can be summarised as follows:

(1) Select the value of M from Rabiner's et al tebles. The selection
must satisfy equation (3.6).

(2) Calculatevthe number of frequency samﬁles in the passband using
equation (3.6)_. |

(3) BSelect the appropriate number of samples BT in the transition
band and their corresponding values from Rabiner's tables.

(4) Equate the BW samples in the passband to unity, the BT transition
samples to their optimized values (fraction) and the following
(M/2} - (BW + BT) stopband samples to zero. ‘(M is even and
symmetrical about M/E).‘

(5) Due to the symmetry of the filter response the full response cean
be obtained by repeating (4) in the reverse direction {i.e. start-
ing at M/2 and proceeding towards zero fregquency).

(6) Perform the inverse Discrete Fourier Transform operation IDFT,
specified by equation (3.4) on the H Samples; This operation is
not applicable if the Hk samples are real numbers, For this

reason an imaginary part is introduced into every H sample value.
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(n

Hoo= & + b | : (3.7)
= a * jo | | '
A FORTRAN subroutine "SUBROUTINE NLOGN (....)" was used in this
simulation to accept the H samples of the filter in the frequency
domain, and produce W{%) samples, which are the samples of the filter
impulse response in the time domain, This subroutine is basically an
implementation of equation (3.4) in FORTRAN. It was first presénted

(56) (55).

by Robinson and later slightly modified by Ackroyd e
latter version is available in the Electrical Engineering disc File
at the University computer centfe. The impulse respohse obtained
is not ﬁhysically realizable beéausé'it has components in the nega-—
tive time domain, To make the filter physically realizable the
impulse response is shifted to the right along the time ‘axis by M/2
clock periods as shown in Fig. 3.,3b. This leads to a realiiable
FIR digital filter which has a linear phase/frequency characteristic
(i.e. a delay of MTP/2 seconds for all frequencies),

Analysis of the theory of the IDFT is given in Appendix C and thé
subroutine "SUBROUTINE NLOGN (....)" is given in Appendix B.
The filtering process is carried quf by performing the Discrete
convolutién operation - specified by equation {(3.3) — on the real
part of the filter impulse response samples and the samples of the
signal to be filtered. Further details of the theory of convolution
and the impleﬁentation of equation (3.3) in FORTRAN are given in
Appendices C and B. The FORTRAN subroutine "SUBROUTINE CONVOL (....)"
eccepts the fiiter impulse samples (h(0),h(1)es..n{¥-1}), and the
samples of the signal to be filtered (x2(0),xé(l)....x2(N-l)) or

(8(0),H(1)....H{N-1)), end produces a filtered signal (xa(o)’xe(l)""

‘xe(N-l)) or (£2(0),§2(1)....i2(N—1)), depending on whether the

filter is used as an input or output filter.
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It must be remembered thst the filter has a delay of (Mip/aj
seconds. ‘This can be éqpalized‘by shifting the output of "QUB-'
ROUTINE CONVOL (?37,)" to the right by_M/2'clock-periods. |
Iﬂ military applications the sampling frequencf fp =71972 Kb/s

and the bandwidth B of the filter is 27h KH,. Fof this case the value
- for M is 128 and BT = 3 (transition band samples)?

From (3f5) the separation between fréquency samples is
6f = £ /M = 19200/128 = 150 H,

- and from (3.6) the total number of frequency samples in. the pass~band

is: .
BW = B/Af = 2k00/150 = 16 samples.

"~

Following the design procedure discussed above the BW frequency
samples_(HO,Hi,Ha,H3,Hh,HS,H6,HT,H8,H8,H10,Hll,le,Hl3,th,H15) and

(H126’H125"°“H111) are to be equaﬁed to unity. i.e.

HO = Hl= H2 ll‘.'....ffif = H

=I'I]-26 = H125000090001. = Hlll

The optimized values of the attenuation band are obtained from

Rabinew:'s tables ast

H

10 © 07?28h3530, HiT =H = 0,258167hk0,

B 109

H18 =H,g = 0.02633057

The rest of the samples (128—37 = 91) are equated to zero. i
The impulse response is qbtained by introducing an imaginary part

intq the frequency samples, taking the inverse DFT and shifting the

resultant.(unrealizable)'impulse response by M/2 time saﬁples along thé

time axis to produce the FIR linear phase digital filter impulse response

Lo



vhich is shown in Figf 3.5. The flov chart of this process. and the
FORTRAN subroutine "SUBROUTINE FILTER (NSAMPL, ORDER, HORDER, BW, FRFAL,
HLOMLX)" are given in Appéndix B.

To demonstrate the filtering action a wide band Gaussian signal
was applied to the input of the filterf The input and the output wave-

forms are shown in Fig. 3.6.

| l(iii) Simulation of the Encoder and the Decoder of the SCALE system

The SCALE CODEC which was modeled in this study is that shown in
Fig. 2.3, It consists of an encoder (Fig. 2.3a) and a decoder (Fig.
2.3b). The simulation of the iﬁput and output filters have already been
discussed. It can be seen from Fig. 2.3 that the encoder feedback loop
is & local decoder which is exactly identical to the remcte decoder -
(excluding the output filter). For this reason it is only necessary to
simulate the encoder part. The decoder output can be obtained by filter-
ing the local decoder output steps H(t). |

A flow chart of the operation of the CODEC based on the block
diagram of Fig; 2,3a and its basic equations is given in’Appendix B
togethér withrthe FORTRAN implementation of the flow chart. The FdRTBAN :
sﬁbroutine "SUBROUTINE CODEC(NPULSE,KAA,XT,QUTPUT,NS,NNN,FP,IIJ)}" accepts
either NPULSE (Number of samples) input signal saﬁples - when NNN =1 -
in the array "XT:(NPULéE)" and produces NPULSE L(t) samples stored in
~erray "KAA(NPULSE)". In this case the subroutine acts as an encoderé
Alternatively, if NNN is equated to 2 when the subréutine is called, the.
subroutine accepts NPULSE samples of the digital output signal L{t)
stored in the array "KAA (NPULSE)" and produces NPULSE samples of the
reconstructed feedback signal H(t), stored in the array "OoUT (NPULSE)}".
Hence the subrsutine can bé used_as an‘encoder or as a decoder by

-equating NNN to the appropriate number. FP and NS are switching para-
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meters which,cgn@rql the sampling frequency and the SR length to be
employed respéctively, and are sét in thé Master segment béfore the
subroutine is ca.llédf

Referring to the CODEC flow chart and "SUBROUTINE CODEC (f..)" in

Appendix B and Figf 2,3&, thé gimulation details are as follows:

(1) fThe éontrol parameters NPULSE,FP,NS,NNN and IIJ are passed down
from the master to the subroutine, togethér with the input and
output samples stored in arrays "XT", "KAA" and "OUT",

(2) 'The various constants of Table 2.1 (except fb, f s £ and G) are
stored, '

.(3) The SR flipflops, the ;ontrol voltage Vé,_the difference voltage
l el(t) and the integrated error voltage ee(tj are ihitialized. |
(4) The gain of the PHM and the action of the syllsbic integrator are

respectively described by equations (2.14) and (2f13). The
simulation of these subunits is achieved by translating (2.14)

and (2.13)} directly to FORTRAN producing the statements

GRAD = (HMAX - HMINM)/(VCUM - EZL)

and - VC = CH®EZL + D¥VC
(5) The movement of data inside the 6-bit SR is described by the state
diagram and state table given in Fig, 2.5, 'This is written in

FORTRAN - on the arrival of every clock pulse - as:

3

6 KF = KE
5 KE =KD |
4 KD = KC N . 6, 5, 4, 3 are the statement numbers
3 XC=KB )
KB = KA

and the selection of the SR length is controlled by NS through the
"computed G¢ Té" statement

Gé Te(6,5,4,3),N8
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' This simulates thé ac@ign of thé selection lqgic SL.

(6) The action of the detéétiqn logic DL is simulated by translating
equation (2f8) into FORTRAY producing stateménts 12, 10, 8 and 1k
corrésponding to 6, 5, 4, 3 stage SRIlengthS respectively.

(7) The PHM is 51mulated by translating its equation (2 16) 1nto

FORTRAN giving the statement
H = GRAD*(Vc - EZ) + HMINM

Overload causes this statement to be by-passed and statement 51
tq be executed. The sign of H is decided by the execution of
statement number 52,

(8) .The difference circuit is described by the FORTRAN translation of
equation (2.2) leading to statement 55.

(9) The action of the error integrator is estimated by multiplying the
present input by a growth function (l - e p/mq and the previous
integrator output by a leakage function (e p/TU and then summing
the two resultants to produce the effective error voltage at the
input of the quantizer. |

This is written in FORTRAN as
V1 = A*DIFFCE + BV]

where A in this context is a FORTRAN variable,

(10) The "logical IF" statement simulates the action of the comparator:

IF(V1.GE.0.0)Gd T¢ 53, ELSE KA = O,

(iv) Displeying the various waveforms

In ordinsry laboratory electronics experiments the various waveforms
and tests results are usually displayed on the screen of a CRT (cathode
fay tube). In off-line simulation experiments it is not possible to use

a CRT but instead some form of plotting routines are often used to control
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a graph plotper which displays the experimental résults in graphical form.

Efficiently written graph plotting routines are available in the
University computer libraryf They are written in the ICL 1904%A computer
assenbly language - PLAN - but can be called from FORTRAN Progreams. These
routines cdntrol the "X~Y plotter" under the control of the data to be
plotted.

It is en advantage of computer simulation over practical experimen-
tation that waveforms at any point in the circuilt can bé displayed and
observed withéﬁt affecting the operation of the system.

The two graph plotting routines which were used most in this
simulation are: "UTPAC" and "UTPUB". The first scales the data.and plots
the fXéY axes" while the second controls the actual plotting of the X and ¥
date points which are stored in two real arra&s nxm and "y", The ecall for
- "UTPLC" is

CALL UTPLC (XMIN,XMAX,YMIN,YMAX,XINS,YINS,'XTITLE',IYTITLE,J)
vhere XMIN and YMIN define the origin of the graph and must not be less
. than 0,001 in magnitude. XMAX and YMAX define the maximum velues of the
- largest X and ¥ element reépectively'and must not exceed 1000.0. XINS,
YINS define the‘iengths of the X and Y axis in inches, YINS must not
exceed 2l inches. I and J are the numbers of the 8-character words con-
stituting the X and Y axes lables, I and J must not exceed b words,

The call for "UtﬁPhB" is

. CALL UTPhﬁ(x,Y,N,I)
~ vhere X and Y are the arrays holding the data of the independent and the
dependent variables respectively, N is thé number of coordinates to be
| plotted and I defines the methqd by which the coordinates are joined end
the_number of graphs tq be plottéd on the same a.xisf €. ge I = 3: one
curve per axis is to be plotted and the coordinates are joined by a
straight line. I = 0: 9 curves can be superimposed on one snother and

the X~Y coordinstes in every graph are joined by fitted sections of a
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cubic equation.

3.2?h' Debugging‘éna.§é£ificafi6nlof théﬁéiﬁﬁlatibn‘subprograms

Thére ére three different typés‘of érrors that might be pfesent in
a computer progrem: |

(1) Sourceéprogram—languagé_errors

(2} Execﬁtion érrors (e.g, devision by zero, address outside the

progfam afea, etc,) |

(3) FErrors in the logic énd formulation of the ﬁrogfam
The first two are simpler because the prpgram qannbt run until they are"
removed. They can easily be corrected with the éid of compilation and |
execution errﬁr internal error scaning programs under the control of
vhich the;user programs are run. The third type of.errors are the most
insidious because the program can be compiled, run and produce numerical
results except that the results prﬁduced are different from the correct
ones, This type of error is very serioﬁs because it can leﬁd the experi-
menter to believe in totally wrong anéwers and consequeﬁtly to designing
absolutely useless systems, For this reason the éimulated-model of fhe
SCALE CODEC and its associated subunits were subjected to an extensife
testing trial in which the waveforms at every relevant test poin£ were
displayed and checked sample by sample with the aid of printed results.
The results were finally compared with those obtained by measurements on

a practical SCALE model.

3.2,5 Using the model to study the SCALE system

Having estsblished that the simulated system does represent the

SCALE CODEC, it was used to conduct the following experiments:

{i) Observation of waveforms

(54,67,68,69,70)

Mony publiched results of speaech recearch experiments
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indicate that the preservation of the speech waveform by the CODEC is
not strictly an important criterion. In fact many speech signal proces?

(57,58) and formant coding(98floo)

sing techniques, such as thé usé of-Vochers
are based on this principlé, In télécoﬁmunication the most important
eriteria are intelligibility and SNR. Speech waveforms can sﬁffer a
great deal of waveform distortibn while inteiligibility is preserved(sh’st
In experimental simulation, however, coﬁparisou between the input
and the reconstructed waveforms dﬁes give some indication of how the
hardware model might perceftually.perform(sa?.‘ In the meantime, observing
the waveforms at the.vafious points on the CODEC system serves as a
'-'valuable”means of debugging and evaluation of the computer program., The
.procedure for wavéférm observaﬁion on the simulated SCALE system is

depicted in the flow chart shown in Fig, 3.7T.

The program was compiled'and run-employing a sampling frequency

FP (= fp) 19.2 Kb/s, step input of 2,4V and an effective SR length

i

NS (= Ne) 3 bits, The observed control voltage Vc, the feedback step

height H(t); the error voltage'el(t) and the integrated error voltage €,
as functions of time (in clock periods), are displayed in Fig. 3.8 parts
{a), {b), (c) and (d). With the same values of NS and FP the program
was run again with the speech generator "SUBROUTINE SPEECH (..;.)" pro-
viding the in?ut.signal to the encoder. The resul£ant input to the en-
coder and the reconstrucfed signals at the decoder output are displayed in
Fig. 3.8(e). |

It must be noted that in‘the case of the step input the waveforms
can be regarded as functions of time in clock periods or as functions of
"block length", where "block length" meens the number of consecutive like
@igits in the chgﬁnel? The la@tér‘apprgach has been.inprqduced by
quod(59) Qnd‘can he useful.in calculating the feedback loqp-character— _
istics (see Chapter V). |

Further runs of the progfam‘were executed with the value of FP as
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Figure 3.7 TFlow diagram of‘computer runs for the purpose

of waveform observation
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before but with sinusoidal input of assignable frequencies. The process

was repeated for SR length NS = 6,5,4,3. The results are displayed in -

Fig? 3;9,

The 1engths of the blocks of the input and ocutput samples dealt

with in this experiment are 256 samples occupying a time period which is

closely comparable with a pitch périod.

(ii) Measurements of Vc(t) and H(t) in the simulated model

The objective of this experiment is to measure the varistions in the

feedback step height magnitude H(t) and the control voltage Vc(t) as

functions of. the r.m.s. value of the input signal x2(t);

~ To achieve this_phe procedure described by Fig. 3.7 is again

followed, but this time the input is a wide band Gaussian signal with

. . o ’ .
zero mean and variance ¢ . 28 values of ¢ are selected randomly but in

increasing order, and stored in the computer memory. With FP = 19.2 KHZ

and NS = 3 bits, the loop 2,3,4,5....12,2 (see Fig. 3.7) is executed 28

times., During each run the following steps are taken: .

(1)

(2).

(3)

(%)

(5)

o is incremenfed (read ngxt g from memory),

Call "GAUSSE" to generate a wideband Gaussien signal with variance 02.
Band 1imit the CGaussian signal to a bandwidth B = é.h KH, by
filtering,

Calculate the r.m.s. vﬁlue of the band limited signal samples over
a period T 256Tb (approx. one pitch period), designate this
rim.s. voltage by o and store it in memory. |

Calcﬁlate the r.m.s. value ~ over the same period TP - of the
control volﬁage Vé(t) and the feedback step height H(t), designate

the resultants by ch and HP, respectively; and sﬁqre these in the
computer memory.

The values of ¢ used for the first and the 27 subsequent runs, and
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the corresponding resultant values Qf Gx’ ch and HP are given in Table
3,1, The récqrded varia@igns qf Hb and'ch are plqtted versus the
corresppnding values of o, in Fig. 3.10.

A graph of the Caussian nqisé signal generated by "GAUSS2 (..,.)"

before and after bandlimiting - for o = 1,2 - is shown in Fig. 3.6

3.3 SUMMARY OF THE STMULATION RESULTS

In this chapter a computer simulated model of the SCALE system -
shown in Fig. 2.3 - has been compiled, debugged and various observations
and measurements have been éarried out. The conclusions which can be
drawn from experiment (i) are:

(a) Although the SCALE system does introduce amplitude distortion the

_ general shape of the input vaveform (and hence intelligibity)(To)
is preserved. This can be seen from Fig. 3.8(e) and was later
confirmed by conducting & simple listening test on a hardware model
constructed for this study.

{b) For a given sampling rate fp the shift register introduces a con-
stant delay equal to (Ne - l)Té seconds before which, in the event
of a change of polarity of the input signal, delays the decision to
update the feedback step height by this amou?t «Ne - l)TP seconds ).
This also takes place when the integrated error changes polarity
{(but the input signal does not). In the latter case the effect on
the decoded signal waveform is not very severe because the input
and the feedback signals are almost equal and the error signal i§
very smali, In the first case (when the input signal changes
polarity first) the error'signal can be large and the distortign
suffered by the decoded signal can be very severe (see Fig, 39a).
For a given sampling frequency the error decreases exponentially

(slowly) for (Ne - 1)TP seconds every time a change in polarity
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g
Ezn §23izzzzsaz% o % vcp Hp'
! the Gaussian d. C

1 0,034 0.017 0.410 0.06k
2| 0.093 0.040 0.422 0,081
3|  0.187 0.090 0.450 04119
L 0.281 0.150 0.483 0.165
5 0.375 0.180 0.499 0.188
6  0.468 0.250 0.537 © 0,240
7| o.562 0.290 0.559 0.270
8| 0.656 0.310 0.570 0.284
ol 0.750 0.410 0.622 0.357
10 0.8k3 0.450 0.643 0.386
11|  21.030 0.470 0.65k 0.401
12 1.120 0.580 0.710 0.479
13|  1.310 0.670 0.756 0.542
| 1.500 0,860 0.850 0.672
15!  1.870 1.050 0,941 0.798
16|  2.250 1,250 1,03k 0.926
17|  3.650 1.530 1,159 1,099
18|  3.8%0 1.750 1.253 1.229
19| 3.9% 1.9%0 1.331 1.337
20 4,120 2.210 1.439 1.486
21|  5.250 2,600 1,586 1.690
22| 6.000 2,850 1.676 1.813
23]  6.370 3.370 1.850 2,055
eh | 7.78 4,030 2,051 2.333
25 | 8.81 4,860 2,275 2.400
26|  9.75 5,120 2.339 2,400
27| 10.86 5,440 2,41k 2,400
281 10,87 - 6,000 2.500 2,400

Teble 3.1 Results of 28 computér runs to calculate the TeleSe
voltages of the input signal o, the control voltage Von
and the feedback step voltage HP
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of the input signal or the integrated‘error is experienced by the
encodér and the degradatiqn introduced intq thé decodéd vaveform,
.therefore, incréasés with thé shift register length, For fb =19.2
Kb/s Ne = 3 gives the best result and any extension of the shift
register above this length increases the signal degradation.
The effect of extending the shift register length above optimum

is less pronounced when dealing with the medium and top frequencies
of the speech baseband (800 H, and abqve). This is because the
error signal frequencies fall outside the output filter pass band
which causes the contribution by noise to the signal power residing
in the output baseband to be reduced, This can be seen by comparing
Figsf 3.9a and 3,9b‘(see also Figure 3.9c)¢

(¢) The results shown in Figs. 3.8a, 3.8b, 3.8¢, 3.8d and 3.6 agree with
the theory of the SCALE system discussed in Chapter IL. This in-
dicates that the computef model has been simulated correctly.

(d}) Experiment (ii) has enabled the feedback step height Hb,'the control
voltage pr and the input voltage o, = calculated over a period Tp
(= 256TP which is spproximately one speech pitch period) - to be
related leading to the introduction of a mathematical relation
between these design parameters. The significance of this result is
that - because the SNR of the system before overloading is proportion—
al to fhe rétio of the r.m.s. value of the input signal to the height
of the feedbéck step; and vice versa when the overload point ig ex—
ceeded (see equations (2,2111)) a.nd(2?2b)) - the system performance in
terms of SNR'and DR can now be determined. This can be achieved by
suhstituting the values gf L and HP frqm’Table 371 in equations
(232hb) and (2,26b)3 Two FORTRAN subroutines were written speci-
ficelly for this purpose and will bé discussed in defail towﬁrds the

. end of thé next chapter, .One of these subroutines was named "COMPARE"

and its function is to find the value of R, from the parameters

k9



given in equation (2725) end the other éubfqu#ine called "SNRACL"
accepts the values of o and Hp - shqﬁn in Table 3.1 - as inputs
and produces the corresponding SNR values based on performing the
caleulation specified by equations (2.24b) and (2.26b).

The SNR curve obtained by this méthod is shown in Fig, 3.11

together with the DR for a minimum acceptable SNR = 10 &B.

3.4 Evaluation of the constant §

—————The—+value of the constant—$introducedinequation {2712) can tow

be evaluated using one of the following approaches:

(a) Using equation (2.15) and Figure 3,10

Exsmination of Fig. 3.10 reveals that HP = 1 when o is approxi-
mately equal to 1. Substituting these values for o and HP in the
equation (2.15) end performing the necessary manipulations, 6 can be

calculated if G, Zh send H ., are known. So:
min

%
SR
¢ =3 ln{GZ +1 ., - H }
X h min ol
_ 1.4 x 3.8
- 1“{1.& X 3.8 + 0,05 < 1} - 0.203.

(b) Using equstions (2.23), (2.24), (2.25) and Figure 3.11

Recalling equations (2.24) and (2.26) the SNR in dB is:

r.‘ AR * J . )
SNR = 10(log R,) + 20log = o §H
c _ b0 x P

thh(l e X))+ K in)

;

[ez, (2 - e %%) + .o
= 10{log Rc) + 20log - - o >‘Hp

\ X J

wnere R is defined by equation (2.24),
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Now using these equaﬁiqns and the procedure shown in Fig, 3,12&_
the value of & can be estimated: Ihe i?era?ign frqcedure continues
until the calculated SNR curvé and that of Figf 3.11 are close enough
o be considered coincident with one another, This method éan be tedious
if it is to be performéd menually. For this reason a computer subroutine
(SUBROUTINE SNRACL) was compiled and used to do the calculation and
plotting of the SNR curve while another subroutine (SUBROUTINE FITTER)

sux). Details of these subroutines are given

supplies it with GZh(l -e
in Chapter IV and Appendix B. Fig. 3;12b shows that the value of & ob-

tained using this method is approximately 0.21.
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CHAPTER IV

HARDWARE MODEL, PERFORMANCE MEASUREMENTS
h AND PERFORMANCE CALCULATIONS

In £his chapter, the hardware implementation of the SCALE system
shéwn in Fig. 2.3 is discussed. Performance observations and measure-
ments are made and comparison of the results with those obtained by
computer simulation is carried out. Finally, comparison between the
theory, experimental and cqmputer simulétion results of the SCALE systen
is made. Procedures for evaluating, experimentally, the unknown constahts

Kc and § introduced in Chapter II are also presented,

4,1 ‘PRACTICAL IMPLEMENTATION OF THE SCALE SYSTEM

The realization procedure of the SCALE system shown in Fig. 2.3 can
be divided into three basic phases: circuit synthesis, construction and

testing. : . .

h,l,l Circuit synthesis and description

The objective of this phase is to translate the basic equations and
logical specificatibns - discussed in Chapter II =~ into circuit diagrams
with determined circuit parameters'.valueé. For the basic SCALE this has

(17)

already been carried out by Wilkinson who has syntheéised and con-
‘structed the system shown in Fig. 2.1. Wilkinson circuits for the
realization of the input and output filters, comparator, pulse high
modulator and the subtractor are all applicable to the system under
investigetion (Fig. 2.3). However, the SR, control logic and syllabic
integrator employed by Wilkinson are not adequate for the presentrex—

periment; because in the latter case the SR length Ne must be variable

from 2 to 6 bits (c.f. Wilkinson's SR which is fixed to 3 bits). The

22



control 1ogic-must be capable of selecting any one of the effective SR
lengths. The syllabic integrator time constant must also be variable,
These items will be discussed in detail later in this sectiony but first

the circuit diagrams presented by Wilkinson sre reviewed.

(2} .The input filter

\

The input filter consists of cascaded high and low pass Butterworth
filters which are of the active type end both are of the third order.

The theory of active filters has been widely discussed in the litérature(sl’

62) and is reviewed in Appendix D. Unlike passive filters, active filters
can be built more easily, requiring no special construction techniques.
These advantages in favour of active filters stem from the fact that no
inductors are used, which means that they are free from the undesirable
parasitic coupling and non~linear inductor effects common to most passive
networks. The absence of inductors also makes the tuning simpler and the
cost of construction lower. (The filter used in this experiment was con-
structeci at a total cost of = £1.5C, for the Components) .

The design employes the fixed-gain amplifier approach (see Appendix
D) in the form of emitter follower‘which has the desiradble high input and
low output impedances, |

The filter is preceded and followed by amplifiers with a.total gain
of = 22.0 dB to compensate for various circuit losses., The circuit

diagram and the frequency and phase characteristics of the filter are

given in Fig, W.1.

(b) The comparstor, pulse-height modulator and subtracting circuits

The comparator, PHM, subtractor and the forward integrator ClRl have
been adequately described in reference (17) and their circuit diagrams
are given in Fig. 4.2. Conrponents which are different from those used

in reference (17) are indicated by ¥ . These components perform
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exactly the same functions as those used by Wilkinson but are made by a

different ménufacturer.

(¢) Decoder output filter

The decoder output filter comprises a twin-T network, which has a
null at = 4.8 KHZ’ and & third order low-pass Butterworth filter. This
combination produces an overall characteristic shown in Fig. h.3(b)(17).

The ecircuit diagram is given:in Fig. 4.3(a).

(d) The decision memory and control iogic

The function of this part_of the CODEC is to enable the‘present and
pfevious 5 L{t) logical values to be continuously monitored and vhen at
least 3 of these L(i) digits are identical a voltage pulse is generated
to identify the channel pattern being obsérved. The process to.be implé-
mented is defined by equation {2,8). This operation was reslized in 3
steps. |

(i)_The present and previous 5 L(t) values are stored in a 6-bit
serial SR conSisting of 6 b—Flip—Flops in,which'thé first stage
is fed from the output of the compasrator. The SR is clocked at
the'required bit rate fp. The circuit diagram of this arrangement
is given in Fig. h.h(ai. It consists of 3 blocks of Texas TILTL
series(63) {sNT4Th Flip-flops) connected aé shown in the diagram.

(ii) The output of the SR feeds the Detection logie DL which realizes
equation (2,8). Its output «, B, Y, A and ¢ depend respectifély
on the outputs from 2, 3, 4, 5 or 6 flip-flops (e.g. if ABCD +
AECD is true then A = logical one irrespective of the output of
the 1ast two fllp—flops in the SR).
The circuit was realized using Texas TTLTh series NAND/NOR
logic gates and invertors as shown in Fig. bk.4{p).

(iii) The effective length of the SR Ne (wvhich is also the number of

" L(t) digits on which Z depends)} can be selected by masking the
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effect the patterns resulting from SRllength less.than-Ne. (For
example, if it is required to uée }, bit SR then o and B must be
ignored and vy is used to switch Z between Zh and Z&')  Ihis was
achieved by a combination of electrogic gates end mechanical

switches as shown in Fig. 4.4(c).

{e) The syllabic infegrator

To enable the syllabic integrator time constant to be varied
between = 10 and 20 m.S. 02R2 was realized by a fixed value of R2
50 X and a bank of three capacitors in parallel T2 = CeRelcan be
selected by switching in one of the three capacitor combinations using
the switches SlS and 8, as shown in Fig. 4.4(d). For example, when

,SlS is closed and 820 is open, 02 = 15UF and T2 = 15m.5,.

4,1.2 Construction of the CODEC

The encoder and the decoder were constructed on two separate 17
inch piain vero boards. The encoder board consists of the input filter,
subtractor, forwérd integrator, comparator, SR, DL, SL getes, syllabic
‘integrator and PHM, The decoder board consists of a SR, DL, SL, CQRQ,‘
PHM and output filter. To facilitate replacement of faulty integraﬁed
circuits, l4~pin sockets were fixed to the boards tusing general purpose
adhesive) and used as bases for the IC chips. |

The encoder and decoder boards were enclosed in boxes which were
assembled from commercially available 18 S,W.G. aluminium panels and 20
S.W.G. steel covers, side plates and chassis. The vero boards were
separated from the chassis by rubber spacers to avoid short circuiting
and the input, output, clocks, end various test and'power feed points
were made accessible from the from panels through suitable sockets and
switches, Migiturized two-pole switches were employed to realize the

switches N, N , N
e e

and N of Fig. h.h(c). Miniturized lamps were
o 3 eh e

-«
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(a) . Photograph of the front panel
" (b) Encoder circuit layout {see next page)

(c) Decoder circuit layout {see next page)
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‘also employed as indicators to indicate the condition of the various
‘switches.

Side brackets and rubber feet were fitted to the encoder and de~
coder boxés to enable them to either be fitted into a standard 19 inch
rack or to sit on the bench and connected to test equipment. Connect~
jions between the encoder, decoder and the test equipment were made by
short lengths of screaned cableé., Photographs of the chassis boards and

the front panels are shown in Fig, 4.5.

h,1.3 Testing and adjustment of the CODEC system

The objective of this phese in the experiment is to ensure that the
sYstem'whiéh has been constructed does satisfy the requirements outlined
in Chapter II (see section 2.2.1, Fig. 2.3 and Table 2.1). To achieve

- this the following tests and adjustments were'performed:

(i) Testing of the comparastor, PHM and the control logic
To ensure that thé.characteristics of the'compafator and the PHM

are symmetrical sghout their_reference voltages, a low frequency (= 3OOHZ),
sinusocidal signal - af amplitude 5 volts peak - was applied simultaneously
to the X—inpuﬁ‘of the cathode ray QscilioscOPe, CRT, and to the input of
the circuit under test (comparator or PHM)f The qutpﬁt circuit was then
connected to the Y-input of CRT and the resultant.inpﬁt—vérsus—output
curves were displayed on the-scréen. The negative supply voltage was
thén adjusted carefully for minimum asymmetry and hyste;esis. The arrange-
ment and the optimized characteristics are shown in Fig, L.6. |

| The correct functioning of the SR and the controlllogic wvere en-
sured b& feeding a SOOHZ 5 volts peak square wave signal into the input
of the SR and observing that‘the correct shifting action was performed
and that the Zh'pulses became s&stematicaliy narrower as the SR length

Ne was increased,
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Testing and adjustment of the pulse-height modulator and compardtor
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A low frequency (100HZ) square of 5V amplitude was applied to the
input of CERE and a triangular waveform of the correct amplitude and

frequency wag produced at the input of the PHM,

4,2 INVESTIGATION INTO THE BEHAVIOUR OF THE CODEC
UNDER SINUSOIDAL INPUTS

The aim here is to repért the observations of waveforms in the
hardvare model when sinusoidal input signals of various freguencies and
amplitudes are applied. An attempt is then made to relate these ob—
servations.to the thecry of the SCALE system discussed in Chapter II and

to the performance of the simulated model deseribed in Chapter III,

4.,2,1 Observations at the encoder end

A sinusoidal source of variable frequency and amplitude was con-
nected to the input of the encoderl(which was clocked at fp = 19.2 Kb/s)
and the various waveforms were displayed on a CRT (of lOMHZ bandwidth),
It cen be seen from Fig. L.7(a) that for hOOHZ sinusoidal input of
amplitude 1 volt peak the feedback signal emplitude varies smoothly with
that of the input wvaveform. Furthermore, tﬁe error signal has large.
high frequency content. This is reflected in the much smaller value of
its inﬁegratedrvalue (i.e. the low frequency energy content passed by
CR - which is essentially a low—pass filter - is small),

It can also be seen from Fig. 4.7(b) that as the feedback signal is
inereased (by increasing the input amplitude to 1.5 volts), the noise
falling in the baseband is also increased as indicated by the error
waveform, the integrated error waveform and the corresponding feédback
signal.-

It was also observed that as ﬁhe input ampiitude a@proaches Hmax
(2.4 volts) the variations in the feedback step height diminish,

Further increase of the input amplitude does not have any effect on the

feedback step height. This was reflected in the large error signal
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Figure 4.7a The waveform observation experiments at the encoder end

xa(t) = The input signal to the hybrid SCALE encoder:
a sinuscid of frequency £ = l&OOHZ and

amplitude A(j) = 1.0 volt.

el(t) = The error signai; i.e, the difference between
xa(t) and the feedback signal H(t). -
ea(t) = The integrated error observed at . the output of

the forward integrator

H(t) = The feedback signal corresponding to xg(t).

f_ = 19.2 Kb/s.
o 9 /s
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+ xa(t)

+« g (t)
« eyt)
< H(%)
e SBPETLR ""'\-.nt' [ .u!'\..'“\ \'|.\\.\;\\ .
Figure L.Tb The waveform observaetion experiment (at the encoder end)

The symbols (xe(t), el(t),'eté.) have the same'meaning."
as in Figure L.7a except that the amplitude of the

input signal x2(t) has been increased from 1.0 volt to
1.5 volt. el(t), E2(t) and H(t) are respectively the
corresponding error, the integrated error and the
feedback signal, fp = 19.2 Kb/s.

5Tv



- and its spectral energy distribution in which the low frequency com-

ponents were predominant,

4,2,2 Observations made at the decoder end

Figure 4.8(a) shows the step height H and its low-pass content ié(t)
which were reconstructed by the decoder at a sampling rate of 19.2 Kb/s.
The input signal to the encoder is a sinusoid with frequency fs = MOOHZ
and amplitude of 2 volts. For the improvement shown in Fig, 4.8(b) the
sampling frequency fp had to be increased to 56 Kb/s.

When the encoder input signal frequency vas increased to lOOOHZ
reasonéble reproduction was obtained at fp = 38.% Kb/s and further
improvgment was achieved when fp was increased to T76.8 Kb/s, The wave-
forms for the latter two cases are reﬁpectively shown in Figs. 4.8(c¢) and
1,8(a). |

Comparison of the waveforms observed at the decoder lead to two
main conclusions:

(a)} The lower frequencies of the input signal suffer more distortion
than the mid-range ones (=‘1000HZ). This is due to the presence of
long strings of like digits in the channel - a condition which has a '
similar effect to that ofroverloading.

{b) The estimation of the input signal by the decoder improves with in-
creasing the sampling frequency. This is in sgreement with equations
(2.24) and (2.26)?

The conclusions (a) and {b) above aré in agreement with theory

suggested by Steehga)

« This stems from the fact that for a given sampl-
ing frequency fp’ the error signals el(t) varies more slowly when the
input signal is of low frequency than when the input signal frequency is

high (compare Fig. k.1 with Fig, 3.8¢). This means that the noise

energy flowing in the output filter passband is maximum when the input
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Waveform observations at the decoder end

The feedback signal H(t) and its low frequency
content xa(t) when the input to the encoder was
2sin(27,1000t) and fp = 38,4 Kb/s.

‘The same situation as in {¢) above but with
. fp raised to 76.8 Kb/s.
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Figure 4,8 - The waveform observation at the decoder end

(a)  The pulse height modulator output H(t) snd its low
pass contents %gt) at the output of the decoder
filter. f_ = 1_+oo Hys rp‘ = 19.2 Kb/s and the amplitude
A(j) of the input signal is 2 volts.

(b) The same condition as in (a) above but with fp raised
to 56 Kb/s,
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4,3 PERFORMANCE MEASUREMENTS

There are three main approaches to the assessment of the perfor-
mance of communication systems designed for the transmission of speech(76),

| These are:

(1) Measurement of the articulation index

{2) Listening method using sentence material

(3) Measurement of signal-to—quantization noise powers ratio.

(1) Articulation measurements

Articulation measurements provide an example of a method intended
to determine the acceptability of a speech communication system. In
this measurement the ensemble of symbols is defined by the set of phonemes
used in the language concerned. These must be buiit into gyllables that
can be pronounced and this may be done according to various statistical
and linguistic principles. For example, taking only single phonemes,
initial and final consonant and the six short vowels, it is possible to
generate nonsense syllables (termed "logatoms"), pronounceable by English
\lspeaking pergons. Examples of these "logatoms" are VUM; FOT, NOTH, etc.,
(see reference (76) for more details). This type of logatom is unlike
syllaebles found in any real lsnguage; but it has the advantage that
analysis of the scores for individual sounds is greatly facilitated and

(76)

confusion matrices can resdily be constructed from the resulting
errors. Articulation tests therefore consist, in principle, of determin-
ing the pérpentage of information bearing elements, emitted by the talker,
“that are recognised correctly by the listenerf '

Articulation tests are usually conducted with a trained testing
team, The talking corditions are carefully controlled by providing the-
talker with means of monitoring the level of his utterances, for example

a speech voltmeter comnected to a high gquality microphone located at a

controlled aistance from his lips. Control or talking is raciiitated oy
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emitting each logatom in a carrier phrase (e.gf the British Post Office
uses the carrier phrase "The next word will be'). The 1isténing con-
ditions are also controlled including provision of suitable listening
cabins and furnishing them with definite levels of room noise. The
testing team usually consists of five trained persons of which at any
time four listen simultaneocusly on parallel connected receiving ends,
while the fifth does the talkingf

The scores obtained from an articulation test have very little
significance except when these scores are used to obtain ratings relative
to a defined reference system such as that recommended by the CCITT (see
reference (76)).

This method of performance testing for the SCALE system was ruled
out because of the difficulties relating to the formation of a trained
team of listeners and the associated costs of providing the correct

testing environment.

(2) Listening methods using sentence material

One of the simplest listening methods for the gsséssment of com~
mmication systems designed for speech is that known as "the immediate
appreciation” method, This was devised by Grinstead in 1937. This
method retains the idea of scoring in terﬁs.of the amount of material
"satisfactorily",received but avoids excessive writing down of the received
mgterial by the listener as some other methods specify.

In Grinstead's method, a fixed one way speech path is used, with
talking and listening conditions held constant, as for the articulation
measurement method. The scoring is done by the listener noting whether
or not he understood the meaning of each sentence without too nmuch mental
" effort. This method can be modified by defining on a category scale the

amount of effort needed to understand a sentence, Such a scale can be

0



designed to assess the threshold of detectability or objectionableness.,

The sentence material used by the British Post Office is obtained
by selecting, say, one sentence frdm each page of a number of novels or
light literature, The sentences chosen are then placéd in random
sequence arranged as lists of ten groups of five sentences.

Vhen making recordings, ten groups are recorded by one talker
while the next ten are recorded by another so that a variety of voices
is used.

When sentence material is used, the subject taking part in the
listening tests should preferably be nsive, except in the case of
immediate appreciation tests on rather poor speech communication systems
vhen an experienced crew might be & necessity.

When thé immediate appreciatioh nethod is used a score of 95% is
éiven for a speech communication system with approximately 33 dB reference
equivalent,

In the SCALE experiment under consideration a subjective performance
test similar to the immediate appreciation test was conducted. In this
test the SCALE encoder was used to encode a recorded long paragraph from
a lecture note on spectrum analysis, The SCALE decoder was used to decode
and filter the binary pattern received from the encoder. The subject
teking part in the listening were a groﬁp of approximately 100 electrical
engineers who were gathered at Loughborough University lecture theatre+.

The sampling frequency was decreased in steps from 100 Kb/s to 8 Kb/s

*The subjects who took part in the listening were gathered to attend an
IEE {Institute of Flectrical Engineers) lecture on digital encoding. The
title of the lecture was "See it work" by Dr. R, Steele, given on the

kth May 1976.
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while the speech paragraph ﬁas being fed tq the SCALE encodér? The

listeners indicated that the sentences they received were completely

understood. They have also indicated that st low bit rafes (8 Xb/s to

32 Kb/s) they found listening to the SCALE system less effort demanding

then listening to companded PCM and DPCM+ operating st the same bit rates.
Although this test was not carried out in the formal way, it never-

theless gave some indication of how the SCALE system performs subjectively.

(3) Measurement of siegnal-to-noise ratio (SNR)

The main disadventage of this method stems from_the fact that the

'  test signal used is a band limited Gaussian noise waveform. The statist-

ical properties of speech differ from those of Gaussian test signals; in

‘particular speech cannot be treated as though i1t were a statistically
stationary process. However, the SNR method of testing is widely used (e.gf
uged by the British Post Office as a standard test). This is because the

test signal and the test procedure are fixed (provided the same type of
test equipment is mlways used) and the results obtained are independent

of the human factors affecting other testing methods (e;g. articulation
test results might vary when the testing group is changed, ete.).

To test the performance of the SCALE system experimentally through
the measufemgnt of SNR the system was connected as shown in Fig. 4.9. The
quantization distortion meter QDM (Marconi TF23434) is a standard British
Post Office measuring equipment, It supplies a Gaussian signal (with
uniform pover spectrum) which is bandlimited by an ihternal bandpass
filter; the lower and upper frequencies of which are 450 and 550 H,
respectively. The output power Pin of the QDM can be varied between =50

dBm and +2 dBm in 1 dBm steps. ' The output of the QDM is applied through

+The PCM and DPCM were supplied by Bell Laboratories and demonstrated

by Dr. R. Steele of Loughborough University.
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the input amplifier (which is included in the encoder input filter) to |
the SCALE encoder. The digital out of the encoder is fed to the SCALE
decoder to reconstruct the baseband signal (which has been applied to

the input of the-QDM)f Comparison_between the QDM input and out powers
enables the noise and hence the SNR to be determined. Using this arrange-
ment of Fig, 4,9 several sets of measurements were performed to relate

the SNR to the input signal power, sampling frequency fp, syllabic time

constant T2 and the effective SR length Ne.

k,3,1 SHR as a function of the input power, fp, T, and Ne

(i) - For a sampling frequency fp = 19,2 KHZ, T2 was set to 10 m S
and Ne was set to 2 in both the encoder and the decoder units., The input
power to the encoder input amplifier was varied between 50 dBm and +1 dBm
and the corresponding SNR values, displayéd on the QbM panel, were noted,
The measurement was repeated for T2 = 15 and T2 = 20 m.s. The results‘of

this experiment are plotted in Fig. k4.10a.

{(ii)} With fr') still at 19.2 Kb/s but with N, switched to 3, the input
power was again increased from 50 dBm to + 1 dBm and the SNR noted. The
procedure was then repeated for Ne = 4 and Ne = 5, The results are

graphed in Fig. %.10d.

(iii) ‘The same procedure as {ii) was repeated but with fp = 38.4 Kb/s.

The results are given in Fig. 4.10c.

{(iv) Measurement of Rc - the maximum gvailable SNR - was achieved by

first setting Ne = 2 and T2

power was increased from =50 dBm until maximum SNR "Rc" vas indicated on

=10 m s, For_fp = 19,2 Kb/s, the input

the QDM meter. This was repeated for fp 28,0, 38.4 and 56 Kb/s. The

vhole procedure was then repeated for Ne 3, 4 and 5. Graphs of Rc as

a function of Ne and fp are plotted in Fig. 4,10b.
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~{v) For minimum acceptable SNR "p" of 10 dB the dynamic range DR,
“(iv) was repeated but the input power this time was increased from =50 dBm
to P1 vhich corresponds to an SNR of p. The process of incrementing the

input power was continued to P, when the SNR = p again. The DR is by

2
definition "the input range in dB within which the SNR is not less than
the acceptable minimun" and can be obtained by subtracting P2 from Pl (see
Fig, 4.10a: DR = P, - P, =22 dB)., The results of these tests are plotted
in Fig. k.10e.

4,3.2 Analysis of the results

" The experimental results obtained above ere now examined carefully

and conclusions based on them are drawn,.

(i) The results given in Table 4,1 and Fig. 4.10a indicate that the
variation of T2 in the range 10-20 m s. has negligible effect on the

naximum available SNR and dynamic range.

(i1) Comparison of the results shown in Figs. 4.10a, 4.10c and 4,104
(see also Fig. 4.10e) shows that =t fp=l9.2 Kb/s a considerable improvement
in the DR {in addition to about 1 4B improvement in the maximum available
SNR) when the effective SR length N, is increased from 2 to 3 Further
fextension of the SR does result in a relatively small improvement in the
DR but this improvement is only available at the e#ﬁense of reduced value

of the maximum available SNR (see Fig. 4.10b).

{iii) Closer examination of Figs. 4.10b and 4.10e reveals that the

rate of increase of both the maximum available SNR and the DR with fp
decreases with rising valges of fp. This leads to the coneclusion that

the multipliers K, and ¢ used in equations (2.25) and (2.29) for calculat-
ing the SUWR and the DC cannot be constants butlvariables vhich are

functions of the sampling frequency and the effective SR length.
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(iv)  Celculation of & and K,

Recalling equation (2.25)

..3fp.._‘,..

3 3
a fb)

K =
c 2 2
Sch (3le + f

The constants f,, B, f_ and f, are given in Table 4,6, So the measure~
ment of Bc for various values of fp enables KE variation with the

sampling frequency to be calculated,

| § can be calculated as a function of frequency by measuring R, end

the corresponding input power Pin_(see Fig. h.9)f Now remembering that

Pin is in dBm across 6002 and that the input amplifier has a gain of = 22 4B,
the input powef to the SCALE encoder Po (see Fig. 4,9) is given by

v}
f

P. +22+ 2,3 dB and
in ‘ .

20 log O

Recalling equation (2.2%)

g
X

¢ 6z, (1 - e %) + Ho.o

SNR = R

The value of o, which produces maximum SNR is that which reduces the

above equation to

SNR  _ ° |
Re  loz (1 - &%) + E -t
. Zh € x mi

n
Measurement of Rc and the corresponding o, for different values of fp

enables 6 to be calculated. Therefore
G
ln Zh
+ . -
GZh Hma.n 0x

The variations of K and § vith fp, for N_ = 3, are defined in Table L.l

5 = Ao
o
x

and plotted in Figs. 4,10f and 4.10g.
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1

Maximum , Measured# Measured*® Input voltage| ¢ == kc = Bfg/ Dynamic Sampling‘.
neasured input power input power | corresponding * l8x2R (3£2B range frequency
. lnIGXh/(GZh c' 71 '
SNR to the input | to the SCALE| to Po 3 3)1 DR fp
. . ps + £° - £ . .
in 4B arplifier P, | encoder P | o, +H . Gxn a b in dB in Kb(s
' in dBm in as in volts
14,5 -20,0 0.0 1.000 0.2024 0.55 29.6 19,2
18,2 -25.0 -5.0 0.560 0.1892 0.64 - 37.8 28.0
21.0 =-27.0 =T.0 0.446 0.18k48 0.76 41,9 38,4
52,5 -30.0 -10.0 0.316 0.1780 1,05 47,4 56.0
28.5 -36.0 -16.0 0.158 - 0.1603 1.36 57.0 76,8
Table 4.1

Calculatlon of §, k, and DR from the measured values of maximum SNR(R ), fp and ©o_.

* See Fig. h 9.

+ See equations (2.23), (2. 2&) and (2.25),
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Comparison of the values of § obtained by experiment and computer
‘simulaticn (see Chapter ITI) show close agreement between the hardware
and simdated model results (6

= 0,21, = 0,20 for

.
computer hardware

fﬁ = 19.2 Kb/s, N, = 3). The close sgreement between the theory of
SCALE discussed in Chapter II and the experimental and computer simulation
results is further demonstrated by plotting the SHR curves obtained by

the three methods on the same axes as shown in Fig, 4.11,

4.4 Computer program for anslysing and displaying the results

Numerical calculations and graph plottings normally.associated with
practical experimental results can be dealt with more accurately,.ngatly
and efficiently by computer then by pencil and paper. For these reasons
a computer programlwas written to accept the experimentally rmeasured data
(SNR, input power, etc.), perform the necessary calculations and - using
the X~Y plotter — display the results in graphical form.

The program consists of a Master Segment "SCALE DESIGN" and five

subroutine segments: "COMPARE", "IWOBIT", "FITTER", "RESULT" and "SNRACL",

(a) Subroutines TWOBIT and RESULT

These are reading and writing subroutines. "TWOBIT" reads into the
computer memory all the results obtained from measurements performed on
the SCALE hardvare model when N_ = 2. Subroutine "“RESULT" pérforms the

same function for Ne =3, 4 and 5.

(b) Subroutine COMPARE

The function of this subroutine is to accept the various parameters
involved in equation (2.25) (fp, £15 T,5 £ etc.) and calculate R, = the
maximum expected SNR. The value of Rc and 10 log Rc are returned to thg
master segment for comparison with the values of Rc obtained by measure-

ment and computer simulation.
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1, Uncompanded Delta-sigma® system
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Figure 4.11 SNR curves obtained by measurement (3), computer simulation (2),
caleulation (%) and for comparison, the curve presented by Wilkinson

(17)

for uncompanded Delta-sigma system.



(c) ‘Subroutine FITTER

This subroutine reads in ¢_, 8§, G, Z_ and H , and performs the
X h min
calculations specified by equations (2.12) and (2.15) (calculates ch
and Hﬁ). When § is unknown this subroutine can be used in conjunction
with "SNRACL" (as discussed in Chapter IIT) to find the value of § which

causes the calculated SNR curve to coincide with that obtained experi-

mentally or by computer simulation.

(@) Subroutine SNRACL

The inputs to this subroutine are:

(1) The measured SNR and input power provided by "RESULT".

. (2) The values of G;p and ﬁp measured on the simulated model as
functions of the input r.m.s..voltage.

(3) The values of vep and Hp caleculated by "FITTER" as functions of

| the r.m.s. voltage (8 taken from Fig. 4.10g).

(4) SNR values and the corresponding input power for a Delta-sigma
system. (These values were extracted from a SNR curve given in
reference (17)) | |

"SNRACL" accepts the above inputs and performs the following operations:

(i) It calculates the SNR as a function of the input power for the
simulated model. This is done by substifuting the appropriate
values of the-simulated feedback and the corresponding simulated
input signal voltages Hp and Ty respectively, into equations

 (2.23) ana (2.25).

(ii) Repeats (i) above but this-time the value of H, to be substituted -
in equations (2.23) énd (2f25) is obtained by caleulation, The
caleulations of HP in this case is carried out by "SUBROUTINE
FITTER" which performs the operation specified by equation (2.15).

In (i) and (ii) above’fhe value of R in equations (2.23) and (2.25) is

calculated from equation (2.24) using "SUBROUTINE COMPARE" which can be
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called by "SNRACL",

{iii) Tt converts o into dBm across 6009 at the input port of the
input amplifier (it attenuates the values of o by 22 4B to
compensate for the gain of the amplifier and amplifies the
resultant by 2,3 aB converting the result into dBm across 600Q).

(iv) Tt plots on the same .axis the SNR curves as functions of the
iﬁput power in dBm for the hardware, software and the theoreti-
cal nodels of the SCALE system and the uncompanded Delta-sigma
syst em. .

The program flow chart (Fig. El), program listing and‘explanation

of terms are given in Appendix E,
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~ CHAPTER V

DIGITIZATION OF THE S C A L E SYSTEM

5.1 INTRODUCTION

The design and performance of the SCALE system have been investigated
in detail in the last two chapters. Both the objec£ive tests (carriead
out through measurements of SNR and DR) and subjective tests (carried out
through actual listening to speech and tones signals'processed by the
SCALE CODEC hardware model) showed that the system, when carefully imple-
mented, can provide a commerically viable source-encoding system for
speech signals, This viebility is based on its flexibility (SNR can be
traded'for lower bit rate and vice versa), tolerance to channel errors
and acceptable subjecti#e performance ( the degree of annoyance caused
by overload and quantization noise is less than that associated with
other forms of digital encoding systems). Observations made on the per-~
formance of the hardware model do, however, confirm the inherent disad-
vantages in the system. These are:

- {1) Dependénce of the system performance on the tolerance and
reliability of the analogue components which constitute the bulk
of the building blocks, It was observed, for example, that the
pulse height modulator characteristics can drift with time and
rail voltage variations causing severe degradation in the system
performance. The discrete analogue components such as transistors,
resistors and capacitors were replaced more frequently during the
experiment than the integrated digital ones reflecting the
superior reliability of digital integrated circuits.

{ii) The dependence of the reconstructed feedback signal on the long
term history of the channel pattern through the slowly varying

control voltage Vé. This is a serious disadvantage because it
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makes the SCALE binary data unsuitable for digital signal pro-
cessing such as digital filtering and code conversion.

This chapter is concerned with the modification of the SCALE system
shown in Fig. 2.3 so that the difficulties listed above can be overcome,
This objective can be achieved by replacing the hybrid local and remote
~ decoders by digital ones. The modification procedure will now be
developed. It will also be shown by cémputer simulation that the
degradation in the system performance due to digitization is negligible.
Finally, hardware implementation of the modified system ~ using commercisl-

ly available integrated cireuits - is discussed.

5.2 DESCRIPTION OF THE MODIFIED SYSTEM

The new system is shown in Fig. 5.1. The de—emphasis circuit and
the comparator of Fig. 2.3 are retained because they are common to the
input signal which is in analogue form. The shift register SR and the
control logic (DL and SL) are also retained because they are already
digital, The syllabic integrator, pulse-height mo&ulator and polarity
eircuits of Fig, 2.3 have now béen eliminﬁted. They are replaced by an
adaptive digital accumulator, D/A converter and a digital polarity switch
P. |

The operation of the system up to and including the control logic is
exactly the same as described in Chapter II., At the instance of the ith‘
clock pulse the digital accumulator produces HDi which constitutes & 12
-ﬁarallel digit woyd and represents the magnitude of the feedback step
height in digital form. The D/A converter accepts Hp, and pfoduces an
analogue signal ﬁi vhich is a very close estimate of Hi defined by
equation (2,16). The cléseness of ﬁi to H; depends on the adaptation
algorithm of the digital accumulator which will be discussed in section
5.k, The polarity of the feedback signal is decided as before by the

logicael level of the vresent digit of L(t).
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Figure 5.1

Block diagram of the Digital SCALE.
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At the decoder the reconstructed baseband signal ia(t) is obtained by
passing ﬁi through a bandpass filter.

The significance of the arrangement of Fig. 5.1 is that - in
addition to the elimination of the undesirable analogue components
associated with Fig., 2.3 - the output HDi of the decoder is now in
digital form. This means that code conversion between the SCALE binary
data and PCM formats - which is one of the main objectives of this study -

is now possible. Code conversion between the SCALE system and A-law PCM

is discussed in detail in Chapters VI and VII,

. o)
5.3 THEQRY OF THE ADAPTIVE ACCUMULATOR

The magnitude of the instantaneous value of the feedback step height
Hi in the case of the hybrid SCALE system (Fig. 2.3) depends on two factors:
(i) The most recent N, logical values of L{t), which determine the logical
level of the selection logic output pulses Z. _
(ii) A1) previous logical values of L(t) (history of the channel pattern),
vhich determine the value of the control wvoltage Vc._l (see
equation (2,16)). '
The sign of H, depends only on the present logical value of L(t).
The difference between the present and previous values of Hi (in the

case of the hybrid SCALE) can be written as:

A, = H, - H.

1 1 1-1
= A(z,H)
d.e. H, = H,_, +A(Z,8) - (5.1)

vhere Z is as defined by equations (2,8) and (2.9), and H is defined

i .. . - . - i i dth h
in Fig. 2.2 Hmln ¢ HE¢ Hmax Because H 1s an analogue signal an us has
an infinite number of values =~ between the limits specified above - it

is not possible to realize equation (5.1) by digital hardware. It is,

however, possible to divide H into Mb regions — or segments - within

each of which By magnituvde is = constant. Using this piece-wise linear
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th clock instance)

approximation technique a step height H, (at the i
which is a good approximation to H, can be digitally constructed from

L{t). In this case equation (5.1) becomes:

B, = Hg_, +8(2,3) (5.2)

vhere J.= 0,1,...,M6 and each,of its values defines a particular
region of H, ?
Tﬁe relationship-between H and J must satisfy the following conditions:
(a) Mb - the maximum number of segments in one polarity of H‘- must be
as small as possible to minimize the amount of the required hard-
ware; but large enough to minimize the difference between Hi and ﬁi‘
(b) To simplify the implementation, the ratio of the maximum feedback
step height to the minimum within each segment must be a number
divisible by 2 without a remainder,

The binary equivalents of Hi snd A are HDi and Adi respectively (see

Fige. 5.1). 8o equation (5.2) can be rewritten as:
By = Hpgog) * 8(Z.9) _ (5.3§)

It is known that in the case of the hybrid SCALE system (see Fig,
2.3) the feedback step-height magnitude increases.ﬁhen Z is a logical

one (2 = Zh) and decreases when Z is a logical zero (2 = Z ). This

th

2

means that at the i*" elock instance vwe must increment HD(i-l) if 2
is a logical one and decrement it when it is a logical zero.

One way of realizing the circuit described by equation (S.Sa).is
in the form shown in Fig. 5.2.

In Fig. 5.2 the main function of the Avseleétion logic ASL is to
constantly monitor Z and Hb(i—l) in order to evaluate J, and to produce

the appropriate value of Ad(Z,J). When this is added to HD(i-l)’ the

sum SP ~ yhere Sp is a 12-bit word - is produced. Ad(Z,J) is transferred

72



ADD/SUBTRACT

Hp5-1) | | Ad(Z,J)
Z
. : “ —0
Full Adder/ ' A-Selection Logic Output
Subtract
actor ASL T
ADS 7 | Di
. % //\\\
A g -
b
Up(i-1)
\/s
P

12-Bit parallel-in-
parallel-out e
shift register

PIPO , 3

‘ clock

/ E
\
M "p(i-1)

Figure 5.2

Block diagram of the adaptive accumulator
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to the input of the Adder/Subtractor (ADS) where it is added to Hp(3-1)
or subtrﬁcted from it depending on whether Z is a logical one or zero
respectively. When the ith élock pulse comes aleng the output of the
ADS, which is Spi, is ihspected by the A-selection logic ASL and is also
loaded into the parallel-in parallel-out.shift register PIPO to be used
by the ASL for the evaluation of J for the next elock pefiod operation.

. Another function which must be performed by the ASL is to detect
when HD(i-l) is a minimum (i.e, idling condition and Hy(j-1) is there-
fore equal to Hmin) and when it ié a maximum (overload condition gnd
Bp(z-1) is therefore equal to H o)+ On detection of one of these con-
ditio§s ASL sets Ad(Z?J) to zero and HDi to Hmin or Hmax as appropriate. .

If neither of these two conditions is true the SL sets the output

HDi to Sp. The equétion which compietely déscribes the Adaptive

Accumulator, abbreviated AA, can therefore be obtained by modifying

equation (5.3a) to

Hpg = Hp(iea) * 2a(B9) Hpgn < Hpeiay < ey
= H . Hy(i-1) € Buin | (5.3b)
= Hpax - Up(i-1) * Hpax J

An alternative approach to the implementation of this equation is
to replace the ADS of Fig. 5.2 by an Adéptive Up~-Down Counter, AUDC,
which increments its content by A(Z,J) when Z is a logical one and
decrements it by A(Z,J) when Z is a logical zero. The ASL in this case
must be replaced by a control logic circuit which inspects the previous.
content of the AUDC (stored in PIPO) and presents to the input of the
AUDC the corfesponding values of 7 and J. When the value of the PIPO

output exgeeds Hmax or becomes lessrthan Hﬁin the control logic circuit
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inhibits the counting aﬁd generstes the appropriate value of HDi'

Consideration in detail of these two approaches‘has shown that the
_resultant circuits are of equal complexity and would cost approximately
~ the same pfice in the case of hardward implementation, -

In the following sections of this chapter a general procedure for
designing a digital SCALE decoder — from the knowledge of the parameters
governing the operation of any‘hybrid SCALE system - is described. This
is followed by a design example in which equation {5.3b) is used to
synthesise a digital SCALE decoder for the decoding o? the binary data
originating from a hybrid SCALE. The first aim of the synthesis is to
produce a digital SCALE ﬁsing the counting approach described above
vhich is then simulafed on a digital computer. The second aim of the
synthesis is to produce the digital SCALE in the form of Fig. 5.2 and

employing commercially available TTL integrated circuits for hardware

implementation.

5.4 GENERAL DESIGN PROCEDURE
In order to design a digital SCALE system the foliowing parameters
must be defined: |
(a) The initial value of the feedback signal Hy oo (Hmi in binary).
(b) The number of regions {segments) of H within each of which A(Z)
can be assumed to be constanﬁ. - .

{c) The values of A(Zg) and A(Zh) for all values of J.

| (d) The maximum value of the feedbagk signal Hp (Hm

oy 0 binary).

Because the digital SCALE and the hybrid SCALE systems must be
compatible (either one must be able to decode the transmission from the

H . ) of the hybrid
min

other), the design parameters (fp, Gy 2, Ty B oo

system must be availaﬁle.

The design procedure can be carried out as follows:
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(1) Hbmln and HD are equated to the blnary equivalents of H nin
and Hmax respectlvely.‘

(ii) Using the computer subprogram (SUBROUTINE CODEC) developed in
Chapter II, simulate the hybrid SCALE decoder on a digital

computer,

(iii) Generate a gfopp of consecutive like digits of length 2 = Ne’

i

feed it to the simulated décoder and measure Hy (leis the value
of H(t) vhen t = Lﬁp).
(iv) Increment % by one and repeat- (iii).
(v) Repeat (1v) wntil absolute overloading (H Hbma ) and denote
the value of % correspondxng to HDmax by L .
(vi) Repeat (iii) but w1th groups of % elternate digits (010101....)
(vii) Repeat {iv) until & = R
The variation of the feedback signal H as & function of the |
 group length % - for the cases when the L(t) digits are like and when
they afe alternate — is of the form shwon in Fig. 5.3. It can be seen
" from this figure that | | | . |
(a) The rate of growth of H, (HL - Hi_l-iﬁ curve 1) decreases with
increasing vaZues‘of L and H,., | |
~ in curve 2) décreases with

H 2_1
increasing values of L and decreasing values of H.

(b) The rate of decay of H (B, -

(c) H, is incremented when the group consists of like digits and
[ Ne’ i,e. vhen Z is.a‘lpgical one, For all other patterns
' Z is a logical zero-and Hy is decremented .

(viii) With the aid of the observed values of H above, divide the range

)
of HL between H in and H into (M +1) segments. The segmentation
process must satlsfy the fOIIOW1ng condltlons.

(&) The magnltude of H, at the segment edges must be an even multlple

of Amin f the ninimum change in H£ durlng one clock perlod.

(b) Within a segment, H, must vary approximately linearly with £,
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Feedback step height
in volts

Figure 5.3

>

T k=N - L= g ' Group length & -

{or time in clock periocds)

(1)The growth of H with %(the group length of the L(t) consecutive like-digits).

(2) The decay of H with the length of the group & [of the L{t) consecutive
different digitsh
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contron togie | segmentvo. | FEIE T A | oo, | e
7 J Ad(Z,J) g J Ad(Z,J)
0 4,(2,,0) 00 44(0,00)
zZ, 1 Ad(Zz,l) 0 01 Ad(0,0I)
2 Ad(ZR,E) 10 Ad(o,io)
0 Ad(zh,o) 00 Ad(l,OO) |
7 1 84(2,1) 1 01 8,(1,01)
2 ' Ad(zh,a} 10 8,(1,10)
(a) ()
Tablé 5.1 The increment magnitude per clock period Ad as.a function of the

segment no. J and the control ldgic output Z.

(a) 2 and J in decimal notation

(b) Z and J in binary notation
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The principle can be seen from Fig. 5.4 for Mb =2,
(ix) Connect the adjacent segment edges by straight lines and denote
the segment numbers by J (where J {O’l"'f’Mb})' The required
constant  increment (or decrement) of HD per clock period can

now be calculated using the linear relation:

H-M(ZrJ) - HO(Z;J)
o(J)

A(2,3) = (5.4)
where HM and Ho are respectively the maximum and minimum values
of H lying in segment J, Z is a logical cone or logical zero
throughout segment J and t(J)} is the number of clock periods
" needed for the change from HO(Z,J) to HM(Z,J) (or vice versa) in
éegment J to be completed, Note that the length of the group of
digits received by the decoder during this time is also Tt digits.
(x) Convert A(Z,J) to binary form to obtain Ad(Z,J) and tabulate the
results as in Table 5.lf

(xi) The system can now be synthesised using equation (5.3).

The difference between the hybrid SCALE and the segmented digital
SdALE characteristics (see Fig. 5.4) can be reduced by increasing the
number of segments. The nunmber of segments (M6+l)'that produce adaquate
fitting between the hybrid and the &igital SCALE charﬁcteristics can be
f9und by computer simulation - starting with a smell number of segments
(2 segments, say) an& increasing it until satisfactory results are ob-
tained (see the design example in section 5.5).

Investigation of Fig; 5.4 reveals that when HDM is not limited to
the digital equivalent of Hmax’ the digital system does not become
overloaded even after the hybrid system has reached its saturation point.
This characteristic of the digital system enables it to have an improved

3 - ~ L™ . - . TP 5 e MEA P eow T,
dyncmle range and vetitor perfoimance uwndey the condition O lalxs iupul
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Figure 5.4

and H.

Feedback step heights H,

1

1 .

in volts

J =2

Continuous line is

H, of the Digital

|

Dotted line is H&
of the Hybrid SJALE

> -

Group length %
or time in clock periods)

Step heights generated by the Hybrid SCALE and the Digital SCALE decoders as
functioms of the group length £ (or time in clock periods).

(1) Hybrid SCALE for 2 = Z (2) Digital SCALE for Z = Z,

(3) 1! n " " - ZR' ' (h) " " " " o= Zz
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signals,

5.5 DESIGHN EXAMPLE

The design procedure outlined above is a general one (i.e. given
‘any hybrid SCALE system the procedure can be used to design a digital
SCALE equivalent).

A specific case is the digitization of the hybrid SCALE system
discussed in Chapters II, III and IV with the circuit parameters given

in Table 5,2b.

5.5.1 Segmentation and evaluation of the adaptation algorithm

Following the design procedure of Section 5.4, the hybrid SCALE
decoder was simulated on a digital computer using the sub-program "SUB-
ROUTINE CODEC" discussed in Chapter II. A block of 512 consecutive like
digits (see Table 5.2a) (logical ones) followed by a second block of
512 alternate digits (010i...) were féd to the input of the decoder which
was being clocked at a bit rate_rp of 64 Kb/s, This particular value of
fP wes chosen for its compatibility with the line rate recommended by
the CCIR for A-law PCM transmission. The magnitude and sign of the PHM
oﬁtput Hi at the instance of the ith clock pulse was recorded for i = 1
to 512, as shown in Fig, 5.4, curves 1 and 3. Investigation of these

values of Hi_revealed that:

" {i) As expected, when the input pattern consists of . logical ones
Z=12 (except during the first two clock periods), H increases
continubusly until the pverload point is reached, and the polarity
of H is poéitive. The opposite is irue for the case when the

input pattern does not consist of consecutive like-digits.

(ii) The difference between the present and previous values of the
magnitude of H {below absolute overload) varies between = lmv and

=10yy depending on the history of the channel pﬁttern. The
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The binary data pattern L{t) generated by the hybrid SCALE
(HSCALE) encoder during a period of time of 512Tp's¢conds
(Tp = one clock period = l/fp-where fb.is the sampling
frequency = 64 Kb/s).

" The data is arrenged in 512-digit blocks representing L(t)

when the HSCALE encoder input is

(i) Constant step of amplitude = 5 volts

(ii) Constant input of amplitude = O volts
(iii) Sinusoidal input of amplitude = 1.5 volts

and frequency = lKHZ.

(iv) Bandlimited Gaussian signal.
Each 512-digit block of date is composed of 16 32-digit
sub-blocks, The first sub-block represents L{t) during
the time period zero to 32Tp seconds, the second sub-block

during the time period 32TP to 6th....and SO on.
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(ii)

1010101010101 01010 1010101010 1010

10101010101010101010101010101010
1010101010101 0101010101010101010

1010101010101 01010101010101010120

1010101010101 01

101010101

1010101010101 010

1010101010710 1T01T010101

0

1010101010101 0101010101010101010

1010101010101 01010171C1710101

101010

0

1010101010101 0101T01010171701010180 10

1010101010101 0101010101010101010

1010101010101 0101710101010101010120

1010101010101 0101010101010101010
1010101010101 010101710101T0101010120

1010101010101 0101010101T010101010
10101010101010101010101010101010
1010101010101 0101010101010101010

(iii)

1

1

1111

1 1.1 1

11

1

111111111111t 11111

01010000000000000000000000000000

1

1

111

101010101010000000000000000000

000001010101010107T1T1 1177111111111

LA B I

1

001010101

11

11111111111

11M111110101010101010100000000000

0000000001 017101010101010101111111

1111111111101 0101010101010101000

O00000000000001 0101010101

0101010

117111111111 111110101010101010101

010100000000000000010101010171010.1

010101011 111111111111010710107010
10101010101000000000000010101010

1010101010101011111171111111101010

101010101010101010000000000001 011
1010101010101 01010000000000001 01
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(iv)
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Parameter‘ Parameter Valué

Designation

64 Kb/s
- 0.h ';rolts

2.4 volts

f

P

Zf.

Ne | 3 stages
T2 10 m, secs.,
T, = l/2ﬁ.fl - 0.2 m, sec.
G T 1.b

H 0.025 wvolts
ml .

H o 2.k volts

f - f = B 4,000 - 0.0 = 4 KH,

Table 5.2  Design parameters of the hybrid SCALE used in the
design of the DSCALE - ‘

Segment No, - .
J Magnitude of Hi(Z,J) in millivolts
0 | 25 < H, < 102k
1 1024 < Hy < 230k
2 : 230k ¢ H,

Table 5.3 (Figure 5.5) Segmentation of the SCALE feedback step
height magnitude for the design example

Note: the segmentation is independent of

Z in this example
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effect of this history can be measured in terms of the group

length & or the previous value of H.

(iii) A convenient segmentation is to divide the msgnitude of H into
. three segments (i.e. M =2endJd = 0,1,2) as shown in Table 5.3
(Fig. 5.5). Note that the segment edges 1024 and 2304 are powers
of 2 and can be easily detectediby digital circuitry. This
facilitates the implementation of the segment logic (see the

section on implementation).

Note that only the magnitude of H is shown in Fig, 5.5 for con-
 venience. |

Using equation (5.%) and the segment edges defined in Table 5.3
(e.g. HO(Z,J=O) = 25, HM(Z,J=0) = 1024) A(Z,J) was calculated for all
“values of Zand J (2 =0 and 1, J =0, 1 and 2), The calculation was
performed with the aid of the digitel computer and "SUBRROUTINE DECODERD"
which is listed and discussed in Appendix B. The resultant values of
A{Z,J) define the adaptation algorithm depicted in Table 5.4, "AT EVERY
CLOCK INSTANCE J AND Z ARE INSPECTED AND THE PREVIOUS VALUE OF H IS
INCREMENTED BY A DISCRETE STEP 4(Z,J)". The magnitude of the PHM output 
H (generated by the hybrid SCALE Qecoder) as a function of time in clock
periods (or group length %) is plotted in Fig, 5;5, together with its
piece-wise lineérﬂapproximated curve,

Note that the upper limit of H(J=2) can be set arbitrarily anywhere
abéve H = Hﬁax = 2l0Omv. In this experiment the absolute overload poinf
of the digital SCALE was allowed to be higher than that of the hybrid
one, as indicated by the shaded area of Fig. 5.5. This, as discussed
above, imp?oves the dynamic range and performance of the system when

subjected to large input signal conditions.
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Control Segment Step height
Logic Number Increment per
clock period
2
J A,(2,7)
% ! -3
2 -8
o .5
o 1 +6
2 +h

Ta.ble 50’4

The values of Ad(Z,J) for the design example,

The values were found by computer simulation,
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5.6 COMPUTER SIMULATION (SOFTWARE APPROACH)

In order to test the vélidity of the proposed digital SCALE systen
and to evaluate its performance the hyhridVSCALE encoder and decoder, and
the digitai SCALE deco&er, were simulated on ICL 1904A digital computer
using FORTRAN IV,

The testing and evaluation wefe‘performed by encoding sections df
various analogue signals (d.c., sinusoidal and Gaussian waveforms) into
binary daté usiné the.hybrid SCALE encoder. The sempling frequency fp
wa.s 6thb/s, the input signal waveform dufation 512 clock periods and the
circuit parameters simulated are those shown in Table 5.2(b). The en-
coder was switched off at the end of each input section (except in the
case of Fig. 5.1la) and switched on at the beginning of the next. The
blocks of data of L{t)} corresponding to eachlinput signal (d.c., sine
vaves and Gaussian) shown in Table 5.2(a) were stored on punched cards.,
These L(t} blocks of data were then decoded by the hybrid SCALE decoder
and the digital equivalent; and the reconstructed analogue signals at the
output of the two systems were coﬁpared. Further testing of the digital
~ decoder was caryied out through measurements of SNR performance compared
to that of the optimized hybrid system,

The simulation program was divided into the following steps:

(i) Generation of the L(t) binary data

| The necessery input data for testing'the digital SCALE decoder was
generated by the digital computer following the procedure described by
the flow chart shown in Fig, 5.6,

For each value of "LOOP" (LOOP = 1,2,3,4) an analogue vaveform,
occupying a time interval of 512 clock periods, is generated. The first
three waveforms are generated by "SUBROUTINE SIGNAL" and are respectively:
5 volts dec, zero volts and 1 KHZ sinusoids of amplitude 1.5_volts. The
fourth waveform is a band limited Gaussian signal of bandwidth 4 KH, and

_standard deviation of wunity.
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~ SET CONSTANTS,
DIMENSIONS, ETC.

LOOP = 1

F S

GENERATE INPUT
SIGNAL. CALL
"SUBROUTINE SIGNAL"

Y.
~}

Y

4

. ENCODE INPUT SIGNAL

CALL "SUBROUTINE

GENERATE INPUT
SIGNAL |
"CALL GAUSS2"

CODEC"

'STORE THE 512 L(t)
SAMPLES ON CARDS

Figure 5.6

- YES

Flow chart for the
testing the SCALE digital decoder

IO0OP = IQ0P + 1

generation of digital signals for

1 The encoded signal is de of +5V amplitude

signal is O volts

3 The encoded signal is sinusoidal of freguency

£, =1 KH, and amplitude = 1.5V.

.LOOP =

LOOP = 2 The input
TOOP =

. LOOP = 4 The input

of bandwidth 4 KH

signal is a bandlimited Gaussian signal

and variesnce =1,
TQa z : - *



The waveforms are encoded into binary data by the hybrid SCALE
- encoder and then punched on cards for storage. The FORTRAN IV
subroutines "SIGNAL", GAUSS2" and "CODEC" have already been discussed

in Chapter III and are listed in Appendix B.

(ii) Simulation of the digital decoder

The block diagram of the decoder shown in Fig. 5.1{b) vas simulated.

‘The control logic in this case monitored the presenﬁ logical value of

the incoming signel L; (the value of L{t) at the instence of the ith

clock pulse) and the previous two values L , and L;_, - which are
stored in the SR - and produce 2, 2 ig a logical one vhen Li’ Li—l’
Li—2 are all identical, and it is a logical zero otherwise. Note

that the actual voltage value of Z in this case is not important; only
its logical value is required,

The SR and control logic are representéd in the computer program
by ﬁSUBROUTINE DIRECTION" which is listed in Appendix B. The polarity
digit o, is identical to L; and indicates that the polarity of the
amplitudé - represented by the accumulator digital oufput - is positive
yheﬁ it (ap) is a iogisal one and the amplitude is negative when it is
a logicél zero, The output filter is simulated by "SUBROUTINE FILTER"
vhich has already been described in Chapter III.

Simulation of the remaining two blocks of the decoder -~ the

_adaptive accumulator AA and the digital-to-snalogue converter D/A - is

discussed below:

(1} The Adaptive Accumulator

The AA which was simulated employed the counting approach. This
approach satisfied equation (5.3b) and results in a system block diagram
which is shown in Fig. 5.7.

Below overload equation (5.3b) can be written as:
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J o s
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J 5 A
. H.. ‘Parallel~In
E Adaptive Up-Down < D1 .
F— _ < > Parallel~-Qut
' Binary Coumter T kg Shift Register
AUDC e PIPO
- h
\-L/ Qutput 7
- fips <
Full Binary Adder A Control Logic J
FA CL '
Hp; >
" . I
q v
e
5 -set SC 4
(o] . I
Error Protection Adaptive Binary
$ Logic Up-Counter é‘].:—
Sh - EFL FF PCLEAR = o7,
' ABUC Z
Y A
B '
. ! . -t ——
’ ¢lock £

Figure 5.7. Block diagram of the adaptive digital accumulator using the céunting techniques
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Hpi = Mpgi-a) * 8a(Zed)ec By > By (5.5)
® Hpin coeoe e e e o Hpeigy $ Hpgg

vhere J is defined by Table 5.3 in terms of the decimal equivalent of
Hp(i-1)c The decimal equivalent of Ad(Z,J) is defined by Table 5.k,
To simplify the implementation of equation {5.5) in the form described
by the block diagram of Fig. 5.7, equaﬁion (5.5) and Table 5.4 were

modified as shown in equation (5.6) and Table 5.5 below,

H + Ad(Z,J)

pi = Hp(i-1)

= Hpay* Aé(Z,J) + A:{(Z,J).....H.D(i_l) > Hy oo )
5.

H.Dm.inoo'-u--a-o.ooauD(i_l)SH.Dmin

ghere 84(2,3) = 83(2,3) +43(2,3) | (5.7)

The equivalent decimal values of Aé(Z,J) and AE(Z,J) are respectively
defined by Tables 5.5a and 5.5b.

Now in Fig. 5.7 the functions H T HD(iél)’ S, Sh and Sc are all
12-digit parallel binary words having the meanings given below:

HDi is the present DSCALE word representing Hi (the estimate

of Hi ~ the hybrid SCALE present step height) in binary notation.

In binary Hp: co?s1sts of the sequence (alz,all,....,al) where

8 is the least significant digit LSD.

Therefore:
12

b =1 ‘
H. = H. = J a2 - (5.8)
D1 1 j=1 J

and aj.= {0,1} .

HD”~“ is the previous word of the DSCALE and represents Hi—l
Nk g

(the estimate of H; ; — the hybrid SCALE previous step height)
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Control logie

Control logic

Segment No,

output Segment No, Partial increment output Partial incremeit
‘Z J 44(Z,3) 7 J AS.(Z'J)
0 0 0 -1
: z, 1 +1 z, 1 L
2 o 2 -8
0 0 0 +3
Zh 1 2 Zh 1 +4
2 0 2 +k o
(v) (a)

Table 5.5 Partitioned value of the step height increrment Ad(Z,J) into Aé(Z,J) + AE(Z,J). The sum
of these two parts for any of the combinations of Z and J produces the corresponding

value of Ad(Z,J) given in Table S5.h.
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in binary notation. Hﬁ(i?l) consists of the binary sequence

(bla’bll’°°"’bl) where by is the LSD.
Thefefore:
P B
Mgy = B =L b2 L (59
and bj={0,1} .

So is the minimum value of-HDi (1.ef I& 'n) and represents the
initial idling condition step height in the hybrid SCALE except

that S is in binary notation.

Therefore:

12, -
‘= - J-1

8, = My, = 1 429 (5.10)

J=1

and dj={o,1} .

Now in the hybrid SCALE system H . was 25 m. volts. 'In the
DSCALE, however, HDmin ves made 31 m. volts. This small change
simplifies the logic eircuit which is to be designed to detect

the condition when HDi = H but its effect on the output

Dumin}
signal from the DSCALE decoder was shown experimentally to be
negligible, |

S, is therefore a constant binary wofd in which the five least
significant digits, dl,dz,d3,dh‘and d5’ are set to logical cnes
uhilé the rest of the word digitg (d6,dT,...,d12) are set to

logical zeros. i.e.
(d12,dll,dlo,dg,ds,dT,d6,dS,dh,dB,dE,dl) = (o0,0,0,0,0,0,0,1,1,1,1,1)
‘which has the decimal value of 31.

Sc is the contribution to HDi from AE(Z,J); see equation (575). It
is a 12-digit binary wvord consisting of the sequence (ela,ell,...,el)

and represents the sum of all the increments AE(Z,J} since the
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counter ABUC was cleared. In decimal notation S  can be written

as:
12 .
'Sc = E eJEJ
=1

il (5.11)

vhere e, is the LSD and e; = {o,1}.
The contents of the binary counter ABUC represented by the

sequence (e l,...,el) are added to the contents of the adaptive

12°%
up/dowvn counter AUDC whenever an overload condition (i.e. Bp(s-1) =
HDmax) occurs or when the AUDC itself becomes overloaded or when
its contents are equal to or less than HDmin' After this addition

is completed the digits of the sequence (e

12,ell,...,el) are all

set to logicel zeros.

5, is the sum of all the increments Aé(Z,J) (i.e. all the history

of Ad(Z,J) plus the contribution to H . from AE(Z,J) which might

Di
have been transferred from the adaptive up-counter AUBC to the
adaptive up-down counter AUDC during the history of the system
operation.

Sh consists of the binary sequency (°12'°11'°10’°'°'°1) and

can be written in decimal notation as:

2 L
8, = J e
=

vhere ¢ is the 1SD and c; = {01}

The operation of the system in Fig. 5.7 is as follows:

Whenever HD(i—l) 1s equal to or less than HDmin and 2 is a logical
zero, the control logic CL produces a voltage pulse I. This pulse sets
the contents of the adaptive up-counter (ABUC) to So end inhibits the
adaptive up-down counter (AUDC) from any further counting. The "set"

signal shown at the ABUC input is generated by a logic circuit inside
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the control logic block (CL). This logic eircuit simply monitors the
HD(i—l) sequence (ble’bll"'°fbl) and Z, and generatés a pulse I when
blz’bll""’bT end be are all logical zeros and Z is also a logical
Zero.

When 2 becomes & logical one the "set" pulse I disappears and the
adaptive counters AUDC and ABUC start counting according to the rules
given in Tables 5.5a and 5.5b, resPecéively.. This counting is performed
under the control of the clock (which is ruﬁning at fp Kb/s). |

Every clock period (TP)'the contents of the adeptive binary
counters AUDC and ABUC (Sh and Sc) are added together by the binary
full adder {FA) to produce the parallel binary word . which is the
output of the adaptive accumulator. i.e.

Hy, = S, +8, (5.13)
HDi is trensmitted to the next processing stage (e.g. D/A conversion,
SCALEQto-PCM conversion, eté,) and- also loaded into the 12-bit parallel-
in-parallel out shift register (PIPQ). The PIPO acts as cne word |
digital delay element which provides HD(i-l) at its output revery clock |
period. The output HD(i—l) of the PIPO is inspected by the control
logic CL every clock period and the segment number J is generated
- according to Table 5.3._’ |
In this éxample J =0, 1 or 2 and can, therefore, be represented
-in binary notation by 2 parsallel binary digits ﬁhich-form the binary
sequence‘(gl,ge).

Therefore

s= ] g2t (5.1%)

where gj={0,1} and g, is the LSD.
Now because the ABUC is an Up-counter overflow will sooner or

later take place. Also because the AUDC is an Up—-down cownter its
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content can gé on decreasing even below zéro, These overflow and under-
flow conditions can cause seriéus errors and degrade the performence of
the system., To avoid these efrors; the error protection logie (EPL)
was included to detecﬁ the overflow in the ABUC and the underflow in
the AUDC,

The EPL inspects the contents S, and §_ of the AUDC and the ABUC,

respectively, and generates a pulse E when:

(a) The 9 most significant digits of S, i.e. (012’c11"'ch)’ are
all logical ones
and/or

(b) The 8 most significant digits of S, i.e. (e eesc)) are

2°%11
all logical zeros. '
Note that the AUDC. maximum decrement ( A,(2=0, J=2)) is -8
m. volts and the maximum ABUC increment ( 4,(Z=l, J=1)) is +2
m. #oltsf (See Tables 5.5 a, and b.)
Therefore
[ 1. when (ele’ell"‘eh) are é;l logical
ones, and/or (c12’cll"‘ch) are all

E = ) ~ logical zeros. 1(5.25)

0 otherwise

) ¥hen E is a logical one the sum Hbi = Sh + Sc is formed in the
normsl way, passed to the PIPO and thence loaded into the AUDC. Now,
with the aid of the D-type flip-flop (FF) the ABUC is cleared at the
‘ﬁext clock instance,

Using the properties and the mathematical equations of the adaptive
accumulator {AA) shown in Fig. 5.7, the AA was simulated oé the digital
computer‘using three subprograms which vere written specislly for this

purpose.
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The subprograms are: "SUBROUTINE HISTORY", "SUBROUTINE AUCOUNTER"

and "SUBROUTINE ADDER", These are listed and described in Appendix B.

(2) The Digital-to-Analogue Converter

The function of the D/A converter appearing in Fig. 5.1(b) is to

accept the 12-parallel binary digits (a12’a11"'al) - representing the

input signal at the input of the remote SCALE encoder ~ and reconstruct

an analogue signal Hi which is delivered to the input port of the output

th

filter at the i™ clock pulse instance, The polarity of B, is positive

" t

when "ap is a logical one and it is negative when "ap' is a logical
zero, The symbol Vﬁ in Fig. 5.8 represents the reference voltage for
the D/A and was made (in this example) equal to ﬂ;096 volts. Vﬁ is
the maximum voltage step that can appear at the output of the D/A con-
verter,

Referring to Fig. 5.8, the output sipgnal of the D/A at the ith

clock instance can be written as

" 12 =Y
B, = % y a2/ (5.16)
j:]_ J o

where aj={0,l} and a. is the LSD.

1
ﬁi_is in mv. and approximately equal to Hi generated by the PHM
in the hybrid encoder. |
Using (5.16) the D/A was simulated in FORTRAN by a subprogram
vhich was named "DAC", "SUBROUTINE DAC" is listed in Appendix B,
Summarf of the simulation program of the digital SCALE decoder is

‘shown in the form of a flow chart in Fig. 5.9.
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DIGITAL-TO-ANALOGUE CONVERTER
D/A L e)VR
7 aH

Figure 5.8 Block diagram of the Digital-to-analogue converter D/A,

B1s8pssesesdy, BYE the input binary sequence represent-—
ing the DSCALE digital word H T ap is the sign bit
and Hi is the analogue equivalent of Hps o
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' START ’

A

SET CONSTANTS, 1 5 READ L, FROM
DIMENSIONS, ETC. - B CARDS DECK
i=1
13
SUBROUTINE HISTORY (... . CALL "HISTORY" TO
esas) : GENERATE
: RETURN g "
N
b
X _
SUBROUTINE AUCOUNTER (.. CALL "“AUCOUNTER"
ceoes) TO GENERATE S_ A
RETURN ;
5
h
1§ malll
SUBROUTINE ADDER (seeene) CALL "ADDER" TO FORM
THE SUM
RETURN . By, =8, +5,
I.s
CALL "DAC" TO

IS i < 512

7 GENERATE H. FROM H..
i Di

Y

Figure 5.9 Flow chart of the digital SCALE decoder simulation program
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(3} Testing snd calculating the system performance

(i) Waveform revroduction

The FORTRAN IV program vwhich was compiled for testing the effect
of digitiziﬁg the pulse-high modulated signal ﬁ(t) on the final output
fiitered waveform ;e(t) is summarized by the flow chert shown in
Fig. 5.10, The program was'run } times and in each run a block of 512
data bits were read, decoded simultaneously by the hybrid and the
digital SCALE decoders, and the corresponding filtered output waveforms
from the two different decoders were plotted on the séme axis so that
they could be easily compared.

The binary data Blocks represent the waveforms which were encoded
according to the procedure defined by Fig. 5.6.

The comparison graphs are shown in Figs 5.11&, 5.11b and 5.1lc
for d.c., sinusoidal and bandlimited Gaussian noise signals respectively.

It can be seen from these graphs that the waveforms obtained by
enalogue and those obtained by digital processing of the L(t) signals

are almost identical.

(ii) Signal-to-Noise Ratioc Performance

The signal-to-noise ratio SNR for the digital SCALE before over-
load can be calculated using equation (2.24); but with Hpreplaced by H? the
average signal at the output of the D/A converter), This leads to the

" relation

_ . 2 - F
SNR, = Rc(ox/Hp) o € Hp (5.17)

wvhere ox is the RMS value of the input signal voltage waveform and

353
R, = ep 3 .3
[ o4
Bukc(3le + fa fb)
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SET CONSTANTS,
DIMENSIONS, ETC.

LOOP = 1

READ ONE BLOCK OF

DATA
(512 L(t) DIGITS)

'DECODE DATA USING
HYBRID SCALE.
CALL “SUBROUTINE

CODEC"

FILTER RECONSTRUCTED
. SIGNAL.

. CALL "SUBROUTINE
FILTER"

!

DECODE DATA USING
THE DIGITAL SCALE

DECODER
T

FILTER RECONSTRUCTED
SIGNAL,

CALL "SUBROUTINE
FILTER"

I

DISPLAY RESULTS.
CALL GRAPH PLOTTING

ROUTINES "UTPLC" AND "UTPLBT
T0 PLOT GRAPHS

LOOP =
100P + 1

Figure 5.10  Flow chart of the program used for testing the

dipgital SCALE decoder {comparison with the hybrid

decoder).
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Above overload the SNR, can be calculated as in equation (2.26),

d
i.e,
_ ~ 2 ’ A
SNR, = Rc(%f“x) o, > H_ (5.18)
Now in this experiment fl’ fa’ fb, fp’ and B are defined by

Table 5.2, k, can be found from Fig, 4.,10f (the graph of k, versus fp.
This gives kc(fp = 64 Kb/s) as approximately 1.1).

Like the hybrid SCALE - the digital SCALE was designed in such a
menner that the feedback step-height ﬁ§ varies in sympathy with the
variations in the power residing in the input waveform., This means
that for every value of Oy (the RMS value of the input signal cglculated
over a period of time which is = 1 pitch period), there exists a cor-
responding value of ﬁp (which is the average value of ﬁi over all
values of i),

To £ind the relationship between o and ﬁp - and hence calculate
therSNRa as a function of the input power - the digital computer was
employed as . follows, .

(i) The subprogram "SUBROUTINE GAUSS2" was employed to éenerate a
Gaussian signal xi(t) of varisnce 02 and occupying a time period

.r; = 5§12 TP. The Gaussian signal was Fhen‘bandlimited by the

simuilated digital filter - represented by "SUBROUTINE FILTER" -

and the RMS value of the input signal o, vas computed,

(5.19)

vhere £ is the input duration in clock periods (i.e. & = 512)
and X, is the signal value seen at the instance of the ith clock

pulse, at the output port of the input filter.
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(ii) The 512 samples xs were applied to the simulated hybrid SCALE
encloder-represented by the subprogram "SUBROUTINE CODEC" to

generate 512 binary digits Li'

(iii) The block of data generated was applied to the simulétéd digital
SCALE decoder - represented by "SUBROUTINE DIRECTION", "SUBROUTINE
HIéTORY", "SUBROUTINE.AUCOUNTER“, "SUBROUTINE ADDER" and "SUB=~
ROUTINE DAC" - and the average value of the reconstructed signal

A

HP ~- before filtering - was computed.

. [
Ho o= {izl[ﬁil]/z | (5.20)

where £ & 512 and Hi is the output of the D/A converter at the

ith clock instance,

(iv) The steps (i), (ii) and (iii) above were repeated for 2k values
of o between 0 and 10 and the corresponding computed values of

cx and Hp were noted,

-

This procedure for calculating HP as a function of o, is surmarized
by the flow chart of the computer program, shown in Fig. 5.12, which was
used for this purpose.

The computation of the SNRd as e function of the input power was
lperforméd by substituting the values of o, and the corresponding values
of ﬁp (noted from the computation carried out by the above procedure}
inside the computexn Thié was achieved by reading in the values of o
and the corresponding values of ﬁp vhich were already punched on cards
(see Fig. 5.12, stétment No. 19) and then calling the subprograms
ﬁSUBROUTINE.COMPARE" and "SUBROUTINE SNRACL" to implement equations
(5.17) and (5.18) into FORTRAN,

The procedure flow chart for this operation is shown in Fig. 5.13.
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( START } -

fl 1
SET o TO MINIMUM 2 |  SET CONSTANTS,
THIS PRODUCES ci 232 dBw | DIMENSIONS, ETC.

> |

GENERATE 512 INPUT SAMPLES ‘ i "SUBROUTINE GAUSS a"
OF GAUSSIAN SIGNAL WITH t T

l
P
2 1,Ps12.
VARIANCE o i.e. 5
4~———  RETURN (t)
CALL GAUSS2{0,512,.4..) - A

nn

Is

7
BAND LIMIT THE GAUSSIAN [T ™ SUBROUTINE FILTER
- SIGNAL TO 4 KHZ
CALL FILTER - @ji——-—-—- RETURN x, is1,512
v .
' CALCULATE THE RMS OF THE ENCODE THE BANDLIMITED
FILTERED WAVEFCRM o_ USING — VAVEFORM INTO BINARY
EQN. (5.19) «<t— DATA i.,e. "CALL CODEC"

R

' SUBROUTINE CODEC
t =T ,512T
p’5 P
RETURN L(t)

Figure 5,12 Flow diagram of the computer procedure used for
calculating o, (the input rms voltage) and Hp
(the average of the magnitude of H1) over 512

clock periods
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"SUBROUTINE DIRECTION"
"SUBROUTINE HISTORY"
"SUBROUTINE AUCOUNTER"
“"SUBROUTINE ADDER"
"SUBROUTINE DAC"

RETURN H, - i=1,512

14

15

DECODE L{t) DATA BLOCK OF
512 DIGITS USING DSCALE.
CALL "DIRECTION", "HISTORY",
“AUCOUNTER", "ADDER", “DAC"
(512 TIMES)

% | 16
"

CALCULATE H§ FROM Hi
SAMPLES USING EQUATION
(5.20) .

PUNCH VALUES OF o_ AND
CORRESPONDING VALUES OF H_
~ ON CARDS TO BE USED FOR

‘ SNR, CALCULATIONS

INCREMENT o, RESET ENCODER
ARD DECODER TO INITIAL
CONDITIONS

20
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( START )

1
A
SET CONSTANTS, 5 READ IN FROM CARDS
THE 24
DIMENSIONS, ETC. £ 2% VALUES OF o,
AND CORRESPONDING Hy,
3
b .
R
SUBROUTINE COMPARE (fp, CALL “COMPARE" TO
£1, £,5 fis B, kc), 5 CALCULATE R
RETURN R . ’ (See eqn. (2.17))
Y
!
6y
CALL "SNRACL" TO COMPUTE SNR, IN dB AS A
FUNCTION OF INPUT POWER IN dB ~MEASURED AT
THE INPUT PORT OF AN AMPLIFIER (GAIN = 22 dB)
INSERTED BETWEEN THE INPUT FILTER AND THE
ENCODER (SEE FIG. 5.9)
l?
8 .
SUBROUTINE UTPOP i : ,
SUBROUTINE UTPLC DISPLAY THE SNR
SUBROUTINE UTPLB
SUBROUTINE UTPCL 9 CURVE GRAPHICALLY
e
RETURN GRAPHS CALL UTPLC, UTPLB

Figure 5.13 Computation of SNR., as a function of the input power,

d
(Computer program flow chart)
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Nov the hardware model of the hybrid SCALE, discussed in Chaﬁter Iv,
employes en input amplifie:'whiéh accepts the filtered signal 0; and
;produces amplified signal L "The amplifier gaip is =22 4B,

- To enable the compa;ison between the practical and simulation
results, "SUBROUTiNE SNRACL™ calculates:the_signal-to-noise ratio as a
function of the equivaleﬁt input signal 0; which when amplified by 22 aB
produces 0_ (see Figs 4.9 and 5.14), The subprogram "SUBROUTINE SNRACL"
also converts o! from dB to dBu in 600 ohms.

The signal-to-noise ratio curves SNR 4 and'SNR for the digital and

hybrid SCALE systems, computed as functions of input power in dBm and

Z
be seen from Fig., 5.15 that, compared with the hybrid SCALE, the digital

the input filter bandwidth in XH,,, are displayed in Fig. 5.15. It can
SCALE system has clearly improved signal-to-noise ratio performance
when the input signal is small (U; $ 1). For larger input signals,
however, the hybrid SCALE system performs better. (Note‘that in‘this‘

. calculation the DSCALE was assumed to reach'thé absolute overload point
| at the same input vhich causes the hybrid SCALE PHH to-limit.) These
effects are mginly'dﬁe to: | ' _'

(1) The digital system employs smaller feedback step heights

vhen the input signal is small (ﬁi < H; for ﬁi < = 500 mv.).

(2) The digital system employs larger feedback step heights

- when the input signal is large. (See Fig. 5.6a.)

Further investigation of fig. 5.10 reveals that on average the two
systems are very close to 6né snother and.it can be conplﬁded.that the
proposed digital SCALE is aﬁ least as good as the hybrid one, In
addition, in the digital SCALE the number of discrete and analogue

| components has been reduced aﬁd_the reconstructed signal, which rep-
fesents the input waveform, is svailable in diéital-fdrm.‘ This latter

characteristic of the digital SCALE is the most important adventage of
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WIDE BAND

GAUSSIAN
SIGNAL -

Figure 5.14

o—>

Bandpass

Filter

RMS value of
the input

voltage oi in B} :
[, Input impedance 6000

Amplifier

Gaip 22 aB

P

SCALE
Encoder

(less the input filter

Modification to the simulated input signal to enable comparison between

the practical and simulated models

X

o; = The input RMS voltage vwhich when amplified by 22 dB produces o

In the computer simulation o, vas calculated first and was then attenuated

by 22 dB to obtain O This was then used in the calculation of the SNR; as &

0. = The RMS value of the input voltage calculated over a period TP

fuiction of the input power (a; in dBm).

= 5127
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Graphs of signal-to-noise ratio versus input power obtained by simulation of the hybrid

o Figure 5,15
f§5§ and digital SCALE systems on a digital computer. The effect of an inpux amplifier of power
2_5 gain 22dB was taken into account. '
o .
8 25k <N\
ﬁ Ne = 3
it
] Y F = € x
d 3 [4 s
L
v 20— 1
154 .
\
curves (1) and (2) are for input filter bandwidth of 2,U KH,, .
10r- (1) DSCALE (digital SCALE) system
(2) HSCALE (hybrid SCALE) system
curves {3) and (4) are for an-input filter of bandwidth 3.3 KH,
5~ (3) DSCALE system
(4) HSCALE system
| [ | 1 l I 1 ] —
=715 -65 -35. 45 -35 -25 =15 =5 0w .

input power in dBm

1
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the system because it makes digital processing of the SCALE system
binary data possible. In the next chapters the results concluded
abEVe will be employed to the design of all-digital converters which
accept the SCALE binary data and produce Linear and A-law PCM and vice

yersa.,

5.7 HARDWARE APPROACH TO THE IMPLEMENTATION OF DSCALE

The aim of this section is to take the DSCALE design, discussed
above, one stép further by deséribing & hardware model of the systen.
The model must satisfy the design tables and equatiocns derived in
‘Sections 5.3 and 5.k; and it must employ off—the-sﬁelf, economically
available integrated circuits. The system block dimgram is shown in
Fig. 5.1. The forward path need not be discussed because it has
already been investigated in Chapter II and IV. The part vhich are to
be discussed in detail are the local and the remote decoders shéwn in
Fig. 5.1b. The hybrid SCALE, the equivalent of which was designed,
employs & 3=bit long shift register. The implementation design pro-

cedure can be partitioned as follows.

(1) Generation of the control signal Z

The 7 control signal can be genergted from the binary data Li
using the circuit shown in Fig. 5.1b. This circuit is similar to that
-employed in the experimental hybrid SCALE system discussed in Chapter II.
The main differences between the two cirecuits are:

(i) The circuit in Fig. 5.1b was designed for fixed-length shift.
regigter of 3 bitg. Therefore, the selection logic SL of Fig. 2.3
is not necessary.

(ii) The velue of Z is 5 or O volts as compared with that of Fig. 2.3
of Chapter II where Z varies between O.l and 3.8 volts. Tﬁis is

pecause in the case of the DSCALE the actual value of Z is of no
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significanée and therefore only its logical value is reciuiredf

The circuit shown in Fig. 5.16 accepts a binary digit L; at the
ith elock instance ahd produces a control signal Z which, as in the
case of the hybrid SCALE, is a function of the present and two previous
logical values of L{t). i.e.

7 = (Li.Li_l.Li_z) * (Lpely 5ehy o)

The circuit employes two Texas Th series TTL integrated circuit
chips. The first chip SNTLTE is a dual D-type flip-flop to store

L; , and L, The second chip SNTU1O is a triple 3-input NAND gate

2.
to implement the execlusive OR function described by the equation given

above,

(2) The Adaptive Accumulator AA

The AA can be implemented either in the form of Fig. 5.2 or in the
form of Fig. 5.7 (using the counting approach), The two fofms.give
exactly the same result, i,e., given Z they produce HDi' The circuit
synthesis for the hardware implementation was chosen to be based on
the form of Fig. Se2,4

‘ The AA in this case can be divided into three parts: the adder-

subtractor ADS, the parallel—in‘parallel-out shift register PIPO and the

selection logic ASL. .. - - -~ "

(a} The adder-subtractor ADS

- The function of this block is to perform the operation

= pgsy) ¢ 8y(20) =2

= i) T 420 =0

vhere HDi end HD(i-l) ere ]12-digit wide parallel binary signals

defined by equation (5.8).
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Figure 5.16  Generation of the Z control signal

(a) Logical diagram., FF are D flip-flops and (3 is an

exclusive OR.

— — (v) . Circuit diagram,
SNTLTh = Texas Instruments T4 TTL Dual D type Flip-Flop
SNT410 = Texas Instruments Th TTL Triple 3-Input NAND Gates




Ad(Z,J) is a parallel 4-digit binary word consisting of the binary
sequence (Ah,AS,Az;Al) representing the increment of the step-height in

binary notation. In decimal notation Ad(Z,J) can be written as

L i1
8,(2,0) = ] a2 (5.21)
j=1 9

where 4, is the LSD
4,={0,1) - ' (5.22)

The adder-subtractor can be realized by 3 blocks of L-bit binary
3 adders in conjunction with 3 blocks of h—biﬁ true-zero complement
elements. The arrangement is shown in Fig. 5.17. Subtraction is
carried out by the addition of 2's complements. Negative values of
the number Ad are represented by the 2's complement of Ad’ i.e,

(213 - Ad); this when added to HD(i*l) gives the result (HD(i—l) - Ad)’
i.e.

1241

(2% - a,(2,0)) + (i) = (Hj(1-1) - 84(2,) + 213,

The 2's complement of Ad(Z,J) is genersated by interchanging the
ones and zeros in Ad(Z,J) and adding one to the result. The interchange
is carried out by the true-zero complement elements COML, COM2, COM3

{see Fig. 5.12) and the one is added at the carry input of the adder

“_Ssgmpri§ing ADD1, ADD2, ADD3}. The o'3 term eppears as a carry Cf from
‘the last adder stage and indicates that the result of the subtraction
is positive, When Cﬁ is a logical zero the outﬁut of the adder rep—-
resents & negative quantity and appears in 2's complement form., This
lcannot happen in our case because Ad(Z,J) is always less than Hb(i—l)"
When Z = 1 the cafry input to the first stage of the adder is a
logical zero and the action of the COML, COM2, COM3 is inhibited, In

this case Ad(Z,J) is simply passed to the input of the adder where it
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is added-to HD(i*l)f
Fig. 5,18 shows how the circuit of the adder/subtractor can be
implemented using Texes Instruments integrated circuits, chips
snSh283.and SNT4HB87. The SNS5L283 are L-bit binary edders. The sum
outputs (aj) provided for each bit and the resultant carfy (Eh) is

obtained from the th

bit, These adders feature full interral look-
~ ahead across all four bits generatiné the carry term in 10 nanosecond.

Tﬁia provides partial iéok—ahead performance et the economy and reduced
package count of the riple-carry iﬁplementation.shown in Fig. 5.13.
The complete addition operation of two 12-bit binary numbers is carried
out in approximatelf 3% nonosecond, |

The SNTLH8T are L-~bit true/complement elements. When the input

to the control pin {pin 8) is low (logical zero) the k-bits applied to
the input (pins 2, 5, 10, 13) are transferred to the output pins (pins
3, 6, 9, 12) in either complement or true form depending on whether
the second control pin (pin 1) is at logical zero or logical one,
respectively.

»*

Detailed description of SNTh00, SNTUH8T and SN54283 is available
(77,88)_ '

'in the manufacturer's literature

(b) The PIPO and segment logic

The function of the PIPO is to act as a temporary memory in which
- the output of the adder/subtractor at the instance 6f the previous
clock pulse is stored. The output of the PIPQ at the ith clock pulse
is HD(i—l)' This can be achieved by the arrangement depicteﬁ in

Fig., 5.19, The circuit diagram shown in Fig. 5.1kc employs tw0'fexas
chips « SNTh198, which.is-ah 8-bit, and SNTh19k, wﬁicﬁ is alh-bit wide
parallel-in parallel-ouﬁ shift régister - to form & 12-bit wide PIPO,-

The clear pins 1 (SNTM19L4) and 13 (SN7h198) are taken to the 5 volts
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(a) Functicnal diagram

Figure.5.19
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SOSl = Loading control signals
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rail and the control pins 5, Sl'(pins 9, 10 for SNT419L, pins 1, 23
for SNTL198) to éround. This enables the input digits to the PIPO
before the positive edge of the clock pulse arrives to be transferred
to the PIPO output synchronously with the leading edge of the clock
pulée (see Fig. 5.19b),

The segment logic shown in Fig. 5.20 scans the output HD(i—l)
of the PIPO according to Table 5.3 and produces Joo vhen J = 0, JOl
when J = 1 and Jyp Vhen J =2, The segment logic elso detecté the
overload (when Hp(5-1) 3 2.56 volts) and the initial idling {when
HD(iﬂl) € 32 mv) condition asnd generates the indicato: signals Gb
and Gm, respectively.

The circuit diagram of the board which performs the above opera-
tions is shown in Fig. 5.20b., It employs Texas Instruments integrated

eircuits which are economically and commercially available as listed

in the figure.

{c) Selection logic

The function of the selection logic is to select the appropriate
“value of Ad(Z,J) according to Table 5.4, This task can be performed

by first generating the address signals Ap, By and Jé from the outputs

Jbo, JOl and JlO of‘the segment logic. The functional and circuit
diagrams of the arrangement which performs this intermediate operation
is shown in Fig. 5.21a and 5.21c. The generated address signals AR’

! as functions of J J J

3 00* Y01* Y10
ional Table of Fig. 5.21b. Having generated the address signals AR’

BR and J and Z are defined by the funct-
BR’ Jé and G, , the appropriate binary values of Ad(Z,J) defined by
Teble 5.4 are accordingly selected using the arrangement shown in Fig.
5.22b, The realization of this block diagram using Texas integrated

cirecuit chips (SNTLO0 quadruple 2-input NAND gates, SNT4153 dusl

h=lina to 1-line celsctors cnd SNTII2S gundruple dus buffer gebes) ic
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J

00 = (P1p *+ By

Top = (dyp + b3y )e(by by + byoby)
T10 = P12

Gy = (by5b,4)2

Gy = 1-’125115.10751;-5.]5756

Figure 5.20 The segment logic
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Functional diagram

Note: Functional table Figure 5.21(b) is on page
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shﬁwn in Fig. 5.22c; The relationship between the address/control
signals (AR, Bps Jé and Gd) and A&(Z,J) in binary and decimal notation
is defined by Table 5.22a; It can be noticed from this table that when
Gy =1 (indicating that overloading has been detected) the generated
increment Ad(G0 =1) is zero and the reconstructed signal remaing
constant,

The final output of the digitsl adaptive accumulator which is to
be applied to the D/A converter is passed in parallel from the ADS to
another set of h-bit to 1l-line éelectors, as shown in Fig. 5.23. These
selectors are controlled by G {the initial idling control signal). As
long as Gm =0, HDi at the output of the ADS is transferred unaltered
" to t_he input of the DfA converter. When Gm = 1 the output of the
selectors is a constant binary signal So defined by equation 5.10 (i.e.
the minimum step-height of 31 mv). The actugl circuit diagran is
given in Fig. 5.23b. It employs 3 blocks of quadruple 2~line-to-l-line
éelecﬁors which accept the‘output of the ADS and a constant signal Sol
and passes one of these signels to the.output.according to the function-
al table of Fig., 5.23a. In other words, the selectors pass a

1000008.12

to the out without alteration when G, = O but replace a; by a; (§ =1,12)

vhen G = 1,
m .
The ocutput HDi of the selectors is then passed to the D/A converter

for analogue processing or to & digital processing circuit, as required.
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Control signals

Increment Ad(Z,J)

- |decimal
S NCH Tl M M M M N
0 0 0 0 0 1 0 0 L
0 0 0 1 o 1 1 0 6
o 0 1 0 0 0 1 1 3
0 0 1 1 1 0 0 0 8
0 1 1 b 0 0 0 1 1
1 X X X 0 0 0 0 0

Figure 5.22(a)

" Truth table of the selection of Ad(Z,J)

z imnn J:".’: BR AR
0 0 0O i 1 0
0 o 1 ¢ 1 0
0] 1 0 0 1l 1
1 o 0 0 1 1
1 c 1 0 ¢ 1
1 1 0 0 o 0

Figure 5.21(b)

Functional table of the
generation of the A-adiress
signals
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Figure 5.22(b) Functional diagram of the selection of Ad(Z,J)

y -

Lb-line to one line data selectors
Bus Buffer gates with 3-state outputs. Output is disabled when I3 is high.

1

SELL,....SELY
BFL,eee..BF8



fag | Gor % T“2 JooT

voié?. | — | t i — L ]
o n[nh'rlrululx:lrl rLrllﬂleuij rLrLﬁr rLrjxr r‘llrl“lrl)ljllllrll b

-—.._..___‘

it

1615 ¥ 32 up 3 ,}515 1321109 141312 1119 g 14 13 1211 19 9 g 1312 1110 9
SN7h153 SNTL153 SNTh125 SNTh125 smhco

Llshss'ra 12345678 12345 6 7 1 2 34 56 7 12 3hcs
L””- [ L?LiLFJLJLﬁLJT ’ ] IT_! =) LIJLJI,JLIJ E EJ"‘EIBI_GH‘J

ofin

Figure 5.22(5) Circuit diagram of the selection of A 4(2s9)

L .. SNTh153 = Texas Dual h-line to 1-line data
selector/multiplexer
B - & 8
SNTh125 = Texas Quedruple Bus Buffer gates
SNT400 = Quadruple 2-input NAND gates (to generate

| ]
J% from Z and JOO)

AR’ BR,E, Jop @nd G, are inputs

Ao, Al, A2 ,A3 are outputs
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Y
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TO
Lo o D/A CONVERTER

SEL2 o-—0 3

B SPT—

y

SEL3 =

(a)

Figure 5.23
(a)

G Inpuks Outputs

0 So 7 HDi l{Di = ala....ol.l.al

1 ‘SO HDi ,SO = dlaoooo--.---dl

Functional table

Selection of the final output from the Accumulator

8yseesstly, BTE defined by equation (5.8)

] n "o "
dl""'d12 (5-19)
SEIl.....SEL3 = Quadruple 2-line to l-line data

selectors:
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| Figure 5.23 Final, selection of.HDi
(v) Circuit diagram using Texas SN7L15T

SNT4157 = 2-1line to l-line data selectors/multiplexers
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CHAPTER VI

SCALE = TO -~ A~LAW PCM CONVERSION

There are many situations when if is desirable to convert the binary
data originating from a SCALE encoder intoe PCM words and vice versa,
_Sﬁch gituations have been mentioned in Chapter I and will be discussed
in more detail in Chapter VIII.

The purpcse of this chapter is the design of a converter which
accepts the SCALE binary data stream L(t) and produces A-law PCM words.,
When.such an A-law PCM code word Xé is apﬁlied to an ordinary A-law PCM
decoder, the filtered output signal xé(t) must be a close estimate of
xa(t) - the input signal to the SCALE enéoder.

The most obvious approach to this conversion problem is that shown
in Fig. 6;1a. The SCALE binary signal L(t) is first converted to ana—
logue waveform ;2(t) by a SCALE decoder and subsequently encoded into
A-law PCM by an A-law PCM encoder,

This approach does not only lead to a costly hardware realization
but extra noise is added to the final decoded signal due to the unavoid-
able noise associated with the analogue circuit; and due to the digital-
analogue-digital operations themselves. To avoid these complications it
is necessary to perform the conversion completely in the digital domain,
.;s shown in Fig. 6.1lb.

During the last seven years. several attempts have been made to use
the linear Deltamodulation system as a part of linear PCM(TB), A-law

per{ 9} ana ool €0)

encoders and decoders. The practical applications
of the results of these experimental and theoretical studies are, to
date, rare., This is a direct consequence of the constant step-height

nature of the linear Deltamodulator, which resulted in converters with

97



L(t)

SCALE
binary
date

L(t)
o

' SCALE
DECODER

(hybrid)

x,(t)

decoded
analogue

(a)

signal

SCALE binary data

Figure 6.1

SCALE~TO-A~LAW PCM
ALL-DIGITAL

CONVERTER

X
e
A—LAW PCM ] ,
ENCODER A-law PCM
code words
X
c
£be

(b)

Methods of SCALE-to-A-law PCM conversion

All digital approach

9Ta

(a) .Digital—Analogue-Digital approach



proﬁibitifely higﬁ sampling rates ahd/or complex réaiizatiop hard-
ware(80’81). | |
| No attempt has been made before to use SCALE as a part of aﬁy
other digital system or to convert its binary signal to any other digital
form. This is in spite of SCALE superiority to therlinéar,Deltamodula~
tion,from the point-of view of intelligibility at reduced bit rate. The
regsons for this were its slowly varying feedback signal (at syllabic
rate55 and the dependence of this signal on the remote history of the
channel éatterns. These difficulties can no longer impede the conversion
of SCALE binary signal to any other digital format. This is a direct
consequenée of the results of the previcus chapter which enabled the
analogue signal Ixa(t)f at the input of the SCALE encloder to be repre—
sented by binary digital words HDi which is derived from the SCALE
.binafy data stream.

In_fhe light of these results the all-digital SCALE-to~A-law-PCH
.converter of Fig. 6.1b can be synthesised by partitioning it in the

manner depicted in Fig. 6.2, The details of the subunits of the con-

verter are given below,

6.1 'THE DSCALE WORD GENFRATOR

This subunit acceﬁts the SCALE binary dats. stream Li and produces
12-digit binary words representihg the estimate of'the.analogue_signal

Ix,(t)] presented to SCALE encoder at the i'"

clock pulse instance.
The digital word ﬁDi is delivered to the Digital Interpolator DINT at
a rate of fp words/secf . |

The design bf‘a digita1 circuit which can perforﬁ the task 6f the
DSCALE word generator has already been dealt with in detail in Chapter V.
It is simply'a‘Digita; SCALE decoder. It is worth mentioning again

that the actusl hardware structure of the DWG iz a function of the clock
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Figure 6.2

T = BKHZ
£ ' FREQUENCY DIVIDER q
P Lo
clock FD
l . 1 ‘ J’
L; = {0,1} Hps DIGITAL x. DIGITAL X
o ~ DSCALE N INTERPOLATOR | ~ COMPRESSOR _°$
SCALE & Word Generator - -
- DINT  DeoMP
binary . .
data WG
- —
sign bit -

An All1-Digital SCALE-to-PCM Converter

th

SCALE binary data element seen at the i~ clock pulse instance

= . 12 parallel binary word representing the analogue input sample to the SCALE encoder {not showm)

12 parallel digits binary word representing the equivalent linear PCM PAM saumple produced
at Nyquist rate

= 8-bit A-law PCM word representing xz(t) and produced at Nyquist rate
SCALE and A-law signal bit rate
1 times Nyquist rate (2 x fs = 2 x LOOOH,;)

L

P A
n
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frequency fp and the physical design parameters of the hybrid SCALE
encoder from which Li is originating. The design example considered
in Chapter V used a clock frequency fp = 64 Kb/s. This frequency is
cbmpatible with that used in A-law PCM and therefore convenient for the

conversion processor.

6.2 THE FREQUENCY DIVIDER AND DIGITAL INTERPOLATOR
The‘sampling.theorem states that if a bandlimited signal is
sampled at regular intervals and.at a rate fq which is at least twice
the highést frequency in the band, then the samples contain all the
cinformation of the original signal. According to this theorem it is
ﬁot necessary to consider every sample of ]xz(t)l represented by Hp..
This is because xz(t) has an upper frequency limit of 2.4 - 4,0 KH,
vhile the PAM samples represented by HDi are being read at the output

of the DWG at an over-sampled rate of 64 Kb/s.

The function of the digital interpolator DINT is to observe Nr
(= fp/fq) adjacent SCALE words ﬁDiland from these vords generate linear
PCM words Xé which are delivered to the Digital compressor DCOMP at a
rate f, = £,/M,. For £ =8 KH; and £ = 64 Kv/s the number N_of
SCALE words to be observed is 8 words.

The process of génerating 22& linear PCM word from Nr adjaéent
SCALE words can be considered asfgstimation process whereby the PCM
;ord is obtained by digitally interpolating between N SCALE samples.
Alternatively the process can be considered as a digital filtering
operation whereby undesirable SCALE noise is removed from HDi leaving
the filtered signél to be read into the DCOMP &t ﬁyquist rate,

One way of estimating the value of the linear PCM sample is to

average the N. adjacent HDi samples and equate the PCM word to this
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average, This operation can be mathematically represented by:

N -1
| - L F ,
LU N (6.1)

This equation can be realized by a'resettable accumilator followed
by a digital divider, as shown in Fig, 6.3a. The intermediate sum ;i’
which is a 16-bit binary word, is loaded into the output buffer every
Ner seconds by the timing signa} fq which also clears the delay store,
and hence sets the previous intermediate sum ;(i-l) to zero every NrT
geconds, The division by Nr can simply be achieved by shifting the

(1°32Nr) places to the right every

-content of the output buffer by 2
N Tpréeconds. Because of the slowly varying nature of the value of the
SCALE word, XL( +N 1) is a good estimate of X, (t) sampled at f KH,.

The effect of the resettable accumulator and divider of Figure 6.3a.

in the frequency domsin can be evaluated by redrawing the equivalent
circuit of the accumulator-~divider as shown in Fig. 6.3b. Again the present
and the previous (Nr—i) SCALE words are summed and thén loaded into the
output buffer before being averaged over the interpolation (estimation)
time period Ner seconds. The delay elements are also reget to zero
every Ner seconds. The PCM words ﬁre read out at a rate determined by

the sppropriate Nyquist rate (8 KHZ). Exﬁmination of Fig. 6.3b does not

?nly reveal that it performs exactly the same funqtion as that of Fig.
6.3a - and hence satisfies'equation (6,1) - but also confirms the fact
that the SCALE~to-Linear-PCM conversion process can be vieved as a
digital filtering operation. The system depicted in Fig. 6.3b is
clearly a transversal digital filter with uniform coefficients (all

coefficients are unity) followed by a d.c. gain adjustment circuit (the

divider l/Nr).
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DSCALE words

o

Y(i-1)

Binary Full Adder

(Add By, to y(; .y)

present sum
-

] ¥s
\ .
L -
samplingcgrequency Parallel-in
T ' parallel—-out
Qo> CLEAR Shift Register

(Delay by TP seconds )

', previous sum §(i—l)

LOAD’

Divide by
N

r

kA
\¥4

Linear PCM word

xi(i+ﬂr_l)

Figure 6.3a Realization block diagram of equation (6.1) using
8 digital accumulator and a divider
Tp = l/fp (fp = SCALE bit rate)

N = Averaging pericd = f /f

- ging p p/q
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q
RESET RESET RESET
DSCALE ’ :
WORDS One T delay One T delay ~ One T delay
A ' p T p e ———— --"\, p
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1
Dy D, D(n,-1)
N \y V4 .
oy
® == (> >
| Sym LOAD
Y3
— Linear PCM
: code word
Divide by Nr

+ = Binary full adder every Nrgp secs. Xi(1+Nr—l)
fq = Nyquist freguency 1/N,
T = 1/f (f_ = SCALE bit rate)
D / P P

Figure 6.3b

An alternative block disgram of the realization of equation 6.1
(SCALE~to-LPCM converter) '
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To write down the z-transform of the resettable accumulator and
averaging circuit of Figure 6.3 the system block diagram is reﬁucéd
to that shown in Figure 6.ha.

Another way of looking at the reﬁresentation of Fig. 6.3a is to
. remove the resetting switch in Fig., 6.ka and subtract from the output
sum of the accumulator, every Ner_seconds,the value of the sum NrTb
seconds ago; then divide the result by N_ as shown in Fig. 6.4b,
Hence from Fig. 6.4b the z-transform of the resettable accumulator
and averaging circuit of Fig, 6.3a can be written as:

¢

=N
r
oa) = A2 (6.2)
ril-=2 l1-2z
( -N
21 -2 T
- ﬁ_ _l (6-3)
r| )=~z
-1 ~sT
But 2~ =e P and the Laplacian variable s = jw; hence
. -JuN_T
Q(erTP) L |rze TF (6.1)
' N ~jwT
Tlr-e P
Remembering that
e’ = cosw + jsinw s
1l = 0052m + sinem and

sin“w = 3(1 - cos2w)

it follows that

1- cos(mNer) + JSln(riTP)

#(ju) = =
r |1 - cos(wTP) + jsin(pr)

Conjugating both sides:

101



1 | Read Xﬁ-every Ner seconds

) 2
_ o ‘l/Nr ' o Xi
‘ linear

PCM code word

Reéet
cevery N.T
secondsr P . (

divider

f
q

accunrulator

Figure 6.h4a Equivalent of the resettable accumulator and

divider of Figure 6.3a

Qutput
Read
LPCM samples

N

\

Figure 6.lb Equivalent of Figure 6.3a which enables simpler
' mathematical fepresentaﬁidn of the transfer function .
of the system.to be calculated. ‘

g2 = e STf where s is the Laplacian variable.

3 - [ T T . b
o2 = Juw for the freguency responss calculations,
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8(50).0%(3w) = [olw)|?

.
1l - cos(Nr Tp)

(1/n_)°
T 1 - cos( 15)

[ .
31n(%NrmT }

(6.5)

‘ 2
(l/Nr) 3

s 11
sin{zwT

~ (3 P)

Replacing Té-by llfP and o by Eﬂfs the filter frequency'response
can be written as -

s1n(Nrwfs/fP)

[e(£)] = /¥ (6.6)

¥ sin(nfs/fp)
vhere fp and fs are respeétively the SCALE clock and the SCALE
signal frequencies,
Examination of equation (6.6) reveals that:
as f_ tends to O, |#(£)] tends to unity, and
as T increases Je(r)] falls in the manner depicted in Fig. 6.5.
The digifal interpoiator acts as a filter whose rejection to SCALE
noise, for a given fp and baseband bandwidth, inpreases with increasing
value of Nr; "In the same time, however, the distortion suffered by the.
input signal also increases with Nr.(see Fig, 6.5). For fp = 64 Kb/s
“{i.e. Nr = 8) is a reasonable compromise between noise rejection and
baseband distortion. In this case the SCALE baseband signal - which is
usually bandlinited by the SCALE input filtef to = 2@h_KHZ - will
suffer a.distortion vhich is less than 1'dB; while.the SCALE noise.is
effectively attenuated., A further advantage of this arrangement is
the fact thaﬁ it has zeros at all multiples of the linear PCM Nyquist

frequency (8, 16, 2L, 32.......KHZ).
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When dealing with linear Deltamodulation signals the uniform
digital filter (accumulator + divider) approach is not a suitable one
becauée of the fact that, in addition to the prohibitive clock rates
required,.it is not possible to reduce the filter bandwidth by in-
creasing Nr without suffering large baseband distortion.. The results

(81)

presented by Goodman and Greenstein confirm this remark. In the
case‘of SCALE fhe spectrum of the signal at output of the SCALE decoder
has been shaped by the syllabic companding efféct in such & manher

that the lower frequencies of the baseband signal predominate. That
is, the spectrum of the output of the SCALE decoder is matched to the
wmiform digital filter characteristic. This enables Analogue—tq-fCM

converters to combine low clock rates with simple interpolator circuit.

6.3 THE DIGITAL COMPRESSOR

The task of the digital compressor DCOMP is to accept the linesar
PCM code words Xt generated by the digital interpolator {accumulator +
divider) and it produces A-law PCM compressed code words Xc. The

digital code words are supplied to the DCOMP at a rate of 8 KHZ.

6.3.1 logarithmic companding laws - background

The main reason for logarithmic companding is to make use of the
statistical properties of speech to cobtain a wide dynamic range and
_better signal-to-noise ratio performance. The two well known logarith-
mic companding laws, thé p=law and the A-law, are smooth input/output
curves describing the transfer characteristics of the PCM encoder and
rdecoder. The theory of logarithmic companding and the choice of the
companding law for speech signals ié widely discussed in the literas—
ture(9,53,82). It is, however, worth recalling that the A-law is

represented by the relation:
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F(x) = sgn(x){ %45}%§%4l5i-} 1/A ¢ x| €1 (6.7)

w ssn{ 1éﬁl§£3-} 0¢|x| £1/a

where |x| is the megnitude of the input signal to the compressor,
F(x) is the compressed output signal and A (= 87.6) is a parameter

suggested by Céttermale(l)

3 it determines the degree of companding.
At one time logarithmic laws were approximated by nonlineér
devices such as diodes, Now these laws are implemented by piece-wise
linear approximation techniques using several segments. As opposed
to the smooth companding laws, segment companding laws permit more
efficient signal processing on digital basis, They are capable of

(84)

digital linearization , and permit digital operations such as

(85) (86,87)’

filtering and digital attenuation » companding law conversion
etc. A unified formulation of segmented companding laws was first
presented by H. Kaneko in 1970. A similar study was published by

W. L. Montgomery about the same time, The analysisrpfeSented by

H., Kaneko started from conventional concepts of u-law and A-law and
derived expressions for the decoder output level. The result of Kaneko's
study was later employed as a useful vehicle for the synthesis of A-law—
(87) (85)

to-u-law converters and digital attenuators . The analysis also
leads to systematic synthesis of digital compressors and digital ex—
panders,

The theory of segment laws will now be reviewed and the A-law

digitel compressor is then synthesised.

6.3.2 Theory of Segment Laws

Referring to figs. 6.6 and 6,7, suppose that a digital compressed

code X, is composed of m; binary digits called “eharacteristic bits"
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_representing the segment number Js and m, binary digits called
"mantissa bits" representing the quantizing step Sq in a segment. The

total number Mt of segments in one polarity is equal to 2 ~ and the

“total number Nt of quantizing steps within a ségment is 2m2. Then the

digital compressed code word Xc may be expressed in terms of Js and Sq

ass:

X (I .8) = Sy + N3, (6.8)
vhere X, = {0,1,2,;..Nt.Mt} = the digital compressed code
Jg ='{0,l,2,.;.M£-l} = the segment number
Sq =l{0,1,2;...Ht-1} = the step number within a segment

The digitally linearized (expanded) digital word X is a function of

the compressed code XE, i.e.

X = xi(x&) & xL(JS,Sq) (6.9)

This is the output of the PCM decoder — before filtering - in binary
format (see Fig., 6.6). The quantizing step size is then given dy the

difference of two adjacent output levels and is given by

n

AC(JS) XL(JS,Sq +1) - xi(Js'Sq) sq # (Nt -1)

A;(Js) (3 + 1,0) - xL(JS,Nt - 1) sq = (N, - 1) (6.10)

-Definition of the segment A=-lsw

The so-called segment A-law should satisfy the following conditions:-
(2) Except for the segment edges, the ratio of the step size of the

adjacent segements is

A (T +1) 1 . J =0 -
L 5 = S_ (6.11)
AC(JS) 2 1 JS {1,2goooMt"l}

T
4

“ prs '
This implies that the 0** and 1°" segments constitute a long co-linear
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segment and the step size ratio of the adjacent segments elsewhere is

equal to 2. |
(b) XL(O,O)' = P, (centering parameter) ' (6.12)
(c): Ac(o) = 1 (normalization) | (6.13)

A solution of equation (6.11) that satisfies (6.10), (6.12)

end (6.13) is

: - ( By * P, = By J_=0
GOgs) = 4 | | (6.14)
8 .(sc1 +N.) +P - P, J_#0

2

where Pa is the segment edge parameter the value owahich is between

0 and 1. The centering parameter P, determines the origin (midtread or
midriser), and the edge parameter Pa describes the.discontinuity-of the
sfep size at the segment edgeé. It has been shown by H. Kaneko(86)
that the effect of Pa on the system performance is'negligible and ?c

for A-law is 0.5,

For A-law equation (6.14) can be rewritten in the general form

_xi(Jésq) = Ac(JS).(sq +P) - kg | - (6.15)
: ' - J_=n
‘ - s a 3
vhere | Ac(JS) = 2
Fe = Npemy * Py
2 T R R r | (6.16)
= 0 for Pa = 0.5
| o, J =0
ng, = 8
{ s J_#0
)
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. The A-law PCM décoder operation can therefore be explianed in
‘the following manner: |
Every Nyquist intervele the décoder acceﬁts an (m1+m2+1) binary
digits sequence represepting the‘magﬁitude and sign of the signal
represented by the compressed code word Xc. On reception of this

sequence the decoder pertitions it into 3 groups as shown below:

1]

X
' c
By By B B By €3 By & (6.17)
sign segment no, step number
J S

8 Q

It then determines the sign from the most significant digit (MSD ga),
JS the number of the Segmgnt ~ in which the level lies — from the next
3 most significant digits (gT, 8> g5) and the step number Sq within
the segment from the 4 least significant digits (gh, g3s Bps gl).
Therefore |

J {g }

s s m, +m,° gml+m2—l tesee gm2+l

cy
1

oy (myok) |
= kzl 2 'g(meﬂi-kﬂ) (6-18)
Sq = Sq{gma,gma_l ass et gl}
m, {(m,~k) | S
= kzl 2 .g(me_,kﬂ) : (6-19)

‘where for 8 digit word A-law PCM m =3, m, =k
Having done these calculations the decoder forms AC(JS) according
to équation (6.16) and subsequently XL(Js’Sq) according to equation

o

{6,15). Tuis lutter operation can be inlerpretled asi
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(i) adding P, to s(1

J_-n -
(ii) muitiplying the sum by AC(JS) =28 B ({e, shifting the sum
of (Pt + sq) by (Js - na) to the. left,
(iii) subtract ka (this is not necessary in the case of the A-law

with Pa = 0.5 since k, =P -~ P = 0).

Further details of the theory of the smooth and segmented A-laws

can be found in references referred to earlier in this chapter.

6.3.3 The compression algorithm and synthesis of .the compressor

We consider the conversion from & linear PCM code Xi to a non-
iinear code Xc. The linear code X is a positive real number represent-
ing a signal amplitude normalized by the minimuem step of the compressed
code (Ad(Z=O,J=O) =1 mv).

The linear code is represented by equation (6.,15). To forn thel
compressed code word Xc we require to know JS and Sq {see equation
(6.17)}). These can be determined from the Xi binary sequence (begin-

ning with the LSD). Now for A-law, equation (6,15) reduces to

Js-na .
{sq‘+ néNt + o..s} (6.20)

X ( Js,Sq) = 2
Investigation of this equation revesals that if the linear code word
- XL(JS,Sq) is shifted (Js—na) times to the right (division) the result-
ant binary‘sequency represented by {Sq + aNt - 0.5} nmust lié in the
oth segment, i,e. (Sq +n N - 0.5) lies between O and N‘t(na = 0 when
J; = 0). Conversely, if the linear code XL(JS,Sq) is shifted towards
the LSD until the result lies between the limits O and Nt then the
number of times by which the linear code has been shifted is Js

(na =0 in the‘Oth segment)., This means that the search for JS can be

accompliished by shiiting the linear code Ki(JS,Sq) Lo Ltie right and
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counting the number of times this shifting has been performed, until

the resultant code va;ue lies between 0 and N The result of the

&
counting during the search gives g Shifting Xi(Js’Sq) by J, to the
direction of LSD therefore results in a binary sequence representing

'(Sq -~ 0.5). So rounding of this sequence (e.g. by truncation of

fractions) gives Sq in binary'representation. Signifying these values
of J_ and Sq - obtained above by search and determination - by 35 and

-~

Sq respectively the compression operation can now be summarized:
(1) search the linear code X, to find Js

(2) snift X, sequence to the right by'(JS - 1) places and reasd
Sq from the least significant four digits of the shifted

XL sequence,

Now, the linear PCM code word xi(Js’Sq) which is supplied to the
compressor by the Digital Interpolator is composed of 11 parallel
binary digits (ul’u2""'u11) representing the magnitude of the base-~

band signal ]xe(t)l at the input of the SCALE encoder. Therefore.

11 -
A (6.21)

&(JS’SQ) ) k=l

An alternstive approach to the search for JS; given the linear
PCM binary sequence, is to employ a 3-bit binary counter which
" inspects UgsUgsesss to W, in turn. The counter content is reset to
"s11 ones" whenever ﬁk (k = 5,6,...11) is a logical one. The counter
counts down as long as W is a zero, At the enﬁ of the inspection,
the content of the binary counter is a binary representatién of 33.
éq can then be deterﬁined‘from the linear PCM sequence'Xi(JS,Sq) by
shifting the sequence by (Js - 1) position to the direction of LSD,

Based on this approach the required digital compressor for the

SCALE-to-A~law PCM converter was designed in the form shown in Fig. 6.8.
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Its operation is explained below.

6.3.% Operation of the Digital A-~law PCM Compressor
At the beginning of every Nyquist period (1/8000) sec. the linear
PCH word X, ={u1,u2,...ull}is presented to the compressor. At this
instance several operations are cafried out instantaneously. These
operations are:
(i) The T-bit Fifst-in—Fifst—out (FIFO) shift register SR, is cleared.
(ii) The % least sifnificant digits of X, are loaded in parallel into
the 4-bit parallel-in-parallel~out (PIPO) shift register SR3.
(iii) The remaining 7 most significant digits of X, are loaded in
parallel into the PIPO shift register SRl,
(iv) The compressed code word comprising éq and 35 corresponding to the
previous XL word, together with its polarity digit, are lecaded in
~ parallel into the output register SR6. SR¢ is an 8-bit PIPO shift
register. The function of this register is to hold one compressed
A-law PCM word while the next word is being processed by the other
parts of the DCOMP.
At this time the contents of the binary counter DBC and UBC,
vhich are respectively 3-bit dowﬁ counter and 4-bit up counter, are all
zeros. A master clock {clock 2) runs at twice fp and its frequency is
' therefore leq. This means that there are 16 pulses of cloek 2 in each
- Nyguist period. Let the period of clock 2 be Tﬁ = l/2fP = TP/Q.
During the first TTé seconds of each Nyquist period the following
operations are all taking place simultaneously: |
(i) The clock pulses of clock 2 are counted by the binary Up-counter
UBC,

(ii) The contents of SR, are shifted from left to right into SR, under

1
the control of clock 2.
+ e . . io} . )
{iii}) In the same time the 2 d binary counter DDC insposis ©
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ppsition 1 of‘SRl and it resets its contents to all ones when~
ever this digit is a iogical one. Whén né logical one is en-

countered the DBC counts down under the control of its content,
clock 2 andeBC? The content of the DBC together with clock 2
control the counting down during the first 6T§ seconds of each
compression period, vhile the seventh consevucive count down is

controlled by clock 2 and D, which indicates that seven clock 2

T
. pulses have been counted. When the content of UBC is exactly 7

(0111) the content of the .DBC is a binary representation of Jg

the segment number, At this instance DT
(iv) When D, becomes a logical one JS is loaded in parallel into the

1
3 LSD® of the h-bit PIPO shift register SR), together with the

is a logical one,

sign digit L; (see Fig. 6.2).

At the same time SRi is cleared. The clearing of SRy inhibite

any further resetting of DBC to "all ones".
During these first 7 clock pulses - counted by UBC ~ the contents

of SR3 remain constantly unchanged. At the end of this period the

binary sequence (u ul) representing the T most significant digits

5t
of Xi will have all been moved to SR2 (u5 in the position adjacent to

L

uh) and in the same time the search for J5 hes been performed,
When the contents of the UBC become 2 8 the shifting of the contents

of SR3 to the right,‘under the control of clock 2 and the contents of
-the DBC, is ensbled and the following operations are simultaneously
executed:

(i) The binary counter DBC counts down under the control of elock 2

as long as its content > 1,
(ii) As long as the inequslity above is true the contents of SR3 are

shifted to the right while the contents of SR, are also shifted

2

. one position to the right at a time into SR3.

111



5 to SR3 is inhibited when the content of the

DBC £ 1. At this time the content of'SR3 is a binary represent-

ation of Sq {the step number in segment 53). The maximum time

(iii) Shifting from SR

necessary for reducing the content of the DBC to 1 is 6T; seconds,
So Sq can be loaded-in-parallel into the 4Y-bit PIPO shift

register SR. when the content of the UBC is exactly 1k.

5
(iv) The pulse Dlh is also used to reset the contents of DBC and UBC
to all zeros preparing the circuit for the next cycle of com
pression.

It must be noted that the shift register SRG is not part of the
compressor. It is included only for convenience. However, if the
A~law digital signal.is to be transmitted in compressed form SR6 can
be utilised as a serializer by clocking it at & rate of fp b/s. |

The timing signals (fp, fq, etc,} can be easily derived from

clock 2 using frequency dividers.

6.4 COMPUTER SIMULATION OF THE SCALE~TO-PCM CONVERTER °

To verify the theory of_the SCALE-to-A-law PCM converter discussed
above, the converter was implemented on a 1904A ICL digital computer,
using FORTRAN IV. The simuiation was carried out in two phases, The
first phase was devoted to the modeling of the SCALE-to=-linear PCM
converter part of the system. The second phase was céncernéd with
simulation of the complete converter which accepts SCALE binary data
and produces A-law PCM words, These two phases of the simulation will

now be described.

6.4.1 The SCALE-to-linear PCM Converter (Phase 1)

The simulation was based on the block diagram shown in Fig. 6.9,

The arrangement is based on the theory of conversion discussed earlier
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SOURCES (hybrid) DECODEB GENERATOR

" POL(L(t))
sign digit

xz(t) = an analog signal (d.c., sinsusoidal bandlimited Gaussian

noise) waveform of duration 512 Tp.

112a

RECONSTRUCTED,

Bi?(t) P D/A CONVERTER
DISPLAY 2

{graphical) FILTER
' BW = 0 to L KH,

a block of 512 data samples (bits) represent—
ing xa(t) in SCALE digital format.,

L{t)

H

512 PAM samples reconstructed by the SCALE

decoder from L{t) samples.

64 1linear PCM PAM samples generated from
the 512 HD(t) semples and the 512 polarity

X (t)
samples.

reconstructed baseband signal,

1
x(t) |
Figure 6.9 Block diagram of the SCALE-to-PCM converter arrangement for computer simulation



in this chapter. The FORTRAN IV implementation was achieved in the

‘following manner:

-(a) ~ The analogue sources were implemented by the subprograms
"SUBROUTINE SIGNAL" and "SUBROUTINE GAUSS2". These two subroutines
have already been discussed in Chapter III and are listed in Appendix
B. A "CALL" statement = with the appropriate arguments {(number of
samples, type of signal, etc.) — to "SUBROUTINE SIGNAL" results in its

exeéution .and the "RETURN" of 512 d.c. or sinusoidal waveform of
durstion 512‘1‘p seconds, Alterﬁatively, a "CALL" to "GAUSS2" reﬁults'in

a Gaussian distributed noise waveform'being‘"returned" to the master

segment,

{v) The analogue SCALE accepts the selected analogue waveform and
enc&des it into 512 binary digits representing the sign of the dif-
ference between the input samples of xz(t) and tﬂeir locelly generated
estimate. This operation was implemented on the computer by the sub-
“program "SUBROUTINE CODEC" deseribed in Chapter III. A listing of this

subroutine is given in Appendix B.

(c) The digital SCALE decoder (ineluding the D/A converter which
'converts the digital SCALE words to SCALE ?econstructed sampléé) is
exactly the saﬁe as that discussed in Chapter V with the exception of
the éverload point which has now been reduced from 2.5 volts to 2,048
volts for compatiﬁility with the linearized A-law PCM maximum step
voltage (2048 x min..step), Bécause here we were only interestéd in
the SCALE and thellinear PCM sample values (PAM samples) the simulated -
SCALE digital decoder was implemented in FORTRAN IV according to

equation (5.1), i.e.

H, = H._, +A(Z,H )
= H H. £ H.
min -1 min
= Emax Hl“l.; Hmax



ﬁ(Z,Hi_l) satisfies Table 5.3 and 5.4, and the polarity of H. is,
as before, goverﬁed by the logical value of the input digit Li to the
SCALE decoder.

The digital SCALE Eecoder vas implemented on the computer by a
specially compileq subprogram nemed “SUBROUTINE DECODERD", which is
listed in Appendix B.

In this experiment the digital SCALE accepts a block of 512 SCALE
binary digits and produces 512 SCALE PAM samples H(t) every time £he

program is run,

(a) For every 8 SCALE PAM samples the linear PCM semple generator
. forms one linear PClM sample according to the relationship defined in
equation {6.1), i.e.

. ]
Note that Xr here is represented in base 10 arithmetie. So from every
512 SCALE PAM samples the linear PCM sample generator produces 64 linear
PCM, PAM samples. The above equation was translated into FORTRAN IV end
given the name “SUBROUTINE ESTIMATE". The polarity of each XL(t) sample
is positive when the SCALE binary digit Ly o

k
tive otherwise. "SUBROUTINE ESTIMATE" is listed in Appendix B,

is a logical one and nega-

The linear PCMVPAM.samples, produced at a rate of B KH,, are con—
_volved with the impulse response of the digital Filter (designated LPF)
to produce the reconstructed basebgnd signal xé(t) which is an estimate
of x2(t). The low pass digital filter was implemented on the digital
computer by the subprogram "SUBROUTINE FILTER" and the cpnvolutiop
operation by hSUBROUTINE CONVOL". These two subprograms have both been
discussed in Chapter IIX and are listed in Appendix B, The various
 waveforms were displayed in graphical form using the Loughboroﬁgh

University computer library graph-plotting routines "UTPLC" and "UTPLB", .

114



=)

h,

SET CONSTANTS, DIMENSIONS, ETC,

LOOP = 1
Y
2
1
CALL “SIGNAL" CALL "GAUSSQ"‘ TO
GENERATE ‘512 NOISE
. T0 GENERATE k 12
| LOOP=2 LOOP=3 SAMPLES WITH
512 SINE WAVE |
GAUSSTAN DISTRN.
SAMPLES LOOP=1 Y
11 L
10 3 13
oy . r v
)
SUBROUTINE [ CALL “SIGNAL" SUBROUTINE
SIGNAL (eeeeese)] ~ | TO GENERATE GAUSS2 (seeense)
512 de
RETURN SAMPLES RETURN
RS
g
T
CALL "CODEC" | SUBROUTINE
TO GENERATE CODEC (eeesvseel)
o512 L(t) 8
SAMPLES y . RETURN
Figure 6,10 Flow chart of the program employed for simulating

and testing of the SCALE-to-LPCM converter
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To demonstrate the effect of the &igital interpolator the
~ simulation was repeated as follows:

A subprogram "SUBROUTINE OPERATION" was written and coﬁpiled. This
subprogram can be called fronm the master segment to by-pass "SUBROUTINE
ESTIMATE" as indicated by the dotted line in flow chart given in Fig.
6.10 (flow chart of the complete FORTRAN computer progra.rﬁ). "SUBROUTINE
OPERATION" accepts‘the 512 SCALE PAM semples and, instead of averaging
every blockl8 SCALE samples to obtain one linear PCM, PAM sample, it
ignores T SCALE samples and selécts every Bth. The selected Bth sample
is then taken as the effective linear PCM PAM sample which is presented
to the filter for removal of the out-of-band noise.

The input waveform to the SCALE encoder, the final reconstructed
estimate of this ngefom, and the other intermediate resultent time
signals are displayed in Fig. 6.11. Figs. 6.,11a and 6,11b show the
reconstructed waveform at the output of SCALE-to-linear PCM conver£er,
before and after filtering, These waveforms are "supposed" to repreéent
a sinusoid with frequency fs and amplitude As which are respectively
1000 HZ end 1.5 volts., The reconstruction of these waveforms from the
' SCALE binary data by first reconstructing the SCALE PAM samples and
then resampling these samples at 8 KH, , vas done using "SUBROUTINE
OPERATTON" {see the dotted line path in Fig. 6.10). Because large
amounts of information have been omitted {7 SCALE PAM samples are ig-
_nored vhile only the 8th sample is taken to represent the baseband

signal}, the performance of this converter is so poor that the output
of the converter is no longer & répreSentative of the original baseband |
signal.

The improvement gained by performing the digital inte*polation
(digitel filtering) operation, using "SUBROU@INE ESTIMATE" can be

clearly seen by comparing Figs. 6.,1la, 6.11b and Figs. 6.11d and 6.lle,
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(2)

(v)

LPCM PAM waveform constructed using "SUBROUTINE OPERA-
TION", The SCALE encoder input was a sinusoid of

frequency £, =1 Ki, and amplitude = 1.5 volts, "SUB-
ROUTINE OPERATION" examines the set of 8 SCALE samples
end selects the 8P sample to represent the LPCM level.,

Signal shown in {a) after passing through 4 XH, low
pass filter., A poor representation of xg(t).
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Output of the SCALE-to-LPCM converter when "SUBROUTINE ESTIMATE"
replaced "SUBROUTINE OPERATION" i.e. obtaining the LPCM by averaging

every 8 consecutive DSCALE samples, Tnput sienal ss in (a) above.

Signal in (d) after passing through L KH, low pass filter.
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"SUBROUTINE ESTIMATE" defines in FORTRAN IV the digital interpolétién
operatién carried out on the SCALE PAM discrete samples. _The'digitalr
interpolétion algorithm wvhich was adopted is as follows: MACCEPT THE
DIGITAL SCALE DISCRETE PAM SAMPLES, SUM EVERY 8 CONSECUTIVE SAMPLES,
AVERAGE THE SUM OVER. 8 SCALE CLOCK PERIODS (i.e. divide by 8); avp
THEW READ THE AVERAGE-AT PCM NYQUIST RATE (8KHZ). THE SIGN OF THE PCM
PAM SAMPLES IS GIVEN BY THE POLARITY OF THE LAST SCALE PAM SAMPLE USED
IN THE AVERAGING OPERATION", The algorithm is defined by equation (6.15.
The generated linear PCM PAM samples, from the binéry data
originating from a Hybrid SCALE encoder (encoding d.c. and vhite
Gauésian noise), ere éhown in Fiés. 6.11c end 6.11h respectively. The
extent of the agreement between the waveforms - reconstructed fronm the
SCALE binary dats - using Hybrid SCALE decoder, Digital SCALE decoder .
" and SCALE-to-LPCM convertér is demonstrated by the graphs shown in Figs.
6.11j, 6.11k and 6.11lc. From these figures it is clear that the wave-
forms obtained by the 3 different decoding methods. are very close. In
fact for sinusoids and Gaussian signals (see Figs. 6.11) and 6.11k) the
waveforms reconstructed by Hybrid SCALE decoder and the SCALE-~to-LPCM
converter are co-incident, indicating that the noise added by the con-

verter is so small that it can be neglected.

6.4.2 The LPCM~to-A-law PCM Compressor (Phase 2)

In Section 6.4,1 sbove, it has been established that:
(a) SCALE-to-linear PCM - using an all-digital converter - is
possible
() vwhen the resultant LPCM words are decoded (digital—to-anélogue
converted) and low-pass filtered, the ﬁaseband signal obtained
" is very cloée to that obtained from an ordinary hybrid SCALE
decoder followed by a filter.

What is still to be shown is that the A-law digital compressor,
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described earlier in tﬁis chapter, does have a segmented A-law input-
output charécteristic, and-furthermore that the overall degradation
suffered by the baseband signal in passing through the SCALE = to = A-law
PCM converter is not severe. To enable these points to be investigated .
another computer program simulating the system was compiled. The flow
chart of this program is shown in Fig. 6.12. The program consists of

the following segments (see Fig. 6.12):

(a) Master Segment

After"dimensioning:etc. the master segment reads in from cards a
SCALE binary digit, calls the necessary: subroutines to perform the
required operstions on the SCALE channel pattern to obtain the SCALE
word HD' The linear.PCM word XL and the compressed A-law PCM word Xé,
and the final PAM sample value y (at the output of the A-law PCM
receiver) are then generated. Another SCALE binary digit is then read
in snd the cycle repeats until all the SCALE data stored on the card
deck are processed, At this point a graph of the digital compressor
output as alfunction of its iﬁput‘level is plotted. This is followed
by a second graph showing the voltage levels constructed from the SCALE
'binary data byi

{1) The DSCALE decoder

(2) The SCALE~to~LPCM converter followed by a digitsl-to-analogue

coﬁvérter and a low pass filter.
(3) The SCALE-to-A-law PCM converter followed by en A~law PCM
receiver.
The SCALE binary data was recorded on punched cards in advance.
This was achieved by first simulating a hybrid SCALE encoder whose
input was a constant signal of magnitude 2.4 volts for 512 clock
periods. The generated binary data at the SCALE encoder cutput were

then punched on cards to be used as described above,
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Figure 6.12 Flow chart of the computer program employed
for testing the SCALE to LPCM converter
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(b) The Digital SCALE aecoder

After reading a SCALE digit from the punched cards the master
segment calls "SUBROUTINE DIRECTION", 'SUBROUTINE HISTORY", "SUBROUTINE
AUCOUNTER" andV"SUBROUTINE ADDER". These subroutines constitute the
digital SCALE decoder discussed in Chapter V. Every TP second this
produces a DSCALE code word HDi which is delivered to the SCALE—;o-LPCM
converter (see point 15 on Fig. 6.12)., Reconstruction of the SCALE .
feedback signal cen be achieved by calling "SUBROUTINE DAC" (see
‘Chapter V) to convert from digital to analogue form.
ALL the sbove subroutines have been discussed in detail in Chapter.

V and are listed in Appendix B.

{c) The SCALE~to-LPCM converter

In the ﬁrogram fhis’is represented by "SUBROUTINE ACCUMULATOR" and
"SUBROUTINE INTERPOLATION". The first sums every 8 consecutive SCALE
c&de words‘while the second averageé this sum over 8 clock periods.
Between them these two subroutines implement in FORTRAN IV the opera-

tion defined by the relation:
( 5 3 g |
X +T) = .
L ;Lo D)

where J = 0,7,15,23u000, HD(j+i) is the SCALE digital word a£ the
(3 + i)th clock instance and Xt(j +7) is the interpolated linear PCM
_word. When operated'ﬁbon by "SUBROUTINE DAC", X provides the linear
ECM PAM sample constructed from the present and the 7 prevﬁous SCALEV
binary digits. The accumulator is cleared after the completion of
calculating every LPCM sample.. |

"SUBROUTINE AECUMULATOR" and "SUBROUTINE INTERPOLATION" are listed

in Appendix B,

(d) The compressor and the A-law PCM receiver

""SUBROUTINE COMPRESSION" end "SUBROUTINE ALAWRX" were compiled to
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represent the A-law PCM compressor and the A-law PCM receiver respect-
ively. The first operates on the LPCM 1ll-digit words XL(j + 7) to
produce an A-law compressed word Xc(j + 7). The relationship between
the iﬁput and output of the compressor is given by equation (6.20) and
the simulation was performed accordingltq the theory discﬁssed in
‘Section 6.3.,4 end Fig. 6.8,
The A-law PCM receiver was siﬁulated to allow the compressed A-law
PCM words to be decoded to produce sn estimate of the LPCM PAM samples
seen at the input of the compressor. ‘The simulaﬁed received is re-
presented in the program by "SUBROUTINE ALAWRX" and operates as follows:
(i) It determines the sign of the signal sample from the MSD (ga) of
the compressed code word'{ngT.....gl}
(ii) It determines the segment in which the level lies from the next
3 MSD's (gT,gs,gs).by performing the operation
3 .

3 = z 21—1g

5 = i

vhere JS = the determined segment number

(iii) Tt determines the step number within J by performing the

operation

vhere Sq is the determinedstep number

- (iv) It forms the estimated PAM sample by perfofming the operation

Js"'ﬂa -~ |
-{Sq + naNt .+ 0.5}

xi(Js,Sq) = 2
as defined by equation {(6.20).
"SUBROUTINE COMPRESSION" and "SUEBROUTINE ALAWRX" are listed in
Appendix B,
The resultant input-out characteristic of the compressor (compand-

ing law), plotted from the computer results, is shown in Fig. 6.13a
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while the inverse (the expander characteristic’ is shown in Fig..6,13b,
The simulated compressor end expander (receiver) satisfy the 13-segment
A-law recommended by the CCIR (A = 86.7).

Figures 6.1la and 6.14b show how the estimation of the SCALE
feedback step height at the output of an A=law PCM receiver (after the SCALE
. to - ArlaW' PCM conversion) compares with that at the output of a
linear PCM receiver (after SCALE-to-LPCM conversion), and the recon=-
structed signal at the output of a digital SCALE decoder,

It is clear from these curves that the signal estimates seen at
the LPCM and A-law PCM receivers are in close agreement with that at
the SCALE decoder output port. It is however worth noticing that most
of the noise is introduced by the compressor/expanaer circuit and not
by the SCALE-to-LPCM converter, The degradation in the system perfor—
mance as & result of the presence of the SCALE - to - A-law PCM converter

1s discussed below,

6.5 SYSTEM PERFORMANCE

For a given SCALE system the mean square noise voltage vi is
 related to the feedback step height e by a constant k , say (see

Chapter II), i.e.

. 2 - —_
v o= kn.H2 HeH (6.22)

(see equation (6.21))

This means that before overload the meen square noise voltage is
directly proportional to ﬁhe mean square of the feedback step height
(e.g. if ;Elis doubled or hglved vi is also doubled or halved, etc.).
Also, in Chapter V it has been found by experiment (see Fig. 5.10)
that for the given digital SCALE decoder operating st 64 Kb/s and |

employing a 3.3 KH, filter, the maximum signal=-to-noise ratio is = 22aB,

Z
(='25aB for 2.4 KH, filter).

But the signal-to-noise ratio is by definition

120



1024

51271

228 e e e e

L P

AR At — A S W g AR St i § Wi kA ey S e e e e ewm b e paasy

- PFigure 6,13.b

L8 64 .80 96 112

compressed input signal X,

Expénder characteristic

Xc=
er:

COmpre.;:sed' signal
{glggat LB N ch}
g ,i-l
. &
1=]
Expanded signal

'{ul,ue....ull}



1.500

1.080

Voltage leﬁel of the reconstructed
L5038

signals Hj, X and X (A-law Rx)} in volts *

. 00g

.

Voltege level of the reconstructed .
signals HD’ X, end XL (A-law Rx) in volts =
1.000 |

.500

.0o0

Figure
(i)

‘(ii

(iii}

(a) Input signal to the SCALE encoder
is rising.
Smooth line = DSCALE decoder output
LPCM decoder output

A-law PCM decoder
output

H

Small steps

Larger steps

Loga léﬂhﬂﬂﬁ Zéﬁuﬂﬂﬂ 3. oul Qéﬂ.ﬂﬂﬁ Séﬂ_ﬁﬁﬁ 5&
Time in clock periods (t = iTp) >

(b) Input signal to the SCALE
encoder switched to zero,

Curves designation as in
(a) avove,

000 180.o00 | 280008 abo.oug 4do.oo0 sba.aas se
Time in clock periods (t = iTP) *>

6.1k Comparison between the outputs from

DSCALE decoder
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2

g
SNR = 10 log — (6.23)
2 .
v
n
vhere Ox is the input mean square voltage.

Now the maximum signal-to-noise ratio occurs when H2 = ui = ]

(see Chapter III Section 4). Therefore it follows that

= 1. =
(SNB)max = 10 log,, v 2248 (6.24)
from which
v, = k = (0.60631)(volt)2 . (6.25)

This is the maximum value of the mean square noise voltage and it

exists when ci = H2 =],

‘Now in the case of the hybrid SCALE, for any values of o and H,
equation (2.2) is true, i.e. the feedback power is the sum of the
input power and the noise power generated by the system. This is

also true for the case of the DSCALE, i.e.

o 2 H = l (6.26)
n

This means that the SCALE feedback signal is the sum of the
outputs of two generators superimposed on one another as shown in
‘Fig. 6.15a., Similarly, the Digital interpolator, the A-law PCM digital
compressor and the A-law PCM receiver can be represented by two
generators: one generator fegenerates the exact SCALE RAM sample HD
with no edditive noise, vhile the other generator generates v, - the

nl

difference between ye, the A-law PCM receiver output (before filtering),
A 14

and HD’ the input to the Digital interpolator in (vdlt)a. See Fig., 6.15b.

v = yi - H

Y (6.27)

2
D

This argument leads to the conclusion that the overall signal-to-
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noise ratio (SNR)O can be calculated according to the relation

i |Z,,2. 2. _ :
(SNR)O = 1010310[yA/(vn + vnl)} (6.28)
oM .
2 2,.
whgre Yy = ié yA(l) ‘ (6.29)
e _ 2 _ 2
Va1 % Y Hp
l Mn Mn
_ 1 2,0y L 2. | e
= & 1L v ) A HE) - (6.30)
n ji=l : i=l
: 2 2
and Vn - kno D ;]

Mh being the number of the A-law receiver PAM samples used in the calculatio

With the aid of the computer simulation program.the values of

H% and yi were computed when the input to the SCALE encoder was a

sinusoidal signal'a.nd‘Mn = 64, From these, vﬁ and vil were then

" evaluated using equations (6.22) and (6.30) respectively. The signal~
to-noise ratio at the output of the A-law PCM receiver was calculated
ﬁsing equation (6.28). The resultant curve is shown in Fig. 6.15¢. 'As
expected, in the lower region of the output power the overall signal-

- to-noise ratio (SNR)0 closely corresponds to that of the DSCALE

(without the converter). Above overload both curves of Fig. 6.15c

degrade sharply with increasing signal power,

6.6 IMPLEMENTATION OF THE SCALE-TO-A-LAW PCM CONVERTER

The implementation of the SCALE-to-A-law PCM converter can be
easily achieved using off-the-shelf medium and small integration TTL
"'""T

- a3 e - a v el aa e Lo ,
inbegrated circulis. A bardware model usiiyg Texas Tin T4 serles waa
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designed and will be discussed in detail in the next sections,

6.6.1 Circuit description of the Digital SCALE decoder

A circuit diagram and the implementation procedure of the

Digital SCALE decoder have already been discussed in detail in Chapter
V. The circuit employs Texas TTL economically available small and
mediun integrated circuits (see Section 5.7). The only condition for
using this circuit in the.SCALE-to-Aflaw PCM converter is that the
input analogue signal to be encoded bj the SCALE encodér (and sub-
sequently converted to PCM) shall not exceed 2.048 volts. However if
this latter condition cannot be met the circuit of Section 5.7 can

easily be modified to cope with any level of the input signal.

6.6.2 Circuit description of the Digital Interpolator

Referring to Fig. 6.2 and 6.1b the digital interpolator (which
converts SCALE data to linear PCM words) can be implemented_using
Texas TTL T4 series small and medium integration integrated circuits
vhich are economically available. A circuit which was designed to
achieve this is shown in Figs 6.17. This circuit was designed under .
‘the condition that fhe SCALE encoder overloading does not persist for
more that‘5 clock periods., However, should this condition be violated
by the SCALE encoder input signals the circuit of Fig. 6.17.la must be

modified by the exténtion of the inpu£ and output digital word lengths

from 16 to 20 digits., This can be simply achieved by adding one SNTL81,
one SNTU182 and one SNTh194 (= 3 SNTL198) blocks to the present circuit
of 6,17.1a.

The Digital SCALE decoder provides an 1l-digit SCALE word
Hp: = {al,az,....all} every 'I‘p seconds. The full adder FA2 (see 'Fig.ls)'

forms the sum of the present value of Hj and the partial sum is stored
in the register PIP02., The cycle continues for 8Tn seconds, at the end

of which the interpolated linear PCM vord is read from the 11 least
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Figure 6.17.1la Circuit diagram of the SCALE-to-LPCM converter

(See next page)

SCALE sample at the ith clock instance is:

10 3
= 1 2%

J=1

LPCM sample at the m#h reading instance is:

: T
X (oN) = § )] H

X) = b Ly,

10
= en.u.n

n=0
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a; = “{o,1}

N = 8

r
n = 0, 8,16, 2k veone
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significant‘digit positions at the output of the 16-digit wide shift
register PIP02, The PIPO2 is then cleared and the cycle repeats.

To enablé the clearance of PIPO2 at the beginning of every inter-
polation cycle without affecting the operation of the adder the circuit
shown in Fig., 6.17.1b was needed. This circuit accepts SCALE digital
words HD at a rate fp (i.e. every TP seconds) and transfers if without
delay to the adder FA2., An exception to this is the time during the
first Tp/2 seconds of the initial SCALE clock pulse of every interpola-—

tion cycle. During this time the (a,,a ) sequence is replaced

138pseseeBey
by zeros and in the same time PIPO2 is cleared, The circuit employs
Texas integrated circuit SNT415T quadruple 2-line to l1-line selectors/
multiplexers, the details of vhich are given in Figures 6.17.1lb.

The 16~bit adder.FA2 emplo&es L Texas SNTL1B1L as L-bit adders in
conjunction with the carry look~shead circuit SNT4182. Compared with
conventional 4-bit adders SNTN1BL provides 3 additional outputs. These
are: an equality output indicating when the two input words are identical,
together with.a carry propagate "P" and carry generate "G" (see Figure
6.17.1a). The latter two outputs are important because they allow a
very fast carry to be produced. When the G and P outputs are fed to
SNT4182 a carry look-shead over the 16-bit is achieved, enabling the
addition operation time to be reduced to about 30 n. seconds. Details
of SNT418) and SNT4182 are given in Figs. 6.17.2 end 6.17.4 respectively.
‘ The output of the adder is loaded into PIPQ2 every TP seconds and
the linear PCM word XL(j + 7) is read into the digital compressor at the
end of each interpolation cycle (see Fig. 6.17.la). PIPO2 employs 2
Texas SNTL198 8-bit parallel—in-parallel-ouﬁ shift registers, the detzails

of which are given in Fig. 6.14.3.
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(a) circuit diagram of the selection logic
(b}  Pin layout of SNTL1ST* '
{c) SNTL157 = Functional Table®
(d) " = Pin Designation®*

* See next page
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1Y,2Y,3y,4y) 4,77, 9, 12 | Data outputs

{a)

- 12kb



2] [23) [pe | (o] 0] o} o8] 71 e 1 o5 ] %] [33

Vcc A Bl A2 32 A3 B3 G ol P A=B F3

SNTL181 -

B0 Ao S3 52 Sl S0 cn M F0 Fl F2 GND

J»||21| IR K H10J111H12
’ (2)

CONTROL FUNCTIONS ARITHMETIC OPERATION

cn=l(carry) c, =0

2 "1 Y M (noPcarry)

A+B+1] A+B
{e)

{a) Pin numbers (top view)
(b) Pin Designations

(c) Operation and control signals

Figure 6,17.2

cC

Pin Pin Pin
Designation Number Funetion
AO’Al’AE’AB 2, 23, 21, 19 Word A Inputs

_BO’Bl’B2’B3 1, 22, 20, 18 - | Word B Inputs
30,31,32,53 6, 5, 4, 3 Control Inputs
e 7 Inverse Carry
n
Input
M 8 Mode Control
Input
FO'Fl’Fz’F3 9, 10, 11, 12 Sum Outputs
. (A + B) sequence
P 15 Carry Probngate
Output
c 16 Inverse Carry
n+h Cutput
G 17 Carry Generate
Output
, GND 24, 12 Supply, Ground

Description of the integrated circuit Texas SNT418L which can be used as & h—bxt word adder
to implement the SCALE~to~-LPCM converter
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24 ] [23] [22}[21] {eo] [20] i8] [17] [16] b5 ] ik ] 13
V. 5 L H q G Q F o E Q CIR
 sN7h198

SO R A QA B QB c QC D QD CLK GND

e JI3 T s e zdief o J[aof uaf]a2

Pin "Pin Pin
designation Number Function
SO’ Sl' 1, 23 Mode control
L, R 22, 2 Shift Right, Shift Left

(Serial Data)
CLR, CLK 13, 11 Clear, Clock
V,o» GND 2k, 12 Supply, Ground
A,B,C,D,E, |3,5,7,9,15 ) Parallel input
F,G,H 17,19,21 ) Data digits
QsQp29sQp | 45 6, 8, 10 ; Parallel output
Qps Qs 9y 14,16,18,20 y| Data digits

(b)

I N P UT1T S. OUTPUTS
C c MODE SERIAL PARALLEL
L L | (cONTROL)OPERATION OPERATION '
x| e s|s barr] BE W Be
. A L BN N H
& X 1| o GHT
0 X x| X X X X (o SRR o
l 0 X X X X x QAO......‘..QHO
1 4 1|1 X| X B seseeeese N |Beesssssh  PIPO
1 4 0f 1 X 1 X 1 Queee tn! .
l + 0 l X 0 x 0 " [N " :‘ :
1 4 1| © 1 X X coe 1:
Une* % 1
1 + 1] 0 0 X X "eee ™ 0}

(c)

(a) Pin numbers and designations
(b} Pin allocation Table

(d) Functional (Truth) Table

Figure 6.17.3

SNTL198 shift register

‘Description of Texas integrated circuit
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6] [25] pt 3 1fae] ] fio s

vcc P2 GE
Gl Pl GO

P

c
n

0

®nix Cndy ¢ Cnes
SNTh182
G3 P3 P GND

Figure 6.17.4

(a)
(v)
(c)

EIENIERIRIER IR ERRE

(a)

Description of Texas integrated circuit

Pin numbers layout
Pin désignation table

Positive logic Boolean equations

Pin Pin Pin
Designation Nunber Function
Gy Gy» Gps G3 3, 1, 14, 5 Active-low carry
' generate inputs
| Pys PBys PE’ P3 L, 2, 15, 6 Active—low-carry
propagete inputs
e, 13 Carry input
%ﬂﬁmf%ﬂ 12, 11, 9 Carry outputs
G 10 Active-low carry
generate output
P T Active=-low carry
propagate output
Vcc, GND 16; 8 Supply, Ground

SNT4182 Look-ahead carry generator

(v)

iEhe



6.6.3 Circuit description of the A-law PCM Digital compressor

The A-law PCM digitel compressor accepts the linear PCM words
X5 G+ T) = {ul,ue,.....ull} every 8Tp seconds and produces comprgséed
A-law PCM words , xc(,j +7) = Xc(JS,Sq), at the same rate. A block
diagrem of the compressor is shown in Fig. 6.8, The circuit vhich was
designed to perform this function is given in Fig. . 6.18.1.

The linear PCM word (u

1

shift register comprising SR, and SR3, as shown in Fig. 6.18.1. At the

same time the previous compressed code word Xc(j + 7) is read out.

’u2’°"‘ull) is loaded into a 12-bit wide

When this has been completed & binary counter UBC (see Figs. 6.8 and
6.19,1) starts counting up under the control of clock 2. This clock

runs at & frequency which is 2fp. In the mean time the content of SR3

is kept unchanged while the content of SR, is shifted to the right into

1

SR., under the control of clock 2, Vhen this has been done a second

o3
binary counter DBEC (see Figs. 6.8 and 6.19.1) monitors the binary digit
in position 1 of SRl. Whenever this digit is a logical one DBC resets
itself to all ones (1111); otherwise it counts dovn under the control
of clock 2 until its content reaches {0001). However, if the content

lof SR2 is éero vhen the content of UBC is T, the compressed signal must
be in the 0th segment and consequently the content of DBC is set to
(0000). Furthermore, the contents of DBC, irrespective of its value

_at this time, is loaded into SR& and represents the segment number Js.

The polarity of the PAM sample represented by Xc(j + 7T) is

L(j + T). This can be loaded with (ul -

and.shifted with (ul,ua,....us). In this case the polarity digit

,u2,...uh) in position 8 of SRl

appears in position 1 of SR, when the content of UBC is T and therefore

1
cen be loaded with the J_ sequence (Dcl,....Dc3) into SR) just before
SRl is cleared by DT'

As the content of UBC gets larger than T the DBC can no longer be
set to (1111), since SR, has been cleared by D;, and consequently it
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Figure 6,18.1

‘Implementation of the A-law PCM compressor

T "
D2 D15 ug ur U Uz D15 0 D15 CLK2 Uy, u3 u, w
Q T I | [ T o r T o L1
4 !’L* ¥ * y % 3 v A v 4 :
slH G F E D ¢ B A 1Q 2D 1Q 2D 3Q %D 5Q 6D | »g D C B A
»ICLEAR ' I CLEAR SR B CLEAR 1S,
+so SNTL198 SRy | SNTMTY h2 SNT41TS SR, Sy  SNTA194
CLOCK CLoCK | CLOCK CLOCK
rQH...........QBQA 1D 2Q 1D 2D 3D 4q 5D 6 HICLEARR ¢ % %A
3 ] p2 ) Y % Q SR,
FROM ER SIGN
2
Dé3"1Q DQe s +6Q 'DT DIGET Dc3 Dep Dcl R
. Qg (g g O g L]
SR, = 8-bit PIPO s. register 1 N SR
: (sNT430) k| : : 2
= Rona n " y 2
SR, = 8~bit FIFO ' T3 > s wran) —t %
8 >
SR g So
R3 ’-I' : " " SRII-
] | SNThL9M Ei;* 35, SNT419%
W ..o,y = Input LPCM v (1s57440) Dye—» Q Q; @y G_ZA D) jo—at Q0 Q Q,
‘ _binary sequence 2 : ' _
8ieeeBg = OQutput A-law PCM by . l
binary sequence | pc3 | &g 85 & Bs g, & 8 &
o - . . . . I R - i 1 ~ 3
D%, D%, Dy5s Bigs Dygs D) are timing signals (seg Fig. 6.20) POLARTTY 3 5

b Y g



(the DBC) counts dovm until its content is reduced to (0001). While

o and SR3 are shifted from

Right to Left under the control of clock 2,

- DBC is counting down the contents of SR

When the content of UBC reaches 1k (1110) the contents of SR3

represent the step number Sq within a segment Js' This is now loaded

into SRS' When the count reaches 15 (1111) SR2 is cleared, SRl

loaded and Xé(j +7) = {81’82"““87} together with the sign digit

is

&g are read out into the serializer SR6-(see Fig. 6.8) for transmission
to the remote A-law PCM decoder or for further PCM digital procesgsing.
The integrated circuits employed in the compressor sre Texas

SNT4198 and SNTL1O4 8-bit and h~bit parallel-in-parallel-out shift
registers, SNTH175 6-bit serial-in-serial-out shift.register, SNT4Th
2-bit D-flip-flops, SNYHL93 synchronous up-down 4-bit binary counters,
SNT4140 Dual k-input NAND gates, SNT4OM Hexinverters and SNTH30 8-
inpuﬁ NAND gates. The details of these integrated eircuits and their
operation are given in Figures 6.17.2, 6.17.3, 6.17.4, 6,18.2, 6.18.3,

6.18,4, 6.19.2, 6.20.2 and 6.20.3. Further details are obtainable
(88,89).

from the manufacturerts literaﬁure
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[

51 8] [33 o] [i1] [10] [ 9

=

% 4@ 4D 3b 3§ 39 CLCK

cc
SNTL1TS

CLR 1@ 1@ 1D 2D 2Q% 29 GND

REINERIES IR UM

(a)

Inputs . Outputs
Clear = Clock D(Input)' Q Q
0 X X 0 1
1 + 1 0
1 + 0 0 1
1 0 X QB %

Figure 6.18.2

Pin

Pin

Designation Number . Function
e 16 Supply voltage
GND 8 Ground
CLR 1l Clear
CLCK 9 Clock input
1D, 2D, 3D, 4D 4, 5, 12, 13 Inputs to indi-
vidual register
stages
1Q, 29, 3Q, 4Q 1, 7, 10, 15 Outputs
1Q, 2Q, 3Q, 4Q 3, 6, 11, 14 Complemented
_ outputs

(a) Pin layout

(v)

(b) Pin designation and allocation
(e) Truth Table {for each stage. of the register)

n

X
+

%

don't care

n

transition from low to high level {0 to 1)

the level of Q before the indicated sfeady
state input conditions were established .

Description of Texas integrated circuit SNTL1TS serial-in-serial-out 6-bit shift register
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(6] R3] 2] [iT] [36] [91 (8]

V.. CLR2 2D CLCK2 PR2 .2Q 20

SNTHTL

¢LR1 1D CLCKl PRL 1@ 1§ GND

NIER BRI

(a)

JFin Pin Function
Designation Number
Voo 1k Supply voltage
GND T Ground
CLCK1, CLCK2 3,11 Clock inputs
CLRL, CLR2 1, 13 Clear inputs
PR1, PR2 L, 10 Preset inputs
1D, 2D 2, 12 D-inputs to

individual stages

1q, 2Q 5, 9 Qutputs
1q, 2§ 6, 8

Figure 6,18.3 Description of Texas integrated circuit SNT4LTh 2-bit Shift Register (D-Flip-Flops)

(a) Pin layout

(b) Pin designation

- 126b
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61 [35] [34] fi3] fre] [ix]fi0] o]

=

ce QA QB QC.

CIR R B

SNTthh

CLK 8 S

1 0]

C D L

A GND
ERESIEIERNEI R A N

(a}

(e¢) - FUNCTION TABLE IDENTICAL TO THAT
FOR SNT4198 (see Fig. 6.16)

Figure 6.18.4

(a}
(b)
(e}

Description of Texas integrated circuit SNTLLOL Shift Register (h-bit wige)

Pin layout
Pin designation and allocation
Fuaunctional (Truth) Table,

Pin Pin Pin
Designation Number Function
5o CND 16, 8 Supply, Ground
Ss S 9, 10 * Control {mode)
CLX, CLR 1, 1 Clock, Clear
L, R 7, 2. Shift Left,
Shift Right,
Serial data
inputs
A, B, C, D 3, 4,5, 6 Parallel Data
' inputs
Qp»Q5 Q9 15, 14, 13, 12 | Parallel Data

outputs

(v)
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ov . ! : .
D ; 5 A ¥ = see next page for functions of timing signals
CLOCK2 v———» yp , : D.. Dt
P 4 CLEAR -
LOAD SNT4133
DOWN
Ve Qp % g U
g
&SNTklhc
e} 1
* v w & v
iD 2D 1€ 2¢ 2B 1B 2A 1A
. . -
SNTL1L0 ' ' L S, N 8¢ Dy g
A A\ : iD 1C 1B 1A 2b 2C 2B 2A
. / _
1 2
! Y SNTL1LO
- — ' -
1y a2y
-~ . i
¥ * -
A 1A 2A 34 La 54 6A L
SNThok -
ly 2y 3y by S5y 6y
- J -
_ _ .
Y ev v ¥ 4 K v
. . N —_
.Do DBDT DlS D15 Dl5 ) Dlh D?; Dlh Dis

Figure 6.19.1 Implementation of the SCALE-to-A-lew PCM converter (part 2) - the timing circuit.*
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Dl5

15

]

1 IOAD INPUT DATA ( uy

'Oﬂlull

) IN SR

1 AND SR3 AND

READ OUTPUT DATA (g,....gg) FROM SR;, AND SRg AND

CLEAB SRz.

1 LOAD CHARACTERISTIC SIGN DIGITS INTO SRM AND

CLEAR SR, .

1 SHIFT CONTENTS OF SR2 AND SR

1

CONTROL OF THE CLOCK,

r

3

-1 LOAD MANTISSA DIGITS FROM SR. INTO SR..

3

SCALE clock frequency (64 Xb/s)

*
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16! 1151 fh] {13]r12] [37 fTO_] T_—W'

CLR BOR CAR 1D

SNT4193

B Q'B Q A DN up Q QD GND

REENREL “llﬂ]__ll 18
(2)

INPUTS OUTPUTS
ceAR | 10ap | ve {Dowv [ pcBa D% B
1 X X X X XXX 0 00 O
0 0 X X dcba d ¢ b a
0 1 |punsEp| 1 decba (deba) + 1
0 1 1 |PULSED| decba {deba) - 1
(e)

Iy

Figure 6.19.2

synchronous h-bit Up-down counter,

(b)

Pin Pin Pin
Designation Number Function
vcc 16 Supply voltage

GND 8 Ground

up 5 Count up

DN L Count down

LD 11 Load data

CAR - Carry output

BOR 13 Borrow output

A,B,C,D 15, 1, 9, 10 Data inputs

Qs Qgs > QG | 35 25 6, 7 Data outputs

(counter contents) -

(a) Pin layout

(b)
(c)

Pin designation and functions

- Functional Table

X = don't care

bl

Implementation of the timing circuit using Texas integrated circuit SNTL193 binary
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(a)
i8] 33 [ 3] [3d [91[F
v 2D 2¢ 2B 2A 2y
ce
SNT4140
1A 1B Ne 1C 1D 1y GND
NEENENRI el

(¢) y =ABCD

Figure 6,19.3

(a)
(v)
(¢)

()

Pin Pin Pin
Desipnation Number Functions
Vcc 14 Supply voltage
GND - T Ground
Ne 3, 11 Not connected
1A,1B,1C,1D 1, 2, 4, 5 Data inputs
24,28,2C,2D 9, 10, 12, 13 .
1y, 2y . 6, 8 Data outputs

Implementation of the timing czrcult using Texas 1ntegrated circuit SNT4140 Dual

4-input positive NAND gates.

Pin layout
Pin designation
Logical equation

126g



15, ¢ '
[ov 551 < T CLocge ? (pr) f
5V >
4 r I r W | 1 I L 3 A " ]
— ; CLEAR C B A 1A 1B 2A 2B 3A 3B LA 4B ly 2y 3y ULy 1D 20
15 " CLOCK
2+ LOAD
DOWN SNTh193 SNTLO8 SNTL428 SNTU T
UP .
% % B Y 1y 2y 3y by 1A1B 2A 2B 34 3BLA LB 1Q 2D
? F -3 3 1
Io | ]’ | {
n .
v r v 7 v / FREQUENCY DIVIDER
e3 Doz Pa SRT2 (DIVIDES BY 2)

)

Figure 6.20.1

J_The characteristic
bits

(Johnson Twisted Ring
courter)

Implementation of the SCALE-to-A-law PCM converter (port 3) - the J -search and clock

frequency divider (aivides by 2).

t
Dy5s Di5s Dgy» SRI2

fp is the SCALE clock frequency

2f = clock 2 twice f_ H
)Y P2

Dcl. . 2o 8 .Dc3

are control (timing signals)

Binary sequence representing A-law segment number,
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_ . . .Pln . Pin Function
in] [13] [12) [ ] B0t o) I 8 | Designation Number
V., 6A 6y A5 5y kA hy
vcc 14 . Supply voltage
SHTLOk GND 7 Ground
14,24,34,54 1, 3,5, 9 _
1A 1y 2A 2y 3A 3y GND 54, 6A 11, 13 Data inputs
BNEREMEHERR IR
' 1y,27 37,49 5 2, 4, 6, 8 Data outputs
~ {a) 5y, 6y 10, 12
(e) y=4&
Figure 6.20,2  Implementation of the timing circuit using Texas integrated circuit SNTLO4 Hex inverter

(a) Pin layout

(b) Pin designation and functions
(e) Logical eguation
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() | (e) I (v)

Pin’ Pin Pin

ie) (331 [321 Bl [id {91 [8] y=sA+3E Designation Number Functions

e ¥ 4B A 3y 3B 3 ~
- 1k Supply voltage
sNTk28 GND | - 7 Ground
: 14,24,3A,5A 2, 5, 8, 11 Data inputs
ly 1A 1B 2y 2A 2B GND . - N
EIRERRERREIREIR K0 Nd | - | 1B,2B,3B,4B - 3, 6, 9, 12 " "

1y ,2y7,37 4y 1, 4, 10, 13 Data outputs

hu] hs] fie] ] po] [of 8
V.. UA BB by 3a 3B 3y

1265

| (a)
SNT408
A ¥ = A.B
1A 1B 1Y 2A 2B 2Y GND
EIENEINNE BRI
Figure 6.,20.3 Implerentation of the I ¢ search circuit using Texas integrated circuits SNTL08 {quadruple

2-input positive NAND gates) and SNT428 {quadruple 2-input NOR gates).
(a) Pin layouts (e) Boolean equations of SNTL428-

(b) Pin designations and functions (a) " " " SNTLO8



CHAPTER VII

A-LAW PCM =~ TO « SCALE CONVERSION

7.1 INTRODUCTION

As discussed in Chapter I, the A-law PCM compressed code has

been infernationally agreed for interexchange speech transmission.
Nevertheless, situations where the need for A-law PCM - to - SCALE
format conversion might arise exist (see Chapter VIII). The purpose
of this chapter is to discuss the theory and design of an all-digital
-converter which has been concéived for this purpose, This converter
accepts 8-bit word A-law PCM‘compressed code words at Nyquist rate

(8 KHZ) and produces SCALE binary data at a line rate which is the
same as that of the A-law PCM (6L Kb/s). An attempt was made to en-
sure that when the resultant SCALE data stream i(t) is decoded by an
ordinary hybrid‘SCALE decoder, the filtered output is a close replica
of the base band analogue signal which has been presented to the A-law
PCM encoder.: |

It is possible, of course, to convert‘from A-law PCM to SCALE by

.first decoding the A-law coderwords to obtain the analogue signal they
represent and then encoding the reéultant analogue signal into SCALE
binary dats stream using a SCALE encoder. This approach, which is
depicted in Fig. T.la, will not only lead to an expensive and bulk&
.converter (as a result of the large amount of hardware required for its
implementation), but also the resultant converter will have poor per-
formance {as a result of the noise introduced during the second - i.e.
;2(t) to i(t) - analogue to digital conversions); For these reasons

the all-digital approach depicted in Fig. T.lb is preferred.
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A-law PCM

SCALE

"binary
Compressed _ baseband dats
code word A-law PCM signal SCALE stream
X e : P S
¢ Receiver ie(t) Encoder L(t)
(2)
A-law PCM compressed _ .
code word Digital processor SCALE bma.ry
Ottt e L{t}
X, (converter) data streanm
(»)
Figure T.l Two possible approaches to the problem of
A-law - to =~ SCALE conversion.
(=) Digital=-Analogue-Digital method
() All-digital method
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T.2 DESCRIPTION OF THE ALL~-DIGITAL CONVERTER

The A-~law PCM generation can be viewed as a single process which
converts the base band analogue signal xz(t) into & compressed signal
X, in the digital domain, Alterhatively, the compressed code XE can
bé vieved as generated from xg(t) by & linear encoder (Analogue-to-
digital converter) followed by a digital compressor. The latter case
is more attractive because it allows Xc to be first linearised (A-law
to Linear PCM converted) and then the resultant linear PCM words are
converted to SCALE binary data stream. A strategy for the design of
the all-digital A-law - td - SCALE conversion, based on the latter
approach, is shown in Fig. T.2. The operation of this converter is

described in the following paragraphs:—

7.2.2 The Digital expander

The compressed A-law PCM code word Xc available at the input of the
digitel expander DE consists of 8 bit binary sequence Bgeoeereelly (see
equation (6,17)). The most significant digit gg represents the polerity
of the sample, gT’gG’g5 represent the segment number J in vhich the

step lies and gh......gl represent the step number S w1th1n J .

3

' 3~k
s T k£12 S(U+341-k)
' - (7.1)
i % b See equations (6.18)
and 5 = 2 g _
e gn IR g (6.29)

When the compressed code XE(JS,Sq) is converted byrthe digital expander
to the linear PCM code XL(JS,Sq), the latter should correspond to the
A-law PCM decoder output level. The relationship between Xt(Js,Sq)

and XE(JS,Sq) is defined by equation {6.15). For convenience the

latter equation is recalled below:
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clock 2 clock
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(Zfi Kb/s) fP
‘] £, (8 Kiy) y
‘ Equivalent
A-law PCM . . Linear PCM o SCALE
code word Digital * code word FULL code word ADAPTIVE
X, T Expander > DICITAL SUBTRACTOR |  DIGITAL
(DE) X, (FDS) Hy ACCURMULATOR
ADA ]
.Y
Error
code
word
| h SCALE
A binary
data
DIGITAL Mo . }___9 .
- DE-EMPHASISER " signal of the " L(t)
DDE accunulated error word .

Figure 7.2 Block diagram of the all-digital A-law PCM - to — SCALE converter



XL(JS,Sq) = Ac(Js).‘(Sq + P‘t) -k,
(7.2)
Is™ My,
hind 2 (Sq + naoNt + 0.5)
where:

| o Jo g =0 |

k =0, n = (see also equation

& & 1 J #£0
s | o (6,16))

L]
N, = the number of steps in a segment (= 16).
This value of XL(Js’Sq) above excludes the sign (the companding law
is symmetric for positive and negative signals)}., Now |

J -n
o, = 28 &
c

is & shifting operator, such that the binary sequence (Sq + N, + 0.,5)
is shifted to the left by (Js ~ na). Therefore the algorithm for code
conversion from A-law to linear PCM is:-

(1) Aad (n N, +0.5) to S

(ii) Shift the sum (Sq +n N+ 0.5) by (J ~ "a) positions to
.

the left (}.e. division by(?JS—“a) )

where all the parameters involved are in binéry representation.,

A parallel digital expaﬁder based on the above argument is shown in
Fig. T.3. The function of the selector LS is to select (Nt + 0.5) or
(0.5) for the addition to Sq. The selection depends on the segment number
Jgo When J_ =0 (i.e, ngg6=g5=O) the linearised output signal falls
‘ in the_Oth segment and n, therefore equals 0. In this case the signal
8, =0 and input B is selected; If, however, I # 0, ;hen Ny = 1 and
input A is selected. The full adder forms the sum of Sq and
(na'Nt + 0,5) end the sum is then loaded in parallel into the first
6 LSD position of the 12-bit shift register, The full adder is of the
parallel type so that the selection and addition operations are'rapidly

executed (in approximately 50 n. seconds when TTL integrated circuits
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are used). Js is loaded into a binary counter which then starts
counting down and continues doing so until the two most significant
digits of its contents are zeros (i.e. 000 or 100). This process
takes (J8 - na) clock? periods (clock2 runs at a rate of 2fp Kb/s
where fP = 64 Kb/s). The contents of the shift register are shifted
to the left by the same clock while the vacant positions of the
shifted data are being filled by zeros which are shifted serially

into the DL terminal (see Fig. 7.3). When the (JS - na) shifts are
performed-the contents of the 11 most sifnificant positions yield the
linearised A-law PCM code which is the linear PCM sequence WUseeesllqs

and its polarity Bge

T.2.2 The Linear PCM - to - SCALE converter

This consists of the full digital subtractor FDS, the adaptive
digital accumulator ADA, fhe digital.deﬂemphasiser DDE and the assogi-
ated timing eircuitry (not showm) - see Fig. 7.2. In this subunit of
the A-law PCM - to - SCALE converter an estimate of the linear PCM
vord, XL(JS,Sq) is formed by the ADA. This éstimate is then subtracted
fronm XL(Js’Sq) by the FDS and the error is modified according to the
history of the previous errors. The modified error is then used to
1mprove the estimation and also to generate the SCALE binary data re-
presentation of XL(J ,S ) ~ and hence of the A-law compressed code
‘XE(JS,Sq). To reduce the converter complexity to & minimum it is
assumed that the minimum LPCM step size is equal to the minimum SCALE
step increment, The estimation is carried out in the digital domain and
the estimated value of XL(JS,Sq) - Hp, say - is represented by a 12-bit
binary word, one of which represents the polarity, while the remaining
11 digits (allalo....al) represent IHDI, the estimated magnitude of

xL(Js’Sq)' The estimation process of each code word XL(Js’Sq) must be
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i input: xclJS,Sq) compressed code

(n,N,_+0,5) ¥
bit . — — ~ & [ S,
‘38 ‘gh 83 & & cCc 0 O 0,1 l1 00 0 0,1 gf & s
q Q ¢© o @ Q ¥ q
B - ' A Select ’
Six-line out of 12«line e ¢ NOR{%-
Selector Sn
(Ls)
 § y 4 LA A A . Lid 4
———d, 1 INFUT
Nt ' 3-bit
Binary Full Adder 1 DOWN binary
counter
(OUTPUT)
‘ OUTPUT
Y 4 L]
1 = - | | Ls?) MSD
65 4 32 1 DL ’)
12-bit shift register
Shift / OR
Left[? & N
=y et Lo}
\\\_‘ CLOCK 2
DL = Data from the left
v _ 81800088 compressed code word

8g - input sequence
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Figure T.3  Block diagram of the parallel digital A-law PCM expander

(A-law to Linear PCM converter)
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cﬁmp;eted ﬁithin the Nyquist interval. For this reason Hy =_{a12all...al}
must be a good gstimateﬁof XL(JS,Sq) at least fq = (BOQO).times per second.
| A suitsble estimation algorithm is that of the digital SCALE decodér
discussed in Chapter V, In this case fhe Adaptive digitel accumulator

is simply a qigital SCALE decoder wvhich is clocked at a rate fp Kb/s,

vhere fp &= qu. Every TP (= l/fp = 1/8fq) the content of the accumu-

th

lator H.. (subseript means at the i clock instance) is subtracted

Di
from XL(J ,S_) to produce an error signal E_. vhich is an 11-bit word
- s8’7q" - Dy
representing the error magnitude and one bit representing the error
 polarity. Therefore
Epg = xi(Js,sq) - Hps (7.3)
where :

X@(Jésq) = {gléullf...ul}

11

-1 '
=% J2 (+ when u,, =1, - when u,,, = 0)
Sl 12 12
Hpg = {Bypyqeeeeny}
11 k=1 :
=% J2 By (+ when 8, = 1, = vhen a,, = o)
k=1
o Epp = lvpoviqeeeeny}
11 k-1 :
=+ } 20w {+when v, =1, - when v,, = 0) (T.4)
L2k 12 Tt =V

The DDE is a leaky digital integrator whose leskage is determined by the

forward integrator C of the hybrid SCALE encoder shown in Fig. T.h

1®
(see also Fig. 2.3 of Chapter II)., In the present situation xz(t) is
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represented by a discrete sample word XL(Js’Sq)° This means that the
DDE input/oufput relation can be written as

-TP/clnl] —'I'P/ClRl

Bri 7 Eni[l e t Ep(i-1)e®

-7 /C.R ,
[Ex(i—;) B EDQ]'E Pt Epi - (7.52)
= Epy ¢t Lg'[?l(i—l) - Eni] (7.5)

-T /ClRl
vhere Lg e P and all parameters are in binary representation.
The Digital spectrum shaping and comparison (between X, and HD’
algorithm, therefore, is:

" (i) Subtract the present error word EDi from the previous modified
error word EI(i—l)'
(ii) Multiply the result by the leakage word Lg.

{(iii) Add this product to the present error word Eps

A1l the parameters are represented in binary form and include

‘their polarities.

The equation for Ers iss=-
Erg = Ogpryyeeidyd
g, -
=% )2 A (+ vhen A,, =1, - when A,, = 0) (T7.6)
- _ ‘ 12

The rate at which the sign digit A,, is produced is fP Kb/s. It

12
is analogous to Vq in the hybrid SCALE system (see Chapter II Fig. 2.3
and Fig. T.ka). i.e. .

A12 = Sgn(EIi) : ' (7.7)
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 COMPARATOR

Baseband ¢2(t) = xa(t) - H(t) , :
signal + e (t) '
%, (%) R —
1 o=
1
H{t)
T
Vq = Sign(ea(t))
(=) = L(t)
The error word
Ep; = wa(t=in) , DIGITAL
%, ! DE-EMPHASISER -
P g
DDE (Ala = Vq)
(v)

Figure T.h4 (2} The forward path of the hybrid SCALE encoder

(b) The forward path of the digital equivalent of (a)
(excluding the subtractor)
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Present error word
ED'
Previous modified .

error word
Br(i-1)

word

U

FULL SUBTRACTOR

" (11-bit + sign)
(¥s)

Leakage “g

digital
(binary) ||

L Br(i-1) ~ Epi

PARALLEL
(PM)

MULTIPLIER

Di

Lg'(EI(i-l) - EDi)

Ny

FULL ADDER
(L1-bit + sign) Modifried (integrated)
Error
EIi . = {112.....11}
\ .
—
Mo
Clock The polarity
e the modified
ONE WORD DELAY fp error word
(?p seconds delay)

Figure T.bh.c

Block diagrsm of the digital De-emphasiser
(DDE) based on the algorithm described by
Both EDi and EIi

(and hence Ala) are produced at a
rate of 64 KH, .

L(t)
SCALE binary
datsa

(To chennel ete,)

equation {7.5).

-

Epg = Ep; * Lg'[?:(i—l) - Bpy
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vwhere Vq in the hybrid SCALE system is given by:

Vq = Slgn(ee(t)).

A12 is fed back to the ADA to update.its contents and.also gated
by the clock fP to produce the SCALE binary data stream f,(t) vhich
represents the digital signal X, (and hence represents.xe(t) at the
input of the A~law PCM encoder).

Because Xi is generated from Xc at the Nyquist rate (8 KHZ),'while
Ao is generated by the converter at a rate of 64 Xb/s; H, is up-~dated
8 times during each Nyquist interval. This enables‘HDi, the locally
constructed estimate XL’ and XL itself to be very close to each other ‘
in magﬁitude. The magnitude of HDi is incremented as long as the

present and the two previous logical values of A, are identical; and is

12
decremented otherwise, The polarity of Hbi is positive when the présent

logical value of A, is a logical one, otherwise it is negative.

12
The remote SCALE decoder receiving £(t) reconstructs & signal H(t)
or ﬁ(t) (depending on whether it is & hybrié'or digital SCALE decoéer)
which is very close to the one which would be construcfed from the binary
.data stream L(t) originating from a SCALE encoder whose input signal is
- xy(t),
A digital éircuit which realizes equation (7.5) is given in Fig. T.le.
The Adaptive digital accumulator (which is a digital SCALE decoder
with minimum step size variation of 1 m. volt )} up-dates its contents
according to the digital SCALE algorithm described in Chapter V. This
means that : "THE ACCUMULATOR INCREMENTS ITS CONTENTS BY (00000001000),
{0000000110) OR (00000000100) WHEN lzzfiTp) = AIZ{iIb - Ib) = 112(£Té -21})
= 1 AND ITS PRESENT CONTENT IS i'N THE RANGES (000000011000) TO (10000000000),
(10000000000) TO (11100000000) OR (10000000000) TO (111121111111)
RESPECTIVELY, WHEN llg(in), ljzfiTp - Tp), AND ljg(pr - 2Tb) ARE NOT
IDENTICAL AND THE CONTENTS OF THE ACCUMULATOR FALL WITHIN THE ABOVE

RANGES THE ACCUMULATOR DECREMENTS ITS CONTENT RESPECTIVELY BY (00000000001),
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(00000000100), (00000001000)."
The SCALE binary data L(t = iTp) generated by the converter cen
be decoded by both the digital and the hybrid versions of the SCALE

systen.

T.3 IMPLEMENTATION OF THE A-LAW PCM - TO - SCALE CONVERTER

The A-law PCM = to - SCALE converter discussed above (see Fig. T.2)
can be implemented in hardware using eéonomically available off~the-shelf
small and medium integration integrated circuits, In this section a
circuit diagram for the converter using Texas digital integrated circuits
will be presented and discussed. The implementation of the individual
sub~units (DE, FDS, etec.) are considered separately. The sub-units are

connected as shown in Fig. 7.2 to form the complete converter.

T7.3.1 The Digital expander

The digital expander circuif diagranm which was designed to realize
the block diagram of Fig. 7.3 is shown in Fig. T.5. In the circuif
diagram the two gix—line to one-line selectors have béen replaced by
~one two-input AND gate, This simplification became possible when it was
realized that the output (na.mt + 3) of the selector is either (00000.1)
or (10000,1) - i.e. only one digit changes., The‘change of the selector
output from (00000.1) to (10000.1} occurs when the signal level is
_outside the 0th segment (Js # 0)s In Fig. 7.5 the NOR gate (SNTL2T)
accepts, Js {ngGgB}’ and produces a logical one (ly = 1). This output
of the NOR gate is combined with 5 volts level by the NAND gate (SNTL000)
to produce a logical zero when (Js = 0) and a logical one when (Js # 0).
The digit produced is then placed in the Bth least significant position
of the 8-bit parallel Full adder (SNT4B83A). The rest of the adder A-

inputs are connected to earth. The k least significant digits of the

adder B-inputs are fed by Sq - the step number in segment Js ~ while
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the rest of the adder B-inputs are connected to ground.

The L4-bit binary adder blocks (SNTh83A = SNT283) are full adders
vhich perform the addition of 2 xL4-bit binary words. Two blocks were
cascaded to accommodate the width of the input signel (5 digifs wide).
The ihput, output and the carry logic levels are in their true form so
no inversion is required, The adders feature full look-ahead across
the 4-bit words and generate the carry term in approximately 10 n. sec.

(88)

The typical add-time.for two 8-bit words is 23 n. sec. so the sum
of (na‘Nt + Sq) is produced aboutt 25 n, sec, or less after the com-
pressed code XC(JS,Sq) has been received by the converter., This sum

is then loaded in parallel into the second and the next seven least sig-
nificant positions of the 12-bit shift register (SN'7L198 and SNTL19k),
The first position in the shift register is loaded with a logical one
and is a fraction to compiete the formation of the value (na'Nt + Sq +
0.5). J =‘{g7"ug5} is also now loaded into the binary counter SNT4193.
The timing signal needed for the 1oadinglof the shift regis£er is
generated from {QA.....QD} by the legic circuit comprising the dual 5-
input NAND gate SNTL260 and the Hex inverter SNTWOL, The sequence
 {QA‘f“Qﬁ} is the content of the binary up-counter SNT4193 shown in the
timing circuit of Fig. 6,19,1. We recall that this counter is used as

a frequency divider which divides its clock frequency (2fp = 128 KHZ)

by 16 enadling Nyquist interval to be divided by 8. In Fig. T7.5:

Do = %Rty

(7.8)

DL = DS+D0

This now means that in the first (TP/S) of each Nyquist interval

Dy is true and Dy is true when DS is FALSE, The first two logical

conditions are needed to load the shift register, while the third is
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reqﬁired'to lozd JS into the L-bit binary counter SNT4193. When this
first inter&al is over, D remains TRUE while 36 becomes FALSE, This
is fhe correct condition for enabling the contents of the shift register
to be'shifteﬁ from right to left_(mulfiplication by 2). The counter
(5N74193) now counts doﬁ until its contents are at most (0001). Every
ﬁime the counter contents afe decremented by one_ﬁhe'contents of the
shift register are shifted one position fromﬁright to left and zeros

are enteped from the left. When the counter stops counting down the
shift register contents would have been shifted to the left by (JS -n_)

a

times. This completes the operation defined by the relation'

(0d-n) .
s &

Xi(JS.Sq) = 2
discussed earlier. The linearized code Xi(JS,Sq) which is the Linear
PCM representation of the A-law code X;(Js,sq) is now read out in the
form of the sequence (ullulo""'ul)’ plus the polarity digit u,,.

The pin layout and pin designation of the integrated circuits
used for the synthesis of the converter have laready been described in
Chapters V and VI (e.g. see Chapter 6 Section 3). Further details of
these integrated circuits characteristics can be found in the manufact-

(88,89)

urer's data sheets; etec.

7.3.2 The Full subtractor
The function of the FAS (see Fig. T.2) is to form the difference
. . .th .

Dp; = XL(JS,Sq) - Hy;  vhere i is the 1" clock pulse instance, The
clock frequency is fp Kb/s. Eight subtraction operations are performéd
every Nyquist interval (125 u. sec.). This calls for a fast parsllel sub-
tractor to prevent errors due to subtraction time deiays._

The difference between the magnltuées of Xi(Js,Sq) and H,. can

be formed in approximately 50 n. secs. employing the method of subtract-—
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ion by addition of the 2's complemenfs. The magnitudes of XL(Js’Sq)
‘end Hp. consist of 11-digi£ words, If the negative of IHDiI is rep- -
resented by the 2's complement of IHDiI’ ie, (2" - [HDi]}, and
added to lXL(JS,Sq)I the result will be :

o

212 i |} + |)gL(JS,sq)| = {XL(JS,Sq) - |Hp, 1 P (7.9)

The two's complement qf |HDil can be generated by_interghanging
the logical ones and iogical‘zeros in |HDi| and adding one ﬁo the
result. The interchange of the 11 digits of lHDil can be carried out
using 3 cascadedltrue—zero complement_elements such as Texas SNTHHBT.

. This operation can then be performed in approximately 4O n. secs. The
sum of IXL(Js’Sq)I and the complement of lHDiI can be formed in approx-
imately 35 n. sec., using 3 Texas SNTL83A h—bit adder blocks cascaded
as shown in Fig. 7.6. The 22 term appears in the most significant
position of the last stage of the adder {position 12) and indicates
that the result of ﬁhe subtraction is positive (sigﬂ bit), When this
bit is a zero the output is a negative quantity and appears in the

2's complement form. To ensure that the output is always in its true
form the.outputs of the adder are passed through anothgr set of true-
Zero gomplement elements whiéh are controlled by the sign bit residing
in the mﬁst significant position of the adder. When the sign bit is a.
logical one the outputs of the adders are passed to the output un-—

J eltered. When the sign bit is & logical zero the adders' outputs are
complemented. It must be emphasised thaf the output obtained so far
represents the difference between the magnitu@es of XL(Js’Sq) and

HDi' The polarity digit Vio of the error word_can be determined from
P, the polarity of the magnitudes' difference (see Fig. T.6a)and the
polarities ﬁ ‘ and a., of the input‘words to the subtractor. This can

12 12 7
be achieved by first constructing the truth table shown in Fig. T7.6b.
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Error word Ey. = xL(J:,sq) - Hy,

Figure T.6a Implementation of the Digital subtractor using Texas integrated circuits
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Polarity {Polarity |Polarity | | Polarity
bit of|digit of |digit of (Meening) digit of

X (TgsSyHin; ¢ agp Xy = H - |Ppi F Va2
u12 a- ™ Pp

and H, are negative and

o | o O [yl > Ix,| | 1
and HD are negstive and

o ° Yool eyl < ixgl 0
is negative, Hp positive :

0 1 0 ‘ ]

cend [H] > x|

is negative, Hpy positive

0 1l 1 0

end [Hy| < [x]

X is positive, Hp negative
and [Hp] > x| !
is positive, Hy negative
and [Hp] < [ | 1
end H, are pesitive and

AR 0

and HD are positive and

| < x| 1

[
(=)
- A. o
e e e e e g

Figure 7.6b Truth table of the relationships between the polarity
.dlglts of XL(Js’Sq) (i.e. u12), Bps (i.e. ?12)
{lxbl - IHDI} (i.e. Py) and B, (ice. vi,)

‘ Vip = WpoPp + 2,5.F
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The logical equation relating W 5P

D*&10 and vyo can then be written

from the truth table,

-

Vo = WPy +a P, o (7.10)

The polarity digit vy

from the other available sign bits as shown in Fig. 7.6. The eircuit

> of the error word can therefore be generated'

'in this figure is a complete 12-bit Full subtractor,

T.3.3 The Digital De-emphasiser

The algorithm for realizing this subunit of the converter haé
been stated in Section 7.7.2. A block disgram of the DDE based on
this algorithm is also given in Fig. T.k.c. |

Now, referring to Fig. T.b.c, the subtractor is identicsl to
that described in the prévious section of this chapter {see Fig. T.6).
The addition of two 12~bit binary words and the deldy of a binary
word by'one clock period have also been discussed in detail in Chapters
V and VI (e.g. see Section 5.2 of Chapter VI end Fig. 6.1T.1b). It
is therefore unnecessary to describe these subunits agﬁin. The im—
-plementatioﬁ.of the parallel multiplier using Texas integrated circuits

is discussed below,

The Parallel Multiplier

The parallel multiplier function is to form the product of the
leékage coefficient Lg and the difference between the previous value

of the modified error EI(i—l) and the present error word EI

i
= {0,.0 6.}

12 ll f..o. l

where ¢ = {0,1} and © 5 represents the polarity of the 1l-digit

1
magnitude word.
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~T_/C Ry |
Now the leakage Lg ze T (see equation (7.5a)), where

ClRl is the time constant of the forward integrator of the hybrid

SCALE encoder which was implemented in hardware and described in

Chapter III; ClRl 0.0002 secs and‘Lg in decimal notation is

0.924848813, To represent this number in binary notation a very
large sequence is required; and when this is multiplied by EDi a pro—

H

hibitively long product sequence results, The miltiplier implementation

in this case is very complex and expensive. To avoid these complications
-~

L can be approximated by an 8-bit binary word Lg consisting of the

binary sequence Qllz e 28) vhere %, is the MSD. So,

8
R ~k

g
K=y * | r o (7.12)

[l
fl

+ 2-5 * 216 ]

21 4 o2

0.922

(i.e, B, =8, =4y = 25 =% =1 and 2 = 17 = 2g = 0)

This abproiimation enables a reasonasbly manageable multiplier
and the penalty suffered in terms of error is very small. The
approximetion has the effect of replacing the time constant (C Rl
0.0002 seconds) of the hybrid SCALE by C1 L = 0.0002025 seconds,
The product of Lg and E . (see equatlons (7.11) and (7.12)) can
be produced in = 100 n. secs., using parallel multiplication strategy.
The complete multiplier based on the sbove argument is shown in Fig. T.7T.
In Fig., T.Ta Texas SNT4S27h 4-bit x h-bit multipliers are employed
to producé the partial products of the two input words ig and ﬁli'
Now to form the final product it is necessary to use s fast addition

scheme to sum the partial products produced by the multiplier chips.
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Texas SNT4S275 and SNTLH183 are "Carry Save" sdders which generate
the carry term at the same time as the sum term. When these adders
are arranged in the form of Wallace trees as shown in Fig. T.T7.b the

final product of Lg and E_. is formed and appears at the output

Di
terminals of the adders. Because Lg is & positive constant number
This

the polarity of the product word is the same as that of EDi'

means that the polarity bit = 8,0 ‘

Other multiplication schemes such as those employing Read Only
Memory (ROM) to imﬁlement the & x 4 bit multipliers; or performing the
multiplication seriﬁlly witﬁ the aid of a clock, serial multipliers
and an 1l-bit shift register, are also possible. For a prototype
implementation however the difference be;ween these methods and the
parallel scheme adopted above, from the economic point of view, is

not significant while the gain in speed is quite attractive,

T+3.4 The Adaptive digital Accumulator

This, as discussed earlier, is simply a digital SCALE decoder
discussed in Chapter V. For this reason it 1s not necessary to go into

the details of its implementation again,

7.4 COMPUTER SIMULATION OF THE A-LAW ~ TO - SCALE CONVERTER

To test the validity of the theory.of the A-law - to — SCALE

- converter discussed earlier in this chapter, a computer program was
compiled to simulate it on the digital computer, A flow diagram
summarizing the main simulation procedure is given in Fig. T.8. The
A-law PCM code words Xé are read from a buffer store at therNyquist
rate, i.e. every 125 1, seconds., Thése_vords are used as an input to
"SUBROUTINE EXPANDER" which operates on the.compressed A-law code to

produce the equivalent linear PCM code words X,. "SUBROUTINE EXPANDER"

. . ] e s
o hacisnlly o FORTRAN IV tranclpticn of cgustisn (7.2) ond is 21
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in Appendix B. - -
"SUBROUTINE COMPARITOR" inspects XL' the linear PCM equivaient

of Xc’ every Tp seconds (Tp = lffp.f 1/64000 seconds). It also inspects

the locally generated DSCALE step height HDi’ and forms the instgntanf

between these two quantities, i.e.

Epi = X, 7 Hp(i-1)

eous difference E_,
‘ Da.

Furthermore this instantaneous difference is operated upon to form

the integrated error E_., which is defined as

Ii
-T_/T

= e P
Eyy = Epyl-e ) +E

—'.EP/Tl
T(i-1)*® .
The §utput of "SUBROUTINE COMPARITOR" is the polarity of the inte-
grated error A\ . It {2,) is "returned" to the master segment every -
Tp seconds to generate th§ binary output ﬂi of the converter (ii = {O,l}).
. In the meantime ii is passed to a local DSCALE dgcoder which uses it
to improve the estimation of the linear PCM sample. The content of the
DSCALE HD(i—l).at the previous clock instance is incremented or de-
cremented, at the ith clock instance, according to the DSCALE algorithm

-~

discussed in éhapﬁer vV (i.e, Hy(i-1) is incremented when ii—a =L 4 = ii

and decremented otherwise), The local DSCALE decoder was implemented

on the computer using "SUBROUTINE DIRECTIOR", "“SUBROUTINE HISTORY",

"SUBROUTINE AUCOUNTER" and "SUBROUTINE ADDER", These subprograms have |

‘already been discussed in earlier chapters and they can be.found listed

in Appendix B, "SUBROUTINE COMPARITOR" is also listed in Appendix B.
During each Nyquist interval, thereforg,_HD is up-dated 8 times

and 8 binafy dats digits are transmitted to the remote SCALE decoder to

reconstruct the linear PCM sample, At the end of each Nyquist interval

a new A-law PCM sample Xé is read in and the cycle repeats,

An alternative test program, which bypasses the éxpander, accepts

vue basevand sigpal in analogue form, appiies It Lo an Analogue=-to-
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( START )

1

SET CONSTANTS,

DIMENSIONS, ETC.

2

INITIALIZE THE DSCALE

STEP HEIGHT HD = Hmin

Y

Figure 7.8

READ AN ALAW CODE WORD XE

i=1

(TIME IN CLOCK PERIODS)

>y

Flow diagram of the computer program for the simulation
of the A-law PCM =+ to = SCALE converter.,

¥ = Bee Figure T.2
112. = The polarity of the int:&rated error

EIi = Xﬁ - Hy at the 1" DSCALE clock instance
£i = The output digit of the A-law to SCALE converter
t+ = B8ee Chapter V
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6
SUBROUTINE EX
LINEARIZE THE A-LAW CODE WORD : PANDER (4.0
i.e. GENERATE X , THE
EQUIVALENT WORD FROM X_
1 n . T ‘
CALL EXPANDER RETURN
1' 8
9
FORM THE INSTANTANEOUS DIFFERENCE SUBROUTINE COMPARITOR
Ep; = X - Hy; AND USE THIS TO (eesens)
UPDATE THE VALUE OF THE INTEGRATED
FRROR: E = E ..(1-e'TP/T1) +
31 D1
E.. - y.e /TLho |
TTi-1)* RETURN
"CALL COMPARITOR"
. Ale(l) =1 112(1) =0
L. = 1 _
1 . = 0 *

15
* SUBROUTINE DIRECTION (e...)

SUBROUTINE HISTORY (.ese)
SUBROUTINE AUCOUNTER {eoeee )
SUBROUTINE ADDER (veeveeo)

UPDATE THE MAGNITUDE AND
SIGN OF HD ACCORDING TO THE
DSCALE ALGORITHM +

“CALL THE DSCALE SUBROUTINES" . |6

' RETURN

18

NO

ANY MORE DATA?
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Digital Converter ADC and applies the resultant linear PCM vords to
the "SUBROUTINE COMPARITOR". A subprogram was written to simulate the
ADC and was naﬁed "SUBROUTINE ATODCONV'", Tt can be found listed in
Appendix B. The significance of this approach is that the s&stem caﬁ
be used Qs a completely digital SCALE encoder or a LPCM—to-SCALE

converter,

7.5 SUMMARY AND RESULTS

‘ ~
When an analogue signal xzft) is applied to an A~laew PCM encoder

the compressed code xc is prodgced. At the converterepd, Xc is
linearized by the expander to produce the linear PCM code Xi. The
local digital SCALE decoder (which forms a part of the converter)
generates the digital signal Hy. vhich is an estimate of %, and has
an anslogue equivalent ﬁ(t). Both the local and the remote DSCALE
decoders outputs Hp. (or ﬁ(t)) depend on the present and all previous
values of the difference between X and Hy. When ﬁ(t) is passed
through a low pass filter gg(t), which is an estimate of xa(f), is
obtained.

' The ferformance of the sjstem can be investigated qualitatively
by comparing the input xa(t) to the A-law encoder and the final output
§2(t) at the remote DSCALE decoder filter., This was achieved by
simulating the system using the procedure discussed sbove in Section
T.4, and usiﬁg the computer graph plotting routines to displsy the
results in gfaphical form,

A sinusoidal signai was first used as the original waveform xa(t).
In the second and third runs of the program xa(t) was respectively, .
an arﬁitrary and step waveform.

The results of these computer runs corresponding to the cases
vhen xe(t) vas & sinusoidal and arbifrary wvaveforn are displayed‘in

Figures 7.9 and T.1l0, respectively. Part (a) of each of these figures
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shows the original waveform xz(t); while parts (b), (c) and (d) are
respectively devoted to the display of the corresponding signals XL
{after D/A conversion), ﬁ(t) and xe(t) (superimposed on xa(t) for
comparison).
The results for the cases when xa(t) were steps are shown in
Figure T.ll. |
From Figures T.9(d) and 7.10(d} it can be seen that when an input
is initially applied to the remote DSCALE decoder, the reconstructed
baseband signal %2(t) is distorted, This is an inherent characteristic
of the SCALE system and is due to the delay introduced by the syllabic
time constant. After this initial transient period (20 to lOO'I'p seconds),
however, it can be seen that ka(t) is a good approximation of the
original signal xz(t). |
If the decoded signal §2(t) in Fig. T.9(d} is compared with ;2(t)
(which was constructed by the same DSCALE decoder from L(t) originating
from 8 hybrid SCALE encoder operating directly on the aralogue signal
xz(t) - see Chapter V) it can be seen that ga(t) is a better represent-
ation of x2(t) than ;cz(t). This is mainly due to the fact that the
"local DSCALE decoder employed in the converter was tracking a signal Xi
vhich is composed of discrete levels. Because the changes in such a
signal take place instantaneously, the density of consecutive like
digits in the £(t) pattern is less than that of L(t). This means that
the total time during which the SCALE decoder is overloaded wﬁen it is
decodihg i(t) is less than that when L(t) is the signal being decoded
(see Fig. T7.12).
From this argument it can be concluded that the SCALE system
performance can be improved if the analogue input signal xa(t) is
sampled and held at Nyquists rate prior to its application to the

encoder; instead of encoding xa(t) directly.
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(¢) The reconstructed DSCALE PAM sample value
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H(t = iTp) generated from L(t).
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corresponding low pass contents, The original

signal is shown in part (d) curve (2).
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(c) The reconstructed DSCALE PAM sample value

H(t = iTp) generated from L(t).
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The grﬁphs displayed in Figures T.11(a) and 7.11(b) show how
the systeﬁ responds to step inputs when.xe(t) is encoded into A-law
PCM form prior to the generation of the SCALE binary data i(t) by
the A-law - to ~ SCALE converter, Comparison of Figures 7,11 with
Figure 5 lla - reveals the close agreement between H(t) and H(t) when

the original signal X, (t} is a step function.
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CHAPTER VIII

GENERAL DISCUSSION AND CONCLUSIONS

8.1 GENERAL DISCUSSION

When this work ﬁas initiafed, the A-law Pulse Code Modulation

system‘had already been agreed internationally as the digital method

:
of interexchange speech transmission. For military and local network
applications, however, there was a considerable suppoft for using some
. form of Delta Modulation as an alternative to PCM, This support was
reflected in tﬁe investments made by both the military and civilian
org&ﬁizations into research and develdpment of various Delta Modulation
systems.-

The main factor in favour of Delta Modulation systems then was the
simplicity of their implementation; and thelmaiﬁ argument against them
vas their high sampling rates.

The fact that the Delta Modulation system has an inherent immunity
to channel noise did not carry ﬁuch wéight because all the telephone
traffic was then carried by transmission lines or line of §ight high
érade microwave channels.

As the work in this project progressed other considerations came to
light. For example, during the last two years many new radio channels
have been integrated into the telephone network. These radio channels
have been, in most cases, installed to establish communication links

(93)

across difficult terrain and are characterized by fading and rela-

tively poor éhannel error performance. ZExamples of such channels, which
employ & Troposcatter transmission mode, are those established across
the Mediterranean and those empioyed between the Unifed Kingdom and the
North Sea oil fields, Tests carried out on these radio channels have

3

indicated that error probabilities of the order of 10 ° are not un-—

(9%)

conmon .
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This means that in such cascs A-law PCM (which, for satisfactory
performance, requires a maximum error probability of 10-5) cannot bhe
used and an alternative has to be found.

To telecommunications engineers in the Third World countries, such
as the Middle East and South American countries, the points discussed

above are of importance; because:-

L

(a) The communities in those countries tend, in most cases, to be
separated by lerge distances of difficult terrains. Consequently - for
economical reasons = most of the trunk traffic is carried by radio

channels of the type discussed above. Hence the channel error problem.

(b) Even if a solution to the geographical problems is found; the large
capital investments which have been made in radioc communication systems

prohibit their phasing out before at least 20 to 30 years.

(¢} Since no capital investment has so far been made by the majority
of those countries in any form of digital communication systems, then
if they have to change over from analoéue to digital techniques, the
digital format to be adopted can be chosen exclusively on the basis of

its suitability to the available communication channels.

Comparisons between the performance of the SCALE system (or its
Delta modulation versions) with other digital formats (A-law PCM, DPCM,
etc,), have indicated that the SCALE system has an immunity to channel

‘noise which is superior to any of the other systems,

In addition, because it is relatively simpler to implement, the
SCALE system is more suitable for per channel bases applications; a
characteristic which is desirable for private and mobile communications,

and in isolated areas of low density of population.
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In the light of all the above it seemed probable that A-law PCM
and the SCALE system ﬁfe going to co-exist for a considerable time in
the future. As & result, in order to provide direct compatibility, it
is desirable that SCALE - to - A-law PCM and A-law PCM - to - SCALE

conversion techniques are established.

8.2 CONCLUSIONS

The need for a conversion technique to enable direct compatibility
between A-law PCM and the SCALE system was the motivation which originated
this work.,

SCALE has been in service for some yeafs, but a theoretical des-
eription of it has been lacking. This study began with an investigation
in which detailed experimental, theoretical and computer simulation of
SCALE have been carried out. This has enabdled a general model of the
hybrid SCALE system to be developed, and formulae for its performence, in
térms of sampling frequency, dynamic range, memory length, syllabic time
constant and signal-to-noise ratio to be presented.

The results of the.investigation into the hybrid SCALE system hgave
shed a new light on the exact system behaviour, under various operating
conditions,

With the aid of digital computer and the knowledge gained from the
investigation into the hybrid SCALE system, an algorithm for the design
-Bf a neﬁ all-digital Delta-sigma decoder with digital syllabic compand-

- ing has been established., It has also been shown by computer simﬁlation
that the new digital SCALE decoder can decode the binary data, originating
from an ordinary hybrid SCALE encoder, and the quality of the recon-
structed baseband signal can be at least as good as that obtainable

from' a hybrid SCALE decoder.
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The main significance of the introduction of the new all-digital
SCALE decoder, is that because an equivalent of the hybrid SCALE en-
coder feedback voltage is now available in digital form, it can be
digitally filtered to produce the linear'digital equivalent of the
original analogue input signal. This means that the difficult problem
of converting the SCALE binary date to other compressed digitél formats
has now been reduced to finding an algorithm which enables the linear
| digital representation of the original analogue signal to be digitally
compressed according to the specified requirements.,

These results have led directly to the design of an all-digital
SCALE - to — A-law PCM converter which accepts the SCALE binary data
and produces A-~law PCM words. The converter has been computer simulated;
and if has been shown that the performahce of the combination of the
SCALE encoder and the A-law PCM receiver, including the converter, can
produce a signal-to-noise ratio performence vwhich is very similar to
_that obtainable from the SCALE encoder-decoder combination on their own.

‘A‘design procedure for the realization of an A-law PCM - to - SCALE
converter has also been prop&sed. This converter accepts A-law PCM word;
and produces SCALE binary data. This has concluded the search for the
complete compatibility between the A-law PCM and the SCALE system; a
compatibility which has been lgcking.

It has also been demonstrated by computer simulation that the pro-
posed all-digital A-law PCM - to - SCALE converter can generate from an
A-law PCM coded signal a SCALE bihary data stream which when decoded by
& SCALE decoder is a close replica of the original analogue signal,

To demonstrate the fact that the copceived converters can be
realized by small and medium scale integrated circuits, all the necessary
circuit diagrams and data necessary for their hardvare implementation

have been presented., Because of the time limit imposed on the period
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which was available forlthis reseaich, it was notrpossible to cérry.out
the actual construction of these.cpnverters. However, since only digital
circuits are going to be employed in the conétruction, it is expected
that the hardware vergions of the converters will produce résﬁlts which
are identical to those obtained from the simulated models.

The converters developed in this work may have applications in both
the military and civiiian communication systems. For examble in areas
where the channel noise is severe the vulnerable A-law PCM codes can be
convertéd té SCALE binary data format for transmission and reconverted
back to A-law PCM at the remote end of the channel. Another situation
whére the converters may prove to be useful is when the military SCALE
and commerciél A=law PbM users have to commumnicate directly with one
another., A third application which in the ldng run.may become the most
impoftant, is in the local subsériber network where the SCALE tyﬁe
system can be used at the handset ahd the converters at the exchange.

It must be emphasised that in the absence of transmiésion errors,
the performance - in terms of‘SNR - of the present 8-digit A~law PCM
is better thap the SCALE systems operating at the same bit rate. This
ﬁéans that systems employing the convérters discuésed in this thesis
vill have a SNR which is less than that of the conventional A-law PCM
system. However the avéilability of these converters have the advantages
of enasbling the users of SCALE and the A~law PCM to commumnicate directly
with each other, and the conversion of the A~law signal to SCALE for
.transmission'over noisy channels,

It may also bé worth emphasizing that the conversion technigues
empioyed in this work sre applicablé to converting between the'A-laﬁ PCM
aﬁd other versions of Deltamodulation. For exsmple the double integration
SCALE system vwhich is in the development stage'*%) hag a SNR vhich is

comparable with that of A-law PCM when the two systems operate at 64 Kb/s.
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With the aid of the conversion technigques discussed in this thesié, it
-is possible to design digital converters which caﬁ-provide direct
compatibility between A-law PCM and the new double integration SCALE
system. Hence the problem of SNR incompatibility between the two systems
can be solved..

hnother point which is worth mentioning is that in the future the
switching centres are likely to becomercompietely digital. This means
that the number of the digital-analogue-digital conversion operations
carried out along the transmission path will be reduced to a minimum,
Consequently the higﬁ SNR performance presently spgcified for digital
speech transmission will no longer be necessary and a lover performance
is likely to become acceptable, In this case the SCALE system operat-
ing at 64 Xb/s (or even at lower bit rates) will no longer be at a

disadvantage.
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