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ABSTRACT 

The finite element method is used to predict numerically steady 

state, two-dimensional laminar and turbulent thermal buoyant and con- 

vective recirculating flows. The governing equations are solved by 

the finite element method using Galerkin Weighting functions, with 

velocity, pressure, and temperature as dependent variables. 

Turbulent separating, recirculating flow in the complex geometry 

of a room with variable inlets, outlets and convective chimney ducts 

is investigated. The room is ventilated/air-conditioned utilising 

the solar energy via a flat plate collector and solar absorption air- 

conditioning system. For this purpose the Navier-Stokes, continuity 

and general energy equations are solved in a coupled form and in an 

uncoupled form and solutions are compared amongst themselves and with 

the experimental results of hot wire anemometers and thermocouples. 

The parts where turbulent flows occurred especially in the con- 

vective duct and the room, the flows are analysed using the Prandtl- 

Kolmöjorov model to depict the effective viscosity. The analogy between 

thermal and momentum diffusivity via Prandtl number is used to depict 

the turbulent conductivity from the turbulent viscosity. The length 

scale of turbulence is specified as an algebraic function of position 

from empirical data and experience of other researchers . The kinetic 

energy is expressed as a function of velocity at the nodes together 

with the turbulence intensity which varies from z-5% - =20%. This 

turbulence model is used to predict the flow including its recircu- 

lations in the solar ventilated/air-conditioned room, and the fully 
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turbulent convective channel. The analysis includes temperature 

and heat transfer predictions in this complex geometry of combined 

free and forced convection, together with buoyancy effects and 

turbulent transport and recirculations. 

Results obtained are compared with the experimental data which 

showed very good agreement. 
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CHAPTER 1 

INTRODUCTION 

This work is concerned with heat transfer and fluid flow in 

natural environment. These processes play a vital role which can 

be observed in a great variety of practical situations. Nearly all 

methods of power production involve fluid flow and heat transfer as 

essential processes. The same process governs the heating, ventila- 

tion and air-conditioning of buildings. 

In this research we are investigating solar powered ventilation 

and air-conditioning systems using both experimental and numerical 

(theoretical) methods. 

Since the processes under consideration have a very important 

impact on human life, they should be dealt with effectively. This 

can be done as a result of understanding the processes and their 

nature and the ability to predict them quantitatively. Should this 

expertise and knowledge be available the designer of a solar ventila- 

tion and/or air-conditioning system can ensure the desired performance 

and can choose an optimum design from among a number of alternative 

possibilities. Also the power of prediction enables the operation of 

existing equipment more safely and efficiently. 

The prediction of behaviour in a given physical situation requires 

the values of the relevant variables governing the process of interest43. 

In our work of ventilation and air-conditioning using solar energy, 

the complete prediction gives us the values of velocities, pressures, 
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and temperature throughout the domain of interest; it also provides 

other heat transfer parameters, and mass, flow rates in addition to 

the stream function and vorticity values which are calculated readily 

from the known velocity fields. The prediction shows how any of these 

quantities changes in response to proposed changes in geometry, flow 

rate, fluid properties etc. 

Since the most, reliable information about any physical process 

is often given by actual measurement, an experimental investigation 

involving a nearly full-scale system was used. Flow visualisation 

was employed together with sensitive dual sensor hot wire anemometers 

and thermocouples to measure the velocities and temperatures, respec- 

tively. No provision, was made to measure-the-pressure since it is 

practically atmospheric and its variations are minute, although the 

prediction model does predict the pressure too. It is to be remem- 

bered, however, that the measuring instruments are not free from errors. 

As for the theoretical prediction, it works out the results of 

a mathematical model consisting of a set of partial differential equa- 

tions, namely: the Navier-Stokes, continuity and general. energy equa- 

tions. 

The theroetical calculation offers many advantages over a corres- 

ponding experimental investigation. Such advantages are apparent in 

low cost, speed, complete information and ability to simulate realistic 

and ideal conditions. 

However, there are drawbacks and limitations, the most important 

of which is that the validity of the mathematical model limits the 
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usefulness of the computation. 

This work involves a. difficult problem of complex geometry, 

strong non-linearities, sensitive fluid-property variations and 
44 , 45. turbulence, which makes it hard to solve numerically 

For the majority of the flow domain, the flow is dominantly 

recirculating and buoyant turbulent such as in the inlet to the room, 

in the room itself and in the convective duct and common chimney, 

i. e. the flat plate convective solar collector. For this reason the 

Prandtl-KolMogorov model52 was used to depict the effective viscosity. 

The analogy between thermal and momentum diffusivity via Prandtl number 

is used to depict the turbulent conductivity from the turbulent visco- 

sity. The length scale of turbulence is specified as an algebraic 

function of position from empirical data and from experience of other 

researchers such as Sharma53. The kinetic energy of turbulence is 

expressed as a function of velocity at the nodes, together with the 

turbulence intensity which varies from =5% =20%. 

This turbulence model is used to predict the fully turbulent 

flow in the convective duct and also the turbulent flow including 

recirculations within the solar ventilated/air-conditioned room and 

its inlet. The total problem is of combined free and forced convec- 

tion flow together with buoyancy effects and turbulent transport and 

recirculations. For the computation prediction (numerical simulation) 

in this work, the finite element method is chosen. The finite element 

method is a general method based on an approximate solution of a 
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continuum* problem which allows an immediate extension to non- 

structural problems. Quantities with obvious physical meaning are 

chosen as the variable parameters, hence giving a direct physical 

contact with the real problem being examined. 

Up to the present time, to the best of the author's knowledge, 

no attempt has been made to analyse the flow and heat transfer of 

any solar ventilation and/or air-conditioning system using the 

finite element method. 

Figure 1.1 shows the mesh used to discretize the solar ventila- 

tion/air-conditioning system, while Figure 1.2 shows the blown-up 

details of Figure 1.1. 

The label "finite element method" first appeared in 1954, when 

it was used by R. W. Clough47 in a paper on plane elasticity problems, 

but the ideas of finite element analysis date back much further. 

The foundations of framework analysis were laid in the period 

1850-1875 by Maxwell and Mohr, amongst others. These concepts 

provided the methodology of matrix structural analysis which under- 

lines finite element theory. A lack of quick solution methods for 

multiple algebraic equations prevented any true further advance for 

eighty years. These limitations were relieved somewhat in 1932 when 

Hardy Cross introduced the method of Moment Distribution. This made 

it feasible to solve more complex problems by orders of magnitude. 

*A continuum is defined as a-body of matter (solid, liquid, gas 
or plasma) or simply a region of space in which a particular 
phenomenon is occurring - Ref 46. 
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The introduction of the computer in the 1950s gave a means of 

handling quickly the previously unsolvable matrix algebra. The 

solution of real problems dealing with complex continua by limiting 

their infinite degrees of freedom to a finite number of UhKnoºyns. 

became l possible. Such a process of discretization was first success- 

fully performed by the now well known method'of"Finite Differences". 

The mid-fifties saw the arrival of an alternative approach, 

that of finite elements. Its relatively simple logic makes it 

ideally suitable for the computer. The first elements evolved were 

by Turner, Clough47 and Melosh, triangular, rectangular, and plate 

bending respectively. 

Although originally derived to study stress in complex airframe 

structural problems, finite element methods have expanded into such 

fields as heat transfer and fluid flow. This extension process of 

the finite element process (the variational approach) to non-struc- 

tural situations, was documented by O. C. Zienkiewicz and Cheung in 1965, 

Refs. 48,51. 

The finite element method as a numerical analysis technique for 

obtaining approximate solutions to a wide variety of engineering 

problems, has extended and been applied to the broad field of 

continuum mechanics, and received much attention in engineering 

schools and in industry, due to its diversity and flexibility as an 

analytical tool. 
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In continuum problems of any dimension, the field variable, 

whether pressure, temperature, displacement, stress or any other 

quantity, possesses an infinite number of values because it is a 

function of each generic point in the body or solution region, 

hence, the problem has an infinite number of unknowns. The finite 

element discretization procedure reduces the problem to one of a 

finite number of unknowns by dividing the solution region into 

elements and by expressing the unknown field variable in terms of 

assumed approximate functions within each element. 

The approximate functions, also called interpolation functions 

or shape functions, are defined in terms of the field variables 

values at specified points called nodes, which usually lie on 

element boundaries where adjacent elements are considered to be 

connected50. In addition to boundary nodes, an element may also 

have few interior nodes. The behaviour of the field variables 

within the elements is completely defined by the nodal values of 

the field variables and the shape functions. For the finite element 

representation of a problem, the nodal values of the field variable 

become the new unknowns. Once these unknowns are found, the shape 
46 

functions define the field variable through the assemblage elements. 

The nature of the solution and the degree of approximation 

depend not only on the size and number of the elements used, but also 

on the shape functions selected. Functions cannot be chosen arbitrarily 

because certain compatibility conditions should be satisfied. 
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Often functions are chosen so that the field variable or its 

derivatives are continuous across adjoining element boundaries. 

An important feature of the finite element method which sets 

it apart from other approximate methods is the ability to formulate 

solutions for individual elements before putting them together to 

represent the entire problem. This means that complex problems can 

be reduced by considering a series of greatly simplified problems. 

Another advantage of the finite element method is the variety 

of ways in which one can formulate the properties of individual 

elements and even change them within the solution iterations. This 

applies to the fluid or continuum properties too.. 

The four basic approaches for formulating the Finite Element 

to obtain element properties46 are as follows: 

i) the direct approach (traceable in origin to stiffness method 

of structural analysis); 

ii) the variational approach (more versatile and advanced); 

iii) the weighted residual approach (even more versatile and 

advanced, but might be less "respectable" mathematically); 

iv) the energy balance approach (relies on the balance of thermal 

and/or mechanical energy of a system). 

Regardless of the approach used to find the element properties, 

the solution of a continuum problem by the finite element method is 

always in the following six steps46: 
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i) Discretization of the continuum: dividing the domain into 

elements; 

ii) Selection of interpolation functions: shape functions; 

iii) Finding the element properties: matrix equations expressing 

element properties are found using one of the four approaches 

just mentioned; 

iv) Assembling element properties to obtain the system equations: 

combining matrix equations of the elements behaviour to form 

overall matrix-equations expressing the behaviour of the entire 

solution region or system. The matrix equations for the system 

have the same form as the equations for an individual element 

except that they contain many more terms because they include 

all nodes. Also at this stage the boundary conditions are 

introduced into the global assembly matrix. The basis of the 

assembly is that at a shared node between two or more elements, 

value of the field variable is the same for each element sharing 

that node50; 

v) Solution of the system equations: solving the set of simulta- 

neous equations whether linear or non-linear; 

vi) Making additional computation if desired: sometimes the solution 

of the system equations is used to calculate other important 

parameters, e. g. calculating stream functions and vorticity 

variables values from the known velocity field values as in this 

thesis. 
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The major advantages of the finite element method over the 

better established finite difference method lies in the ease with 

which problems involving complicated irregular geometries, and 

arbitrary local mesh refinement can be incorporated. The bandwidth 

associated with the matrix inversion is generally greater for 

finite element solutions than for finite difference solutions, which 

makes the finite difference method use less computational backing 

store usually48. However, the greater bandwidth is often associated 

with higher order shape functions, so that the total number of 

variables for a given accuracy can be reduced, giving a smaller 

total number of variables for the Finite Element method. 

The Navier-Stokes equations were developed in the early 19th 

century and until the 1900s the solutions attempted were purely 

analytical. In 1933 Thom' published the first numerical solution 

using finite difference for a flow past a cylinder up to Re = 50. 

The finite difference solutions grew stronger and more sophisticated, 

Roache (1972)2. The finite difference methods are still not versatile 

and still have difficulties in describing complex boundary shapes, 

specifying boundary conditions along curved boundaries and employing 

non-uniform, non-rectangular meshes for computational efficiency sake. 

After the success of the finite element method in the solid 

mechanics field, it was naturally extended to flow problems. The 

earliest. work in fluid mechanics using the finite element method 

was in porous media and potential flow using variational methods 

(as a direct extension of the methodology developed for problems in 

linear elasticity). 



Solution of the Navier-Stokes equations using finite elements 

has been obtained by many researchers. Oden3'4 (1970) and Oden 

and Wellford5 (1972) presented the procedures of finite element 

methods in fluid flow using an energy balance approach. In Ref. 5, 

using low Reynolds numbers and with velocity and pressure as depen- 

dent variables, several problems were solved. Tong6 (1971), presen- 

ted results for steady flow with the velocities and pressure as 

dependent variables. Taylor and Hood? (1973) used the Galerkin 

weighted residual method to solve Navier-Stokes equations. The 

Galerkin weighted residual method was used to solve Navier-Stokes 

equations also by Zienkiewicz and Taylors, Yamada et a19, Kawahara 

et al10,, Hood and Taylor 11, Hood12, Gartling and Becker13. In each 

case the approach was demonstrated by solving example problems at 

moderate Reynolds number with velocities and pressure as dependent 

variables. The selection of interpolation functions has been dis- 

cussed in Refs. 9,11,12,14. It is accepted that the finite element 

interpolation for pressure should be one degree less than that for 

the velocities. 

In 1972 Cheng15 proposed a restricted variational principle 

for viscous flow using the vorticity and stream function as depen- 

dent variables. The investigations by Tong16, Baker17 and Smith 

and Brebbial8 applied finite element techniques to solve a vorticitY- 

stream function system of equations. However using these methods, 

it is difficult to ascribe suitable vorticity boundary conditions a 

priori. To overcome this difficulty, the vorticity is eliminated 

from the basic differential equation, the governing equations are 
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transformed into the fourth order non-linear differential equation 

where the stream function becomes the only unknown variable36. 

Olson19'20 solved steady flow problems using only stream function 

and higher order elements, a polynomial of the fifth degree was 

used and pressure (Cl) continuity. Lieber et a121 and Kawahara22 

presented results for steady flow of viscous fluid using stream 

function with third degree polynomial shape functions. 

Zienkiewicz and Godbole23 (1975) established the method of 

penalty function approach, for the. solution of Navier-Stokes equa- 

tions which led to significant computational savings and easier 

programming. The method replaced, the. Navier-Stokes equations by 

an auxiliary system of equations in which the pressure variable 

does not appear. They applied the method . to creeping or Stokes's 

flow problems. Comparison between velocity-pressure and penalty 

function solutions was made by P. C. Jain24 to creeping flow problems. 

It was found that u, p formulation provides considerably better 

results on the same mesh when compared to penalty formulation. 

Hughes, Taylor and Levy used the penalty function approach to 25 

solve the non-linear Navier-Stokes equations. 

Taylor, Hughes, and Morgan34,35 used the finite element method 

with velocity and pressure as dependent variables to solve both 

fully developed and developing turbulent flow in pipes. 

Ijam36 used the (u-p) fo nnulation in 1977 to solve Navier- 

Stokes equations including axisymmetric cases with-two types of 

natural boundary conditions, namely velocity gradients and tractions. 
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The investigation included entry region flow up to Re = 2000, and 

separated flow in sudden expansion up to Re = 4000, also in Ref. 36 

the coupled system of equations of thermal flow were solved. 

The work done by Taylor and Ijam26,27'? 8, Zienkiewicz, Gallagher 

and Hood29, Kawahara30 and Gartling31 demonstrated the applicability 

of the finite element method in thermal flow problems. 

Oscillations were observed at high Peclet number in solving 

forced convection heat transfer problems. A device to overcome the 

oscillations was introduced by Zienkiewicz et a129, subsequently a 

later scheme called "upwind finite element technique" was establi- 

shed32, which uses non-symmetric weighting functions different from 

the originally used weighting functions which were the actual shape 

functions. This method was sometimes found to give rise to numerical 

(cross-wind) diffusion which does not exist physically. This can 

lead to spurious overdamping of the variable values in the solutions 

Refs. 38,39,37. 

A new upwinding scheme has been introduced which claims to take 

care of cross-wind diffusion40,41942 but this subject is still the 

focus of great debate and investigation 38939943, 
see Ref. 81 of 

Chapter 3. 

In this work, a great deal of attention is given to analysing 

free and/or mixed convection phenomena. The interaction between buoyancy 

and viscous forces is important to understand many physical problems. 

Heat transfer in enclosures of arbitrary shapes such as our solar room 

with its convective turbulent channel, chimney and inlet channel and 

duct, all with variable dimensions, constitute an important model and 
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can help in other processes studies such as building insulation, 

double-glazing, nuclear reactor core cavities, design of furnaces, 

pipe insulation, and solar energy utilization etc. The primary objec- 

tive is to investigate the applicability and efficiency of the 

finite element method in effecting a solution to the coupled natural 

and/or mixed convection/heat transfer problems with a view to 

obtaining results at high Rayleigh numbers and Reynolds numbers. 

The present finite element solution of the two-dimensional 

Cartesian coordinate ventilation/air-conditioning system is compared 

with the experimental results obtained in this work. 

Since it is desirable to have a numerical method of solution 

to predict the physical behaviour and the flow patterns and associa- 

ted heat transfer processes, a major emphasis during the present 

investigation has been placed on the development of both computatio- 

nal and modelling techniques that contribute to the efficiency of the 

finite element method as applied to fluid mechanics and heat transfer. 

In this work the discretization process is carried out by means 

of the error distribution principle (Galerkin method), using weighted 

residuals, where the weighting functions used need not be the same as 

the shape functions for the element (Petrov-Galerkin). In each case 

integration by parts (Green's theorem) is used to invoke the boundary 

conditions. The governing differential equations are transformed 

into-"finite element equations" governing all isolated elements. 
These local elements are finally collected together to form a global 

system of differential or algebraic equations with proper boundary 
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and/or initial conditions imposed. The use of suitable boundary 

conditions makes the coefficient matrix non-singular and not ill- 

conditioned, thus allowing a solution to be obtained. The type 

of element used is the eight noded isoparametric quadrilateral 

element (Serendipity family). 

The steady-state two-dimensional general energy equations is 

solved in two dimensions46. The full Navier-Stokes equations repre- 

senting a balance of inertia forces, pressure forces, viscous and 

buoyancy forces, are capable of describing some of the most interest- 

ting phenomena in fluid mechanics. Unfortunately they are amongst 

the most difficult partial differential equations to solve, mainly 

because of their non-linearity. These equations have been solved in 

two dimensions in their steady-state together with the continuity 

equation. 

The energy equation was linked to the right hand side of the 

Navier-Stokes equations to form an uncoupled iterative solution where 

the hydrodynamic part is solved separately from the thermal part; 

alternatively until convergence is achieved. 

The next stage was to solve the Navier-Stokes equations, con- 

tinuity equation and energy equation simultaneously in a coupled 
36 form. 

Both coupled and uncoupled solutions were applied to investigate 

and compare amongst them and with the experimental results and work 

done by the author on "ventilation and air-conditioning by solar 

energy". 
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The comparative efficiency and economy in computations as 

well as the applicability ranges of the coupled and uncoupled 

methods were investigated. This application gave rise to 

unsymmetric matrix equations, hence a non-symmetrical matrix 

frontal solution routine was used in both cases of solution. 

This routine is based on the Gaussian elimination algorithm. 

It has advantages over the band matrix methods in that core 

requirements and computation times may be considerably reduced; 

furthermore numbering of the finite element mesh may be completed 

in an arbitrary manner. 

To minimise the effort and human error in data preparation 

an automatic mesh generation routine was introduced and used where 

applicable. In this routine nodal numbers, and their definitions 

are prepared automatically by the computer, using the isoparametric 

concept. This routine is capable of dealing with complex domains and 

multiply connected domains. 49 

Further data checking routines were introduced to minimise the 

occurrence of careless mistakes in entering data. The results 

obtained when compared with the experimental data showed very good 

agreement. 

An additional algorithm was devised to calculate fluid variable 

properties with temperature for fully laminar flow. It calculates 

the fluid density. thermal conductivity, coefficient of thermal 

expansion, dynamic viscosity and coefficient of specific heat capacity 
54,55 

for constant pressure, all from known temperature distribution fields. 
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This algorithm was tested theoretically and seems to be working well. 

The application to real experiment is left as a recommended further work. 

Stream functions and vorticity values are calculated from the known 

velocity field after convergence as a post-processing task,. Vector 

plotting and contour plotting programs were employed to plot the conver- 

ged velocity distribution vectors as well as contours of isobars, iso- 

therms, velocity contours, length scale of turbulence contours, turbulent 

kinetic energy contours, turbulent viscosity contours, turbulent conduc- 

tivity contours, stream function contours and vorticity contours, all 

superimposed on the mesh used. The basic principles and operation pro- 

cedure of the solar powered ventilation/air-conditioning. system used can 

be found in Chapter 4 pp 101-108. 

A major objective of this work is to demonstrate the applicability and 

flexibility of the finite element method in solving problems in turbulent 

convective flows and heat transfer processes. 

The main task of. the present work is to incorporate the 'model of 

turbulence", already successfully. applied in a finite difference procedure, 

into the more flexible finite element method. However, for the current complex 

application of this work and due to. the deficiencies of all present universal 

turbulence models, such as (Kc) in recirculation flows and heat transfer, a 

new approach i's innovated where the flow domain is-subdivided into flow 

zones. 

This new method, validation, together with some further calculations 

required by the external examiner of this thesis can be found in Appendix 

VII - Volume II. 



18 

REFERENCES 

1. Thom, A: "The flow past circular cylinders at low speeds", 
Proc. Royal Soc., A141,651-659 (1933). 

2. Roache, P. J: "Computational fluid mechanics", Hermosa Press, 
Albuquerque, USA (1972). 

3. Oden J. T. and Somogy, D: "Finite element application in fluid 
dynamics", J. Eng. Mech. Div., ASCE, Vol. 95, EMA, pp. 821-826, 
(1969). 

4. Oden, J. T: "A finite element analog of the Navier-Stokes equations", 
Proc. ASCE, 96, (EM4), pp. 529-534 (1970). 

5. Oden, J. T. and Weltford, L. C: "Analysis of the flow of viscous 
fluids by the finite element method", AIAA, J. 10, pp. 1590-1599, 
(1972). 

6. Tong, P: "17; e finite element method for fluid flow", Paper US5-4, 
Japan-US Seminar on Matrix Methods in Structural Analysis and 
Design, Ed. by Gallagher, 'R. H., University of Alhabama Press (1970). 

7. Taylor, C. and Hood, P: "A numerical solution of the Navier-Stokes 

equations using the finite element technique", Computers and Fluids, 
1, pp. 73-100 (1973). 

8. Zienkiewicz, D. C. and Taylor, C: "Weighted residual processes in 
finite elements with particular reference to some transient and 
coupled problems", In Lectures on Finite Element Method in Con- 
tinnum Mechanics (Ed. 'J. T. Oden and E. R. A. Oliveria), UAH Press, 

Huntsville, pp. 415-458 (1973). 



19 

9. Yamada, Y., Ito, Yokouchi, Y., Tamano, T., and Ohtsubo, T: 
"Finite element analysis of steady fluid and metal flow", in 
Finite Elements in Flow Problems (Eds. J. T. Oden, O. C. Zienkie- 
wicz, R. H. Gallagher and C. Taylor), UAH Press, Huntsville, 
pp. 465-469 (1974). 

10. Kawahara, M., Yoshimura, N., Nakagawa, K. and Ohsaka, H: 
"Analysis of steady incompressible viscous fZ' ow", In Finite 
Elements in Flow Problems (Eds. J. T. Oden, O. C. Zienkiewicz, 
R. H. Gallagher and C. Taylor), UAH Press, Huntsville, pp. 557-572, 
(1974). 

11. Hood, P. and Taylor, C: "Navier-Stokes equations using mixed 
interpolation", -In Finite Elements in Flow Problems (Eds. J. T. Oden, 
O. C. Zienkiewicz, R. H. Gallagher and C. Taylor), UAH Press, 
Huntsville, pp. 557-572 (1974). 

12. Hood, P: - "The solution of the Navier-Stokes equations", PhD 
Thesis, University of Wales, Swansea, UK (1974). 

13. Gartling, D. and Becker, E. B: "Computationally efficient finite 

element analysis of viscous flow problems", Computation Methods 
in Non-linear Mechanics, TICOM, pp 603-614 (1974). 

14. - Olson, M. D. and Tuann, S. Y: "Primitive variables versus stream 
function finite element solution of the Navier-Stokes equations ", 
ICCAD Second International Symposium on Finite Element Methods 
in Flow Problems, Santa Margherita, Italy, pp. 55-68 (1976). 

15. Cheng, R. T: "Numerical solution of the Navier-Stokes equations 
by the finite element method".. Physics of Fluids, Vol. 15, No. 12, 

pp 2098-2105 (1972). 

16. ' Tong, P: "On the solution of the Navier-Stokes equations in 
two-dimensional and axial synvietric problems ", Finite Element 
Methods in Flow Problems, UAH Press, Huntsville, pp 57-66 (1974). 



20 

17. Baker, A. J: "Finite element solution algorithm for incompressible 
fluid dynamics", Finite Element Methods in Flow Problems, UAH 
Press, Huntsville, pp 51-55 (1974). 

18. Smith, S. L. and Brebbia, C. A: "Finite element solution of Navier- 
Stokes equations for transient two-dimensional incompressible flow"3 
J. of Computational Physics, Vol. 17, pp 235-245 (1975). 

19. Olson, M. D: "Variational finite element method for two-dimensional 

steady viscous flows", Joint McGill University Engineering Insti- 
tute of Canada Conference (1972). 

20. Olson, M. D: "Variational finite element method for two-dimensional 

and axisyrrnnetric Navier-Stokes equations", Finite Element Methods 

in Flow Problems, UAH Press, Huntsville, pp 103-106 (1974). 

21. Lieber, P., Wen, K. S. and Attia, A. V: "Finite element method as 
an aspect of the principle of maximum uniformity: new hydrodyna- 

mical ramifications", Finite Element Methods in Flow Problems, 
UAH Press, Huntsville, pp 85-96 (1974). 

22. Kawahara, N. and Okamoto, T: "Finite element analysis of steady 
flow of viscous fluid using stream function", Proc. of JSCE, No. 
247, March (1976). 

23. Zienkiewicz, O. C. and Godbole, P. N: "Flow of plastic and visco- 

plastic solids with special reference to extrusion and forming 

processes", Int. J. Num. Meth. Engng., 8, pp 3-16 (1974). 

24. Jain, P. C: "Plastic flow in solids: static, quasistatic and 
dynamic situations including temperature effects", PhD Thesis, 
University of Wales, Swansea (1976). 

25. Hughes, T. J. R., Taylor, R. L. and Levy, R. F: "A finite element 
method for incompressible viscous flows", ICCAD, Second. Int. Symp. 

on Finite Element Methods in Flow Problems, Saint Margherita (Italy), 
(1976). 



21 

26. Taylor, C. and Ijam, A. Z: "Coupled convective/conductive, heat 
transfer including velocity field evaluation", The Mathematics 
of Finite Elements and Applications (Ed. Whiteman, J. R), 
Academic Press (1976). 

27. Taylor, C. and Ijam, A. Z: "A numerical solution for natural 
convection in cylindrical annuli using finite element method", 
ICCAD, Second Int. Symp. on Finite Elements in Flow Problems, 
Saint Margherita, Italy (1976). 

28. Taylor, C. and Ijam A. Z: "A finite element numerical solution 
of natural convection in enclosed cavities", Computer Methods 
in Applied Mechanics and Engineering (1978). 

29. Zienkiewicz, O. C., Gallagher, R. H. and Hood, P: "Newtonian and 
non-Newtonian viscous incompressible flow, temperature induced 
flows, finite element solutions", The Mathematics of Finite 
Elements and Applications (Ed. J. R. Whiteman), Academic Press 
(1976). 

30. Kawahara, M., Yoshimura, N., Nakagawa, K. and Ohsaka, H: "Steady 

and unsteady finite element analysis of incompressible viscous 
fluid", Int. J. Num. Meth. Eng., Vol. 10, pp. 437-456 
(1976). 

31. Gartling, D. K. and Nickell, R. E: "Free and forced convective- 
diffusion solutions by finite element methods", ICCAD Second Int. 
Symp. on Finite Elements in Flow Problems, Saint Margherita, 
Italy (1976). 

32. Henrich, - J. C., Huyakorn, P. S., Mitchell, A. R. and Zienkiewicz, 
O. C: "An upwind finite element scheme for two-dimensional convec- 
tive transport equation", Int. J. Num. Meth. Engng., Vol. 11, 

pp 131-143 (1977). 



22 

33. Taylor, C., Hughes, T. G. and Morgan, K: "A numerical analysis 
of turbulent flow in pipes", Computers and Fluids, Vol. 5, 
pp 191-204, Pergamon Press (1977). 

34. Taylor, C., Harper, J. J., Hughes, T. G. and Morgan, K: "An analysis 
of developing turbulent flow in a circular pipe by finite element 
method", Num. Meth. in Laminar and Turbulent Flow, (Ed. C. Taylor, 
K. Morgan and C. A. Brebbia), Proc. of Ist Int. Conf. held at 
Univ. College Swansea, UK, Pentec Press (1978). 

35. Taylor, C., Hughes, T. G. and Morgan, K: "A predictive model for 
turbulent flow utilising the eddy viscosity hypothesis and the 
finite element method", Symp. on Applications of Computer Methods 
in Engineering, Los Angeles, California, August (1977). 

36. Ijam, A. Z: "Finite elements in incompressible viscous flow 
including heat transfer", PhD Thesis, University of Wales, 
Swansea(1977). 

37. Gresho, P., Chan, S. T. K., Lee, R. L. and Upson, C. D: "Solution 

of the time dependent, three-dimensional incompressible Navier- 
Stokes equations via FE'M'; Proc. 2nd Inst. Conf. Finite Elements 
in Water Resources, Conf. Imperial College, London, (Eds. C. Brebbia, 
W. Gray and G. Pinder),, -pp 3.45-3.64 (1978). 

38. Gartling, D. K: "Some comments on the paper by Heinrich, Huuakorn, 
Zienkiewicz and Mitchell, and the reply to this by 0. C. Zienkiewicz", 
Int. J. Num. Meth. Engng., Vol. 12,187-191 (1978). 

39. Gresho, P. M. and Lee, R. L: "Don't suppress and wiggles - they're 
telling you something"; Computers and Fluids, Vol. 9, pp 223-253, 
Pergamon Press, UK (1981). 



23 

40. Hughes, T. J. R. and Brooks, A: "A multi-dimensional upwind 
scheme with no crosswind diffusion", Speciality Conf. ASME 
Proc. pp. 19-35, AMD34 (1979). 

41. Hughes, T. J. R., Tezduyar, T. E. and Brooks, A. N: "Streamline upwind 
formulations for advection-diffusion, Navier-Stokes and first- 

order hyperbolic equations", Finite Element Analysis, Proc. of 
Conf. and Symp. on FEM in Fluids and Heat Transfer, Tokyo, 

Japan (1982). 

42. Hughes, T. J. R. and Brooks, A. N: "A theoretical framework for 

Petrov-Galerkin methods with discontinuous weighting functions: 

application to the streamline-upwind procedure", Finite Elements 

in Fluids, Vol. 4, (Eds. R. H. Gallagher, D. H. Norrie, J. T. Oden 

and O. C. Zienkiewicz, pp. 47-65 (1982). 

43. Patankar, S. V:. "Numerical heat transfer and fluid flow", 

Hemisphere Pub. Corp., McGraw-Hill Book Co. (1980). 

44. Abdel-Wahed, R. M., Patankar, S. V. and Sparrow, E. M: "Fully 

developed laminar flow and heat transfer in a square duct with 

ore moving wall", Lett. Heat Mass Transfer, Vol. 3, p. 335 (1976). 

45. Austin, L. R: "The development of viscous flow within helical 

coils", PhD Thesis, University of Utah, Salt Lake City, USA, 
(1971). 

46. Alghatam, M. J: "An investigation into the use of the finite 

element method for certain continuum problems", MSc Thesis, 

University of Technology, Loughborough, Leics. England (1979). 

47. Clough, R. W: "The finite element method in structural mechanics", 
In Stress Analysis: Recent Developments in Numerical and Experi- 

mental Methods, Edited by O. C. Zienkiewicz and G. S. Holister, 

Chapter 7, Wiley (1954). 



24 

48. Zienkiewicz, O. C: "The finite element method", McGraw-Hill 
Book Co., London (1977). 

49. Cheung, Y. K. and Yeo, M. F: "A practical introduction to finite 

element analysis". Pitman (1979). 

50. Huebner, K. H: "The finite element method for engineers", Wiley 
(1975). 

51. Zienkiewicz, O. C: "The finite element method: from intuition 

to generality", Applied Mechanics Review, 19, (1969). 

52. Launder, B. E. and Spalding, D. B: "Mathematical models of 
turbulence", Academic Press (1972). 

53. Shama, D: Turbulent convective phenomena in straight, rectan- 

gular-sectioned diffusers", PhD Thesis, Mech. Eng. Dept., 
Imperial College, London (1974). 

54. Zhong, Z. H., Lloyd, J. R. and Yang, K. T: "Variable-property 

natural convection in tilted square cavities", Proc. of 3rd 

Int. Conf. on Numerical Methods in Thermal Problems, pp. 968-979, 

Seattle, USA (1983), Pub. Pineridge Press Ltd. 

55. Hilsenrath, H. et al: "Tables of thermodynamics and transport 

properties of air, argon, carbon dioxide, hydrogen, oxygen, and 

steam"; Pub. Pergamon Press, N. Y. (1960). 



DESCRIBING THE EQUATIONS USED AND THE 

FINITE ELEMENT METHOD FORMULATION 

2.1 Momentum and Continuity Equations ... ... ... ... 25 

2.2 Energy Equation ... ... ... ... ... ... 27 

2.3 Finite Element Method ... ... ... . ". ... ... 28 

2.4 Weighted Residual Methods ... ... "". ... ... 31 

2.5 Formulations for Two-Dimensional Flows """ """ """ 33 

2.6 Normal Velocity Gradient Formulations """ """ """ 36 

2.7 Newton-Raphson Procedure ".. """ """ """ """ """ 41 

2.8 Stress Boundary Prescription . "" """' """ """ """ 44 

2.9* Convection: """ """ """ """ """ 48 

2.9.1 Forced Convection Applications """ """ """ 48 

2.9.2 Free or Mixed Convection Applications """ """ 50 

2.10 
References 

""", ""0000000""0 6"0""0 

52 



25 

2.1 Momentum and Continuity Equations 

The equations describing fluid flow can be found in Schlichting - 

Ref. 1, they express a force balance and mass continuity on an element 

of fluid. Written in stress form for steady-state flow the momentum 

equations are: 

p[U äx+V äy+w äzß °X+aaQx+ 
at 
ay + 

aaT 
zZ 

a[uav+vay+wa2] 
ITYX I-ay ITYZ 

ax ay az 

a[u 
aw 

+v 
a-w 

+w 
awl 

=Z+ 

aTzx 

+ 
aTty+ 

auz 

ax ay az ax ay az 

where for incompressible flow 

Qx=-p+2u Du 

cr = -p + 211 
BY 

au av Txy = Tyx =u[ ay +aTI 

aw av 
Txz = Tzx = uýax + 

3j 

Qz =p+ 2u äz ' Tyz = Tzy = u[az + y] 

while mass continuity is expressed by: 

(2. la) 

(2. lb) 

c) (2.1 

äx + äy + äz 
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When fluid viscosity varies significantly throughout the fluid 

domain, equations (2.1) form the basis for calculations. However, 

when viscosity is invariant, (2.1) may be considerably simplified 

to yield the equations: 

P[uä+vy+w ]=X- 

res. inertia force body 
or 

buoyanc 
force 

+ u[a2u + 
a2u 

+ 
a2u] (2.2a) 

axe aye az2 
pressure viscous 
force force 

V 

av_ 
p[u ä+ 

av 
vä+ y 

av 
w Wiz] 

a2y 
=Y +u[ + y 

a2y 
+ 

a2y 
] (2.2b) 

axe aye az2 

p[u 
aw + M v aw + ay w w] 

az =z--+ a2w + aZ 
a2w + a2wl (2.2c) 

ax2 ay2 az2 

Similarly, casting the equations in cylindrical form, they can be 

written: 

pV 
Ivr 

+ 
1ý 

+ 
lvr 

_Y+V 
ayr 

=F-+u 
a2Vr 

+1 
ayr 

- 
Vr 

+_L 
a2Vr 

r ar r aý rz azý r ar are r ar r2 r2 aý2 

2 av a2V 

r2 aý + azrý 
(2.3a) 

aV V aVý V Vý aV a2V ! VA 
p[Vr+ r 

a+ r+Vz aid `F 
ý+u[_ 

r ar 0r ao ar2 

a2v aVr a2v 
++_, +2 (2.3b) 

r2 r2 a02 r2 az 

p [V 
'VZ 

+ 
"Z 

+V 
'Vz] 

=Fa v[ 
D2yZ 

+1 
aVz 

r ar r aý z az z az + 
are r ar 

a2v 32VZI 
(2.3c) 

a42 a 



and for continuity 

avr 
+Vr +1 

aV 'V 
-z arrr5ý az 0 

2.2 Energy Equation 

A full derivation of this equation may be found in Ref. 1. 

(2.3d) 

However when flow is incompressible and fluid properties are invariant, 

this equation may be written: 
convection diffusion 

pCp[u 
aT +vaT+w3T]. = K[32T + 32T + 32T] + uj (2.4) ax ay az ax2 aye az2 

hyperbolic elliptic 

where o is the dissipation term responsible for frictional heat 

generation and in full form is expressed as: 

21(a)2 + (y)2 + (a)21 + day + äx)2 + day + äz)2 + 'äz + a)z 

Similarly, in a cylindrical coordinate system an energy balance may be 

derived to yield: 

CV aT + 
!ý LT +v aT 

=K [2-2-T f1 aT +1 32T + a? T] + (' Pr ar r ýý z ýzý ýar2 r ar r2 a42 az2 (2.5) 

where: = 2I(-. )2 + (r a 
avr vr 

)2 + (avaz'2 
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v av av av av av 
z + ýr 

äý ý+r 3ý 
Paz +r 3ý 

Paz + ar1 
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2.3 The Finite Element Method 

The basic fundamental of the finite element method is the sub- 
division of the fluid domain into smaller bounded subdomains called 

elements. Such elements are connected together at discrete points 

on their extremities called nodes. 

The behaviour of a dependent variable over each element may be 

approximated by continuous functions such that at point (x, y, z) 

n 
Ni (x, y, z) qi 

i=1 
(2.6a) 

where n is the number of elemental nodes. Similarly derivatives may 

be expressed, typically: 

(x'y, z) _ 
aNi 

(x, Y, z) ý" ax 1_ý ax 
(2.6b) 

In the finite element method Ni (x, y, z) are referred to as shape 

(or interpolation) functions. These are generally cast in parametric 

form using an (ý, n, r) coordinate system - Ref. 2, and in fluid mechanics 

are chosen to ensure functional continuity at element boundaries. However, 

such continuity need not exist for function derivatives, these elements 

are referred to as(Co)continuous. 

The transformation of derivative terms from the parametric to the 

physical coordinate system is obtained by the chain rule and by invoking 

equation 2.6b, typically: 
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ax n aN. 
ä& -i11 a "i 

Then adopting matrix notation, in two dimensions: 

aNi 

aN1 
an 

i. e. 

then 

äNi 

at 

aN. 
an 

ax ay aNi 
3ý DE ax 

ax ay aNi 
an an ay 

ax 

IJI 
N. 
1 

ay 

aNi aN 
ax 

aN1 aN 
By an 

(2.7) 

When the dependent variable is interpolated at the same nodes as the 

independent variables (x, y, z coordinates) the element is said to be 

isoparametric. When the dependent variable is interpolated at fewer 

nodes, the element is described as superparametric. Some typical 
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element geometries are shown in Figure 2.1. Further information 

concerning the element types and their shape functions may be found 

in Ref. 3. 

2.4 Weighted Residual Methods 

The method of weighted residuals is an approach for obtaining 
4 

approximate solutions to nonlinear partial differential equations. 

Different weighted residual methods are distinguished by the choice 

of weighting function. When this is chosen to be the same as the 

interpolating function (shape function) the approach is attributed 

to Galerkin and is the most popular for solving fluid mechanics 

problems. Application in the finite element context is best illus- 

trated by the following example. 

Consider a nonlinear partial differential equation of the form: 

i 
ax 

(2.8) 
2 ax 

For an approximate solution ý, the residual of the equation can be 

written as: 

ý aXati -a= 2R#0 ax 

and applying Galerkin's method: 
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f w[ý - 
32 ] do 

11 ZX2 

In the finite element method integration is conveniently 
ti effected using Gauss quadrature, Ref. 3, where the variable q may 

be evaluated at the element Gauss points using the shape functions, 

then: 

aNi ti a2Ni /%, f W[ W oj 
axe 

off] do =0 

where-(j) is a linearised value of obtained from previous iterations. 

However, a weighting function (w) has to be chosen where according to 

Galerkin (wi = Ni), then the finite element equivalent of (2.8) can 

be written as: 

aN . a2N . f w. [ aý ý- 
ý- ýý] do =0 (2.9) 

This is a set of matrix'eqüations for the element where (2.9) corres- 

ponds to equation "i" to which (4i ) makes the (jth) contribution. 

Although (wi = Ni) for the purpose of clarity and for reasons of using 

weights which are not the shape functions (e. g. upwinding), the 

weighting function will be referred to as (wi). 

Equation (2.9) cannot be solved using continuous elements because 

in its present form the second order terms may assume an infinite value 

at the element boundary. This is overcome by integration: 
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a2N 
4 da =f wi aý. dsZ 

SZ ax2 iQ ax ax 

aN. awi aN. r wi ax ýj dr 
ax ax ýj dc2 (2.10) 

The surface integrals cancel each other on interelement boundaries, 

while they provide a carrier for applying gradient prescriptions on 

domain boundaries. Hence (2.9) can be written: 

aw. aN. aN. 
f wi ax j do + ax ax ýj dý 

r 
wi ax ýj dr (2.11) 

Equation (2.11) is the finite element equivalent of (2.8). This last 

equation (2.11) has some common features with both the Navier-Stokes 

and general energy equations and thus derivation of these latter 

equations will follow the same finite element procedure outlined 

above. 

2.5 Formulations for Two-Dimensional Flow13 

In two dimensions, equation (2.1) reduces to: 

a(u äx +v äu) =X+ 
aax 

+a (2.12a) 
vy 

aT 3a 

p(u 
äX +v äy) 

=Y+ YX + ay 
(2.12b) 

and ax + ay =0 (2.12c) 
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While for axisymmetric flow, simplifications yield: 
12 

aVr aVr a a2Vr 
+1 

aVr Vr 32V 
-ý2+a_! 

j pýVr ar 
+Vz 

azý =Fr - +uý 
artr 

Tr 

p(V 
DVZ 

+V 
"Z 

-da+ 
a2Vz 

+1 
aVz 

+ 
a2Vz 

rarz azý - Fz az u( 
are r ar az2, 

Ilz 
and 

aar 
+ 

Ir 
+5=0 

r 

The non-dissipative energy equation yields: 

pCP (u aT +V aT) 
_K (32T + a2T) 

ax ay 
ax2 ay2 

and in cylindrical coordinates: 

r+ 
a2T 

pCp (Vr ýr + Vz 
zK 

32T +r1 DT 
art az2 

(2.13a) 

(2.13b) 

(2.13c) 

(2.14) 

(2.15) 

The dissipation term (ý) is dropped since the flow is incompressible, 

where definition of incompressible flow is more accurately related to 

a comparison of fluid velocity and the speed of sound propagation 

through the fluid then it is to simply state that "p = constant", if 

the Mach number (M = U/Us) is everywhere much less than unity for a 

fixed characteristic temperature difference, where (Us) is the local 

speed of sound. This is important at even low Mach numbers when the 

prescribed temperature difference is small, Schlichting, Ref. 1. 
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The following sections describe in detail the derivation of 

the finite element equivalents to equations (2.12) to (2.15). 

The finite element formulations follow closely the procedure 
described in (2.4). However, when solutions of the Navier-Stokes 

and the continuity equations occur, this is done using a coupled 

technique where, for the two-dimensional element shown in Figure (2.1), 

velocity is quadratically interpolated using (isoparametric) elements 

while pressure is linearly interpolated by (superparametric) elements. 

Thus the variables {u, p, v} or {Vr, p, VZ} are solved at corner nodes 

and {u, v} or {VrIVZ} at midside nodes, thus the element matrix [Kid] 

derived by casting the equations of type (2.11) in matrix form 

comprises submatrices [Aid], [Bid], then for the local element 

numbers: 

A11 

21 
A31 

341 

A51 

B61 

A71 

B81 

B12 A13. B14 A15 B16 A17 B18I pl 

v1 

U8 
A88 ý8 

Ql 

(2.16) 

The submatrix equations may be written at the corner nodes in the form 

Qg 

for [Aid] : 
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all a12 a13 u ql 

a21 a22 a23 p0 (2.17) 

a31 a32 a33 v q3 

Considering the entries to the submatrix [Aid]. This depends on the 

form of the boundary specification, whether it should assume a gradient 

or stress form, prescribed values being treated in an identical manner 

in each formulation. 

2.6 Normal Velocity Gradient Formulations9 

For the general case of varying viscosity, the momentum equation 

in the x direction (2.12a), can be written: 

p(U au +v au) =x+a (-p + 2p au) +a lu(av + auý 
ax ay ax ax ay ax ay 

expanding: 

p(u 
au 

+v 
au) 

=X-+ 211 a2u 
+ 2*a1' au 

+ U[a2u + 
a2vl 

ax ay ax 
ax2 

ax ax 
ay2 

ayax 

+ ßau + av 
ay ay axe 

Simplifying and applying the Galerkin weighted residual method: 
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r w[u 
au +v au]dn +jW a2 dc2 -f wv [a2u + 22u] do 

n 
az ay 

nP ax si ax2 ay 2 

- Jw[2 a? au + 21 au + aý avl da -fwX dc =0 
11 ax ax ay ay ay ax sl 

Integrating second order terms by parts, typically 

wv ax ax 
dc2 =rf wv ax 

dr1 -f 
äx 

ax 
('w) dst 

1 

(2.18) 

_f wv audr_ fv aw audQ_fwav audsý 
r1 ax 1n ax ax sl 

ax ax 

where the surface rl is orthogonal to the (x) direction, then equation 

(2.18) becomes: 

f w[u au +v au] do +fW aP do +f v[aw au + LW au] dc 
a ax ay 

np 
ax 

2 ax ax ay ay 

+f w[3 v 3u 
ax + ay 

3'j 3V 
ax] dc -jwX dsz 

11 sl 

-ý wv aX dr1 -f wv ay dr2 =0 (2.19) 

2 

where r2 is a surface orthogonal to the (y) direction. It can be 

seen from equation (2.19) that the surface integrals are gradient 

terms on the domain boundary. Equation (2.19) contributes to the 

submatrix [Aid] such that: 
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aN aN awi aN awi aN. 
v all - In ýu ax + -ay] + vi I ax ax + ay ay + 

avi aN j 
Wi az ax 

( dc2 

w ah 
a12 p ax do 

av. 3Ni 
a13 -f wi ay ax 

do 

where (P11 ) is the superparametric interpolation function for pressure 

i. e. linear shape function. Similarly finite element equations may 

be derived for the continuity equation which is weighted by the 

superparametric function 

a=f [ý 
'i 

da 
ax 21 i 

a22 =0 

aN. 
a23=fei ay 

do 

Further, entries for the momentum equation in the (Y) direction can 

be written: 

av, aN i do a31 - Wi ax ay 

w aM 
a da 32-2 p ay 
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aN aN N. aN aw, aN 
a33 

a 
wi[u ax + ay + "i ax ax ay ay 

av. aN. 
+ wý ay ay da hi 

and for the right hand side: 

qi =f wi X dc +f wi vi ýxIs dri +J wi vi 
aufs dr2 

1 r2 

where Is denotes a prescribed value. 

q2 =0 

q3 _ wi Y da +f wivi ails 
dry + wivi 

äyls dr2 
r2 

A similar procedure can be adopted for the axisymmetric formulation, 

for constant viscosity and solution for {VZ p Vr}T. This yields sub- 

matrix entries: 

aN aN. aw aN aw. aN 
aýý =f wi[vz aZ + vz arIdn +vf 

st 
[ az az + ar arý'j 

da 

wi 
a =j 12 p 

aM. 
aZ 

dsl 

a13=0 
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aN. 
a21 f` Mi ' äi dsz 

a22=0 

aN N 
a23=f Mi Ear +5 r] dsa 

a31'= 0 

wi aN 
a32 =r pa do 

aN aN awi aý. awi aNj 
a33 =f wi[vz az + vr ar] 

da +vj[ az az + ar ar + 
st s2 

w. N.. 
1J ] dc 
r2 

aVz aVz 
q, wi Fz dst +vf wi az s 

drI +vf wi ar s 
dr2 

2 

q2=0 

q=fw. F do +vfw 
aVr 

dr +vfw 
Ivr 

dr2 
3it r1 

i az s1 r2 
i ar s 
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where the volume integral denoted by (do) is given by (r dr dz) and 

surface integrals (rl) and (r2) represent (r dr) and (r dz) respec- 

tively. 

2.7 Newton Raphson Iteration Procedure9 

Solution of the nonlinear equations assumes an iterative form 

with convergence rate dependent on the problem description and choice 

of mesh. Higher (faster) convergence rates can be achieved by imple- 

menting a modified form of the Newton-Raphson iteration procedure5. 

The basic principle associated with Newton-Raphson method is: 

ýýK] {e K+1 
- ýK1 _ {-FK1 

where [JK] is the Jacobian matrix at iteration (K), {$}is the required 

variable, and {FK} is the value of the function at the (Kth) iteration. 

In the context of the Navier-Stokes equations, this principle may 

be applied, typically for the momentum equation in the x-direction: 

F(x, y, z) =0 

The gradient of the equation with respect to the constituent variables 

may be obtained and invoking the Newton-Raphson algorithm, typically 

in two dimensions, at the (Kth) iteration: 
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K-1 
[aü F(x, Y), ý F(x, y), av F(x, y)1 OK - OK-1 FK(XýY1- 

v 

PK _ PK-1 _ 
K_ vK-1 

(2.20) 

Implementation of the accelerated iteration procedure is only reflected 

in`modification to the advection components of the momentum equations. 

For the two dimensional momentum equations, in the x-direction: 

au ý ay i 

=j [w. (u 
3N 

+v)+w. au N do ax By I ax 

aN aN . 
WV f wi [U ax +V ay] uý dc =j wi äy N da 

Then, inserting into equation(2.20) and simplifying: 

aN . aN . J (w1 [u ax +V y] uiK + wi xN ULK + w. äy NV K) dst 

_fw INK-1 auK-i + yK-1 auK-1 dsi i ax ay 

Similar procedures may be'employed on the momentum equation in 

the (Y) direction. The cumulative modifications to the submatrix 

entries [A], [B] and {q} for the Cartesian coordinate system are: 
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a1=a +fwiäXN da 11 n 

a13 = a13 +fn wi ay Ni do 

a31 - a31 +J Wi x 
Ni dQ 

a33 = a33 +J Wi ay 
Ný dil 

qý = tql +f wi [u x+ -v 
äy] dc 

n 

q3 - q3 +f wi IU TX +V ay] da 

[The overbar e. g. ü denotes 

updated value from previous 

iteration. ] 

For an axisymmetric coordinate system entries to the submatrix [A] are 

supplemented such that: 

ýz 
all ^ all +f Wi 

aaz 
Ný do 

a=a+fw 
avZ 

i3 Nj do 
13 13 

0 

av 
a 31 =a 31 +fW cZ 

Njdst 

avr 
a33 = a33 +f Wi ar 

Nj da 
n 

q= q1 +f w1 [V 
avz 

+V 
avzl 

dsý 1z az r ar 

q_q+ w'i [V 
avr 

+V 
avri 

dsý 33fz az r ar 
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2.8 Stress Boundary Prescription9 (See Ref. 36 of Chapter 1) 

For constant fluid properties, the momentum equation in the x- 

direction (2.12a) may be written: 

au a a2u 
+ 

a2u a2y 
p(uýx+V-2-u) y=x-+u[2 axZ ay2+ayaxý 

Applying the Galerkin weighted residual method and integrating second 

order terms by parts as detailed in Section 2.6 yields the equation: 

aN aN w. aM. aw. aNý 
f w. (u 

ax +v y-) U. dsz+ fp 
ax 

Pý dc +v f [2 ax ax 
st nn 

arr. aN . aw. aN . dc ay .. 
y]U. ds2 +vf ay ax 

vi 

=f w1 Xdn +vf wi 2 äX I 
Sdr1 .+vfw. 

(ay + ax) 
IS dr2 

n r1 r2 

When the pressure term is integrated by parts this results in: 

aN aN aw. aN aw. aN 
f wi (u 

aX +v ay) Uj do +vf [2 ax ax + ay aye 
U. dst 

1 aw . 
_p ýx 

aw. aN . Mý P da +vf ay Vi da 
0 

=f wi X dQ +f w1 [-p + 2v äX] Is dr11 '+vf wi [au + äX] Is dr2 
r1 r2 
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where the integrals over the surfaces r1 and r2 assume a stress form. 

A similar procedure may be applied to the y-momentum direction, 

consequently in the end this leads to the submatrix entries [A] and 

{q}; 

aN. aN. aw. aN . aw. aN . 
all =f (w1 [u ax +v ay] + v[2 aX 

ä+ 
ay ay 

)]da 
11 

I- awl 
a12 =p ax 

M da 

awi aN . 
a13 =V ay ax dý 

aN. 
a21 I Mi 

ax 
da 

a22 =0 

a. 
a23-ýMi ay 

dc 

aw aN ij 
a31 = 

of 
V ax ay 

dc 

1 aWi 
do a32 =p ay Mi 

aN. - aN. aw. aN. M. aw1 . M. 
do (wi [u ax +v ay] +v [--! --! + ax +2 ay ayl a33 - 

11 

q, =f wi X dc +f wi (- p+ 2v ")IS dr1 +f wi v(ay + äX)IS dr2 
n r1 r2 

q3 =f wi Y d12 +f wi v(äX + äy IS 
dry +f wi (-p + 2v ay)Is dr2 

n r1 r2 
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(2) 

The resulting 
temperature 
values are 
used as an 
initial guess 
to solve the 
flow problem 
again 

No 

iJ = axial velocity 

v= vertical velocity 
p= pressure 
T= temperature 

lu = length scale of 
turbulence 
kinetic energy 
of turbulence 

uT = turbulent 
viscosity 

KT = turbulent 
conductivity 

= stream function 

w= vorticity 

Solve flow problem 
and obtain a solution 
in terms of u, p and v 

With known velocity 
field solve the energy 
equation for temperature 

Convergence test for 
velocity 

Yes 

Solve flow problem 
for'assumed tempe- 
rature distribution 
Converged results 
are in terms of u, 
p and v 

With known converged 
velocity field, 
solve the energy 
equation for 
temperature 

Final results in terms of u, p and v 
together. with the temperature T 

Post process evaluation of stream 
function p, and vorticity w from 
converged. u, v field .. 

Post process plotting of u, v vectors 
and contours of u, v, p, T, lu, �' uT, 
KT , ý, 0 

FIGURE 2,2 

1. i) Fully or partially turbulent flows, with the use of 
turbulent viscosity-conductivity routine. 

ii) Forced and free (mixed) convection. 
iii) Free convection. 
iv) Forced convection where fluid properties (viscosity) are 

markedly dependent on temperature. 

2. Fully forced convection problems with fixed fluid properties. 
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A similar procedure may be adopted in the axisymmetric coordinate 

system to give submatrix entries: 

aN aN aw aN N. aN 
all -f (wi[vz 

ai + yr 
ar] + v[2 az az + ar arýýdo 

aw 

a12 -p az Mi da 

awl 
a13 =" ar az dcz 

21=1mnidn 

a22 

+ 
aNJdo 

a23 = Mý 
r ar ) 

aw. aN 
1 a31 -v az Dr do 

w. aw 
a32 = -ý p( r_ + ar. 

ý N do 

aN. aN aw. aN aw. aN w. N 
a33 =f (wi [VZ + Vr - -] +v[ az az +2 ar Dr +2 13] )dst 

r2 

aV aV av 
q, =f wi FZ do +fW. [-P + 2v aZ]IS 

dry +f wý v[ ar 
+ az] 

is 
dr2 

Qr r2 

aV aV aV 
drt +f wi [-p + 2v ar] S 

dr2 q3 =f wi Fr do +f wi v[ 5L + ar] is sa r1 r2 

Newton-Ra'phson iteration procedures can be implemented in the respec- 

tive coordinate system as detailed in Section 2.7. 
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2.9 Convection 

The energy equation is solved to yield the temperature field 

throughout the domain of calculation. In forced convection problems, 

this is effected subsequent to convergence of the velocity field. 

However, the case is different for the following: 

a) Forced convection problems where fluid properties (viscosity) 

are markedly dependent on temperature. 

b) Forced-free convection (mixed). 

c) Free convection. 

Then either the fluid and temperature equations are solved 

iteratively or, in the latter case (c), are cast in temperature 

difference form which is most effectively solved as a coupled equa- 

tion set with matrix contributions to [A] of Sections 2.6-2.8 and as 

shown in Figure 2.2. 

2.9.1 Forced Convection Applications 9'12 

The energy equation (2.4) may be written in a two-dimensional 

Cartesian coordinate system as: 

3T 3T K 
ax+V aY pCP 

Ea2T + a2Tý 
ax2 aye 

Applying Galerkin's weighted residual principle and integrating second 

order terms by parts yields12: 
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aw aN aw aN 
1 [w"(u a+v 

aal) 
+K('_+ y)] di 

0 ax ay 
'Ni) 

ax ax ay ay 

=f wi do +" fhw 
i axis 

dr1 +fp wi j dr2 (2.21) -cp 
n rl r2 

(The overbar in ü, v denotes updated values from previous iteration). 

where in the finite element procedure temperature is interpolated 

using isoparametric interpolation (shape) function and the surface 

integrals of (2.21) provide a convenient carrier for introducing 

gradient boundary conditions. Unlike the coupled solution described 

in Sections 2,6 to 2.8, the element matrix no longer comprises sub- 

matrices, equation (2.21) forms the (jth) contribution to equation (i), 

then: 

_ 
aN aN K aw. aN awi . aNj 

Aij -a (wi[u a+v 
By, +p[ ax ax + ay ay]) 

dsi 

Qi =f ýp wi do +f 
PCP wi BIS drl +fp wi yIS dr2 

n r1 r2 

where (o) and (r) assume the definition of Section 2.6. 
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2.9.2 Free or Mixed Convection Applicationsl, 9,12,13 

. In free or mixed convection problems, the effect of density change is 

reflected as a body force term in the momentum equation (in the 

continuity equation spatial density gradients are assumed 

negligible), typically for the momentum equation in the x-direction: 

X=- p9x 0 (T - Treff 

_ -p9x ße 

where gx is the component of an externally impressed acceleration 

(e. g. gravity if the vector x is vertical) and (Tref) is some ref- 

erence temperature, similarly: 

Y= -pgy ße 

The non-dissipative energy equation may also be cast in temperature 

difference form, typically: 

u Le +v as 
-K 

(ate + 
ate) 

=0 
ax BY PCP ax2 ay2 

In a coupled solution, contributions are made to the submatrices 
T 

of [A] such that when solving at the corner nodes for {u, p, V, g} 

application of Galerkin's principle and integrating second order 

terms by parts yields the following submatrix entries: 
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ai4 = gx B wi Ni do 

a34 =f gY ß w1 Ni dsi 
11 

a Na. aN aw. aN 
a44 -f (wi [9 

aX +_i] +-1 [ a, 
J+ J]) dsý 

n ay ppx ax ay ay 

a4 =f ýp Wi ýxls dr1 +f ýp Wi ayls dr2 
Ii r2 

Introduction of the axisymmetric case results in minor changes 

to (a44) and (q4) such that VZ = U, Vr = V, 
x= aZ and ay = ar 

and n, r,, r2 assume the fond defined in Section 2.6. 

The Newton-Raphson iteration procedure can be implemented too, 

and results in further matrix entries. For the Cartesian coordinate 

system: 

a41 = a41 +j Wi ýx N dst 

Nj do a43 = a43 +f wi ay 
a-9 , 

11 

4= q4 +f wi[u äX +v äff] do 

and similarly for the cylindrical coordinates system by implementing 

the changes noted above. 
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3.1''Laminar Recirculating Flows 

Separating flows occur very frequently in many practical situa- 

tions of engineering importance such as heat exchangers, condensers, 

certain nuclear reactors and environmental control systems(). 

Flows of this nature are generally created by the presence of a 

, singularity or by an adverse pressure gradient(31) 

In confined and semi-confined flows, separation is generated by 

an abrupt change in geometry such as sudden expansion or contraction. 

Surface discontinuity is sometimes accidental leading to undesirable 

pressure drops and energy losses, but often deliberate, inducing 

increased mixing and heat transfer rates to the walls. 

In our solar ventilated/air-conditioned experimental room, 

recirculation zones were observed using flow visualisation method. 

These recirculation zones are created as a consequence of separation. 

Within such zones flow reversal can occur and the most significant 

difference between recirculating flows and boundary layer type flows 

is that within the zone there is no predominant flow direction. A 

numerical solution of'the Navier-Stokes equations under these circum- 

stances is particularly difficult, both for high Reynolds number 

laminar flows and for turbulent flows. For this reason most work 

on separated flows has been restricted to flows which are two-dimen- 

sional. It is also assumed usually that temperature gradients genera- 

ted by the fluid movement are insufficient to create positional 

variation in density and kinematic viscosity, i. e. buoyancy forces 
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are neglected. The author does not share this view and in this work 

the buoyancy forces are included for both laminar and turbulent 

recirculating zones in the finite element simulation of the solar 

powered ventilated air-conditioned room. 

Several researchers have used both finite difference and finite 

element methods to predict recirculation, particularly for laminar 

flows. 

3.1.1''Literature Survey 

Work done on laminar separated flows so far by experimental 

investigators include Macagno and Hung(3) using visualisation technique, 

and using laseranemometry as Durst, Melling and Whitelaw(4), while 

Denham and Patrick (32) 
used a directionally sensitive laser anemometer. 

The pressure terms are removed from the calculations when stream 

functions and vorticity are chosen as dependent variables in the 

finite difference method application to laminar separated two-dimen- 

sional flow such as the work of Thom and Apelt(5) for creeping flow 

over backward facing steps. 

Kawaguti(6) faced instability problems when he used central 

difference to solve Navier-Stokes for flow over backward and forward 

facing steps until he used upwind difference to discretise the 

convective operator. 

Macgano and Hung (3) 
obtained numerical solutions agreeing with 

their experimental results for axisymmetric pipe flows for Re up to 200. 
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Atkins et a1(33) used upwind difference with the stream function/ 

vorticity to obtain good agreement with the experimental work of 
(32) (3) Denham and Patrick and Hung. 

Castro (7) 
used pressure/velocity finite difference for forward 

and backward step flows. For the former problem, his results agreed 

well with the experimental results of Denham and Patrick (32) 
and with 

the numerical results of Hutton and Smith(2). 

Hjertager and Magnussen(78) computed three-dimensional laminar 

incompressible internal flows using Patankar and Spalding(80) finite 

difference SIMPLE algorithm (Semi-IMplicit Pressure Linked Equations) 

for inlet flow in a square duct with laterally moving wall, flow 

through a sudden expansion, and flow in a rectangular three-dimen- 

sional cavity with a moving wall. They had valid agreement with 

experiments. 

Cheng(8) used vorticity/stream function formulation of the finite 

element for a channel flow over arbitrary shapes. Baker(9) using 

the finite element method, succeeded in analysing Re = 200 flow over a 

backward facing step which he extended to include irregular domain 

shape and arbitrary shaped internal obstacles. Olson(l0) using finite 

element stream function/vorticity modified Navier-Stokes and continuity 

to single fourth order equation for separated flow over a circular 

cylinder. 
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Kawahara et a1(11) used pressure/velocity formulation for his 

finite element solution of flow over downstream backward facing steps 

using quadrilateral 6-noded triangular elements for velocity and 

linear 3-noded triangular elements for pressure. Ijam(12) analysed 

the sudden expansion problem, also with a pressure velocity formula- 

tion of the finite element, and compared his results with those of 

Hung (3) 
and Macagno -. A-similar approach to the backward facing 

step was adopted by Hutton and Smith(2)9 who employed two different 

formulations of the governing equations and experimented with various 

boundary conditions. They also used a special wall element, for those 

elements in contact with walls, in which the stream-wise velocity 

gradients at the walls are additional nodal parameters. This technique 

proved successful, giving improved modelling of the stream-wise velo- 

city and the continuity equation, although the pressure distribution 

predicted by these means was relatively inferior(31). 

Rout et al(13) employed a variational formulation when solving 

the step problem comparing results with Atkins (33). Gresho and Lee(14) 

and Hughes et al(15) express contrasting views on the need and/or 

legitimacy of-upwinding to predict flow variations and their particular 

problem was of flow over a rectangular object in a two-dimensional 

channel. Only very recently Allen(81) tried to show mathematically 

and practically that upwinding is reasonable and a legitimate practice 

for conservation laws with discontinuous weak solutions to guarantee 

convergence. Thomas(31) is the most recent work on laminar and turbulent 
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recirculating flows over a backward facing step using pressure/ 

velocity finite element formulation. 

3.2 Choice of Dependent Variables 

Numerical methods to solve Navier-Stokes and continuity equations 

using velocity/pressure formulations is further complicated due to 

the existence of the pressure term in the Navier-Stokes equations and 

its absence from the continuity equation(16). It is hence very diffi- 

cult to ensure full implicit satisfaction of the continuity equation 

within the velocity field. For two-dimensional flow, the stream 

function/vorticity formulation is an alternative approachý12) 

(3.1) ay =u I -äX =ýv 

where p= stream function, w= vorticity. 

_w= -[aV . 
ay ]= -c + ýy = v2I (3.2) 

It is apparent that: 

oi* au 
_ 

a2ý a2ý 
ax Tx W-5 y- ay ax 

so the continuity equation is satisfied exactly at all points in the 

flow domain. Cross-differentiation. and subtraction of the momentum 

equation yields(31): 
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U'ýý t (same for y-direction) (3.3) yf lax a) 

Thus the problem reduces to solving equations 3.2 and 3.3 within PIw 

relationship of 3.1; this also eliminates the pressure from the 

equations. This formulation is simple but boundary condition appli- 

cation is very difficult especially in the presence of a wall where 

is constant since the wall is a streamline too, but establishing w 

boundary conditions is tricky, especially with complicated geometry 

and in our case it is impossible. This can be overcome by substi- 

tuting 3.2 into 3.3 leading to one fourth order partial differential 

equation in (*). Application of boundary conditions is then simple 

but the presence of fourth order derivatives in the equation create 

further complicationsc31). The weak formulation, obtained by repeti- 

tive application of Green's theorem, now contains second order deri- 

vatives so that C(1) continuity is necessary. A more sophisticated 

element is consequently required, such as the twenty-one and eighteen 

degree-of-freedom (quintic) triangle used by Zienkiewicz(18) and 
16). ( Hutton 

A velocity/pressure formulation, despite the continuity aspect, 

still carries many advantages over both p/w, formulations mentioned 

above. Boundary conditions are easy to apply at walls and C(O) 

continuity is sufficient since the weak integral formulation is first 

order. Solutions immediately yield the velocities and pressure. The 

Ow formulations require further solution of equation 3.1 for the 

velocity components, and integration of the momentum equation 2.19 
I 
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to yield the pressure. The p/w formulations are restricted to two 

dimensions, while v/p formulations are readily extendable to three 

dimensions. The v/p formulation is adopted in this work throughout. 

3.3 Boundary Conditions 

There are four types of boundary in confined flows: 

i) Axes of symmetry 

ii) Solid boundaries 

iii) Inlet areas 

iv) Outlet areas 

Natural or forced boundary conditions must be specified on both 

components of velocity over the entire boundary. Specification of 

the pressure at a single point is usually sufficient to yield a 

solution, effectively setting the level of pressure elsewhere. In 

our work with the solar ventilated/air-conditioned sysf. m, it was found 

necessary to specify the pressure at all inlets and outlets corner 

nodes in order to render the matrix non-singular due to the complexity 

of the geometry. Hutton (16) 
states that the uniqueness of the pres- 

sure field requires that pressure must be, specified along all boun- 

daries on which the component of�velocity normal to the surface is 

unknown. This describes exactly the author's experiences In this work. 

However, Gresho et al(19) states that specification of the pressure 

along any position of the boundary must be avoided as the continuity 

equation is automatically disregarded at all nodes where the pressure 

is specified. 
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Out of the four boundary types stated above only three exist 

in this work: 

a) Wall/boundaries 

Walls are stationary, hence u=v=0, T= ambient or specified 

(experimentally measured values of temperature at boundary nodes 

positions). 

b) Entrance regions 

Vertical entrance region: u=0 av 
=0 

aT 
_0p=0 

at corner 
ay ay - nodes 

au 8T at corner Horizontal entrance region: v=0, = 09 
ax = 09 p=0 nodes 

(or v= specified (from experiment )). 

c) Outlet regions 

The vertical outlet: = 0, ay 
= 0, p=0 at corner nodes 

Alternatively, traction boundary conditions could be applied at the 

outlets and inlets. There are many ways to define outlet boundary 

conditions(21), some of which cause singular or ill-conditioned 

matrix equations. Both u/p boundary conditions and traction formu- 

. lation and its boundary conditions were adopted by Hutton et a1(2) 
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3.4 Turbulent Recirculating Flow 

Modelling turbulent separating recirculating flows numerically 

presents quite difficult additional problems. Simple models are 

either inadequate such as the Reynolds stress, or inapplicable such 

as Prandtl's mixing length(42) due to the lack of predominant flow 

direction in the recirculation zones. Close to walls velocity 

gradients become extremely large so wall functions are needed to 

model these regions. 

Many investigators have conducted experiments on turbulent flow. 

Abbott and Kline(46) examined the flow structure in a rectangular 

channel with both a double expansion and a single step in 1962 using 

a dye tracer. They observed a three-dimensional zone immediately down- 

stream of the expansion. 

Denham and Patrick(43) examined flow past a single step in a 

rectangular channel by means of a directionally sensitive laser 

anemometer. 

Freeman(47) obtained measurements of velocity and temperature 

downstream of a sudden pipe expansion using laser Doppler anemometer. 

Numerical investigation was largely carried out by finite diff- 

erence computations. Runcha1(48) used one equation model of turbu- 

lence, and developed several length scale distributions to analyse 

flow over a double expansion. Oliver (49) investigated flow subject 

to a sudden expansion using a two equation (Kc) model of turbulence. 
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He analysed complex angled step shapes featuring the flow circuit 

of. a large modern turbogenerator. Atkins (44,45) 
predicted turbulent 

flow over a single step in a two dimensional channel using both one 

and two equation models of turbulence and he obtained good agreement 
(43) 

with the experimental results of Denham and Patrick. 

Castro(7) performed an analysis to compare various finite 

difference schemes with two equation model of turbulence for flow 

over a rearward facing step. He concluded that whilst it had been 

common practice to blame poor results on the inaccuracy of the tur- 

bulence models, it was becoming clear that numerical techniques, 

such as upwinding, contributed to the severe inaccuracies. Minh et 

a1(50), also with a Kc model, analysed flow through an axisymmetric 

sudden enlargement and compared results with previously predicted 

experimental data. 

Kvervold et a1(51) modelled flow through a more complicated 

regulating valve in a two-dimensional channel. The numerical results 

obtained when using a two equation model of turbulence predicted 

mean velocity profiles and recirculating zone length very well. 

The main drawback of the results is the, underprediction of backward 

. velocity components within the recirculation zone(31) 

Nielson(75) et al reported measured and calculated values of the 

velocity characteristics of a modelled room with ventilation arrange- 

ments. The measurements were obtained by a laser Doppler anemometer 

and the calculation by the solution, in finite difference form of 

two-dimensional, elliptic, partial-differential equations representing 
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conservation of mass, momentum, turbulence energy (K) and dissipation 

ºI- rate (E). Their results were adequate for design purposes. They 

found that for inlets much smaller than the width of the room, three- 

dimensional effects become important; luckily in our work the inlet 

width is the same as the room's. They optimised in a quantitative way 

the geometry of the flow domain, a pressure correction approach was 

used and the velocities were made non-dimensional by dividing them 

by the inlet velocity. They discovered that the laser Doppler ane- 

mometer was unstable and gave errors at low rotational speeds of the 

instrument grating. Zero stream-wise gradients were imposed on all 

variables which the author finds amazingly unrealistic. They had 

discrepancies between measurements and calculations in the area of 

reverse flow. They concluded that their model was adequate for 

design purposes and that flow in air conditioned rooms can be 

represented by two-dimensional equations provided the supply opening 

is not much shorter than the width of the room which supports our 

solar powered ventilated/air-conditioned experimental room geometry. 

A two-dimensional mathematical model was described and used by 

McGuirk and Rodi(74) for the calculation of the depth averaged velo- 

city and temperature or concentration in open-channel flows, an 

essential feature of which was the ability to handle recirculation 

zones, and it uses finite difference solution procedures, the turbu- 

lence model is determined using a Kc model. The model was applied to 

the problem of side discharge into open channel flow where a recir- 

culation zone develops downstream of the discharge. Numerical 

accuracy of the predictions was influenced by numerical diffusion. 
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Patankar(73) et al used finite difference solution for the 

three-dimensional flow field generated by a round turbulent jet 

deflected by a main stream normal to the jet axis. They used a 

Kc model and their results were satisfactory considering that 

buoyancy forces were not included in their model. 

Hjertager(72) et al performed a numerical study of three- 

dimensional turbulent isothermal and buoyant flow in a ventilated 

box-shaped empty room using a finite difference method Kd model. 

Reasonable agreement with measurements of mean velocities was 

achieved for isothermal flow and fair agreement for buoyant flow. 

Not enough measurements of local mean velocities and turbulence 

velocities were done to validate the mathematical model substantially. 

The turbulent natural convection boundary layer next to a heated 

vertical surface was analysed by George and Capp(71) by classical 

scaling arguments'yielding an analytical expression for the buoyant 

sublayer profiles. They treated turbulent natural convection boundary 

in two parts an outer flow which is independent of conduction and 

viscosity effects, and an inner flow in which the mean convection 

of momentum and heat is negligible. Effect on rough walls was not 

tested in the above analysis. 

Nakajima(70 et al investigated experimentally and theoretically 

turbulent mixed flow of free and forced convection for upward turbu- 

lent flow between vertical parallel plates at different wall temperatures. 

The model predicts experimental results very well and partly explains 

the behaviour of the turbulent properties. 
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Hjertager(76) et al presented numerical calculations for two 

jet induced three-dimensional flows in rectangular enclosures using 

a finite difference Kc model. The method uses three velocity 

components and pressure as primary variables. Results were com- 

pared with available velocity data which gave generally fair agree- 

ment with some discrepancies. Under-relaxation was used to achieve 

convergence. 

A computational method used to obtain solutions of the (2-D) 

buoyancy-driven laminar and turbulent flow and heat transfer in a 

square cavity with differentially heated side walls was presented 

by Markatos and Pericleous(»). Donor-cell differencing was used 

and mesh-refinement study was performed. A Kc model was used for 

Rayleigh numbers up to (1016). Wall functions used were not very 

realistic since buoyancy effects on them were ignored. 

Use of finite elements to model problems of this kind has not, 

as yet, proved very successful. 
(31) Many one- and two-equation model 

predictions of developing and developed straight channel flow have 

been presented. Schamber et al 
52) 

used a two equation model of 

turbulence to predict the one-dimensional problem of fully developed 

plane channel and axisymmetric channel flows. Hughes (53) predicted 

developing pipe flow with one-equation model and with two different 

two-equation models of turbulence. He terminated all the flows some 

distance from the walls and suitable boundary conditions were 

extracted from near wall logarithmic profiles. Hutton and Smith (54) 

developed refined near wall functions capable of representing 
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the different flow regimes simultaneously, i. e. the flow regimes 

that can be observed close to the walls. They developed and uti- 

lised special wall elements to reduce the necessity for mesh 

refinement in their analysis of developing channel flow. Very few 

problems of a complicated nature have been analysed with two-equation 

models of turbulence. Baker (55) 
used a Kc model of the turbulence 

3) 
wake mixing downstream of an airfoil trailing edge. Rout et al 

used variational formulation of the Reynolds equations and used a 

mixing length model for the turbulence viscosity in a flow over a 

backward facing step in a two-dimensional channel. Thomas(31) used 

one- and two-equation models of turbulence in turbulent recirculating 

flows over a backward facing step and in rod bundles. 

3.4.1 Turbulence Model 

This approximate calculation does not employ a coupled turbulence 

model, but respects experience with rectangular channel flow to esta- 

blish the length scale of turbulence. 

Calling upon the analogy between thermal and momentum diffusivity 

via the Prandtl number 
(37) 

: 

For air in laminar flow: 

For air in turbulent flow: FY-t 
,. 

= Kt 

(3.4) 
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Accepting that only small deviation of both laminar and turbulent 

Prandtl numbers can occur, it follows that: 

Kt 
ti 0.7 

u 
K 11 

(3.5) 

whereby the effective conductivity and viscosity are respectively 

defined as: 

Ke=K+Kt and ue=v+ut (3.6) 

Elder(34) has confirmed the existence of supplementary vortices 

along a vertical face under natural convection, increasing in both 

quantity and intensity with growth of Rayleigh number. It seems 

reasonable to hypothesise that they will become yet more intense 

with the onset of turbulence, especially in the view of the rela- 

tionship (3.5) above. 

In turbulent flow the intensity of turbulence in a stream whose 

mean flow velocity is (U) is defined as: 

I= [i -W-7)7 (3.7) 

See Schlichting(35)0 

For natural, turbulent flows of the type to be expected over 

most of the domain in question, the intensity (I), can be expected 

to lie in the region of 0.5% - 20%. Further the intensity of turbulence 
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is related to the kinetic energy of turbulence directly: 

K= .7 (U, 2 + V12 +, W, 2ý 

now, fron 3.7: 

UI =3 (u'2 + v'2 + w72) 

i. e. 3 (ÜI)2 = (u'2 +v'2+ w'2) 

(3.8) 

; 1i 

Substituting this into 3.8 gives: 

K=.. (UI)2 

0K_ 
T72Z UI (3.9) 

Using now the Prandtl-Kolmogorov relationship for turbulent viscosity: 

ut =p Lu K (3.10) 

where (RU) is the length scale of turbulence (Launder and Spalding) (36)0 

It can be seen that provided (&U) can be estimated, a range of 

approximate values for ut may be derived corresponding to mean flow 

(37) 
speed and a probable range of turbulence intensity. 

Sharma(38) has shown how, using the method proposed by Buleev(39) 

for geometrical determination of length scale, reasonable distributions 
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over cross-sections of rectangular diffusers can be obtained at 

least on a coarse scale.. Sharma's results permit the estimation 

of an appropriate mean value of length scale Tv (a harmonic mean), 

according to the aspect ratio of the cross-section. Using estimated 

values of Ru, Ü, and I, effective conductivity may be written as: 

Ke =K (1 + 
0.7 

p TO V 3) UI) (37) (3.11a) 
11 7 

However, in this work Kt was deduced from ut using the relationship 

(3.5): 

Kt = Pr 
Pt 

K (3. llb) 

ut 
and . llc hence: Ke =K+ Pr K (3.11c) 

as per the first equation of 3.6. 

The flow calculation can be performed either as a quasi-steady 

state problem using temperature obtained from initial assumptions of 

(Ke) in the thermal transport model of uncoupled form or both (Ke) 

and (ue) are inserted together and updated together in each itera- 

tion of the solution if the coupled form solution of momentum- 
K 

continuity-energy is chosen. The converged values of (-ý) ranged 

between 10 to 104 and average sections Reynold's numbers of up to 

8000, whilst turbulence intensity varied between 5% - 20%. The 
u 

converged values of (ü) ranged between 10 - 105. 
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3.4.2 Length Scale and Iteration Technique 

The effective conductivity, as can be seen from the relation- 

ship (3.11), varies linearly with (I). Hopkirk, Sharma, Gilby and 

Pralong(37) found that variations of the order they tried (4: 1) for (Ke) 

produced negligible variations in the temperature distributions in 

the solid. 

The lack of sensitivity to the value of (Ke), even in the above 

mentioned authors' time-dependent problem, reinforces the validity 

of the approximate approach of Raithby and Hollands (40) for turbulent 

flows. 

The one equation model of turbulence (3.10) can now be utilized 

to predict flows, provided the length scale distribution is prescribed 

throughout the flow field. This distribution will be different for 

each different flow situation and is the main drawback of this model. 

A further disadvantage is that outside the fully turbulent flow zone, 

the viscous and dissipative length scales'are not the same. It was 

shown (References 58,59,60), that very close to the wall, the length 

scales are not proportional to the distance from the wall as the wall 

surface is approached. Van Driest(60) proposed that, in such regions: 

Ru aY ýý exp C- Au Rt)) 

Lp ay (1 - exp (- AD Rt)) 

Assuming the flow is in say, a channel in the conventional x-direction, 

where Rt is the turbulent Reynolds number defined by: 
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Rt = Cu pi £p/u 

where: K= fluctuating turbulent kinetic energy 

21i = length scale of turbulence 

Cu = constant, which the function tends to at large Rt, 

so that laminar viscosity vanishes from the relation- 

ship; at low Rt (ue = u). 

and: Au = 0.016 = constant 
(22) 

AD = 0.263 = constant 
) 

The viscous length scale is therefore significantly smaller than the 

dissipative length scale in, such regions. Within the fully turbulent 

region close to a wall, the values of AD Au ensure that length 

scale is equal to the distance away from the wall i. e. Pu = -y 

where Iy here is the distance away from the wall. Further away 
48) from the wall, the length scale can be considered constant(. 

This seems reasonable since physically, the length scale represents 

the mean eddy size created by the turbulence. 

In general, these restrictions must simultaneously apply for 

the geometry under consideration. This leaves the problem of expres- 

sing algebraically a function which is constant very far away from 

the walls and equal to the distance from the wall in the fully turbu- 

lent near wall zone. The function must also decrease to zero faster 

than distance from the wall outside the fully turbulent zone 
(31). 
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The length scales utilised in the present work are based upon 

those employed by Shama (38) in his finite difference analysis of 

turbulent convective phenomena in straight rectangular-sectioned 

diffusers. The one-equation model ensures the removal of some of 

the physical inconsistencies present in the mixing length model, 
lr, d'eit 

i. e. a zero mean velocity3no longer implies zero eddy viscosity. 

The problem of algebraic specification of the distribution of (RU) 

remains, and it varies with every different flow geometry. 

Alternatively, special wall finite elements have been created 

to model the near wall region (Refs. 63,64). 

Buleev(39) related the length scale at each point in the cross- 

section of a duct to the distance of the point from walls in its 

neighbourhood, thus 

ýu = Cu d do (3.12a) 

where: Cu =a constant (here taken as 0.44) 

6= distance of a point from a wall along direction a 

and D= the domain of integration i. e. the cross-section of 

the duct. 

For circular pipes, £u distribution using equation 3.12a is precisely 

close to that obtained by Nikuradse(62) as per Schlichting(35). 

The length scale distribution in rectangular-sectioned ducts, 

obtained from formula 3.12a and used in the present work is expressed 
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as: 

Ru =2 
cu y1 y2z1 z2 

ylZl y22+ z22 + y1Z2 y22 + Z1 2+ y2Z1 yl2 + Z22 + y2Z2 y, 2 + Z, 2 

(3.12b) 

where yVy2 = distances of point P(y, z) from one pair of walls 

parallel to the z-direction as per Figure 3.2 below 

and Z19Z2 = distances of the point P from the pair of walls parallel 

to the y-direction. 

D C Flow direction 

A 

Y2 

1-01 

Zi Zz 

Yl ýý 1 

FIGURE 3.2: CROSS-SECTION OF A RECTANGULAR DUCT 

Z 

B 

where the range of integration is divided into four triangles 

(APB, BPC, CPD, DPA). 

Since this work is in two dimensions it was taken always that 

Z1 = Z2 = _ZW 

the flow domain width, which was 0.5 m. 



76 

Except for the experimental room itself, all other flow 

sections had a dominant flow direction and tu was straightforward 

to calculate. However, for the room, since the flow is both right 

to left in entry and bottom to top on exist together with recircula- 

tions in the centre of the room, the length scale was calculated 

once for first flow direction from left to right, then for flow 

direction from bottom to top, then the average of the two was taken. 

In each case, the room was considered as a flow duct. 

The iteration technique used is as follows: 

i) Set all variables to zero, and put, ut =u at all nodes 

ii) Check which elements are turbulent and set them to have their 

pt generated in all subsequent iterations 

iii) In all subsequent iterations for turbulent element input known 

boundary conditions and evaluate length scale distribution and 

turbulent kinetic energy as a function of velocity field of the 

last iteration, hence evaluate ut. For non-turbulent elements 

u is still unchanged. From pt evaluate ue, and Ke. 

iv) Check for convergence 

v) Repeat from (iii) until convergence criteria specified have 

been satisfied. 
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3.5 Method of Solution 

Discretization of the equations of momentum', continuity and 

general energy whether coupled or uncoupled, results in a matrix 

equation of the form: 

[A(X)]{x} = {B} (3.13) 

where {X} is a column vector of nodal unknowns and the matrix [A(X)J 

is a non-positive definite unsymmetrical matrix. It is possible to 

remove both these undesirable characteristics by treating the problem 

as transient (including an artificial term, ap/at =0 in the conti- 

nuity equation and retaining time derivatives only on the left hand 

side of the matrix equation 
(31). The solution then develops in time 

towards its steady state limit. The limitations of this technique lie 

in the magnitude of the time step permissible to ensure stability and 

convergence, which decreases with increasing Reynolds number and with 

decreasing element size. However, such an approach can be efficient 

and should be effective in three dimensions. (31) 

Alternatively, the matrix equation is linearised as described 

in Section 2.6. The assembly and inversion of matrix [A(X)] is carried 

out using the frontal solution routine for unsymmetric matrices deve- 

loped by Hood(23). Although the matrix lacks diagonal dominance, the 

search for a pivot is restricted to the leading diagonal. Should this 

fail, solution is re-initiated using full pivoting frontal routine. 
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Initial conditions were used to start the solution procedure. 

All nodal variables except boundary condition variables were set to 

zero at low Reynolds numbers. 
KFor 

higher Reynolds numbers, a better 

initial condition is necessary to reduce CPU time and this is gene- 

rally selected as the converged solution of lower Reynolds number. 

Stability of the-iterative solution is strengthened by relaxing 

all variables every iteration by a factor of.. (a = 0.5) and convergence 

is assumed attained when the maximum relative charge in any variable 

for two consecutive iterations is less than 1%, i. e. 

knew - ßo1 d<0. of 
knew 

Having established the velocity/pressure/temperature distribution, 

it is also very instructive to evaluate the stream function and 

vorticity distribution in order to visualise more clearly the flow 

patterns involved. Introducing the vorticity as per equation 3.2: 

' `i -- ay - äxß (3.14) 

Eliminating the pressure from equations 2.2a, b by differentiating 

equation 2.2a with respect toy and equation 2.2b with respect to x, 

the vorticity transport equation is'31): 

aw LW , aW a2w a2w 
ä+u ä+V ay = v[ 

ax2 ayZj 
(3.15) 
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Equation 3.15, together with equation of continuity 2.14 form a 

system of two equations for two velocity components U and V. 

The stream function p can be defined as per equation 3.1: 

U= aý' V= - 
aý 

ay ax 
(3.16) 

so that the continuity equation (2.1d) is satisfied automatically, 

it is recast as: 

3+ 92 
_-W (3.17) 

axe 
Eay2 

and the vorticity transport equation (3.15) becomes (12): 

a v2p + 1± a v2, - a± a v2ý =V v4ý (3.18) ät ay ax ax ay 

2 
wherev2ý = 

a2ý+at 
ax2 ay2 

and v4ý = V2 (v2p). 

as per equation 3.2 

In this form the vorticity transport equation 3.18 contains only 

one unknown, V. The left hand side of equation 3.18, as was the case 

with the Navier-Stokes equations, the inertia terms, whereas the 

right hand side contains the frictional terms. 
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Rewriting equation 3.17 for two-dimensional or axisymmetric 

flow problems in the form: 

IL au (12) 
Aý _-_- [fix - ayl (3.19) 

where the differential operator A is defined as 
(12,35) 

A= ä +ýy [ä may] (3.20) 

y aX2 y 

The velocities U and V are related to ip by equations 
(12) 

U=1 aý v= -1 aý (3.21) 
ya ay ya ax 

a=0 for two-dimensional cases and a=1 for axisyrmetric cases 

with x, u and y, v as the corresponding. axial and radial quantities 
2ý. (1 

respectively 

. --For a given discretised domain with known velocity fields, the 

right hand side of equation 3.19 is known. Therefore the Poisson's 

equation 3.19 can be solved for p using the Galerkin finite element 

technique 
(12). Defining the approximate stream function within each 

element as: 

Ni 1' (3.22) 
1=1 
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where n is the number of nodes per element, Ni are the shape 

functions, -4i are the nodal values of the stream function. 

The final finite element equation of 3.19 after using equation 

3.22 and taking the weighting function Wi = Ni, can be written as: 

ne aN. aN. aN. aN Ni a aN 
ax ax By ay 1A1++J1 

ýj dxdy 

e 
yK WK ay 

ne aN. aN. 
f [N e'v Ni 

ay 
Uff] ya dxdy 

e 

ne p 
f 

an 
ds Ref. 12 (3.23) +yS Ni 

e 

where Se is surface,, Ip is prescribed, n is outward normal. 

In equation 3.23 Green's theorem has been used to reduce the 

second order derivatives in equation 3.19 and the natural boundary 

conditions of p have been used. (Since only partial derivatives 

are involved in equation 3.23, the compatibility condition requires 

only the continuity of p. Therefore the shape functions used for 

velocity formulation can be used here). (12) 

The required boundary conditions are the specification of the 

stream function values or its normal derivatives. The known velocity 

fields provide derivatives. After fixing the strean function value 

at any arbitrary point on the boundary, the use of relations 3.21 

provides the boundary i values. 
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Following the same technique, the finite element equation 

for the vorticity relation 3.14 can be written as: 

ne ne aN. aN. 

1fe 
Ný Nj wj ya dxdy =i (Ni 

ax 
Vj 'Ni ay 

Uj)ya dxdy 

Ref. 12 (3.24) 

The right hand side is again known and appropriate boundary conditions 

can be specified for vorticity, e. g. w=0 along symmetry line of 

conduits. 
(31) 

3.6 Numerical Instabilities 

Numerical solution of the Navier Stokes gets more difficult as 

Reynolds number goes up mainly because of the dominance of the convec- 

tive terms. This leads to oscillatory unstable solutions. 
(31) 

Converged stable solutions can also exhibit oscillations. This 

occurs in both finite element and finite difference. Boundary con- 

ditions can contribute and influence the degree of oscillations. 

The oscillations only occur for the non-symmetric matrices. The 

finite difference oscillations were overcome by means of upwinding. 

Zienkiewicz et a1(24 proposed upwinding first and it subsequently 

developed into a practical scheme in finite elements by Christie et 

al(25). Since stability problems are confined to large-(Re) flows 

only affected elements with (Re) > critical (Re) need be modified. 
(26) 

Upwind weighting function ensure the dominance-of diagonal terms in 
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the matrix equation. It introduces a false diffusion too, and 

consequently smooths out oscillations (since increased diffusion 

is effectively a reduction of Reynolds number(26'27). There is only 

one disadvantage in this type. of upwinding which is introducing 

artificial crosswind diffusion, this can affect accuracy created 

by conventional upwind schemes. Another streamline upwind scheme 

was introduced in 1979(15) which claims to introduce artificial 

diffusion only in the direction of the flow, so eliminating this 

problem. Upwinding has not yet been used in the finite element 

method in turbulent flow applications, although it has been used 

as such in the finite difference method. 
(38,48,58) 

3.7 wind Weighting Functions 

A comprehensive detailed description and all the debates can be 

found in references 12,14,19,24,25,26,27,31,41,81,83,84,85, 

86,87 and 88. 

3.8 Convergence Problems 

4- 

The mesh used for discretization (Figure 3.1), gave velocity 

profiles in reasonable agreement with experiment and convergence for 

Reynolds numbers as high as 9000. - The recirculation zones were very 

similar to those observed and measured experimentally. 

Considerable difficulties and oscillations, together with ill- 

conditioning and singularities were encountered at-the beginning. 

Similar difficulties have been reported using the two-equation model. 
(31982) 
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When the solar ventilated/air-conditioned room problem was 

tried, starting from zero initial values, "it was extremely difficult 

to judge precisely the cause of instability and eventual divergence 

of the solution which led to singularity and program crashes. Very 

strong instability problems were encountered such as a negative axial 

velocity (u) at the inlet to the convective duct where it should be 

positive. Effectively this moves'the recirculation turbulent zone 

further upstream, and since the solution is iterative, this effect 

multiplies with each iteration, until eventually many surrounding 

values of (u) and (v) become negative, resulting in singular or ill- 

conditioned matrix equations and consequent crash. 

Heavy relaxation of the variables did not help but when the 

kinetic energy values were made absolute by taking the absolute values 

of the velocity vectors at the nodes together with making the velocity 

vectors non-dimensional by dividing them by the inlet velocity to 

the convective duct at each iteration. This, in addition to realis- 

tic boundary conditions, proved sufficient to induce the-stability 

and convergence of the method, even if the initial guess was not 

sufficiently close to the eventual solution, or if the solution 

started from zero initial condition, although this takes longer 

computer (CPU) time obviously. This is easily verified by using 

the converged solution for one Reynolds number as initial values for 

a higher Reynolds number. 

The entire turbulent flow analysis was performed without the 

use of upwind weighting functions, even for. the laminar part of the 
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flow this proved unnecessary. In the turbulent flow, the convec- 

tive operator does not become dominant to the same degree as in some 

laminar flows since the turbulent viscosity is significantly greater 

than the 'I iinar; viscosity. The turbulent viscosity, then, creates 

the damping effect performed by upwinding for laminar flow and effec- 

tively reduces the Reynolds number to a value at which convection 

terms'do not over-dominate the matrix equations. '31) 

3.9 Ill-conditioned Matrices, Spurious Pressures 

It has already been mentioned (3.3c) that certain boundary con- 

ditions lead to an ill-conditioned matrix. They can occur for a 

variety of different reasons - as a consequence of unsuitable mesh 

or when Reynolds numbers are extremely large or extremely small. 
(31) 

Hood(21) also indicated that a velocity pressure formulation is limited 

at very large Reynolds numbers since it becomes exceedingly difficult 

to obtain convergence. 

It has recently become evident that the boundary conditions 

applied at fully developed inlets and outlets critically influence 

the likelihood of convergence and the accuracy of the solution pro- 

duced and the importance of this cannot be over-emphasised. Mathe- 

matically correct and consistent boundary conditions can, for a variety 

of reasons, create a physically absent phenomena known as "wiggles" 

in converged and otherwise stable solutions. 
(31) 

The improved stability of natural boundary conditions at fully 

developed sections, as opposed to forced conditions, has been observed 

0 
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by many numerical researchers. Hutton(2) defines the excess 

degrees of freedom as those that remain unspecified when the forced 

boundary conditions are applied. These are then free to comply 

with the momentum equations. He proposed that the excess degrees 

of freedom must exceed a certain critical number to induce the 

stability of the solution. The root of the problem is most likely 

an over-specification of the variables. This results in what has 

been termed spurious pressure modes, 
(31) detailed analysis of which 

was presented in 1981 (Refs. 28,29). The pressure is implicitly 

defined by the constraints of the continuity equation. Therefore, 

the specification of pressure over an entire surface is considered 

unwise(19) since the continuity equation is then eliminated at all 

nodes on the surface. This means that, numerically, mass balance is 

not obtained at these nodes, and as a consequence it is not obtained 

globally. This can be debatable since C(O) continuity implies that 

the continuity equation is never satisfied exactly even at nodes where 

pressure is unspecified. If stream functions and vorticity are used 

then this ensures that continuity is complied with exactly at all 

points. In addition, the mathematical analysis of Hutton(16) dictates 

the need for pressure specification along all boundaries on which 

the normal velocity component is not defined. 

More problems arise if any of the boundary conditions identi- 

cally satisfy the same constraint equation 
(28) 

. This leads to a system 

of equations which is consistent but over-constrained and the matrix 

equation 
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{g} [A(x)] {X} = 

will then have a zero eigenvalue. 

Spurious pressure modes can occur due to element type or mesh 

type (28). The over-specification of forced boundary conditions is 

not the only source of velocity wiggles and divergence. High Reynolds 

numbers with certain meshes can cause convergence problems, even with 

improved boundary conditions. 

This can be due to the possibility that the flow is not fully 

developed at the downstream boundary. This occurs even though the 

boundary is a significant distance away from the reattachment point 

and is longer than the downstream section considered by the finite 

difference workers. 
(31) As a matter of fact, since the outlet is 

necessarily a finite distance downstream of the expansion; flow will 

never be fully redeveloped in the strictest sense, since this will 

only occur at infinity. (30931) 
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CHAPTER 4 

EXPERIMENTAL METHODS 

4.1 Experimental Considerations 

The work discussed in this chapter concerns the experimental 

investigation of the solar powered ventilation/air-conditioning 

system in a1 m3 model room, shown in Figures 4.1,4.2 and 4.9. 

Natural or mixed turbulent convection flows have their own 

characteristics, which are distinct from other flows and heat trans- 

fer mechanisms. Consequently, special considerations and methods 

had to be employed. 

Of particular concern are the inevitable coupling between the 

flow and the temperature field, and the generally low velocities and 

heat transfer rates encountered, as compared to fully forced convec- 

tion problems('). 

In the design of this experimental room system, much information 

was necessary on transients, mixed convections, stratification, entrain- 

ment effects, secondary flows and recirculations etc. in order to 

avoid many of the problems that quite often arise in such set-ups, 

and to make the experiment representative of the real life situation. 

The experimental investigation involved measurement of flow 

velocities, and of flow temperatures, together with visualisation of 

the flow. Various methods of visualisation were tried, including a 

technique used to obtain a video film and still photographs of the flow. 
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Flow velocity measurements were made using dual sensor hot-wire 

anemometer equipment. Certain difficulties were encountered but 

success was achieved. 

Temperature measurements were made using thermocouples; some 

minor problems were encountered when measuring surface temperatures. 

The observed flow in the convection channel was an aiding turbu- 

lent natural convection, whilst the flow in the room was a turbulent 

mixed convection. However, the flow in the inlet channel was free 

laminar. The first two flows seemed buoyancy driven. The inlet 

channel flow became forced opposing turbulent when the temperature of 

the black surface of the convective channel was raised from =400C to 

=55°C. 

Much of the research work done in the field of solar ventilation/ 

air-conditioning concerns both the theoretical and experimental evalua- 

tion of various optimal parameters of refrigeration cycles and venti- 

lation/cooling systems incorporating these parameters. A very compre- 

hensive survey of the different methods and processes that have been 

researched=into is given by Grossman and Johannsen47. It would appear 

that only two practical means of solar cooling/air-conditioning are 

presently considered state-of-the-art. These are the Rankine power 

cycle48, and the absorption refrigeration cycle, using ammonia-water 
49 , 50 

. or lithium bromide-water 

Some research has been done into vapour jet air-conditioning 

systems with some success, by Anderson51. There is also an interest 

in multi-stage systems based on the absorption cycle, see Chinnappa 

and Martin52. Complete systems built into houses have been operating 

successfully, under survey, for several years in various parts of the 
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world; the most interesting of these are those built by Thomason 
53 54 

and Thomason , K. Kimura , 55 
and Safdari 56 

Diagram (Figure 4.1) shows the basic principle of operation of 

the solar powered ventilation/air conditioning system used, as follows. 

Sunlight or radiation from a substitute source, passes through the 

glass front and radiates upon the black surface. The heat generated 

in the front channel creates a convection flow up and out of the 

chimney. This channel will be referred to as the convective duct 

or convective channel. This flow by entrainment imparts momentum 

upon the air in the model room (hereafter also referred to as solar 

room). The air is forced out of the room through the room exit. 

Fresh air enters the room through the entry channel and duct. A 

possible secondary mechanism of convection may be created by the 

heat radiated/conducted from the black surface wall into the room. 

In this work the above mentioned wall is non-conductive. 

This system of mixed turbulent convection offers a very simple 

and effective technique of creating a ventilation and/or air- 

conditioning flow. The system was developed to involve a solar 

powered refrigeration cycle operating between the chimney and the 

fresh air inlet (. absorption cycle). There are many other numerous 

possible changes that could be made to the rig, some of these have 

been made, others will be discussed later as suggestions for further 

work. 



102 

LLO I. 
=x 
_a 
00 N 11/1 

r 

1l1 

Y 

E 
C 

m 

O 
LY 

O 
co 

J 

x 

oIo 
L2n 

-ý ý -fl 

0001 

//"00, 
ý 

O 
S 
O 
v- 

°ý d 

ED 
I W I 

Li 
YQ 

Z X N Li iit- 
a i i CD N 

N LI 

E9ll 

w 

a 

t 
w 
z" z t-J t, ö Z 
VV LAJ I- Z 

LLJ p V) 
Z 

w 

cr. 
- a 

- 1 
vGL' O V Ow 

S w LAJ 
>i 

w 
? 

O ZO O w 
... r -J O a v 

LA- 
ON 
V- 

O 
LY Z Z 

. 
rr 

41 

. - O 

Q 

lw 
Zx 

0 V 
1 

0 

F-- 

W 

O 
w 
w 
3 
0 
CL 

one- V- 
I 
TOE- 

l) 

LL- 



2 
O Lai 

Z 

O2 
uu 

f- u 

i-- 
X 
W 

X 
W 

aN N 
WW 9 

CL to 

LA W 
v 
LU 

in a° NW N 
= IA Q ü 

O C 
w 

mm y J 

m 

N J W 
Li 

Y 4 
. u 

L CD CA 

41 ý 

z F.. 
C) U ~J 
Li WWZO 

oa 
zz 

W 

x 
0 

ýº_ -i IF-7 I 

II 

J 
W 

ý ce ä ý-ü 
Wü W 

0 
0 
Ix 
L 
O 

M 
O 

w J 
W 

P- 
2-1 
O 
0-1 
U- 

m 
.S 

. IE 
O 
O 

U- 
O 

z 0 

w 
w 

w 
0 
(, 

a V 

N 

LL 

103 



104 

0 
w 

Nc 
[Y Q 
O 

LAJ ww 
0-1 

V1 

wO 
cs ý0 

I1 1w 
aI °` 
J p_ W 

= 

LL- 
C) 
0 
cr. 

w 
Cl V1 
O4 
o co 

a3 0r° 

_2 
JZ 
C)L 3 :ý 

LLJ 

r 

v 

c 
CD 
U- 

GD 
w 
O 

Ui 
cl: 

7- 
w 

/ 

_-J 

/ 

W 
v 
Q 

uLL. 
< Cr 

J) 
m vI 

w 

cn 

w 

F-- 

a 

w_ 

Li_ 
[Y 

cIJ 

0 
Ln 

z 4 

u 

N 

LL 



105 

The type of flows encountered involved large separations and 

wakes. A discussion of the problems of practical analysis of such 
(57) flow is given by Danter. 

An important aspect of the experiment is to produce results 

by which the numerical analysis can be objectively and impartially 

evaluated. 

There are several parameters that affect the flow; some of 

these are listed below. We were only concerned, at this stage, with 

parameters that are relatively easy to adjust and not requiring major 

rebuilding of the experimental rig. 

1. , Five linear dimensions of the box that can be adjusted by design. 

See diagram Figure 4.1. These dimensions will be referred to 

using the numbers allocated. to them in this diagram. 

2. The temperature of the black surface, see diagram Figure 4.1, 

and the ambient temperature. 

3. The design of the experimental rig (solar room), particularly 

in the following areas, as indicated in Figure 4.1, by the 

following letters: 

a) The cross-sectional shape of this edge, which will affect 

. 
the degree of entrainment. 

b) The profile of this area, with respect to its aerodynamics, 

will affect the degree of turbulence of the flow as it enters 

the room. 
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c) The height and shape of the chimney, which will affect 

entrainment. 

It was decided that for the initial experimentation, only the para- 

meters discussed in 1 and 2 above should be varied and studied. 

No modifications were made to the working parts of the room other 

than those required for experimental purposes. 

Other areas of study, such as evaluating the quality of venti- 

lation/air-conditioning, in terms of human requirements 
58,59, 

are 

very important and will be considered at some stage in the research. 

An article by Sandberg60 entitled "What is Ventilation Efficiency? " 

is thought to be useful in this respect. 

The model room was manufactured in the Department of Mechanical 

Engineering workshops using perspex sheets for two sides and the top 

window, while the rest of the rig was made of plywood. The convection 

channel front was made of glass. Drawing (Figures4.2) and photograph 

(Figure 4.3A) of the solar ventilation/air-conditioning room system are 

given here. 

Since the commencement of the research various modifications have 

been made to the room itself. These are summarised as follows: 

I. All the inside of the room was painted matt black except for 

a30 cm wide perspex slot at the top of the room and one full 

perspex side of the room for viewing. 

2. A section of the, now black, perspex side was made removable 

to allow access into the room for cleaning smoke deposits, etc. 
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3. The solar ventilated/air-conditioned room rig was mounted on a 

rectangular section steel frame that supported it approximately 

70 cm above the ground. 

4. Twenty-six brass bushes for locating the probes were fixed to 

the outside of the room as can be seen from Figures 4.2. 

The reason for these modifications will be made clear during the rest 

of, this chapter. 

The radiation required to heat the black surface was obtained 

from two infra-red strip lamps 1000 watts each, together with two 

photographic flood lighting lamps, one of 500 watts and one of 250 

watts. This method presented some minor difficulties which will be 

discussed later. 

All aspects of solar energy theory and application from basic 

physics through climatic statistics, collection techniques up to 

heating and cooling are very well documented by References 69,70, 

71 and 72. 

4.2 Velocity Measurements 

The velocity field that arises in natural or mixed turbulent 

convection flows has, generally, much lower magnitudes, as compared 

to similar fully forced flow circumstances. Moreover, the measurement 

of velocity is often complicated due to the existence of a temperature 

field/s, which help in generating the flow such as in this work. As a 

consequence of the weak flows that arise, the pressure gradients are also 

quite small and techniques based on pressure differentials, such as the pi 



109 

tube, cannot be employed accurately34' This is why the pressure 

was not measured in this work and in any case the deviation from the 

atmospheric pressure due to the thermal flow is negligible since 

the concerned solar room is basically open to the atmosphere. 

Another aspect of importance in these flows is related to the 

measurement of fluctuating velocity components in an unstable tur- 

bulent flow77. The magnitudes of these components are smaller than 

those for the base flow velocity4. In addition the frequency of 

these disturbances is quite small, often being of the order of one (1) 

Hz and this makes use of analogue techniques for data correlation very 

hard, since most of these are designed for much higher. frequenciesl. 

The measurements also become prone to external disturbances, due to 

building vibrations, which in our case fortunately do not exist 

either in the experimental set-up or in the real life situation due 

to the . stiff nature of the system we are dealing with. 

Finally, the disturbance level, i. e. the relative magnitude of 

the disturbance compared to the mean flow is generally much higher, 

in comparison to the fully forced flow circumstances, and can be as 

high as 40-50%15. This again does not allow many of the simplifying 

assumptions, especially made for fully forced flows with respect to low 

disturbance levels, to be made in turbulent natural or mixed convection. 

,- As a consequence, the measurement of disturbance components is 

far more complicated for the latter. 
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The hot-wire anemometer has been used very extensively in 

velocity measurements, under various flow conditions. Its basic 

principle is based on the heat transfer from a heated wire confi- 

guration. The heat transfer from the wire is dependent on the flow 

velocity, besides the temperature level and the fluid properties. 

With increasing velocity, the heat transfer rate from the wire increa- 

ses and it is this heat transfer, measured in terms of the electrical 

input to the wire, which is employed in the determination of the velo- 

city80. The Nusselt number, based on the diameter of the sensor, has 

a dependence of the form: 33 

N=f (Gr, Re, Pr) (4.1) 

where Gr and Re are also based on the wire diameter. At higher velo- 

cities, where natural convection effects are negligible, the depen- 

dence on Gr drops out. However, the compressibility effects at high 

velocities, may have to be added in terms of the Mach number (M). 

The two-dimensional heat transfer from a cylinder placed in an 

incompressible flow was studied by King (1914)2 who gave the expres- 

sion as: 

Nü =1+� Re Pr (4.2) 
7r IT 

If the fluid temperature remains constant this expression can be 

reduced. Relating the voltage drop across the sensor as a function of 

velocity for a constant temperature anemometer86'87: 

V2 =A+ BU°"5 



where A and B are constants and U is the fluid velocity past the 

sensor. 

This result was modified by the later experiments of Collis and 

Williams (1959)3 who gave the expression as: 

_ (Tm/Ta)0.17 (0.24+ 0.56 Re0.45) (4.3) 

which reduces to: V2 =A+ BU 0.45 

where Tm is the average of the absolute fluid temperature Ta and 

the absolute wire temperature Ts. The above expression is for heat 

transfer in air, in the Reynolds number range of 0.02 < Re < 44, which 

is the range the flow over the sensors used in this work falls into. 

However, heat is also transferred by conduction through the supports, 

or prongs, of the hot-wire and by radiation, if the wire temperature 

is high enough to give a significant contribution. The z/d ratio, 

where . is the length of the sensor and d its diameter, is an impor- 

tant parameter, which determines the validity of the two-dimensional 

heat transfer approximation and relative importance of the conduction 

loss to the prongs. In this work the Lid ratio for the hot wires is 

of the order of 250 and, hence, conduction to the prongs is considered 

insignificant87. The sensor itself is of active length of 1.25mm and 5 um 

in diameter. With a wire diameter of 5 um and in air, radiation from 

the wire will be insignificant for a wire temperature Ts < 300°C86. 

The operating temperature of the wires used here was (245 f 2°C). 

Natural convection, under the same conditions, plays a part for 

U<0.2 m/sec which is applicable to our work, but proper wire orien- 

tation renders this effect insignificant. The expression produced by 
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the work of Collis and Williams3 in equation 4.3 above is nearer 

to that found in. practice and is the one used by DISA for the dual 

sensor hot wires used in this work87. Individual calibration of 

hot-wires is necessary due to the difficulty in representing the 

various heat transfer mechanisms accurately and in determining the 

exact relationship between flow velocity (u, v) and the heat trans- 

fer from the sensor. 

The sensing element is suspended between two sensor supports 

or prongs and then the sensor is placed on the tip of the probe, 

from where a cable goes to.. the anemometer. The heating current is 

supplied by the anemometer, which consists of a Wheatstone, bridge 

in which the sensor forms part of one bridge arm. The current 

flowing through the bridge heats up the sensor and the output from 

an amplifier is a measure of the heat loss from the sensor. 

There are two modes of operation of the hot-wire, the constant 

current mode, in which a constant current is fed by a constant 

current generator to the sensor, and the constant temperature mode, 

in which the sensor temperature is held constant through a feedback 

mechanism which corrects the change due to variation in heat trans- 

fer77. 

The latter mode is used here, due to its advantages in measuring 

fluctuations of high frequency and greatly varying velocity magnitudes. 

The sensor is held at a temperature higher than the ambient temperature 

and the ratio of the operating resistance of the hot wire to its 

resistance at the ambient temperature Ta is termed its resistance 

ratio Rr. Therefore Rr = R/Ra9 where R is the resistance at the 
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operating hot wire temperature and Ra is the resistance at the 

fluid temperature. 

The overheating ratio is generally defined as [(R - Ra)/Ra]. 

The heat transfer from the sensor is given by: 19,80 

= 'FA (TS - T) = V2/R (4.4) 

where Ts is the, sensor temperature, 'T the local instantaneous temp- 

Brature of the fluid adjacent to the sensor, A is the surface area 

of the wire, V is the voltage across the wire and 'i is the heat 

transfer coefficient obtained from an equation of the form given 

earlier, equation 4.1. Here [T =T+ T'], where T is the mean 

temperature and T' is the fluctuating component 

It is the dependence of I on the velocity that allows a 

measurement of velocity by means of the hot-wire. For a constant 

sensor temperature R is constant and the increased heat transfer 

due to a higher velocity requires a larger value of V. The change 

in V from its zero velocity value, Vo, indicates the velocity. 
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However, a change in T will also give a change in heat 

transfer and hence in V. Therefore the temperature effect on the 

sensor output has to be determined for velocity measurements in 

the presence of a temperature field33. 

In Equation 4.2 the velocity past the sensor is taken as large, 

so that the natural or mixed convection effects in the heat transfer 

from the sensor''are negligible. The hot-wire sensor acts as a thermal 

source and gives rise to a buoyant plume flow above it. At high 

external flow velocities past the sensor, this buoyant flow does 

not contribute significantly to the transport mechanisms. However, 

at velocity levels that generally arise in natural or mixed convec- 

tion, the two effects are often comparable and the sensor loses 

energy by convection mode. Under these conditions, the orientation 

of the flow to be measured, with respect to the buoyant flow arising 

from the sensor, becomes an important consideration. 

Calibration, with flow parallel to the plume of the sensor, can 

be used only for vertical convection flows. For others, the >orienta- 

tion has to be considered. Dring and Gebhart (1969)5'6, discuss a 

method of calibration�änd show the range of velocities that puts the 

heat transfer mode in the mixed convection regime. Hollasch and 

Gebhart (1972) , studied the calibration of constant temperature 

hot-wires'at low'velo'cities in water, with varying fluid temperature. 

That work was directed at turbulent flow measurements. Jaluria and 
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Gebhart12 calibrated the anemometer for measurement of small 

velocity disturbance components and of the secondary mean flow, 

that arises due'"to non-linear disturbance interaction and growth 

mechanisms. 

The natural or mixed convection effects are significant at 

low velocities and these arise--in regions near the leading edge, 

near the surface and close to the edge of the boundary layer1912. 

In many turbulent convection flows of interest such as the flow in 

the solar room in this work, the mixed convection mode is dominant 

and the orientation of the flow is important during calibration and 

in the measurements of this flow. 

The temperature field which inevitably exists in a turbulent 

convection heat transfer process also complicates the measurements, 

since the hot-wire heat transfer varies with a change in the fluid 

temperature, as seen from equation 4.4. 

As the hot-wire is traversed across the boundary region, the 

fluid temperature T varies and this gives rise to a signal, which 

has to be distinguished from that due to velocity. This change in 

fluid temperature also causes'a variation in fluid properties, which 

may also affect the signal. In"liquids, the overheat ratio is 

generally much lower than that in gases, due to the problem of bub- 

ling on'the sensor and of boiling of the liquid'at the sensor surface. 
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The sensor temperature may not, therefore,. be increased in this case, 

to reduce the error due to fluid temperature variation. The most 

accurate method of compensation for the temperature variation con- 

sists of calibrating over, the temperature range in question as is 

the case in this work. The temperature is measured along with the 

velocity, and then employing the calibration curve for a given fluid 

temperature, as discussed in Ref. 7. 

A second method, which is employed is to keep the overheat ratio 

and, hence, ýthe, temperature difference constant, either manually or 

automatically through , a-compensating coil placed near the sensor and 

connected to the anemometer. The temperature effect has been consi- 

dered by several investigators, particularly for forced convection 

measurements, for instance, the papers by Arya and Plate (1969) 8, 

9 Chevray and Tutu (1972) , Freymuth (1970) 10 
and Ali (1975) 11 

. 

In: turbulent flows, -velocity-and temperature measurements are 

usually taken simultaneously. For. low disturbance frequencies, 

digital methods are generally employed to obtain temperature and 

velocity fields, as done, for instance, by Bill et al (1976) 82 

The low disturbance frequencies in natural and mixed convection 

flows make the measurements very susceptible to external disturbances, 

stemming from building and experimental set-up vibrations. Usual 

filtering techniques for this noise are not applicable, since the 

frequencies are often around 0.1 Hz, which is treated as quasi- 

static, or undisturbed, by most filters. As such, the experimental 
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arrangement itself has to be isolated from building vibrations, for 

which in this work the base frame of the rig was sufficient enough 

to dampen. 

The hot-wire gives rise to plume; flow,,, which would interact 

with the heated surface, _if-close enough toýit, as discussed by 

Pera and Gebhart (1975)14. This limits the distance from the surface 

at which the sensor may be employed. :,. 

The hot-wire can be used for measuring the various components 

of the velocity by employing two or more sensors as per the X-array 

velocity probes used in this work where the sensors were at 900 to each 

other, in order to measure the longitudinal and transverse mean velo- 

cities together with their fluctuating components respectively. 

The vee-configuration, of two wires, is employed to measure 

the two components in the plane of the vee, the addition of the 

. 
l5 

signals giving one component and the difference the other, 
75 

The directional sensitivity of the sensor is given as: 

U2 (Y) =U2 (cos2-y + K2 sin2 Y)(103) (4.5) 
cool o 

where Ucool is the effective cooling velocity, Uo is the actual fluid 

velocity, (y) is the yaw angle87 . Figure 4.36shows a definition of 

the hot-wire angles. The factor K is of the order of 0.2 for R/d > 200 

and, hence, the wire is mainly sensitive to the normal component of 

velocity. 
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In this work the change in fluid temperature is comparatively 

slight to warrant any temperature fluctuation compensation1011, 

and since measurements were done in pure clean dry air flow, there 

was. no danger of sensor contamination or bubble formation on the 

sensors102. 

Vibrations in the probe mounting and in the prongs and vortex 

shedding can occur at high velocity. These effects manifest them- 

selves as noise on the anemometer output signal and may lead to false 
87 turbulence intensity readings. 

For a five (5) micron wire, such as the ones used here, vortex 

shedding in air is at such a high frequency that it may be neglected87'$0. 

The hot-wire anemometer was used in measuring low air velocities 

by Almquist and Legatb in 196588. The findings agree quite well with 

our sensor calibration and linearisation curves (4.4 - 4.6) especially 

at low velocities. They pointed out that mixed convection is the 

reason for different appearance of the curves at low velocities. 

However, the anemometer has a high sensivitity in this range, so 

accurate values can be obtained., 

Aydin and Leutheusser89 described a calibration technique for air 

velocities of less than 0.5 m/sec using hot-wire probes. Their results 

were checked against an exact solution of the Navier-Stokes equations 

and found to begin excellent agreement for a. laminar plane douette flow. 

A calibration method for hot-wire probes, including the low velo- 

city range, was introduced by Seifert and Graichen90. The method was 
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used in an air flow from a circular nozzle. The calibration is based 

on measurements of the flow rate and corresponding profiles of the 

anemometer output voltage. The velocities measured accurately were 

down to 0.083 m/sec which are below the velocity fields encountered 

in our solar system. The anemometer equipment and the RMS meter were 

the same as the ones we used. 

The X-hot-wire probe was used and investigated by Klatt91 and 

Bruun92. It was found that the error of flow direction measurement 

as a function of operating angle was in the region of t10%. It was 

shown that the equations corresponding to a simple sum and difference 

method were complex, but in practical flow cases are simple and give 

accurate results. 

Wall proximity corrections for hot-wire readings in turbulent 

three-dimensional flow was described by Hebbar95 who suggested a simple 

and quite satisfactory method of estimating wall proximity effects on 

hot-wire readings. 

Hot-wire measurements in high-turbulent three-dimensional flows 

were analysed by Kitzing and Sammler 97. They assumed that the velo- 

city fluctuations follow a Gaussian distribution and they obtained 

special statements of the higher moments used for the correction of 

the measured RMS values. _ 

Hot-wire measurements in the atmosphere as a field experiment in 

99 the surface boundary layer were conducted by Larsen and Busch. This 

was done as a part of an atmospheric surface layer field programme. 

Data on the three dimensional wind vector and the temperature at one 
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point were obtained by means of an X-wire, a vertical straight hot- 

wire, and a cold wire placed closely spaced. Results were presented 

in the framework, of the Kolmogorov similarity hypotheses. 

In the light of the increasing interest in indoor climate research 

a spherical thin-film probe was developed by Jorgensen94 of DISA in 

1978. The combination of the constant-temperature anemometer (CTA) 

principle and a thin-film probe technology met the requirements for 

instrumentation capable of mapping the velocity fields in rooms. 

Using an omnidirectional spherical sensor of small dimensions operated 

at a low sensor temperature, it is possible to measure velocities down 

to 0.05 m/sec without significant error from free convection flows 

created by the sensor itself. 

A study by Olsen93 at_the Laboratory of, Heating and Air Conditio- 

ning, Technical University of Denmark, has resulted in a better know- 

ledge of draught and air velocity measurements. He studied local 

convective' cooling of the body, and its influence on man. The results 

showed that fluctuations of an air flow have an important influence on 

the sensation of draught. This has resultedrin a more detailed analysis 

of fluctuating air velocities in occupied rooms. The nature of these 

fluctuations was studied partly in laboratory experiments and partly 

by field measurements. A non-temperature compensated and non-linearised 

velocity probe was used and the real velocity was calculated from the 

measured voltage according to a calibration, curve. This very same 

method is, employed in this thesis. 
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It is important to know the aerodynamic intereferences that 

are generated by the prongs supporting the hot-wire. In high speed 

flow this was quite obviously ignored but in low speed flows it has 

been investigated 80,87,105 

Hoole and Calvert104, observed a systematic error in mean velocity 

measurements depending on the prong's alignment with or normal to main- 

stream flow. The-error-may be up to 20% depending on the probe used. 

Daham and Rasmussen105, confirmed these results experimentally and 

concluded a maximum change of indicated velocity of 15% at rotating 

the probe through ±45o or ±900 about the wire axis from a position with 

the probe axis parallel to the flow direction. They concluded that this 

error could be reduced by partly plating-the hot wire with copper or 

gold leaving a central sensitive section. Such are the probes used in 

this work. 

Bradshaw 809106. 
as-mentioned a while ago after equation 4.5, states 

that eddy shedding from the probe is usually confined to a narrow band 

of, frequencies and is, highly dependent on the angle between the probe 

axis. and. the direction of the mean velocity. Provided the front of the 

hot wire probe is well streamed, only the prongs are likely to shed 

eddies strong enough to affect the. wire. Eddy shedding from the rear 

of the probe body or its support is not usually important. 

Interference°is most troublesome-. in turbulent flow, particularly 

flows with separation, such as in this work, because the separation 

position might be altered by the presence of wakes from the probe or 

its supports. The effect is very minimal in the solar ventilation/air 
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conditioning system due to the size ratio of the probe to the separa- 

tions and circulation dimensions in the system. In any case the 

effect of the alignment of the prongs was carefully tested. 

The hot-wire anemometer has been used to evaluate the two velo- 

city components and the turbulence intensities in the flow using a 

dual 'sensor wire for the particular geometries of interest within 

the flow domain of our system. A protractor and a pointer were 

mounted on the probe guide so that the orientation of the probe could 

be determined accurately. 

The'brass bushes which were fitted on to the points of access 

in order to support the probe-guide and facilitate traversing were 

machined very accurately to the correct roundness of the external 

surface of the probe guide, so leaving no burrs'or steppings on the 

inner surface. 

The DISA probes are accurately made and the hot-wire techniques 

are well established and a vast amount of published work is concerned 

with flows that can be defined by one or two components of mean 

velocity. 

The electronic anenometerequipment used had zero and gain adjust- 

ments and were tested before and after each run. The RMS voltmeter 

has an accuracy of ±2.5% at mid-range, while the digital voltmeters 

were ±0.25% accurate, according to the manufacturers manuals. 
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There are several other methods for velocity measurements, such 

as the pitot tube and visualization methods such as the one used by 
1 Elder (1965)6. Velocity measurements by these methods are generally 

inaccurate and the problems posed by them in natural or mixed convec- 

tion flows again relate largely to the relatively low velocity levels 

and to the coupling with the temperature field. 

Recent methods, such as laser-Doppler anemometry, which is 

based on-the frequency shift of a laser beam reflected from a moving 

particle, are mainly aimed at speeds much larger than those generally 

encountered-in our turbulent convection problem. Hot-wire anemometry 

was preferred to laser-Doppler anemometry in this work since the 

tests were carried out around ambient conditions for which both 

methods are equally comparable. However, readings of hot-wire 

anemometry are easier to interpret and process. 
76'78'80 The present 

work, pertaining to hot-wire measurements, has considered the low 

velocity levels, low disturbance frequencies, temperature effects 

and measurements near a heated surface, all of which were encountered 

in the experimental part of this work. 

Hot wire anemometry is probably the most commonly used tech- 

nique'of aerodynamic velocity measurements77. The calculation of 

velocities in the vicinity of boundaries depends on knowledge of the 

effect of the proximity of the wall on the rate of heat loss, as 

compared with the rate in the free stream in which the hot-wire is 

calibrated, Ref. 36. Two causes of changes in the heat flux were 

suggested"o: firstly, near a wall the wire is in a strong shear 
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flow and secondly the wall may act as a large heat sink. Inter- 

action between the two is also probable. There is some disagreement 

on the empirical behaviour of the necessary corrections: Will S(37) 

found it to depend on the ratio of distance from the wall (Yw) to 

diameter (d) and not on Reynolds number (Re) while Repik and Pono- 

mareva, reported in Ref. 36, found it affected mainly by Yw and Re. 

The wall effect on hot-wire measurements is almost confined to 

the laminar sublayer. of the turbulent boundary layer(36), in which 

the velocity distribution is strictly linear. As part of a combined 

experimental and numerical program it was proposed to compute the 
(effects 

on the heat flux from a 'hot wire in the laminar sublayer35). 

The thermal effects were separated into forced convection and heat- 

driven effects on the flow. The isothermal flow around a wire was 

considered as a first step to give an insight into the effects of 
(35) the flow on convection from the wire, 

The hot wire was represented, by a cylinder, normal to the direc- 

tion of the flow and hence parallel to the wall 
(35) 

. This yielded a 

two-dimensional flow geometry which does not consider other wire 

orientations, 

Isothermal flow near a cylinder with constant velocity at 

infinity has been extensively studied both experimentally and numeri- 

cally, but computation of flow near a cylinder in a shear flow has 

(35) been neglected, due to the size of the problem probably , 
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The contrasting problem of heat flow from a cylinder in uniform 

unsteady flow has been treated by Apelt and Ledwich38. Computations 

were performed by P4ilthorpe and Wood35 using a modified version of 

the program in Ref. 39 employing Galerkin finite elements. It was 

found from these computations that one of the significant aspects 

of shear flows past cylinders is the deviation of the wake towards 

the higher velocity fluid. This deviation increases with the free 

stream shear rate. The non-dimensional free stream shear rate 

increases with proximity to the wall but that proximity also tends 

to partially suppress the wake deviation35. 

The deviation of the wake towards the higher velocity flow 

provides a partial explanation of the velocity error encountered 

with a hot-wire anemometer near a wall. Convection away from the 

cylinder will occur at a rate appropriate to a velocity greater than 

. 
that. at the cylinder position and will cause the heat loss to be 

larger than expected for a uniform stream of the same velocity. 

The effect will increase with shear rate, i. e. inversely as the dis- 

tance to the wall35. 

A very useful practical discussion of the use of hot-wire anemo- 

meters in convection flows is given by Jaluria1. Information of 

interest in this regard is given by Borgos62 and from "Flowmeter" 
63 

by Hayward 

The hot-wire anemometer equipment used in this work was the DISA 55M 

system incorporating the DISA 55M10 CTA standard bridge. Details of the 

system and other DISA equipment is given in four catalogues/instruction 

manuals64-67. DISA Ltd. has recently changed to Dantec Electronics Ltd. 
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A very useful and important summary of the operating steps is 

given below: 

4.2.1 Initial-Settings of Anemometers 

a) Square wave: Off 

b) HF filter: 1 

c) Volts: 1 

d) Function: Std. by 

e) Probe type: Out wire 

f) Gain: 1 

g) Decade resistance: 0.00 

4.2.2 Compensation of Lead Resistance and Measurements of 
Probe Resistance 

a) Insert shorting probe. 

b) Set function switch to (Res. Meas). 

c) Adjust zero ohms so that meter deflects to the red scale mark. 

d) Remove shorting probe and connect hot-wire probe (carefully). 

e) Set decade so that meter deflects to red scale mark (Rtot). 

f) Reduce decade setting by the value R(L) given with the probe. 

Note: Decade setting now indicates sensor resistance R(20)* 

g) Adjust zero ohms so that meter deflects to red scale mark. 

h) Set function to (Std. by). 

i) Calculate sensor hot resistance R from the formula: 

R= R(tot) + a(20) R(20) [T(sensor) + T(0)] (4.6) 
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jý Set decade resistance to this value R calculated above in 

(i) 
ký Set function to operate, connect oscilloscope to one of the 

output sockets. 

4.2.3 Bridge Alignment for High Frequencies 

a) Place probe. in flow. 

b) Switch square wave generator on. 

c) Stepwise increase gain and HF filter to higher values, 

adjusting cable compensation Q and L, so as to eliminate 

any tendency by the system to oscillate. 

d) The highest setting at which adequate stability is obtained 

represents optimum setting. 

e) Switch off square wave generator. 

fý Mount cover plate on main unit. 

g) Connect any equipment required such as for recording to out 

socket. 

h) System is now ready for operation. 

Note: For use in very slow non-turbulent (laminar) flow, it is not 

necessary to obtain a good alignment for high frequencies. 

Before using the equipment the literature was read. It is 

important to realise that the wires are very fine and touching the 

wire support on the probe will break the wire. A complete list of 

the equipment available is given below, while the calibration curves 
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for the probes are included as Figures 4.4,4.5 and 4.6. 

The calibration curves were interpolated using a cubic spline poly- 

nomial. A cubic spline computer program is enclosed as Appendix IV 

to extract velocity from the anemometer voltage of hot-wire calibra- 

tion curves. 

1 Dual sensor, DISA 55P52, calibrated 0.0-0.63 m/sec 

1 Dual sensor, DISA 55P52, calibrated 0.0-3.16 m/sec 

1 Dual sensor, DISA 55P52, calibrated 0.0-10.0 m/sec 

1 Uncalibrated probe 55P52 

1 Shorting probe, used in setting up procedure 

4 Double probe holders (to hold dual sensor probes) 

1 Single probe holder (to hold single sensor probes) 

2 Douale probe holders built into 900 angled shafts 

2 Chucks 

3 Small diameter shafts that probe holders fit into 

2 Large diameter shafts that hold small diameter shafts by way of 

chuck 

13 Five metre long cables 

1 Short cable 

7 DISA type power leads 

1 Europlug type power lead 

2 DISA type 55M01 main units (anemometer) 

2 DISA type 55D31 digital voltmeters 

1 Smoke generating machine 

1 DISA RMS voltmeter type 55D35 

1 Digital voltmeter (Advance Instruments) type DMM3 
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Three out of the four dual sensor velocity probes bought were 

calibrated by the manufacturer and an attempt was made to calibrate 

the fourth one. However, the available calibration equipment in the 

Department was not precise enough . The DISA 55P52 dual sensor hot- 

wire used is platinum-plated tungsten with gold plated sleeves (prong 

ends). Their operating temperature is 246.2°C. 

It was decided that it would be very important to measure the 

velocity at node positions. Figure 4.7 shows the nodes/probes positions 

where holes were drilled in the room along a centre line around the box 

parallel to the side walls and in both perspex walls of the convective 

channel. These are indicated as "positions of access" in the diagram. 

The triangles represent the holes drilled. The front of the solar 

convective channel is glass and could not be drilled. Twenty-six (26) 

holes were drilled for access. To each of the holes a bronze bush was 

fitted to locate the shafts holding the probes. Each bush had an alumi- 

nium plug that should be in place when the access hole is not being used. 

Since hot wire anemometers are very sensitive and rely on the 

fact that the resistance of the wire changes with temperature, there- 

fore in setting up the equipment the resistance of all the leads and 

components used must be taken into account64. The principal steps 

are briefly outlined as follows80 as per 4.2.1 to 4.2.3: 

a) The resistance of the leads is measured by using a shorting 

probe. 

b) The hot-wire probe is put in place of the shorting probe and its 

resistance, R(tot) is found. 

c) The resistance of the probe other than the wire itself (i. e. the 

supports or prongs, and stem), termed R(L), is deduced from this, 

to give the resistance of the wire, R(20). 
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d) Using the values of R(20) and R(tot), as found, the operating 

resistance of the decade resistance R is found and set: 

R= R(tot) + a(20) R(20)[T(20) - T(0)] as per equation (4.6) 

It should be realised'that the higher the value of the operating 

resistance, the higher the current passed through the probe and its 

leads. The amount of current passing through the actual wire controls 

its operating temperature. The higher the temperature of the wire the 

more sensitive it is but the more likely it is for it to burn out. 

Figure 4.9 shows a photograph of the velocity measuring equip- 

ment used together with the lamps used for heating the convective 

channel black surface. 

4.2.4 Measurement of'Longitudinal Component of Flow Fluctuations75 

The longitudinal component of flow velocity fluctuations can be 

measured over a wide frequency range by means of dual sensors, hot- 

wire transducers, as those used in this work, in conjunction with the 

constant temperature anemometer. The OUT terminal on the anemometers 

are connected alternatively to the input of the RMS voltmeter. The 

RMS voltmeter is then used as a calibrated root-mean-square voltmeter 

from which the intensity of turbulence can be calculated as described 

in the next section for transverse components. 



4.2.5 Measurements of Transverse Components of Turbulence75 

A hot-wire transducer placed in a flow velocity field is 

primarily sensitive to the velocity component normal to the axis of 

the hot-wire. The hot-wire probe therefore indicates only the 

longitudinal component of flow velocity fluctuations when the probe 

axis is placed in the direction of the mean flow velocity. If the 

hot-wire axis is placed at an angle of 450 with respect to the mean 

flow velocity, then the transducer has equal sensitivities for the 

longitudinal component of flow velocity fluctuations (u and the 

transverse component v). The two probe wires are mutually perpen- 

dicular placed at an angle of 450 with respect to the direction of 

the mean flow velocity. The two hot wires are connected by means 

of their supports, via two coaxial cables five metres long, to their 

respective constant temperature anemometers. From the diagram below: 
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Output of hot-wire I: EI au + by 

Output of hot-wire II: EII= au - by 

where (a) and (b) are sensitivity factors which are equal for a= 450. 

ES=EI+E11 2au, subscript s= sum 

ED = EI - EII % 2bv = 2av, subscript D= difference. 

That is, the sum signal corresponds to twice the instantaneous value 

of the longitudinal component of turbulence whilst the difference 

signal corresponds to twice the instantaneous value of the transverse 

component of turbulence. 

To measure these components75: 

a) Connect the OUT terminals on the anemometers to the input of the 

RMS voltmeter alternatively measuring EI, E2 respectively. 

b) Calculate the sum voltage (Es)rms corresponding to (EI + EII). 

c) Calculate the difference voltage (ED) 
,s corresponding to (EI - EII). 

d) Insert the voltages (Es)rms and (ED)rms in the following equations 

to obtain the percentage of turbulence: 

(Es)rms. 100 % 
TT 2. A. Ü 

'ED'rms. 
100 

2. A. U 
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where u', v' are the mean velocity fluctuation components in the 

x, y directions respectively 

A slope of anemometer bridge voltage versus flow 

velocity curve (with X-probe axis in the direction 

of the mean flow velocity) 

U mean flow velocity. 

If we may assume the existence of a linear relationship between the 

electrical power input to the hot-wire transducer and the square 

root of the flow velocity, then it is not necessary to measure the 

slope (A) of the bridge voltage versus flow velocity. In this case 

the percentage of turbulence is calculated from: 

U2 
_ (E ) . loo.. 4V % 

Us rms V2 _V2 0 

� yZ 
= (E) . 100 .j. 

4---- V % 
uD rms s V2 - V0 2 

where: Vo = anemometer bridge voltage at zero flow velocity 

V= anemometer bridge voltage at the measuring velocity. 

This last assumption for the calculation of the (Es)rms and (ED)rms 

is not valid for our work since the linear relationship mentioned 

above does not exist. This can be seen cleärly from Figures 4.4a, 
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4.4b, 4.4c, where the slope changes in the region around 0.5 m/sec. 

Hence, the former (Es)rms and (ED)rms calculation is used where 

the slope of the anemometer bridge voltage (A) is calculated inde- 

pendently for each linear part of the graph. 

For the setting of the dimensional parameters (1-5) of 

Figure (4.1), shown above Figure (4.10) and with the black surface 

maximum temperature of 400C, the following velocities in m/sec and 

their corresponding number of times they occurred were recorded by 

visualisation, for identical pieces of smoke to travel an average 

distance of 14 cm upwards through the convective channel. 



145 

Velocity (m/sec) Frequency of Occurrence 

0.27 1 

0.18 6 

0.16 8 

0.14 16 

0.13 43 

0.12 12 

0.11 4 

0.10 4 

0.09 2 

0.08 2 
0.07 1 

0.07 1 

During each visualisation measurement done above a hot-wire anemome- 

ter reading was taken too, for the same area. A graph of velocity in 

m/s-ec against frequency of occurrence is plotted in Figure 4.8 for 

the hot-wire readings and is superimposed on the visualisation graph 

for the same variables. 

It can be seen from Figure 4.8 that although the visualisation 

readings have a generally higher value of occurrence, the two graphs 

have similar trends. For the range of 0.11-0.16. m/sec there was a 

phase lead of the velocities obtained by visualisation over those of 

the hot-wire, and this was more pronounced at around 0.15 m/sec. 

Maximum frequency of occurrence appears to occur around the same velocity 

for both cases. 
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FIGURE 4.9a: 
Shows the velocity and temperature 
measuring equipment used, together with 
the lamps utilised for heating the 
black surface of the convection channel 

f I(URL 4.9b: 
Shows a side view of Figure 4.9a. The 
top stroboscopes can be seen in both 
pictures 



148 

The differences observed between the two sets of data are 

probably due to the fact that visualisation measurements are less 

accurate than those obtained using hot-wire anemometry. 

The lamps used for heating the black surface of the convective 

channel, together with the DISA hot-wire anemometers, rms and digital 

voltmeters, and probes are all shown in the photograph Figure (4.9). 

4.3 Temperature Measurement 

The measurement of temperature is the most important and most 

extensively employed method of experimentation in convective heat 

transfer processesl. Temperature measurements are used in the study 

of the basic transport mechanisms, of the heat transfer rates and of 

the convective flow processes83. Therefore temperature data are taken 

in the flow, in the ambient medium and at the heated surface, genera- 

ting the convective flow. The emphasis is generally on the local temp- 

erature data, which may then be related to the heat transfer and flow 

process, and also on the overall thermal region, with a view to under- 

standing the overall features of the process, particularly with 

reference to the flow region where turbulence sets in or where the 

flow separates from a heated body84. 

The former consideration is based on the results from local 

temperature sensors, such as thermocouples, resistance thermometers, 

thermistors, etc. and the latter on those from visualisation methods, 

employing the characteristics of the thermal region, such as the 

shadowgraph, Shlieren and interferometer methods. (The local measure- 

went of temperature refers to measurements in the fluid and at the sur- 

face of the body generating the flow)1. 
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The common temperature measuring techniques for convective 

flows are fairly well known and understood. These include the 

thermometer, the thermistor, which is simply a semiconductor device 

whose resistance generally decreases with temperature, the resistance 

thermometer, which is also based on the change of the resistance of 

the element with temperature, and the thermocouple, which is based on 

the Seebeck thermoelectric effect( 
15). 

The thermistor is an extremely sensitive device and can be used 

for low temperature levels and in fluid environments which do not 

interact with its material. The resistance thermometers are generally 

useful at high temperatures and large temperature differences. The 

resistance change is generally obtained from an electrical bridge 

circuit. 

The thermocouple is by far the most common method for temperature 

measurement, mainly because of low cost, this is why thermocouples were 

used in our work, -besides they. are accurate enough for our experimen- 

tation purposes. 

The thermocouple functions on the basis of the Seebeck effect, due 

to which-a voltage difference exists between the two leads of a junction 

involving two dissimilar metals, the emf being a function of the junc- 

tion temperature. Generally, two. junctions are employed, one being 

kept at a reference temperature, such as the ice point, and the other 

at the location where temperature. is tobe determined. 
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The output is then a measure of the temperature difference 

between the two junctions. The common materials employed for thermo- 

couples are copper-constantan, iron-constantan, chromel-alumel and 

chromel-constantan. -The output voltage (E) of a simple thermocouple 

circuit is generally written as: 15 

E= AT BT2 +" CT 3 (4.7) 

where T is the temperature in 0C and E is obtained with reference 

to junction temperature of 0°C. Clearly A, B and C depend on the 

thermocouple materials and the sensitivity of the sensor is given 

by: 33 

d=-A+BT+CT2, (4.8) 

The output of. a thermocouple is in the millivolt range and individual 

calibration is-employed to determine the above relationships. 

There are several important considerations relevant to the 

measurement of the local surface temperature. The measuring device 

should not affect the local temperature by altering the heat transfer 

characteristics of the surface at the given location. Therefore, a 

thermocouple bonded to the. surface, on. the side in contact with-the 

ambient fluid, would generallyalter the heat. transfer rate, locally, 

due to the addition of the bonding material and of the thermocouple, 

whose leads may conduct away energy as analysed by Schneider (1966). (17) 
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Contacting the thermocouple- to the surface would also be in 

error, as pointed out by Godaux and Gebhart (1974)18, due to the 

contact resistance between the surface and the junction and the 

finite dimensions of the junction. 

The method most frequently employed for the measurement of 

surface temperature is through embedded thermocouples, located 

very close to the heated surface, keeping the surface unaffected, 

as was attempted in this'work, also Ref. 19, Jaluria and Gebhart 

(1975) give some experimental details, Viiet and Liu (1969)20 and 
21 Gebhart (1973). 

However, care has to be taken to put the thermocouple in good 

thermal contact with the surface and to keep'it electrically insu- 

lated from the electrical heating arrangement if any. Another method 

that may be employed is the extrapolation of the measurements in the 

boundary region to obtain the surface temperature. In this case, the 

linear behaviour of the temperature profile near the surface -since 
0] at the surface - is employed in the extrapolation of data, ay 

which are taken up to points quite close to the surface. Jaluria and 

Gebhart (1974) 13 
used this method and found a quite good agreement 

with the, theoretical profile, for laminar flow. 

A very important consideration in the measurement of the surface 

temperature by means of, a thermocouple is the error induced, in 
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transient cases, due to finite thermal capacity of the surface element. 

V change in the surface temperature, due to a variation in heat input, 

is reflected in the thermocouple output with a lag, which depends on 

the material of the body and the location of the sensor. For a perio- 

dic surface temperature variation, an embedded thermocouple would 

generally show an amplitude different from that at the surface. Its 

transient response will determine the highest disturbance frequency 

that it would measure. The errors in the measurement by an embedded 

thermocouple are discussed by Jen and Li (1974)22, Imber and Khan 

(1972)23 and several other investigators, for various problems. 

A consideration. of some importance in turbulent convection is the 

transient response, of the thermocouple or of any other temperature 

sensor that may be used, which may be obtained from an equation of 

the formt : 

mC 
-= 1iA (Tf - T) (4.9) 

where m is the mass of the thermocouple, C its specific heat, T its 

temperature, A its surface area, 'F the heat transfer coefficient, 

Tf the fluid temperature adjacent to it and t the time. 

The familiar characteristic time constant, or response time of 

the thermocouple is then obtained as68: 

tc = mC (4.10) 
FiA 
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In natural or mixed turbulent convection flows, the disturbance 

frequencies are generally low, compared to those in forced flows, and 

a time constant of a millisecond is quite adequate. The heat transfer 

from a sphere is given by an expression of the formt: 

Mu =2+C (Re)l (Pr)1/3 (4.11) 

'Fd 
where C is a constant and i=, where d is the diameter of the 

spherical junction. The value of: F1 can, therefore, be increased by 

decreasing the diameter d. This would generally apply for very diverse 

flow configurations and regimes. Therefore, given the range of distur- 

bance-frequencies to be studied, the thermocouple may be suitably 

designed to obtain the desired transient response. Its mass (m) is 

also reduced by decreasing d. 

Another problem that arises is the error due to radiation from 

the heated body. Since we are dealing with mixed turbulent convection, 

as opposed to fully forced turbulent convection, the velocities are 

low and so is the heat transfer-coefficient. The energy balance of 
33,36 6$, the thermocouple may be written as ,,; 

FiA (T - Tf) + qr (T, Ts) 
,=0 

(4.12a). 

where qr is the radiation loss from the thermocouple because of its 

own temperature, which would be generally higher than the ambient 

temperature, minus the radiation gained from the heated surface. The 

value of qr can be determined from geometry, surface properties and 

the values of the temperatures involved. Eckert and Drake (1972) Ref. 

24 give the radiation loss as: 
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F 

qr = 4e a T53` (4.12b) 

where c is the emittance of thermocouple surface and a is the Stefan- 

Boltzmann constant. 

Since the difference between T and Tf is inversely proportional 

to 'F, a-reduction in the diameter d, to increase 1, would reduce the 

error. Also qr may be reduced by polishing the thermocouple surface, 

to reduce radiation absorption, or by shielding it. 

In flows with low velocity levels, the above consideration is 

very important. 

The conduction loss through the leads of the thermocouple must 

be reduced, to minimize the error which this entails. This is gene- 

ally achieved by making the leads parallel to an isotherm. For a 

vertical surface, the leads are'kept horizontal and parallel to the 

surface, so that there is no temperature gradient along the length 

of the leads. 

The temperatures in the solar ventilation/air-conditioning system 

were measured using thermocouples. - A liquid crystal strip was also 

used but due to its limited range it could only be used at areas of 

low temperature. Using thermocouples it is easy to get values of 

temperature very quickly. The main two areas where temperatures were 

measured are discussed below. 

4.3.1 The-Black Surface 

It is in the convection channel where the largest temperature 

gradients are expected. The highest temperatures will occur on the 

black wall which is under direct radiation from the lamps. A problem 

arose where the temperature gradient across the black surface depends 
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more on the position of the lamps rather than on the convection flow. 

It was realised that it was very difficult to assess the amount 

of heat being, generated by the lamps at any particular point on the 

black surface. It was decided to measure the temperature of the black 

surface at 5 points and then attempt to keep this temperature constant 

by adjusting the position of the lamps, as in Figure 4.10 below for 

the following system dimensional parameters as per Figure 4.1: 

1. Convection channel inlet opening height (5.2 cm) 

2. Convection channel width (9.0 cm) 

3. Room outlet duct (exit)(5 cm) 

4. Inlet channel width (8.5 cm) 

5. Inlet duct to the room opening height (4 cm). 

1.46°C 
2.39°C 
3.45°C 
4.39°C 
5.55°C 

(1) 
+ 

(4) (5) (2) 
+ ,+y+ 

(3) 
+ 

Ambient 
temperature 
(18-22°C) 

FIGURE 4.10 Black Surface (Wall Temperatures) 
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It is realised that this is not an ideal arrangement, as it does not 

account for variations in the, flow due to other parameters such as 

the ambient temperature, and the dimensions of the convection channel. 

If, a thermocouple is, placed very close to the black wall the 

, 
temperature measured by the thermocouple is due, to the temperature 

of the air and the heat, generated by radiation on the bright metal 

of the thermocouple. The, temperature would not be the same as the 

temperature of the wall because the emissivity of the black painted 

wall is different to that of the thermocouple. 

It was decided-that the best method, easily applied, was to 

embed the thermocouple to the wall with a special. thermocouple black 

tape. There is a minute-temoerature gradient through the thickness of 

the tape, therefore. the temperature of the thermocouple is the same 

as that of the surface of the wall. 

An alternative method would be to heat the black surface with 
27,31,32 

electrical heating elements. To do this it would be necessary to fix 

another surface, with'the'elements and thermocounle wires between 

them. This has two important advantages: 

a) An even distribution of heat is applied to the blank surface in 

the convective channel. 

b) , There will no lonaer, 
_be 

the problem of blacking out the box 

with respect to the light produced by the, lamps, for sake of 

flow visualfsation and, photography. 
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The main disadvantage is that this latter suggested system is 

less like natural solar radiation and that the air in the convection 

channel is no longer being heated by direct solar radiation. 

Temperature measurements of the air in the convection channel 

were made, but it was observed that the effects of the lamps radiating 

on the thermocouples, controlled the thermocouple's temperature far 

more than the temperature of the air. 

4.3.2 Inside the Room 

As with the velocity measurements it was decided that temperature 

measurements should be made at node positions from the same access 

points (drilled holes fitted with brass bushes). Thermocouples were 

fixed to the end of the shafts supplied with the anemometer equipment, 

using insulating, non-conductive adhesive. These shafts are then 

inserted in the brass bushes at access points. 

It is important to consider the accuracy of the thermocouples. 

The thermocouples are not individually calibrated but are used in 

conjunction with a COMART microprocessor thermometer to obtain a 
68 temperature reading. This arrangement gives an accuracy of ±0.30C. 

However the thermocouples used with this equipment are sensitive to 

change in.: temperature of-±0.01°C. The temperature measurements 

obtained and given in the results in Chapter 5, for inside the room 

were all made with the-same=thermocouples, therefore, the temperature 

tolerances can be taken as accurate as quoted. 
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It was found that the main problem in measuring temperature was 

in placing thermocouples at points in the flow using access points 

under the solar room. This was due to lack of space. 

The temperature at the top of the inlet channel was measured 

using a liquid crystal strip which is accurate to within ±0.250C, 

the one used was manufactured to be used in a fish tank. It is under- 

stood that similar strips are available with a higher maximum temp- 

erature range. These are made for measuring children's body tempera- 

ture. If these can be obtained they may be useful for measuring the 

wall temperature inside the room. 

4.4 Flow Visualization 

A very large amount of information on the thermal region in 

natural or mixed convection has been obtained by flow visualization 

methods. One important method amongst these is the Mach-Zehnder 

interferometer, which has been used extensively both for visualization 

and for quantitative determination of the temperature field. Also, 

flow visualization by means of the shadowgraph and the Schliere6and 

through the introduction of smoke, dyes, etc. has been employed for 

various flow circumstances, in which analysis is very complex or about 

which very little is known. Flow visualization is also useful in 

flows where the disturbance due to the introduction of measuring 

probes is not desirable and in circumstances where the overall flow 

pattern is needed. 
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It'is: rather unfortunate that none of the foregoing visuali- 

sation methods proved worthy, of use in this work to visualise the 

flow in the solar powered ventilation/air-conditioned room. This 

is due to the relatively large size of the solar room and the 

consequential specialised high degree of illumination required, 

together with some financial considerations. 

Although smoke has been chosen as the most, suitable medium 
27 

of visual display'28, no decision has been taken regarding the 

illumination required for photographic purposes. 

In fact flow visualisation can be difficult to achieve 

satisfactorily. "Flow visualisation", by Merzkirch61 gives a 

good outline of techniques that can be used. 

To achieve visualisation of the flow it is necessary to 

enter smoke particles into tfle flow and illuminate these particles 

such that they reflect the light and can be observed. Smoke obtained 

from heating certain vegetable oils was used for this purpose. 

It was found to be convenient and considered satisfactory, although 

its limitations must be realised. In order for the smoke to 

represent the flow of air, as it would be without smoke,. the 

following conditions should ideally, prevail: 
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a) The smoke should have the same density as the air: 

b) The smoke should be at the same temperature as the air. 

c) The smoke should enter the air flow with the same velocity as 

the air. 

d) There should be no turbulence in the smoke supply immediately 

before entering the air flow. 

e) The smoke should be homogenous with itself and, on entering the 

flow with the air. 

It is very difficult, if not impossible, to achieve these 

conditions simultaneously. The model room used has a long entry 

channel before entry into the room itself. This should allow the 

smoke to become homogenous with the air flow. Another aspect to 

be considered when using smoke particles is the intensity of the 

reflected light from the particles with respect to the direction 

of reflection relative to the light source direction. 

The way in, which light is scatted by a particle depends largely 

upon the size of the particle and its conductivity. The smoke 

particle scatter characteristics are shown below in Figure 4.14. 

It can be seen that, the majority, of the light is scattered forward 
1 

and very little is scattered to the sides08,109,110,111 
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FIGURE 4.14: Smoke Scatter Characteristics 

Another important problem in, illuminating the flow is that the 

heating effect of the light source may greatly, affect the flow. 

As well as being able to illuminate and visualise the smoke flow, 

it is desirable that the smoke can be photographed or video filmed, 

to give permanent accurate records and to allow careful analysis. 

Four methods were devised to try and achieve satisfactory visuali- 

sation, as follows. 
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1. Visualisation: Method One 

It was attempted to illuminate the flow through the top of the 

room using a perspex window (approximately 30 cm x. 25 cm). Using 

a projector and a slide which contained-two razor blade sides to 

produce a narrow I"beam of light through the top window, the flow was 

illuminated in the plane parallel to the perspex walls, see Figure 

4.15. From this visualisation method observations were recorded in 

the form'of sketches and remarks. 

The problem was the small area of coverage available at any one 

time. The depth of,. focus was bad due to the x/y ratio shown in 

Figure 4.17a. This method was then modified by the use of a cylin- 

drical convex mirror in place of the plane mirror. This was an 

attempt to cover the whole of the vertical plane by diverging the 

light. Unfortunately a proper cylindrical mirror was not available, 

so, as a substitute, a piece of curved metal with chrome type reflec- 

tive tape was used. -, "The reflecting surface was not adequately flat 

and the light became too diffused, toX`form a sharp image. It was 

decided that. the problem that existed. (depth of. focus and low inten- 

sity) meant that buying -mirror was not justified.,. It would also 

have been very difficult to obtain a mirror of°the required radius 

of curvature. 

2. Visualisation: Method Two 

A different approach was adopted in which it was attempted to 

illuminate the flow using a laser-source in conjunction with a glass 
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rod used to diverge-the beam into a plane of light as shown in 

Figure 4.16. This approach was, unsuccessful for the following, 

reasons: 

a) Although a plane of�light was achieved it was not well defined 

in the region directly below the source. It is thought that 

this was-due to imperfections of the glass rods-particularly 

its out of roundness: 

b) The light intensity. on the smoke, as seen from the position of 

observation, normal to the illuminated plane, was very low and 

the smoke was barelyý-visible. The laser used-initially was of 

5, mW power. -Amore powerful laser giving-20 mW power was tried, 

this was better, but: still not powerful enough. It was not 

practical to attempt to use a more powerful laser for safety 

reasons sand regulations. ý 

c) Another problem was that. the very thin plane of light resolved 

the flow far too acutely., This meant it was very difficult 

to study the flow as all that could be seen was circles and 

other shapes as_, the flow, passed through the plane,, of, light. 

3. Visualisation: Method Three 

The idea behind this method -is to use a more powerful projector 

and a better quality one than-the=-one. used-before in-visualisation 

method one, -which was- 6W: power.: The projector used in this method 

was 135W::,,. 
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It was attempted also to move the source far enough away from 

the roof window to illuminate the whole area under observation, 

Figure 4.17a. This would give a good depth of focus due to the low 

value (x/y) and complete vision of the flow in the plane. The 

problems in implementing this idea were: 

a) The window on the top of the box had to be extended across 

the complete length of the room. Due to the design of the room 

system the end sliding parts had to be modified to enable the 

large window to be fitted. 

b) The required distance (x) was about 1.6m. ". 'For reasons of 

measuring temperatures and velocities at access points (drilled 

holes), the room had been raised by about 70 cm above the ground. 

The room itself is lm high. This left about 80 cm between the 

top of the room and the laboratory ceiling. To overcome this 

it was decided to position a mirror close to the ceiling and to 

reflect the light down off this mirror into the room via the 

window. Figure 4.17b shows how this was arranged. 

,.,.. 

The above system was partially successful in that =80% of the plane 

was illuminated and the depth of focus was adequate. The limit of =80% 

is due to obstructions. These are the structure of the room system 

and a flourescent light fixed to the ceiling of the laboratory. 

To overcome the first of-these-obstructions-the experimental rig 

would have needed to be extensively modified. To overcome the second 

either the fluorescent light was to be removed or the mirror was to 
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FIG. (4.17) A 

FIG. (4.17) B 

Y, 



be moved below the fluorescent. light and the illuminating light 

source, was; to be, moved further from the mirror. However, using 

this method the illumination was insufficient to enable a clear 

photographic visualisation to 6e produced. 

4. Visualisation; '' xt hod 'Four 

From the work of Hirata et al40,43, it was attempted to use 

stroboscopes to visualise the flow since the stroboscope light pulses 

would show the smoke particle streaks (flow paths). The optimum 

combination of stroboscopes set-up that cave the best visualisation 

so far is shown in Figure 4.18. 

INLE 

FLASH 
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FIGURE 4.18 
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Stb(1) and Stb(2) are two STROBOSCOPES, Type 4910,5 Hz - 10 kHz, 

made by Bruel ý Kjaer, Denmark. Stb(3) is a STROBOSCOPE, Type Helios 

5003, (2500-18000) flashes/min, made by Branime, Isle of Man, UK. 

At a fixed time after the smoke is generated, it should be possible 

to make a photographic record of the streak lines of smoke by flashing 

the stroboscopes. 

It is also possible to obtain stereoscopic visual records by 

using several cameras simultaneously in different directions. A pro- 

'grammed sequence can be automatically carried out by having an elec- 

tronic circuit triggered by the shutter of a camera40. 

4.4.1- Photography of Flow 

During the time spent illuminating the flow the problem of photo- 

graphing the smoke was being investigated61,76,79. Four techniques were 

considered and tried. These are discussed below: 

1. The first technique was to video film the light produced by the 

135W projector arranged as in visualisation method three, Figure 

4.19a. This was attempted but was unsuccessful. Although a video 

camera is'very sensitive, the light intensity was insufficient to 

produce an image on the monitor screen. 

2. The second technique was to photograph the smoke using light 

produced by a powerful photographic lamp (800W), in conjunction 

with metal: strips. The light was reflected off the mirror down 

onto the narrow gap to produce a plane of light in the room, as 

shown in Figures 4.19a and b. This gave a good quality plane of 

light, although as expected, of too low intensity to photograph76. 
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FIG. (4.19) a. 
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FIG. (4.19) b 
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FIG. ( 4'19) c FIG. (4.19) d. 
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Also a metal shield with a small slot was built and positioned in 

front. of the lamp, Figure 4.19c. This was fairly successful and an 

adequate plane of light was produced, however a lot of unwanted light 

from the lamp was getting into the solar room. This was greatly 

reduced using: a metal cylinder positioned as shown in Figure 4.19d, 

but unwanted light was entering the room via the exit duct (outlet of 

solar room) from both the photographic lamp and by reflection off the 

ceiling, from the four front lamps radiating the convection channel. 

3. The third technique involves a similar lighting arrangement to that 

described above-in (2), except that the electronic flash gun was used 

instead of the photographing lamp. The developed film shows no image 

of the smoke whatsoever. If a smoke particle is observed for a very 

short period, as when using a flash, an image will not be seen. It 

is necessary to illuminate the particles for long enough to observe a 

streak or line. 

4. The fourth and last technique involves an identical lighting arrange- 

ment to that of visualisation method four using stroboscopes, but, 

in addition two"flash guns were simultaneously connected to the camera 

via long wires. - One flash gun was placed in the same direction and 

position as the two Stb(l) and Stb(2) stroboscopes of Figure 4.18, 

and the second flash gun was placed'at the other end of the room 

from the scroboscope Stb(3) of Figure 4.18, and on the same side. 
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4.4.2 Flow Observations 

It was noted that at the exit duct from the room an oscillation 

of the flow of about 1 Hz occurs along the edge where the flow is 

entrained. This is to be expected since the flow, is of mixed turbu- 

lent convection and it changes direction as it leaves the exit duct 

to join the common chimney. This does not affect the measurements at 

the top access points because filtering techniques can be used when- 

ever required. 

Certain flow observations were made at the inlet duct to the room 

in four planes as per Figure 4.20 below, and as follows: 

PLANES OF VISUALISATION 

ýs . 4cm. 4cm 

PLANE 1 

PLANE 2 

E PLANE 3 

_. 
4cm 

PLANE 4_ 

FIGURE 4.20 

Plane 1: Slow. drift, general direction is upward but little goes 

r. - back towards entry-. channel. 

Plane 2: Slow drift of random direction. 

Plane 3: - Fairly rapid flow, appears to be flow region of highest 

-velocity An the room.. Some degree of-turbulence is apparent. 

Plane 4:; Flow has lower,, velocity than in plane 3 and is very laminar. 
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Observations of a vertical plane, in the centre of the room parallel 

to the side walls were made using visualisation method four. The 

following description refers to Figure 4.21a: 

Air enters the room through the inlet duct (A) with a relatively 

high velocity and some degree of disturbance. The velocity and distur- 

bance increases over the height of the duct being minimum at the floor 

of the room. This gradient becomes less apparent further from the inlet 

duct. 

The mainstream diverges as it approaches the front wall. The 

flow closest to-the floor travels straight up the front wall and out 

of the room. Immediately after entering the room, the flow at the 

top of the mainstream (B) slows rapidly and drifts back towards the 

back wall. 

In the area (C) the flow is fairly slow and has very little 

directional quality. 

A large part of the mainstream flow travels upwards and back on 

itself in an overall recirculation (region D), this circulation is 

of about 60-70 cm in diameter. Most of this flow rolls right round 

and rejoins the circulation at E. 

The flow in the direction indicated by F reaches the area E and 

does one of two things. It may drift into region C and eventually 

drift up the back wal. 1 or it may rejoin the mainstream flow from (A). 

In this region there is a constant transmission of flow between the 

upper mainstream and "backstream" i. e. (F-*¬) in the form of small 

rapidly moving vortices. 

At all times there is a constant flow of air up the side walls 

(i. e. the wall being viewed through). This is the structured flow 
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mechanism in the third dimension due to the recirculations, but 

it is not significant to'the two-dimensional pattern due to the 

room geometry and the extremely low speed of this latter flow. 

The flow up the side walls and the back wall (J) travels up 

and then falls down into the room joining again in the, now, steady 

circulation pattern. The flow up the side walls is a very thin layer 

moving at an extremely low speed. 

The flow in the bottom half of the room consists of the faster 

overall velocities with a large wake and separations. This flow 

tends not to"cross the imaginary-(G-G) line, however the flow that 

drifts towards this area tends to be directed towards either area (C) 

or the mainstream from (A) as said before. In area (K) there is a 

definite drift out of the box., 

There is also present a circulation that occurs in the top (20 cm) 

of the room (L), this is a complex one due to temperature gradients. 

Some observations were made with different settings of the height 

of the entryduct` , This is the''dimensional parameter (5) in Figure 

4.1. When the height was'reduced'from 5 , cm to'2 cm it was found that 

the velocity of the flow at'(A) increased-noticeably. Also circula- 

ting disturbances occurred soöner`(i. e. "further'from the front wall), 

and the main circulation extended to be-nearer to the back wall. 

It was also seen that the flow in the top half of the box was 

drifting about more, rapidly and there were no areas-of stagnation. 

The height was then; reduced to, fl =,,,,,., This-created the reverse effect. 

The flow velocity . at_(A) was. about. the: same as with the original setting 
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of 5 cm. This meant the volume flow rate was much less. As a 

result the areas of circulation were decreased and the areas of 

slow drift and stagnation were increased. 

Video filming this flow domain would have shown the basic flow 

mechanism in the solar ventilated/air-conditioned room, but it would 

be impractical to present in this thesis. 

The degree of entrainment from the room into the chimney can be 

calculated as follows 73,74: 

Flow rate = cross sectional area x velocity. 

For the convection channel: (Black surface maximum temperature = 56°C) 

Flow rate = 0.08 x 1.0 x 0.35 = 0.028 m3/sec 

For the room exit duct: 

Flow rate = 0.05 x 1.0 x 0.18 = 0.009 m3/sec 

0.00 Therefore, the degree of entrainment = 0.08 x 100 = 32.14%. 

Evidently this can be increased or decreased depending on the width 

of the exit duct from the room (i. e. dimensional parameter (3) of 

Figure 4.1). Figure 4.21(b) shows the flow in the convective channel 

and the chimney. Comparison of velocity vectors to those of the room 

is shown too. 

To investigate experimentally the effect of air-conditioning on 

the flow a refrigeration coil was placed at the centre top positions of 

the solar system inlet channel, i. e. at nodes 408,440, Figure 4.22. 
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This is an attempt to simulate a similar effect to a solar 

powered absorption air-conditioning system such as the commercially- 

available Arkala-3-ton unit shown in Figure 4.23, which uses a 

lithium bromide absorption chiller81'85. The absorber consists of 

a chamber fitted with horizontal tubes in which the cooling water flows. 

The absorbent solution is distributed over the tubes by spray nozzles 

or drippers and forms a film over the outside surface. Refrigerant 

vapour from the evaporator surrounds the tubes and is absorbed in the 

solution. Efficient absorbers are free of non-condensables. 

In small lithium bromide-water units such as the Arkala-3-ton, a 

thermosyphon pump is employed. Natural convection due to the tempera- 

ture difference between the hot generator and cool absorber helps drive 

the solution against the relatively low pressure difference. The thermo- 

syphon system saves the cost of a mechanical pump and the power requi- 
85 

red to drive it. 

The temperature of the refrigeration coil used was =-60C and the 

system was run normally as before, with the convective channel black 

surface being at 59.2°C max. 

The circulations within the room were still happening, but the speed 

of the flow was slightly faster. However, the flow in the inlet channel 

was much faster, and an opposing flow occurred in the vicinity of the 

inlet, leading to recirculations. This is due to the fact that the inlet 

channel flow opposing buoyancy forces were decreased when the temperature 

was lowered. Photographs and computer plots of this phenomena are shown 

in Chapter 5. 
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FIGURE 4.22: Top portion of the inlet channel showing placement 
of the refrigeration coil 

)1 

60 

59 

158 

Refrigeration coil at =-6°C 
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FIGURE 4.23: The Solar Powered Absorption Air Condition System 

Schematic description of Arkala 3-ton LiBr-water absorption chiller 
with built-in evaporator cooling. The generator can be a flooded 
as (a) below, or a spray-type as (b) 

°ý . HOT 
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TO ABSORBER TO ABSORBER 
(a) (b) 
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FIGURE 4.23b: 
Shows the coils with ice forming on 
them and the processor showing -6.4 C 

I IGUkL 4. Z3i : 
Shows the commercial 
refrigeration system 
used to simulate the 
effect of solar 
(absorption system of 
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4.5 Experimental Arrangement and Ventilation/Air Conditioning 
Efficiency 

The most important consideration in the design of an experimental 

system is that the arrangement must conform, in terms of boundary con- 

ditions, flow configuration and the ambient conditions, to the physical 

problem being studied. In addition, measurements have to be planned so 

as to justify the applicability of the experimental system with respect 

to the process under study. For example the surface temperature, at 

various locations on the surface, must be measured to determine if a 

uniform heat flux or an isothermal condition has been attained. The 

posing of the boundary conditions is among the most important and also 

the most difficult aspects in experimentation. 

Since the experiment is directed at studying theflow due to 

turbulent convection, the energy lost to radiation to the environment 

has to be taken into account. This consideration is extremely important 

for measurements in gases, since the heat transfer coefficients are 

generally very low and temperatures high. This results in a sizeable 

loss due to conduction and radiation. 

A study of turbulent mixed convection as in this work requires 

an extensive ambient medium. However, it is not always possible to 

carry out experimentation in a medium which is large enough to be 

treated as infinite. In all such experimental studies of flow in 

enclosures the size of which being large enough so that the effect 

of the enclosing walls is not felt on the flow. This generally requ- 

ires the enclosure to be several times the volume of the flow region 

and the walls several boundary layer thicknesses away from the flow, 
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so that the effect on entrainment of the ambient fluid into the flow 

and on other physical quantities is negligible. However, with time, 

the heated buoyant fluid tends to recirculate in the enclosure, the 

amount of recirculation being a function of the design of the enclo- 

sure and the heat input. Thermal stratification is also expected to 

arise in the enclosure, when the heat input is turned off. Anyway, 

cost considerations limit the enclosure size. 

There are several other important considerations, related to the 

design of an experimental system. These include noise problems, due 

to building vibrations as discussed earlier and positioning of the 

sensors for measurements. Another important consideration is the 

property variation and the temperature at which the properties are 

evaluated. To reduce temperature variation air may be pressurised, 

so that its density increases and, hence, kinematic viscosity 

decreases. 

The requirements for turbulent buoyant recirculating convection 

are far more stringent than that for an overall heat transfer study. 

In order to evaluate the flow in our system of solar powered 

ventilation/air-conditioning, it is necessary also to have a criterion 

of ventilation efficiency in terms of parameters that can be measured 

(58,59,60,93,94). 
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Sandberg60 stated "a definition of ventilation efficiency 

should express a system's ability to, remove pollution originating 

from a source in the room". It can be added that this must be done 

without creating draughts that would cause discomfort. This require- 

ment could be represented by specifying a minimum and maximum velocity 

and a time to completely change the room's air. 

If we consider, this requirement in terms of the flow mechanisms 

present in the system being studied a definition of ventilation effi- 

ciency could be: "The system is efficient when the area of circula- 

tion i3 maximised and the area of slow drift is minimised for a 

limiting maximum velocity". 

Using these criteria the solar powered flow 'system described 

in this work does represent efficient ventilation because the air 

velocity in the bottom half of the room is` almost-the same as the 

velocity in the top half of the'room, while the'velocity along the 

floor is a little faster. The ventilation is efficient also because 

the main circulation in the room affects all the air volume. 

Varying the height of the entry duct has a noticeable effect on 

the flow as describedbefore. Decreasing the height from 5 cm to 

2 cm improves the ventilation as the circulation affects more of the 

room and the velocity of the drifting flow increases. However this 

improved circulation has been obtained by increasing the maximum velo- 

city which is undesirable. When the height is reduced further a defi- 

nite reduction in ventilation efficiency is observed as there exists 

poor circulation for the same maximum velocity. 
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Conservation of mass gives linear inverse proportionality 

between cross-sectional area of flow and flow velocity. 

4.6 Non-Systematic' Errors 

The experimental results for velocity and temperature displayed 

in Chapter , 
5, contain some, random errors. The measure of dispersion 

in statistical theory for any quantity (i) is: 

2= (ý) 2 cri I aan (4.13) 

where if(a, 'b, c,....., n) 

and as , ab , acf, ..... , r.. are the standard errors in (i). 

It is not always possible to estimate standard error in measured 

quantities, so, estimated maximum error is used instead. 

Using equation 4.13 above to find the non-systematic error in 

the mean velocity, it was found that: 107 

ßu=t1.5% 

and the uncertainty associated with temperature as: 

öT t 0.4% 

Similar estimations can be done for the fluid properties, Reynold's 

number, and other quantities. 
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5.1 Developing the Length Scale of Turbulence 

Using equation 3.12b for length scale of turbulence in rectangu- 

lar sectioned ducts implied subdividing the system into smaller regions 

of rectangular sectioned duct flows. These sub-regions are shown in 

Figure 5.1. The system was considered to consist of six flow rectan- 

gular ducts (flow regions): 

1. Inlet part of the convective channel; 

2. The convective channel itself; 

3. The common chimney; 

4. The room itself; 

5. The inlet duct to the room; 

6. The inlet channel. 

The various length scale distributions and development configurations 

are as follows: 

5.1.1 Length scale-of turbulence of the inlet region of the convec- 

tive channel (solar collector), Figure 5.2. 

5.1.2 'Length scale of turbulence of the convective channel, Figure 

'5.3. 

5.1.3 Length scale of turbulence of the common chimney, Figure 5.4. 

5: 1.4 Length scale of turbulence of the room considering a total 

`horizontal flow in a rectangular duct, Figure 5.5. 

5.1.5 Length scale of turbulence of the room considering a total 

vertical flow in a rectangular duct, Figure 5.6. 
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5.1.6 Length scale of turbulence distribution in the room consi- 

dering the mean of both total horizontal and total vertical 

flows in a rectangular duct, Figure 5.7. 

5.1.7. Length scale of turbulence distribution in the inlet rectangu- 

lar duct (connecting the inlet channel to the room). A blown- 

up view can be seen in Figure 5.8. 

5.1.8 Length scale of turbulence distribution in the inlet channel 

as shown in Figure 5.9. This is used only for CASE 2, and 

CASE 3, since inlet channel flow is laminar in CASE 1. 

5.1.9 The combination of length scale distributions of the flow 

regions (1,2,3,5,6) of Figure 5.1. The combination is shown 

in Figure 5.10. 

5.1.10 The combination of the length scale distributions of the flow 

regions of Figure 5.10 mentioned above in 5.1.9, together with 

that of 5.1.4 of Figure 5.5. This new configuration is shown 

in Figure 5.11. 

5.1.11 The combination of the length scale distribution of the flow 

regions of Figure 5.10 mentioned above in 5.1.9, together with 

that of 5.1.5 of Figure 5.6. This new configuration is shown 

in Figure 5.12. 

5.1.12 The combination of the length scale distributions of the flow 

regions of Figure 5.10 mentioned above in 5.1.9, together with 

that of 5.1.6 of Figure 5.7. This new configuration is shown 

in Figure 5.13. 
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5.1.13 The length scale of turbulence distribution of the room inlet 

wall jet considered as a rectangular duct flow, shown in 

Figure 5.14. 

5.1.14 The length scale of turbulence distribution of the room exit 

wall jet considered as a rectangular duct flow, shown in 

Figure 5.15. 

5.1.15 The length scale of turbulence distribution of the flow up 

and down the back wall area considered as a rectangular duct 

flow, shown in Figure 5.16. 

5.1.16 The combination of the length scale distributions of the flow 

regions of Figure 5.14 mentioned above in 5.1.13, and of Figure 

5.15 mentioned above in 5.1.14, and of Figure 5.16 mentioned 

above in 5.1.15. This new configuration is shown in Figure 

5.17. 
t kom. _ ., 

5.1.17 The combination of, the, length scale distributions of Figures 

5.13 and 5.17 mentioned, above in 5.1.12 and 5.1.16 respectively. 

This is considered to be the final overall length scale distri- 

bution of the system and is shown in Figure 5.18 and in much 

more detail in Figure 5.19. 

In Figure 5.19 there appears to be some ghost geometrical 

shapes that are not meant to be there. This is due to the 

reasonable limit set on the contouring program. To contour 

precisely each contour plot will consume 24 hours cpu. The 

other reason is that the plotter does not do slant lines or 

curves very well which causes "staircasing". The overall result 
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. 
is known as "aliasing" phenomena and might be observed in 

other contour plots in this work, especially where contour 

spacings are small enough. 

5.2 CASE 1: Maximum Temperature of the Convection Channel Black 
Surface of 40°C 

Notes: 

1. The access positions referred to hereinafter are based on those 

shown in Figure 4.7. 

2. All variables used in the computations were non-dimensionalised 

except the temperature which is in 0C. This will appear in all 

vectors and contour plots. However the velocities are made back 

in m/sec for the graphical comparison with those experimentally 

measured. 

5.2.1 Comparison of Experimentally Measured and Predicted 
Values of Temperature, 

5.2.1.1 Convection channel 

Figure 5.20 compares'the experimental and numerical values of 

temperature in the convection channel central vertical nodes and 

shows a-very good-correlation. °K- - 

9 5.2.1.2 Inlet channel 

Figure 5.21 compares the experimental and numerical values of 

temperature in the four axial access positions of the inlet channel. 

Unfortunately, in this case, the flowwas very laminar and the ambient 
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conditions did not warrant. reasonable temperature gradients in the 

inlet channel. 

5.2.1.3 Inside the room 

Figures 5.22,5.23,5.24 and 5.25 compare the experimental and 

numerical values of temperature in the four vertical access positions. 

All graphs show good correlations except the last one. This is the 

nearest access position to the inlet channel and hence the tempera- 

ture differences were too small for the thermocouple processor to 

measure. However, the maximum error was less than 0.2%. It would 

have been useful if error bars were used on the experimental data 

scatter to correlate with the predicted curves, but unfortunately 

such a facility does not currently exist in the University's graphi- 

cal software package (Tellagraf). 

5.2.2 Comparison of Experimentally Measured and Predicted 
Values of Velocity 

5.2.2.1 Convection channel 

Figure 5.26 compares the experimental and numerical values of 

velocity in the convection channel central vertical nodes and shows 

a reasonably good comparison considering that the veJoclt ý :- field 

range is very narrow. 

5.2.2.2 Inlet channel 

Figure -5.27 compares the experimental and numerical values of 

velocity in the four axial access positions of the inlet channel. 
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The flow is free laminar and seems to be fully developed. The agree- 

ment with theory is very reasonable considering that only three values 

are effectively compared for each access position. The parabolic 

configurations of the flow patterns substantiate the flow type. 

The wall nodes on each side of the inlet channel are obviously 

static. 

5.2.2.3 Inside the room 

Figure 5.28 compares the experimental and numerical values of 

velocity in the four vertical access positions. Due to the very low 

, velocities encountered and that the hot wire anemometer equipment 

could process values of only up to two decimal places of computed 

velocities, this made the experimental results rather linear for 

both flow directions. However, the scatter seems to follow the 

trends of the graphs. The wall jet entrance experimental data 

probably correlate better. 

5.2.3 Numerically Predicted Vectors and Contours of Interest 

5.2.3.1 Velocity vectors 

Figure 5.29 shows the overall velocity vectors in the system. 

Figure 5.30 shows the magnified velocity vectors in the room and 

inlets. From the flow visualisation technique described in Chapter 4, 

Figure 5.31 shows the sequence of transient to steady state flow in 

the system for CASE 1. This sequence is shown magnified in the follo- 

wing photographs. Figure 5.32 shows smoke entering the room from the 

inlet duct, and in Figure 5.33 the bulk of the smoke goes up towards 
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the room exit. Some smoke goes up the back wall too. Figures 5.34 

and 5.35-showythe intensifying effect of the smoke flow in the 

entrance wall jet and left hand side room corner respectively. 

The photographs of Figures 5.36 and 5.37 show. the thickening of 

the boundary layer4up the front wall and the tendency of the smoke 

to fall back over itself and start a circulation. Figures 5.38 and 

5.39 show the circulation taking place and approaching steady state. 

This compares favourably with the velocity vectors plot. 

5.2.3.2 The equi-velocity contours (Isovel) 

These are shown in Figure 5.40. The two circular formations on 

toprof each other take place due to the velocity direction convention. 

5.2.3.3 Pressure (Isobar) contours 

Figures-. 5: 41,5.42, and 5.43, show the, pressure (Isobar) contours 

in the lower part, upper part and overall system configurations res- 

This shows no pressure contours distortion in the room pectively. 

and inlets due to the relatively lower velocity fields, however the 

pressure contours are distorted in the convection channel and common 

chimney due to the higher turbulence values. 

5.2.3.4 Temperature (Isotherm) contours 

Figures 5.44,, 5.45 and, 5.46 show the temperature (Isotherm) 

contours in the lower part, upper part and overall system configura- 

tions respectively. This shows no apparent temperature gradients in 

the inlet channel due to its free laminar flow and the consistency of 
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the ambient condition. The convection channel contours show almost 

uniform lighting. 

5.2.3.5 Kinetic energy of turbulence contours 

Figure 5.47-shows` the overall kinetic energy of turbulence 

contours indicating realistic distribution and conservation of 

energy. 3, 

5.2.3.6 Turbulent viscosity contours 

Figure 5.48 shows; -the overall distribution of turbulent. visco- 

sity contours,, showing similar trends as the kinetic energy distribu- 

tion, obviously and clearly. No contours are shown in the inlet 

channel because viscosity was fixed as the laminar one. 

5.2.3.7. 
_ 
Turbulent conductivity contours 

}Figure 5.49 shows the overall, turbulent conductivity and the 

similarity, -, to the turbulent-viscosity is very apparent and evident. 

5.2. -3: 8 -Stream function contours 

Figure 5.50 gives the system stream function contours distribu- 

tion which was extracted from the known converged velocity field. 

ý11 " 5.2.3.9 Vorticity contours 

Figure 5.51 shows the overall equi-vorticity contours. This 

figure indicates the recirculations zones much better and clearer than 
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the velocity vectors and velocity contours-plots. The flow recircu- 

lations up the back-wall are shown as well as the complex ones in 

the vicinity of the room exit. - 

5.3 CASE 2: Maximum Temperature-of the Convection Channel Black 
Surface of 560C 

5.3.1 Comparison of Experimentally Measured and Predicted 
Values of Temperature 

5.3.1.1 Convection channel 

Figure 5.52 compares the experimental and numerical values of 

temperature in the convection channel central vertical nodes and shows 

a good correlation.: 

5.3.1.2 Inlet channel 

Figure 5.53 compares the experimental and numerical values of 

temperature in the four axial access positions of the inlet channel. 

The left hand side wall of, the channel is at ,, a temperature slightly 

higher than the one on the right hand side. -The graphs show very 

good agreement with-measured values. 

5.3.1.3 Inside the. room 

Figures`5.54, ý`5.55,5.56 V'änd 5.57 compare the experimental and 

numerical values of temperature in the four vertical access positions. 

All graphs show good comparisons. 
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5.3.2 Comparison of Experimentally Measured and Predicted 
Values of Velocity 

5.3.2.1 Convection channel 

Figure 5.58 compares the experimental and numerical values of 

velocity in the convection channel central vertical nodes and indi- 

cates a , good overall agreement. 

5.3.2.2 Inlet channel I 

Figure 5.59 compares the experimental and numerical values of 

velocity in the four axial access pösitions of the inlet channel. 

The flowis4 now just in the turbulence frontiers; dictated by the 

increase in velocity. The agreement between measurement and predic- 

tion is better here, since the anemometers had wider velocity field 

ra range. 

5.3.2.3 Inside' the room''-, 

Figure 5.60 compares the experimental and numerical values of 

velocity in the four vertical access positions. The experimental 

results agree very well with the finite element predictions although 

at flow reversal positions the error can be up to 50%, but this is 

to be expected because the hot wires can-get confused there. The 

wall jet inlet flow gives-a very good, correlation although its effec- 

tiveness is only small vertically. 
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5.3.3 Numerically Predicted Vectors and Contours of Interest 

5.3.3.1 Velocity vectors 

Figure 5.61 shows the overall velocity vectors in the system. 

Figure 5.62 shows the magnified velocity vectors in the room and 

inlets. Figure 5.63 shows the sequence of transient to steady state 

flow in the system for CASE 2. This sequence is shown magnified in 

the following photographs. Figure 5.64 shows smoke entering the room 

from the inlet duct, and in Figure 5.65 the bulk of the smoke is 

going towards the room exit. Some smoke travels up the back wall 

too, but less than in CASE 1. Figures 5.66 and 5.67 show the smoke 

starting to fall over the central position and starting to circulate 

clockwise. Figures 5.68 and 5.69 show the circulation taking place 

and approaching"steady'state. This compares well with the velocity 

vectors. 

5.3.3.2 Equi-velocity contours (Isovel) 

The equi-velocity contours (Isovel) are shown in Figure 5.70. 

The contours in the inlet channel are different from those in CASE 1 

because the flow'in'the inlet channel is turbulent in this case. 

5.3.3,3 Pressure (Isobar) contours 

Figures 5.71,5.72 and 5.73 show the pressure (Isobar) contours 

in the lower part, upper part and overall system configurations res- 

pectively. The only distorted contours are those in the convection 

channel and common chimney'as in CASE 1. 
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5.3.3.4 Temperature (Isotherm) contours 

Figures 5.74,5.75 and 5.76 show the temperature (Isotherm) 

contours in the lower part, upper part and overall system configura- 

tion. Temperature gradients exist in the inlet channel in this case, 

in contrast with CASE 1. The convection channel contours show the 

effect of the upper and lower infra red lights at the top and bottom 

with the 1500 watts floodlight at the centre bends the isotherms 

because it was nearer than it should have been. This also created 

strange temperature gradients in the inlet wall jet in the room. 

5.3.3.5 Kinetic energy of turbulence contours 

Figure 5.77 shows the overall kinetic energy of turbulence 

contours. The kinetic energy in the inlet channel, is shown since the 

flow turned out to be turbulent in this case. 

5.3.3.6 Turbulent viscosity contours 
'Atr`-z 

,,,. 
Figure 5.78 shows the overall distribution of turbulent visco- 

sity contours showing the obvious similarity to the contours distri- 

bution of the, kinetic energy of Figure 5.77. Inlet channel viscosity 

variations are shown. 

5.3.3.7 Turbulent conductivity contours 

Figure 5.79 shows the overall� turbulent conductivity contours 

and it is similar to both turbulent kinetic energy and turbulent 

viscosity distributions shown in Figures 5.77 and 5.78 respectively. 

I 
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5.3.3.8 Stream function contours 

Figure 5.80 gives the system stream function contours distribu- 

tion which was extracted from the known converged velocity field. 

Inlet channel stream functions are shown too. 

5.3.3.9 Vorticity contours 

Figure 5.81 shows the overall equi-vorticity contours. This plot 

indicates the: recirculation zones with complex configurations in the 

room inlet wall jet. The flow up the back wall is distinctively less 

in this case.. The inlet channel vorticity contours are shown. 

.Mpt 

5.3.3.10 Comparison of prediction with a photograph for 

the convection channel entrance flow 
Y 

Figure 5.82 is a blown-up view of the convective channel inlet 

velocity vectors. This compares very well with Figure 5.83 (see the 

turning and going up in both) showing the power of the prediction. 

Figure 5.84 shows`the flow characteristics of the smoke entering 

theinlet"of the convection channel. Figures 5.85 and 5.86 show 

blown-up views of the convective channel inlet velocity contours 

(Isovels), and equi-vorticity contour s`respectively. Figures 5.82, 

5.83,5.84,5.85 and 5.86 correlate very well. 

5.3.3.11 Comparison-of prediction with a photograph for 
the common chimney flow 

Figure 5.87,. is a,, blown-up, view of the common chimney velocity 

vectors. This compares very well with Figure 5.88. The recirculation 
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in the vicinity of the room exist into the common chimney shown in 

Figure 5.88 can be seen and compares well with that of both the 

common chimney velocity contours of Figure 5.89 and with that of the 

common chimney equi-vorticity contours of Figure 5.90. 

I 

5.4 CASE 3: Maximum Temperature of the Convection Channel Black 
Surface of 59.20C and the Inlet Channel Entrance at -6.2°C 

5.4.1 Comparison of Experimentally Measured and Predicted Values 

of Temperature 

5.4.1.1 Convection channel 

Figure 5.91 compares the experimental and numerical values of 

temperature in the convection channel central vertical nodes and 

shows a very good agreeneht. 

5.4.1.2 Inlet channel 

Figure 5.92 compares the experimental and numerical values of 

temperature in the four axial access positions of the inlet channel. 

The pronounced effect of cooling is evident in access position 5- 

the nearest to the inlet channel entrance. 

5.4.1.3 Inside the room 

Figures 5.93,. 5,. 94,5.95 and�5.96 compare the experimental and 

numerical values of temperature in the four vertical access positions. 

All graphs show good comparisons. 
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5.4.2 Comparison of Experimentally Measured and Predicted 
Values of Velocity 

5.4.2.1 Convection channel 

Figure 5.97 compares the experimental and numerical values of 

velocity in the convection-channel-central vertical nodes and shows 

a , good agreement between measured and, numerically computed values. 

5.4.2.2 Inlet channel 

Figure 5.98 compares the experimental and numerical values of 

velocity in the"'four axial access positions of the inlet 'channel. 

The flow'is turbulent and the parabolic velocity distributions tend 

to get flatter noses. The recirculation and flow reversal at access 

positions 6 and 5 respectively is evident. This takes place in the 

vicinity 'of the"inlet channel entrance due to the effect of cooling 

on the buoyancy and shear forces. 

, 
5.4.2.3 Inside the room,,,, 

Figure 5.99 compares the experimental and numerical values of 

velocity in the four vertical access positions. Again this gives a 

very good correlation between theory and experiment, although flow 

reversal,, positions are the trouble-makers. The wall jet entrance 

flow compares very. well: indeed due to the-fact-that there is no flow 

reversal and a1dominant flow direction. } 
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5.4.3 Numerically Predicted Vectors and Contours of Interest 

,. 
5.4.3.1 Velocity vectors 

Figure 5.100 shows the overall velocity vectors in the system. 

Figure 5.101 shows the magnified velocity vectors in the room and 

inlets. A flow'reversal and circulation is evident in the vicinity 

of the inlet channel entrance. Figure 5.102 shows the sequence of 

transient to steady state flow in the system for CASE 3. This sequence 

is shown magnified in the following photographs. Figure 5.103 shows 

smoke. enter. ing the room from the inlet duct, and in Figure 5.104 the 

bulk of the smoke is going towards the room exit. Some smoke travels 

up the back wall too, but less than-in CASE 2, and the-flow is rela- 

tively faster. Figures 5.105,5.106 and 5.107 show the smoke starting 

to recirculate clockwise and approaching steady state. This compares 

well with the velocity vectors prediction. 

5.4.3.2 Equi-velocity contours (Isovel)_ 

. The equi-velocity contours (Isovel) are shown in Figure 5.108. 

The effect of cooling on the inlet channel contours is shown. 

5.4.3,. 3 Pressure (Isobar) contours 

Figures. 5.109,, 5.110 and 5.111 show the, pressure (Isobar) 

contours in the lower part, upper part and overall system configura- 

tion respectively. The only distorted-Isobars are those of the 

convection channel and common chimney. 

.ý,.. 
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5.4.3.4 Temperature (Isotherm) contours 

Figures 5.112,5.113 and 5.114 show the temperature (Isotherm) 

contours in the lower part, upper part and overall system configura- 

tion respectively. The effect of cooling in the inlet channel 

entrance is pronounced. The convective channel heating is back to 

near uniform again. 

5.4.3.5 Kinetic energy of turbulence contours 

Figure 5.115 shows the overall kinetic energy of turbulence 

contours. The effect of cooling is evident in the inlet channel 

entrance and the flow reversal is shown as a bottleneck of kinetic 

energy. 

5.4.3.6 Turbulent viscosity contours 

Figure 5.116 shows the overall distribution of turbulent visco- 

sity contours showing the expected similarity to the kinetic energy 

distribution of Figure 5.115. 

5.4.3.7 Turbulent conductivity contours 

Figure 5.117 shows the overall turbulent conductivity contours 

which is similar to the turbulent viscosity contours of-Figure 5.116. 

5.4.3.8 Stream function contours 

Figure 5.118 shows the overall stream function contours distribu- 

tion which was extracted from the known converged velocity field. 
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The effect of cooling on the stream function contours in the vicinity 

of the inlet channel is shown. 

5.4.3.9 Vorticity contours. 

Figure 5.119 shows the overall vorticity contours which were 

extracted from the known converged velocity field. The effect of the 

two equispaced refrigeration coils on the equi-vorticity contours at 

the inlet channel entrance is very evident and clear. 

5.4.3.10 Comparison of: prediction. with a photograph for the 
inlet channel entrance flow 

Figure 5.120 is a blown-up view of the inlet channel entrance area 

velocity vectors. ' This compares well with the photographs of Figures 

5.121 and 5.122 which shows the smoke flow reversal from the top and 

bottom respectively. Figures 5.123 and 5.124 show blown-up views of the 

inlet channel entrance area velocity . (Isovel) contours and equi-vorticity 

contours. These last two figures compare well with both Figures 5.120, 

5.121 and 5.122. 

Note: 

The turbulence intensities of. the various flow zones shown in Figure 5.1 

were obtained from hot-wire measurements in these. regions-, utilizing the 

access positions and averaging intensity for each zone. This was done as 

described in 4.2.4-4.2.5, pp 140-44, Chapter 4 of this. thesis. The average 

mean values foreach flow zone are as follows: 

1. Zone (1) Average turbulent intensity = 19.2% 
2. Zone (2 = 17.5%.. 
3. Zone (3 18.4%. 
4. Zone (4a) 7.0% 
5. Zone (4b) 8.9%, 
6. Zone (4c) 8.4% ±0.3% 
7. Zone 4d) 8.2% 
8. Zone 5) = 12.2% 
9. Zone 6) " = 5.6% 
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FIGURE 5.2: Length Scale of Turbulence of the inlet region of 
the convective channel (solar collector) 
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FIGURE 5.3: Length Scale of the convective channel (solar collector) 
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FIGURE 5.16: 

The length scale distribu- 
tion of the flow up and down 
the back wall area considered 
as a rectangular duct flow 
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FIGURE 5.32: 

Smoke entering the room from 
the inlet duct. CASE 1 

FIGURE 5.33: 

The bulk of the smoke is 
moving towards the room exit 
and up the back wall. CASE 1 
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FIGURE 5.34: 

Intensifying effect on the 
entrance wall jet. CASE 1 

FIGURE 5.35: 

Intensifying effect on smoke 
flow in the left hand side 
corner of the room. CASE 1 
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FIGURE 5.36: 

Thickening of the boundary 
layer up the front wall CASE 

FIGURE 5.37: 

The tendency of the smoke to 
fall back over itself and 
stare a clockwise circulation 
CASE 1 
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FIGURL `_>. 3ý: 

The circulation taking place 
CASE 1 

FIGURE 5.39: 

The circulation approaching 
steady-state CASE 1 
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zý 

f-1 GURE 5.64: 

Smoke entering the room from the 
inlet duct CASE 2 

FIGURE 5.65: 

The bulk of the smoke is moving 
towards the roor-il exit and up 
the back wall. CASE 2 



2-f 5 

FIGURE 5.66: 

Smoke starting to fall back over 
the central position. CASE 

FIGURE 5.67: 

Smoke intensifies in -Falling back 
over the central position. CASE 2 

plow 
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FIGURE 5.68: 

Circulation taking place. CASE 2 

FIGURE 5.69: 

Circulation approaching steady- 
state. CASE 2: 
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FIGURE 5.82: Blown-up view of the convective channel inlet 
velocity vectors (CASE 2) 



zqo 

FIGURE 5.83: 

Side view of the smoke 
entering the inlet of 
she convective channel, 
simulated in Figure 5.82. 
CAST 2. 

FIGURE 5.84: 

Convective channel entrance. 
Front view showing the flow 
characteristics. CASE 2 

,,:.:,:. 



291 

FIGURE 5.85: Blown-up view of the convective channel inlet 
velocity contours (Isovel) (CASE 2) 
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FIGURE 5.86: Blown-up view of the convective channel inlet 
(equi-vorticity) contours (CASE 2) 



FIGURE 5.87: Blown-up view of the velocity vectors in the 
common chimney and the exits of the room and 
the convective channel (CASE 2) 
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L4M 

FIGUkE U. G8: 

The smoke exiting fron the room 
arid the convective channel into 
the common chimney and outward 
simulated by Figure 5.87. CASE 2 
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FIGURE 5.89: Blown-up view of the common chimney velocity 
contours (Isovel) (CASE 2) 

I(Z) 



FIGURE 5.90: Blown-up view of the common chimney (equi- 
vorticity) contours (CASE 2) 
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FIGURE 5.103: 

Smoke entering the room from 
the inlet duct. CASE 3 

FIGURE 5.104: 

The bulk of the smoke is 

moving towards the room exit. 
CASE 3 
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FIGURE 5.105: 

The smoke starting to recirculate 
clockwise dnd up the back wall. 
CASE 3 

FIGURE 5.106: 

The circulation intensifies and 
starts moving towards the centre. 
CASE 3 
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FIGURE 5.107: 

The circulation almost approaches 
the steady-state. CASE 3 
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FIGURE 5.120: Blown-up view of the inlet channel entrance 
velocity vectors (CASE 3) 
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f-IÜURE 5.121: 

The smoke flow reversal from 
the top in the vicinity of the 

11 týf ji, ltlllý i I1 1', jllt ý. r1`, f 

F1l; F RL l 

ThC ', woke r'ever s1 1roin thin 
bottom in the vicinity of 
the inlet channel entrance. 
CASF 3 
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FIGURE 5.123: Blown-up view of the inlet channel entrance 
velocity contours (Isovel) (CASE 3) 
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FIGURE 5.124: Blown-up view of the inlet channel entrance 
(equi-vorticity) contours (CASE 3) 
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6.1 Discussions 

Solar energy utilisation is a relatively new field. The design 

and installation experience, as well as knowledge of operation, are 

not widespread. However, such knowledge and expertise can be found 

in governmental, university and commercial forms and the solar 

literature is comprehensive. Still to plan and install a solar 

energy system to cool space air in an office building - for instance - 

cannot usually be done by local suppliers and engineers displayed on 

the Yellow Pages of the telephone directory. Comparing this with 

planning and installing gas central heating or central electric air- 

conditioning. systems, the difference is apparent. For the latter, 

the variation in efficiency and reliability in available equipment 

is much smaller. Solar energy utilisation requires more effort and 

investigation. 

., It was stated at the beginning of this thesis that one of the 

main objectives was to demonstrate the applicability and flexibility 

of the finite element method in solving problems in turbulent convec- 

tive flow and heat transfer processes. Two problems of engineering 

interest were presented: one of solar powered ventilation and the 

other of solar powered air-conditioning flow. 

The present results were compared with those obtained from 

experimental measurements. The good agreement proves the applicability 

of the finite element technique in the present class of problems. 
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The finite element method incorporatng the Galerkin weighted 

residual approach, and primitive variables formulation, is used to 

solvethe variable viscosity Navier-Stokes and continuity equations, 

in a coupled and uncoupled form with the variable conductivity general 

energy equation. The viscosity and conductivity are varied such that 

the solution of the equations simulated the turbulent thermal convec- 

tive flow in the solar powered ventilation/air-conditioning system, 

which is a novel design in itself. 

Some of the recirculations were of small structure for the mesh 

used to show them. The vorticity distribution, calculated from the 

same velocity field, tends to give a better and clearer view of these 

small recirculations. 

The calculation of the turbulent viscosity is dependent on the 

velocity and its fluctuation patterns as well as the domain geometry, 

where the length scale of turbulence is specified as a flow dependent 

algebraic function of position. 

The Prandtl-Kohn o9orov one equation turbulence model depicted the 

turbulent viscosity and the analogy between thermal and momentum 

diffusivity via the Prandtl number is used to calculate the turbulent 

conductivity from the turbulent viscosity. 

The effective conductivity varies linearly with the turbulence 

intensity, and, it was found that varying it did not produce much of a 

change in the temperature. The lack of sensitivity to the value of 
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(Ke),. reinforces the validity of the approximate approach of 

Raithby. and Hollands9 for turbulent flows. 

A major task of the present work is: to incorporate the "model 

of turbulence", already successfully applied in a finite difference 

procedure, into the generally more flexible finite element method. 

In the finite difference form this model was used to predict fire 

effects in a nuclear power plant reactor building. l 

The boundary conditions applied at the inlets and outlets of the 

(FE) model proved critical in helping to induce the stability and 

convergence of the finite element solution of the flow and heat trans- 

fer equations. 
ý{ e 

Upwjnding, did not prove necessary as the turbulent viscosity 

provided the damping previously produced by upwinding to suppress the 

wiggles. °'Several varying length scale distributions were utilised 

into the turbulent model used, in different regions of the flow domain. 

The results obtained with both coupled and uncoupled solutions, 

as with finite differences, tend to under-predict recirculation, 

although overall agreement with the experimental measurements is 

satisfactory. The vorticity distribution, however, depicts recircu- 

lations, better than velocity vectors. The prediction of the kinetic 

energy. of turbulence gave good conservation of energy. 

The visualisation results give a good idea of the general mechanism 

and characteristics of the flow. These can be used to evaluate venti- 

lation/air-conditioning efficiency. These results can also give a method 

for approximating flow velocities. 
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The'-results obtained from the hot-wire anemometers are 

generally good. ` Only one probe gave readings that do not correlate 

with values obtained from flow visualisation. This was the (0.0-10.0) 

m/sec calibrated probe. However, this probe was not sensitive to velo- 

cities below (2.0) m/sec, such as those found in the solar powered 

ventilated/air-conditioned room. 

The (0.0-0.63) m/sec, and the (0.0-3.16) m/sec calibrated probes 

were sensitive-`to very low velocities and gave very good readings when 

used in the solar room. The main problem with the hot-wire anemometers 

is that the very low velocities being measured, are at the lower extreme 

of the probes' measuring range. The turbulence intensity is measured 

using the hot-wire anemometers in conjunction with an RMS voltmeter as 

described in Chapter 4. 
%ýYýý.. 

EL 
ý .. ý/ 

Results of temperature measurements inside the solar system are 

very good in that they show up accurately the temperature gradients 

that exist in the various regions of the room and the convective channel. 

The lower temperature gradients inside the solar room increasing towards 

the exit show that comparatively less natural convection is occurring 

in the'ma: in volume of the room than forced convection. Therefore, the 

flow characteristics are largely due to forced flow created by the 

entrainment through the room exit to the chimney. As a result of 

these two phenomena occurring simultaneously, mixed convection takes 

place in the room. 

A knowledge of the temperature gradients across the black surface 

is very important, the techniques used gave a good idea of the temperature 

distribution. 
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Using the results, -the volume flow rate through the convective 

channel and through the room exit were calculated, and it was 

possible to calculate the degree of entrainment achieved. 

There will bean optimum setting of the adjustable dimensions, 

such as'the*entry duct, with respect to the volume flow rate, flow 

velocity, heat transfer and ventilation efficiency. The effects of 

the boundary layer are not proportional to such parameters, which 

makes dimensional parameters optimisation more difficult. 
:a,. } 

Separation zones which occur in the solar room have a large angle 

of expansion. Flow separation depends not only on the angle of diver- 

gence, but also on the ratio of the axial length to the inlet width or 
6' 7, diameter 

The-adverse pressure gradients in the vicinity of the solar room 

inlet'-and outlet, causes the flow to thicken until a reversed flow 

region develops. The resulting recirculation regions act as a concen- 

tratedsource of turbulence in which subsequent convection has a far-- 

reaching influence on the characteristics of the mean motion. 

Although the above flow feature may be deduced qualitatively from 

existing knowledge, there is to date insufficient quantitative under- 

standing of the-flow to allow more than a general basis for design. 

Most of the data available are for simple geometries such as 

pipes or channels, or for rather complicated geometries for well- 

defined fluid problems. However, it is important to note that there 

is a considerable lack of experimental and analytical information on 
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the type, of flow and heat transfer encountered in the solar venti- 

lation/air-conditioning, system implemented. 

Comfort in a. tventilated/air-conditioned room depends to a high 

degree on the prevailing movement of air. Air velocities in excess 
1 

of 0.1 m/sec can be regarded as draught phenomena 
0" The air velocity 

at a measuring point of an air-conditioned room is stochastic, i. e. 

uneven or erratic*with`respect to time. The problem is the aspects 

under which the time variable signal should be evaluated. The general 

approach is to form the average value with a time constant of one or 

more seconds, which usually results automatically through the employment 

of slow-reacting probes and indicating instruments. The question now 

arises whether the human body in fact reacts to the mean value of the 

air velocity or whether the turbulences, which accompany peak values, 

are responsible for the local momentary cooling down of the skin sur- 

face and the feeling of draught. High velocities in the room are 

always associated with quick fluctuations (turbulences). If we take a 

mean value, it will simulate laminar flow and allow a boundary layer on 

the surface of the skin, i. e. a thermal insulation. The actual turbu- 

lent flow, however, destroys this boundary layer and has a noticeable 

convective cooling effect. 

Finkelstein et al 
11 investigated air flows and concluded that air 

velocity fluctuations may be accommodated in a Gaussian standard distri- 

bution. 

In order to measure the movement of air in air-conditioned rooms 

so as to classify comfort objectively, the following requirements must 

be met by the measuring system: 
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i) Determination of the flow velocities from few cm/sec with a 

resolution of 1.0-cm/sec; 

ii) Determination of the flow direction; 

iii) Short time constant so that the prevailing turbulence can also 

be determined; 

iv) Evaluation system which will enable the amount of information 

to be reduced to conclusive data. 

The finite element mesh used in obtaining the solutions contained 

(122) isoparametric,. quadrilateral (8)-noded (Serendipity family) ele- 

ments, and (461) node points. Use of this grid creates (1553) u-p-V-T 

equations. 

The initial coupled solution was obtained after (17) global itera- 

tions with ä total CPU time of (4260) seconds on the Honeywell Multics 

(DPS8/M) computer. Using the initial solution as initial guess, a 

new solution was obtained after (1) global iteration with a total CPU 

time of., (643) seconds, which is less than 1/7 of the original solution 

time. It ought, to be mentioned that the CPU times shown include the 

evaluation of, the stream function and vorticity values from the con- 

verged, known velocity fields at the node points. 

Subsequent solutions with different conditions required signifi- 

cantly less time than the initial solution because in each case a 

previous, solution was used to provide a relatively good initial estimate 

of the distribution of each variable. When convergence was approached, 
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the-maximum change in the variables between iterations was 1.2%. 

The solutions were obtained by use of a relaxation factor of 0.5 

for all-. the variables. 

The initial and subsequent uncoupled solutions for laminar flow 

took about twice the number of global iterations and almost 2j the 

CPU time as their corresponding coupled ones. As for high Reynolds 

numbers laminar flow, or in turbulent flow, the uncoupled solution 

will only converge if the initial conditions were very near the final 

solution. 

, 
Although the model equations are strongly non-linear and coupled, 

convergence was not difficult to obtain as some have suffered7. Con- 

vergence can be, obtained starting from zero initial conditions, and 

the use of converged solution-values as initial guess leads to signi- 

ficant computational economics. Certain solutions of divergence can 

be treated by using the method of under-relaxation. However, choosing 

the relaxation factor is not an accurately defined task. 

The work in this thesis has shown that computations of the 

turbulent, buoyant, convective flows can be performed using a rather 

coarse mesh. A grid dependence check to see the influence of the 

solution by increasing the number of elements or nodes was, unfortu- 

nately, not possible due to the computer limitation, but it is believed 

to be negligible. 

It is clear that the flow measurements are correctly represented 

by the modelling calculations, although some discrepancies occur, 

particularly in the regions of reversed flows. This was expected, since 
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some three-dimensional effects are present. 

Isotropic turbulence is assumed, implying that effective visco- 

sities and conductivities which appear in the momentum and energy 

equations for the (x) and (y) directions have the same value, thus 

ueff(x) = ueff(y)'' and Ke(x) = Ke(y). No actual turbulent flow shows 

true isotropy, though using air in a system such as ours isotropy is 

more or less closely approached. Theoretical considerations and i 

experimental evidence show that the structure of most nonisotropic 
1 turbulent flows is nearly isotropic, i. e. local isotropy2. Such 

local isotropy feature is utilised in generating ue and Ke for each 

element in`[SUBROUTINE EFVISC] in the computer program, Appendix II 

Differences between results based upon assumed isotropy and actual 

results are very often sufficiently small to be negligible, and may 
l 

be even, smaller than the spread in the experimental data2. 

The maximum temperature of the black surface in the convective 

channel wäs'i'nitially set to around 40°C. The inlet channel to the 

system showed a fully-developed* free laminar flow where there were 

almosfno axial velocity variations along the length of the channel. 

* Fully-developed flow is defined as the region of the flow where: 

, ai) Mean axial velocity profile variation along flow axis is 
negligible; 

'ii)- Static pressure gradients variations along flow axis are 
negligible; 

iii) If turbulent flow, then its turbulence intensity is almost 
constant along the flow axis; 

iv)' Wall shear stress variation along flow axis is negligible. 
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However, when the black surface maximum temperature was raised 

to about 560C the flow in the'inlet channel turned into turbulent. 

An area of considerable interest is the study of the effect of 

variable fluid properties on the flow and heat transfer. This can be 

done by a simple modification during the iteration towards a converged 

solution, for both laminar and/or turbulent flows. 

The solution could start by assuming constant fluid and heat 

transfer properties variables i. e. p, Cp, ß, K, u, ... etc. all over 

the flow domain, then'for the following iteration, the local variation 

of, the-fluid properties are determined with respect to temperature3,4 

relationships from ' last iteration values. 

This requires calling [SUBROUTINE FVPROP) at every iteration for 

each element. The algorithm was tested theoretically and seemed to be 

working well. The application to real experiment is left as a sugges- 

tion for further work. Obviously for turbulent flows not only the 

temperature but also the velocities and pressure are involved in 

determining the local variations in the fluid properties. 

, -,,,,,, 
The effect of using the Newton-Raphson iterative solution scheme 

described in Chapter 2 can be summed up in two points as follows: 

a) For laminar flows it accelerates convergence provided the initial 

guess is within the vicinity of the solution; 

b) For variable property laminar and/or turbulent flows, and for 

fixed property turbulent flows, it becomes highly unstable leading 
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to strong divergence. This should not be surprising due to 

the existence of high non-linearities and was experienced by 
5 

others. 

,, Although pressure was prescribed (p = 0.0) on all element corner 

nodes at all inlets and outlets of the system, it was thought initially 

necessary to prescribe realistic values. For example, the forceof the 

air column in front of the convective channel, divided by its base area 

would give the pressure at the inlet elements corner nodes. This had 

no influence on the solution or contour plots of any variable inclu- 

ding pressure itself, because of the very small values obtained. 

It is believed that prescribing p=0.0, at all inlet and outlet 

corner nodes is`valid. 

1" 

For the uncoupled solution, the convective terms in the following 

equation are retained on the left-hand side in the matrix [A]: 

[A] {Xi} = {F} + {B} 

where: Ui 

{Xi} = pi 

vi 

(6.1) 

This process is very effective for quite high values of Reynolds 

numbers in laminar and/or turbulent flows solutions and requires an 

inversion of a non-symmetric and probably a non-positive-definite 

matrix [A] at each iteration. 
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a 
'It is possible to iterate when the convective terms are on 

the right-hand side of equation 6.1 and contained in the column 

vector {F}. This way allows a resolution process for iteration but 

has been found to be effective only at very low Reynolds numbers for 
6 fully_laminar, flows only. 

For laminar flows with high Reynolds numbers or for turbulent 

flows, it'is`disastrous to have the convective terms on the right 

hand side, -i. e. in"the column vector {F}. This leads to divergence 

and the matrix [A] becomes singular bringing the whole solution pro- 

cess to a halt. 

There are'many convective heat transfer situations for which no 

mathematical models have as yet been successfully applied. Even in 

those cases for which an analytical solution is possible, it is 

necessary to verify the results by experiment. 

The convective heat transfer correlations and heat flow by radia- 

tion in solar collectors such as the convective channel in our solar 

powered system are given in Appendix V. This gives some of the most 

useful correlations of experimental heat-transfer data available. 

Most correlations are in the forms indicated by dimensional analysis. The 

effect of the radiation mode of heat transfer in solar collector is 

presented. 

Natural thermal convection in air exposed to gravity takes place 

in the solar room. Temperature fluctuations cause density fluctuations 

in the air at constant pressure16. The pressure contours in the room 
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can be seen as constant, see pressure contours plots in Chapter 5. 

The density fluctuations cause a fluctuating body force (buoyancy 

force) = pg $m, which in turn contributes to the generation of velo- 

city fluctuations. 

Apparently, the solar room flow situation indicates that the 

turbulence-is maintained, partly by the fluctuating buoyancy forces, 

and partly. by.., the, shear stress. This is why dynamic buoyancy is 

utilised . 
in the computer program. 

The fundamental basis of the FORTRAN code for LAMINAR FLOW only 

is used with the permission of Professor Cedric Taylor, Civil Engi- 

neering Department, University College, Swansea. The rest of the 

program is the author's original work, namely: 

1. Dynamic uncoupled solution for laminar and/or turbulent convec- 

tive buoyant flows. 

2. Coupled and uncoupled turbulent flow and turbulent heat transfer 

models. 

3. Data diagnostic routines. 

4. Arbitrary or complex mesh generation. 

5. Fluid variable properties routine. 

6. System clock function PLl/FORTRAN transfer routine. 

7. Output formatting for post processing: plotting, extrapolating 

or as. initial conditions. 

8. Use of commercial plotting package to draw and plot vectors/ 

contours of velocity, pressure, temperature, length scale of 
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turbulence, - kinetic energy of turbulence, turbulent viscosity, 

turbulent conductivity, stream functions and vörticity. 

9. Various data driving programs for input data formatting from 

row data. 

On completion of the computer program development and enhance- 

ment, it was tested for correctness by using it first to solve some 

of the simpler flow problems for which theoretical or experimental 

solutions are available. This was done for the following cases using 

both coupled and uncoupled solutions. These are test cases provided 

by the Civil Engineering Department, University College of Swansea: 

i) Solution of the., developing flow between parallel plates using 

normal velocity gradient boundary prescription: the flow was 

symmetric as expected. Computation has been carried out at Re =100, 

and the output was exactly as per the test case output to within 

ten decimal' places. 

ii) Developing pipe flow using stress boundary conditions: this case 

does not need pressure specification because it is coupled in the 

stress prescription. For Re = 100, the program gave the same 

output as the test case within the same accuracy as above in (i). 

iii) Forced convection in adeveloping pipe flow: prescribed tempera- 

ture boundary conditions were used. Fully developed flow was 

assumed at pipe outflow and symmetry was assumed onc.. For 

Re = 100, program output was identical to that of the test case. 
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iv) Free convection in a rectangular cavity: prescribed and 

gradient,, temperature boundary conditions were used. Pressure 

and. velocity boundary conditions were prescribed. Again the 

program output was identical to the test case. 

It was necessary to, examine. the validity of the solution procedure 

for the. geometry of, -, the solar ventilation/air-conditioning system 

involved. First to remove the uncertainty associated with the turbu- 

lence. model, laminar flow must be selected. However, since recircu- 

lation is known to affect axial velocity, the free laminar convection 

in the rectangular cavity (iv) above seemed to be a good check, in 

conjunction with the turbulent test case (iii) below. 

Three more test cases were examined from Ref. 8 and they are: 

i) Laminar flow past a cylinder: this flow case is one of the 

better documented problems of laminar flow. It is a very useful 

practical model for verification of the program. Specified and 

gradient natural boundary conditions for velocity, were used. 

The program output was identical to the test case to within six 

decimal places for Re = 20. 

ii) Laminar flow over a backward facing step: advection becomes 

significant. Separation has been shown to occur at very low 

Reynolds numbers. Computation solution outputs were obtained 14 

with and without upwinding for Re = 73. The output plots of 

non-dimensional velocity were almost exact as those in the test 

case. 
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iii) Turbulent fully developed and developing flow in a pipe: the 

convective terms for the fully developed turbulent flow are 

exactly, zero. Computations were done for Re = 4.5 x 105. The 

output plot for the axial velocity developed flow was indistin- 

guishable from that of the test case. As for the developing 

flow at Re = 1.0 x 105, the same boundary conditions were used 

except pressure' is defined downstream where the flow is assumed 

fully developed. The plots of the program output for converged 

distribution of axial velocity follow the same trends as those 

of the test case. However, the difference in magnitude-is 

primärily"due to the different turbulence models, i. e. the 

difference in the techniques used for generating the effective 

viscosity etc. It is believed that the test case model in this 

respect is'superior to the author's model. 



6.2 Conclusions 

1. The, flow in the solar powered ventilated/air-conditioned room 

system is very complex. The flow in the room itself consists 

of two planes, having distinguishable flow mechanisms as follows: 

a)' Acting in a 'vertical plane parallel to the side walls, the 

flow consists of a mainstream along the floor, a circulation 

filling the centre of the room and a flow up the front wall, 

Figure 4.21, and out of the room. A flow up the back wall is 

noticed too. All these flows are approximately of a velocity 

between 0.01 m/sec to 0.10 m/sec depending on the convective 

channel black surface temperature and on position of flow. 

b) Acting in a vertical plane normal to the side walls, the 

air travels up the side walls, across the ceiling and down 

into the main volume of the room. The flow along these sur- 

faces is very slow, approximately =0.5 r -m/sec. 

2. Difficulties exist in using and setting-up hot-wire anemometer 

equipment. 

3. Measuring the temperature of the air inside the room is fairly 

easy. However, measuring the temperature of the surface and of 

the air in the convective channel presented some difficulties. 

344 

ý. 



345 

-4. 
By the criterion of ventilation/air-conditioning efficiency 

presented in Chapter 4, Section 4.5, the solar powered venti- 

Tation/air-conditioning flow system is efficient. The effi- 

ciency can, be improved by adjusting the height of the inlet 

duct. The, optimum height when all other parameters are 

unchanged is about 4 cm_- present setting. 

5. Prediction by the numerical model of the temperature distribution 

in the experimental apparatus was accurate to within 7% over the 

majority of the flow domain. 

6. The numerical model works well for the physical conditions in the 

solar powered ventilation/air-conditioning system. It 
, 
is_believed 

that the model can still work for much wider physical conditions 

and applications. 

7. Prediction by the numerical model, of the velocity distribution 

in the experimental apparatus was accurate to within =l3%, this 

error is probably due to both precision error of the experimen- 

tal measuring equipment and is considered relatively unimportant 

, 
from a practical viewpoint, and also to the numerical model not 

being three-dimensional. However, the agreement is. satisfactory 

for the extraction of useful and important engineering information 

and for design purposes. 

-ý ',. 
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8. Although Buleev's length scale of turbulence formula yielded 

very satisfactory results for the one-equation turbulence model 

employed, it nevertheless remains the principal uncertainty and 

weakness of the model. Flow values strongly depend on the length 

scale distribution and future steps in the refinement of the 

present numerical model should be taken to improve the prediction 

of these scales. 

ý. , 

9. The comparisons of the experimental with the numerical results 

obtained have revealed that the present numerical approach is 

accurate, within reasonable limits of the two-dimensional model, 

consistent and stable for recirculating turbulent buoyant convec- 

tive flows in complex geometries, and it can represent the flow 

in ventilated/air-conditioned rooms systems. 

10 Substantial effects of the buoyancy force arising from the 

temperature distribution are confirmed for the turbulent trans- 

port processes of heat and momentum, and it was found that it 

deforms the distributions of velocity and temperature. 

11. The limitation of the mathematical model is its restriction to 

two-dimensional flows. Thus, the model cannot account for 

stratification or secondary currents in the cross-sectional 

plane of any flow domain caused by buoyancy, domain curvature 

or other effects. The limit of applicability has yet to be 

determined by further testing. 
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12. Every effort was made to ensure the accuracy and consistency 

of the experimental results. Final confirmation cannot be 

made; ̀ until a more elaborate measurement technique such as the 

"laser Doppler anemometer is also used, or similar results are 

obtained by another worker. However, the author believes that 

the results shown throughout the thesis are consistent and 

agree well with the physical interpretation of the flow and 

heat transfer. 

13. The experimental data are believed to have been produced well 

and the numerical prediction depicted the characteristic 

features of the experimental data. Experimental data and 

numerical results have shown similar trends and relatively 

good agreement as far as the absolute values are concerned. 

14. The results of the calculations were very dependent on how well 

the boundary conditions depict the practical situation. 

15. Numerical prediction accuracy is not proportional to the number 

of partial differential equations used in calculating turbulent 

viscosity and conductivity. It could well be true that the 

accuracy required for many design and engineering applications 

is obtainable from a simple well engineered model. 
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16. Based, on the number of elements and the number of nodes used 

in the present work, it can be concluded that the finite 

element method is very efficient, and more than competitive 

with other numerical methods. 

t 
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6.3 zSuggestions for Further Work 

1. An investigation should be made into the method of heating the 

black surface of the convective channel to simulate realistic 

solar` radiation situations. Although higher temperatures can 

be achieved, but this might lead to speed the entrainment from 

the room more than necessary and consequently create a strong 

wall jet at the inlet duct causing strong draught and discomfort 

to anybody in the room. 

2. The solar ventilation/air-conditioning system rig needs some 

construction modifications to ease the adjustment of the dimen- 

sional parameters. 

3. A well defined criterion of ventilation/air-conditioning effi- 

cienlcy-should be used in evaluating the effect of the dimensio- 

nal parameters in the flow and heat transfer18, in order to 

optimise these parameters. 

4. An attempt should be made to improve the ventilation by making 

alterations to other parts of the rig in the following areas: 

a), Improving the cross-sectional shape of the edge at the top 

-. :m oUthe convection channel will probably lead to better 

entrainment; 

b) Increasing the, height of the chimney or altering its design, 

could also improve the entrainment; 
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c) At the entry channel the flow could be made more laminar 

or disturbed, as thought appropriate by the introduction 

of physical barriers of some description i. e. screens, 

honeycombs etc. 

5.: It is suggested to extend the investigation into the length 

scale of turbulence (zu) used in this thesis to flows in varying 

geometries and varying cross-sectional areas by adding new para- 

meters to equation 3.12b representing the slopes of the walls. 

6. There should be an investigation into the effect that carpets, 

furniture and indeed humans in the ventilated/air-conditioned 

room, have on the flow and heat transfer and vice versa. 

7.. An attempt should be made to optimise the system dimensional 

parameters with respect to fluid properties, flow and heat 

transfer in addition to ventilation/air-conditioning efficiency 

mentioned in (3) above. 

8. It is suggested to try a three-dimensional model for the solar 

ventilation/air-conditioning system. The program is readily 

extendable. Care should be taken to optimise for reasonable 

computer memory and CPU time requirements. 

9. It is suggested to incorporate new ideas in the solar air- 

conditioning system such as the new gas-cooled solar heat 

exchanger made by Agatorovic and Dogigli2 in MMA Advanced 
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Technology Division, West Germany and used in conjunction 

with a reflector field (heliost field) for high temperature 

levels up to'8000C. - This can be utilised in the solar absorp- 

tion refrigeration system. 

10. It is suggested to test the variable properties algorithm 

devised only for laminar flows in a real experiment and also 

to extend it to turbulent flow. This can be done by certain 

modifications after which it is required to call both: 

[SUBROUTINE FVPROP] and [SUBROUTINE EFVISC] respectively at 

every iteration for each element. For turbulent flow pressure 

and velocity relationships are involved too in the calculation 

of the fluid variable-properties constants. 

11. It, `is suggested that instead of evaluating the turbulent or 

effective viscosity and conductivity at the element nodes and 

feeding them to the element stiffness matrix routine, as is 

done in`this work, to evaluate the turbulent or effective 

viscosity and conductivity at the Gaussian points and feed 

them to the element stiffness matrix routine for each element 

at each iteration, since they are used in the Gaussian inte- 

gration points. "This should give more accurate results. 

12. Utilising anisotropic (u 
e, 

Ke) should be tried. This means 

that the-effective viscosities and conductivities have diff- 

erent values for the (x, y, z) directions. 
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13. Consider making the chimney: the convective channel and 

optimizing the entry duct to suit room position with or 

without inlet channel, see. Figure 6.1. The extension of the 

chimney instead of the solar collector drives the flow 

directly by convection instead of entrainment. 

14. It would be desirable to measure the pressure in the system 

in order to compare it with the numerical model results. 

15. The effect of wall roughness may be investigated and related 

to the flow and heat transfer mechanism. 

16. Much work has to be done using different formulations of the 

finite element technique, which have not yet been fully explored. 

These include: formulations which preserve incompressibility 

such'as the stress function approach, mixed formulation (U, a), 

and the least squares formulation. This latter one should over- 

come the difficulty in specifying realistic natural boundary 
6 conditions. 

17. It is suggested that the use of special boundary elements 
14,15,17,19 

can improve computational performance. 

18. -Experimental work should be directed towards designing- cheaper - 

solar powered absorption refrigeration systems. A new idea is to 

use solid-absorption, and to connect' the solar collector and air 

cooler-to the absorber/generator by heat pipesl3. 



u 
W 

CD ýC Wd 

'QWZ 
Zä äzt: 

3 er 
0 

=Z >oo 
r 
Nöw 

ýäLI 

353 
z 

Ju o 
3 Co z '^ 
F--4ZeZ JawZ 

ä 

W 
F-- 

i-- Ul 

( 
z 
z O 

OI 
z. 
U 

zx 

CD CD 0 r 

V7Gº 

-I W^ N 
_ 

zö P- u. 2Z 
2ü OW W Z 

2 ZO Z V 
N -2 

O ý_ 
xü p ö Q w 

ü 
(z 

CC 
ui W F- O 

W 
W W 

Q' 0 

ZO 
vi 

Op 
(D Lj O -i W 

Z W ü 
ix Z 

- 
1 - 

öä 

10 

Z 
CD 

J_ 
F-- 
Z 
L1J 

O 
w 

w 
3 
0 
a 

or- 

J 
O 

O 
W 
f-- 

W 
lD 

LL 



t 

19'. A suggestion with regard to the convection channel (solar 

collector), is to replace the front glass panel with a metal 

panel which is cheaper, then to make this metal panel the 

black surface, instead of the collector inside wall. This 

will be more economical and give better heat transfer utilisa- 

tion. 

20. Implementing stress as boundary conditions6 can be extremely 

effective for certain applications where tractions are known 

and primitive variables are not available8. It is'suggested 

to, utilise this type of boundary condition in the current 

application using Section 2.8 of Chapter 2 and subroutine 

(ABFORM 2)'of the program. 
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