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Chapter 5 

Speech Bandwidth Enhancement 

5.1 Introduction 

Having discussed some of the aspects involved in classifying certain 

speech sounds, we now turn our attention to the objective of speech 

quality improvement; later we will find that some of this work will 

draw upon the results just described. In our case the term "speech 

quality improvement" means 'to endeavour to make speech that has 

been conveyed by a telephone-bandwidth channel (of 300 to 3400Hz) 

such that it perceptually appears to have been conveyed by a 

wider-than-telephone band limited channel' i.e. to deceive the 

listener into assuming that a wider-than-telephone bandwidth was 

used to convey the signal. 

When speech Signals are transmitted via the telephone network, they 

are generally degraded by additive noise, multiplicative noise, 

impulse and switching noise, cross talk, dispersion. There is also 

the frequency attenuation distortion introduced by the handset 

carbon microphone and band-limitations due to pre- and post-line 

filtering. The filtering process causes the telephone speech signal 
• P'L. '~a!;... • . 

quality to appear both "tinny" due to its lack of base frequencies 

and "muffled" due to its lack of high frequencies. 

We consider that when speech is bandlimited to the telephone 

bandwidth, the perception of the high frequencies of voiced speech 

is almost unaffected while the unvoiced speech can bear the most 
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degradation. The effect of band limitation may be acceptable for 

handset speech communication, as in the case of a person-to-person 

telephone call, however, the degradation is much more apparent in 

the case of hands-free speech communication for instance in 

aUdio-teleconferenCing.(refs 11-14) This effect is also apparent 

during the phone-in programmes on radio and television 

broadcasting. For audio-teleconferencing, an a priori knowledge of 

the high quality wideband speech is available. Bandwidth 

enhancement in this case can be achieved by processing the speech 

signal in both the transmitter and receiver. In the transmitter, 

speech is spectrally compressed using a bandwidth compression 

algorithm which confines the transmitted signal into the range of 

300 to 3400 Hz while the receiver employs a corresponding bandwidth 

expansion process. This will be discussed in the following 

chapter. For the "phone-in" programme signals, only the band limited 

version of the speech signal is available which suggests a 

'receiver-only' type of processing arrangement in order to improve 

the quality of the received speech signal. 

This chapter discusses some of the experimentation performed in 

order to achieve bandwidth enhancement by receiver-only processing. 

The receiver attempts to extend the spectrum of the speech signal 

beyond its 3400Hz cut-off frequency by employing a high frequency 

regenerator whose output is added to the received speech signal from 

the telephone bandlimited channel. The input to the high frequency 

regenerator (HFR) is the telephone bandlimited signal shown in 

figure 5.1. 
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All of the processing methods discussed in this chapter will stem 

from this basic model of figure 5.1. 

The first attempt at enhancing the high frequencies involves a 

simple process applied to the whole of the speech signal, namely the 

high frequency spectral duplication method. We then examine the 

subjective effect of synthesising an additional formant to the 

out-of-band spectrum for voiced speech only. OUr investigations 

will then be directed towards generating higher frequencies for 

unvoiced sounds and leaving voiced-sounds unprocessed. To generate 

the higher frequencies a simple noise source is used. Later on this 

noise source will be substituted by non-linear transfer functions 

and spectral shaping filters. We will then look at schemes used for 

replacing the analogue 300-340OHz filter with a digital encoder and 

consider how the subjective performance of conventional coders may 

be improved by simply adding a post-processor to the decoded signal. 

Finally, we investigate the possibility of bandwidth enhancement of 

low frequencies i.e. the re-synthesis of the baseband frequencies in 

the- 0-300Hz range. This, hopefully, should again afford a quality 

improvement of speech over that obtained from the 300-3400Hz channel 

alone. 

5.2 High Frequency Regeneration (HFR) by Spectral Duplication 

High frequency regeneration by spectral translation or spectral 

folding has been described by Makhoul and Berouti.(ref 70) Their 

scheme employed digital modulation and filtering to duplicate a 
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bandlimited spectrum such that the resultant signal possessed a 

spectral width which was twice or three times greater than the 

original input signal. The process was used in conjunction with a 

voice-excited vocoder system, i.e. used to provide the flattened 

wide-band spectrum for the excitation signal to a vocoder. In our 

technique, we consider spectral duplication in the frequency domain 

to provide a spectrally enhanced signal without any additional vocal 

tract modelling. 

Briefly, the method operates as follows; the 300Hz to 3400Hz 

band limited signal is first discrete Fourier Transformed by the FFT 

to produce a frequency spectrum for the signal. The in-band 

spectral coefficients are copied to out-of-band spectral locations 

as shown in figure 5.2. The new 6.8kHz spectrum is transformed back 

into the time domain by the inverse discrete Fourier Transform to 

give the processed output signal. In order to provide some 

continuity at the boundary between the original spectrum and the 

duplicated spectrum (i.e. at the 3400Hz frequency ordinate), the 

value of the signal energy over 0 to 1000Hz was compared to the 

signal energy between 2400Hz and 3400Hz. The duplicated spectral 

values were attenuated by the ratio of these two values. This 

technique will now be explained in more detail. 

5.2.1 The Spectral Duplication Process 

Consider a block of N speech samples represented by the sequence 

{xi}. The discrete Fourier Transform (OFT) of {Xi} is the sequence {X k} 
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whose components are 

Xk = ~ ~~~ xi exp {_j 2~ki} (5.1) 

k=O,l, ... ,N-l 

The magnitude of Xk is 

k = 0,1, ... , N/2 (5.2) 

where Re(.) and Im(.) are the real and imaginary values of (.). 

Because of the symmetrical nature of {Xkl, there are (N/2)+ 1 

distinct components in each real and imaginary sequence of Xk. The 

phase of \ is 

(5.3) 

Equations (5.2) and (5.3) are the polar representation of Xk• The 

values of \ from k= N/2+1 to N are discarded. 

Now the frequency resolution (frequency separation) of each OFT 

component, lIf is equal to F /N where F is the sampling frequency s s 

(in kHz). Therefore, the nearest value of k which corresponds to a 
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frequency If I kHz is: 

kf = NINT(f/lIf) (5.4) 

where NINT(.) corresponds to the nearest integer value of (.). 

The average value of the spectral energy within the 0 to 1kHz band 

is given by: 

(5.5) 

Similarly, the average value of the spectral energy contained within 

the band of 2.4 to 3.4kHz is given by: 

(5.6) 

The ratio of the upper and lower spectral energies for each block of 

N samples is then found viz: 

(5.7) 

The parameter R now forms the attenuation factor for the block by 

which the in-band spectral samples are multiplied by to form the 

duplicated spectral samples, i.e. 

(5.8) 
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The phase values are duplicated without scaling i.e. 

(5.9) 

The new spectrum now occupies a bandwidth of 6.8kHz whereas the 

spectrum of the input signal occupied a bandwidth of 3.4kHz. 

Having completed the spectral duplication, the {IXkl} and (B k } 

sequences are converted into real and imaginary sequences whose 

components are given by 

and (~i.lO) 

for k = 0,1, ... ,N/2 

To extend the number of components in the real and imaginary 

sequences to N we invoke the complex conjugate property of spectral 

components (which is due to the time data being in the real sampling 

field) 

for k = 0,1 , ... ,N/2 
(5.11) 

where the raised '*' above the symbol implies its complex conjugate, 

and 
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The inverse OFT is now performed to give the time sequence {}i}' 

where 

N-l 
I (5.12) 

k=O 

i=O,l, ... ,N-l 

{}i} is the time sequence whose frequency components occupy twice 

the frequency band of that of the sequence {x.}. The corresponding 
1 

spectral shape of {}.} would now be typified by that as sketched in 
1 

figure 5.2(b). 

Results 

The above operations were performed by computer simulation, the 

value of N was taken as 1024 samples and Fs was set to 16kHz. The 

resultant time sequence was fed via the DAC in figure 4.1 and 

recorded for informal subjective evaluation. 

The perceptual quality of the high frequency duplication process was 

found to be extremely unpleasant; this was especially true for the 

unvoiced sounds. The effect upon the voiced sounds was the 

impression of a Signal dependent whistle, rather like the effect of 

aliasing of a speech signal. The processed signal quality did not 

appear to have any positive subjective attributes at all, although 

the speech intelligibility and speaker recognition was maintained to 

a reasonably high level. The poor perceptual quality was probably 

due to the fact that the duplicated spectrum had no similarities to 
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the original spectrum and the inclusion of the duplicated spectrum 

proved to be more like adding out-of-band distortion products rather 

than useful signal. The degradation appeared to be worsened for the 

consonants rather than vowels possibly due to the duplicated 

spectrum being amplified and not attenuated as for the vowels. The 

existence of the background tones during the vowel sounds was 

possibly due to the fact that with spectral duplication, the 

harmonic structure is interrupted at the 3.4kHz frequency ordinate. 

It may be likely that these tones can be eliminated by adjusting the 

bandwidth of the in-band spectrum in figure 5.2(a) to be a multiple 

of the pitch fundamental frequency on a short-term basis.(ref 70) 

Unfortunately, such a scheme would require a large amount of 

computation and would offset the simplicity"afforded by this 

spectral duplication method. Due to this ensuing complexity, the 

high frequency regeneration scheme by spectral duplication was 

discontinued. 

5.3 HFR by the Synthesis of an OUt-of-Sand Formant 

The bulk of the energy of the voiced spectrum lies within the 3400Hz 

lowpass range and in general there can be some three formants within 

that frequency bandwidth. If it is required to synthesise higher 

frequencies of this lowpass range beyond the 3400Hz cut-off 

frequency for the voiced speech then it may be worthwhile to 

generate a high frequency signal such that the spectrum of the 

synthesised plus the 3400Hz signals shows a continuation of the 

formant structure. 
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The idea is to synthesise a signal from a resonant circuit of fixed 

frequency which endeavours to generate a fourth or at least an 

additional formant to be added to voiced speech signals only. It 

may not be considered advantageous, as far as perception is 

concerned, to vary the frequency of this formant in accordance with 

a defined rule of some description. The salient feature of this 

synthesised signal is thought to be how the gain of the formant 

should be relative to the available bandlimited version of the 

speech Signal. (ref 76) 

5.3.1 Experimental Procedure 

Initially, the additional form ant was generated at a fixed frequency 

of 4kHz and no gain control was used. The general system employed 

to spectrally enhance voiced speech spectrally by this method is 

shown in figure 5.3. 

The resonant network is implemented using a 4th order all-pole 

recursive filter. This network is fed by the excitation signal 

derived from the input bandlimited signal x(t) which has been 

lowpass filtered to 3400Hz. For this arrangement, it is only 

required to add the synthesised high frequency signal during the 

presence of voiced speech. The operation of the switch S" is 

governed by the control of the voiced decision. The voiced decision 

is based upon the first shift autocorrelation function method which 

has been just described in full in section 4.7. The parameters of 

the voiced decision scheme were set to suit the band limited signal 
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x(t) such that the switch 5, closes (i.e. d(t)=l.O) when voiced 

speech is deemed to be present in x(t). The switch 5, opens such 

that d(t)=O.O otherwise. 

Before discussing the operation of the resonant circuit, we need to 

explain how the high frequency excitation is generated in order to 

drive the resonant circuit. 

5.3.2 HFR Excitation 

In section 3.5. , we saw that Schroder and David(ref 47) proposed a 

vocoder for transmitting wideband speech (10kHz) over a 3.5kHz 

channel. The transformation from the shaped and bandlimited 

spectrum of the base band speech signal to a flat wideband spectrum 

required for excitation between 2 and 10kHz was achieved by a 

piece-wise linear network with an input-output characteristic of 

straight line segments. The transfer function of this network 

(shown in figure 5.4) resembled the leter 'W'. The transfer 

function has the form 

y = , - 4 I x' I for Ix'l .; 0.5 

Y = 4 I x' I - 3 for 0.5 .; Ix'I.;'·o 

and y = 0 elsewhere (5.13) 

This function spreads the spectrum more for large input amplitude 

values than for small ones. In order to overcome the effect of 

different amplitudes causing different spectral spreading, 
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instantaneous logarithmic compression of the speech signal preceding 

the 'W' transfer function was used. (ref 47) The logarithmic 

compressor appears as shown in figure 5.5. 

To ensure that the logarithmic compressor transfer function does not 

saturate, it is useful to find the maximum value of the magnitude of 

the input signal x(t). If the processing is not performed in 

real-time then value of each sample of the input data can be tested 

to find Ixl • Once this has been found, the expression for the max 
logarithmic transfer function can be ascertained, viz 

x' (t) = a.sgn(x) 10ge [e Ixl + lJ 

where a = 1/( 1 og re I x I + lJ e L max 

and sgn(x) = x/lxl 
(5.14) 

'c' is the compression factor; the smaller value of 'c' the more 

shallow, is the rate of compression; the larger values of 'c' 

correspond to harder compression. For our case, the value of 'c' 

chosen was 5 and the actual compression law is shown in figure 

5.6(a). The output from the logarithmic compressor is now fed 

directly into the 'W' transfer function as shown in figure 5.6(b). 

There is no longer any possibility of overloading this 'W' function 

as the maximum value of the magnitude of Ix'l is 1.0. The combined 

transfer function is now shown in figure 5.7. The network is not 

quite the same as that described in the reference 47 as that was 

achieved by a diode arrangement. 
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Analytically, one can envisage the spectral spreading phenomenon by 

resorting back to the 'w' transfer function without the logarithmic 

compressor. The spectral width can be measured by the second moment 

of the power spectrum P(w): 

( w. P(w)dw 

( P(w)dw 

(5.15) 

As a consequence of Parseval's theorem, the second moment of the 

power spectrum is related to the integral over the corresponding 

time function, x(t) and its derivative as follows 

2" w = 

[0 (*)2 dt 

en x
2

(t) dt 

(5.16) 

For the particular network shown in figure 5.4, the value of (dy/dt) 

for the output is four times the value of (dx/dt) of the input due 

to the 4:1 slope of the network branches. However, for a signal 

whose absolute amplitude exceeds 0.5 at any time, the output signal 

will have a smaller amplitude than the input signal for such 

instants of time thus 

J /(t) dt < J /(t) dt (5.17) 
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and with equation (5.16) 

w2 
< out 

2 w. 
1n 

The exact amount of spectral spreading can be computed for any given 

input waveform. In the case of a triangular input waveform with 

extremal amplitudes of ±4, the spectral spreading be by a factor of 

4 

i.e. 40 I win 

For a sinewave of amplitude 4, the spectral spreading factor can be 

shown to be equal to 4.4 i.e. 

IJ
t 

= 4:4 IJ / W~ut / win 

Experimentally, the combined logarithmic compressor and the 'W' 

transfer function was used to show how the spectrum of a voiced II I 

in "sister" may be extended. Figure 5.8(a) shows the input signal 

and figure 5.8(b) shows the expanded output signal. It can be seen 

that the formant structure of the original is smoothed but the fine 

structure is retained even for the out-af-band spectral components. 

Originally(ref 47), the non-linear distortion process, i.e. the 

use of the logarithmic compressor and the 'W' transfer function was 

applied in the analogue domain. When applying this process in the 

digital domain the non-linear distortion may introduce energy at 

frequencies higher than the Nyquist rate. It was therefore 
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recommended(ref 70) that the baseband be interpolated to at least 

double the original sampling rate before the distortion in order to 

avoid spectral aliasing which can cause roughness in the output 

speech. After the spectral expansion, the signal can be filtered to 

just below the original Nyquist rate before decimating the time 

sequence by 2 to drop the sampling frequency back down to the 

original value. The generation of the high frequency excitation now 

appears as shown in figure 5.9. 

5.3.3 The Resonant Circuit 

The resonant network of figure 5.10 will be responsible for 

providing the additional formant in order to enhance spectrally the 

high frequencies of bandlimited voiced speech. As previously 

stated, this network is implemented as an all-pole recursive filter 

as shown in figure 5.l0(a). 

The positions of the poles for this form ant are indicated on the 

s-plane aa shown in figure S.lO(b)(ref 76). In practice, the 

resonant network was modelled by two cascaded second order filters. 
~ 

i.e. H(z) = Hl (z) . H
2

(z) 

where Hl (z) = 1/(1 + al 
-1 -2 ) z + a2 z 

and H
2

(z) = 1/ (1 + b
l 

-1 + b
2 

z-2) (5.18) z 
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For a 16.0kHz sampled signal, the poles in the s-plane aDpear in the 

Z -domain as shown in figure 5.11. Under the transformation 

where 

Z ; exp(sT) ; exp(oT) /wT 

T ; 1 IF 
s 

the positions of the poles in the z -domain are 

81 
; exp(-100T) /(4000-200)T.21T 

* 81 
; exp(-100T) / -3800T .21T 

82 
; exp( -lOOT) / 4200T .21T 

* 82 
; exp(-100T) /-4200T.21T 

where T ; 1/16000 

The transfer function of the filter in figure 5.11 is: 

(5.19) 

(5.19) 

(5.20) 
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The numerator of H(z) corresponds to a delay of 4 sample intervals 

and the denominator corresponds to the product H, (z) H2(Z). The 

values of the coefficients are: 

* a, = ( 6, + 6,) = - 2 Re(6,) 

= 2 exp(o,T).Cos(w,T) 

* a2 = 6, 6, 
2 = 16,1 = exp(20,T) 

Similarly 

and 
(5.21) 

In our case, the chosen values of the coefficients are: 

0, = ° 2 
= 'OOS-' 

and f = 4000Hz, M = 200Hz 
c 

so w, = 27T(f - M) 
c 

and w2 = 27T( f + M) 
c 

The filter was implemented as a subroutine called FORMANT: the 

listing is included within the appendix A4. In order to check the 

response of the resonant filter, the response was evaluated around 

the unit circle in the z-domain Le. H(z) I . T ; the gain and 
z=eJw 

phase versus frequency response of the filter is shown in figure 

5.12. The subroutine RESPONSE was used for this purpose and its 

listing is also included in the appendices. As expected, the gain 

response shows a very pronounced peak at 4kHz with rapidly decaying 
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skirts where the frequency deviates from the centre frequency. The 

two poles are not resolved along the jw axis as they are positioned 

too close together in the z-domain. The phase response also shows a 

small deviation from linearity at the 4kHz centre frequency. 

The impulse response was determined by inputting a unity valued 

sample to the subroutine and plotting the output which is shown in 

figure 5.13. The plot of the impulse response contains a high 

frequency component and a low frequency and decaying envelope which 

is exoected for a 2-pole damped network. 

The parameter 'G' in subroutine FORMANT controls the amplification 

factor of the form ant that is generated; it is this factor which 

controls the mixing proportions of the formant and the bandlimited 

signal so as to produce a high frequency enhanced output signal. 

This fixed amplifier is applied to the signal yet) in figure 5.3 

which now completes the voiced high frequency regeneration system. 

5.3.4 Results 

The results of adding the synthesised formant to the 0.3 to 3.4kHz 

voiced speech had shown no apparent difference in the time waveform 

plots of figure 5.14(a) for the voiced ~/ in sister. This is due 

to the fact that the relative level at which the synthesised formant 

added was about 50dB lower than the first formant of the same speech 

segment; the spectral plots of figure 5.14(b) clearly show this 

relative frequency distribution. In this case, the synthesised 

formant appears as a fifth formant. The frequency and gain at which 

the resonant circuit of figure 5.10 is driven, were held constant. 
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The synthesised formant is only introduced into the 300 to 3400Hz 

bandlimited signal when voiced speech is deemed to be present by the 

voiced speech detector (section 4.7). The value of G was set to 
-7 0.70 x 10 . This value of G was selected experimentally to 

generate a continuation of the spectral trend of the formants; e.g. 

for the spectrum in figure 5.15, this shows that the height of the 

peak of the synthesised formant falls roughly on an imaginary line 

connecting all of the peaks of the in-band formants. 

The perceptual results of the processed signal were unfortunately a 

little disappointing; there was no evidence of any quality 

improvement as far as providing an impression of a wider bandwidth 

than 300 to 3400Hz; rather, the processed signal appeared degraded 

by the disturbance of a high frequency "whistle" during voiced 

speech. This sounded as though the bandlimited signal was partially 

aliased in frequency. These investigations were in fact only 

intended to be of an exploratory nature and the limitation of time 

prevented any further study into this area. The obvious 

recommendation at this stage is to determine how the gain of the 

resonant circuit must be adjusted to conform to the statistics of 

the in-band signal. This may mean that an adaptive algorithm is to 

be sought. 

The networks used for the high frequency enhancement system for 

voiced speech will be found to be of use in other areas discussed 

further in this chapter. 
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5.4 HFR for Unvoiced Speech 

In view of the results mentioned in the previous section, it was 

felt that it might be more advantageous to synthesise high frequency 

components for unvoiced speech beyond the 3400Hz cut-off frequency 

and leave the voiced speech signals unprocessed. Certainly, 

unvoiced speech signals do possess quite significant spectral energy 

components well above the 3400Hz cut-off frequency which are well 

worth investigating for spectral enhancement. One may hypothesise 

that voiced speech is far more sensitive to signal modifications 

than unvoiced speech as far as perceptual quality and naturalness of 

sound is concerned. 

The following experiment, was used to test whether it would be at 

all worthwhile to attempt to enhance spectrally unvoiced speech in 

absence of any voiced speech processing. The arrangement in figure 

5.16 was set up on the computer program to investigate this idea. 

The voiced speech is fed via a 300Hz to 3400Hz band-pass filter and 

the unvoiced speech is processed with a 300Hz to 7600Hz filter plus 

a level control amplifier/attenuator module. The voiced and 

unvoiced segments were selected by visual waveform inspection 

(discussed in Chapter 4). The summation of the filtered voiced and 

unvoiced signals provided the output signal in this arrangement. 

The computer subroutines used to model the bandpass filters (FIR in 

this case) are included in the appendix Al.2. The number of taps 

used for each filter was 256 so that the delay in each branch of the 

circuit was synchronised. 
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The results of this experiment were obtained in the form of graph 

plots and informal subjective listening tests. When the amplifier 

was set to 0.5 gain, the output signal for Is II in "sister" 

appears as shown in figure 5.17(b). When this is compared with the 

input signal of the same specimen of soeech as shown in figure 

5.17(a), there appears to be only an amplitude difference between 

the waveforms of (a) and (b) during the sustained unvoiced IsI 

signal. only at the transition between the II1 and Isl does there 

show some attenuation due to the lowpass filtering of this part of 

the signal. This was interpreted as voiced speech by the 'V/UV' 

switch. When the signal was tested subjectively for the ID-word 

sequence with the amplifier gain set to unity, it was found that the 

unvoiced speech appeared to be slightly loud in comparison with the 

level of the voiced speech sounds. This impression was emphasised 

when the amplifer level was set to 2.0. However, when the amplifier 

was set to 0.5, it was then found that the subjective impression of 

the unvoiced speech was such that it blended more naturally with the 

bandlimited voiced speech than when any of the other amplifier 

settings were used. Furthermore, the quality of the output speech 

of figure 5.17(b) appeared to be almost the same as the quality of 

the speech bandlimited to 300Hz to 7600Hz and superior to the 

quality of speech bandlimited from 300Hz to 3400Hz. The result 

seems to indicate that the quality of voiced speech signals remains 

almost unaffected by the 300 to 3400Hz bandwidth limitation as most 

of their energy resides below the 3400Hz cut-off frequency. 

Unvoiced speech, on the other hand, does possess energy at 

frequencies above 3400Hz and it is therefore considered preferable 

to apply some form of high frequency enhancement to the bandlimited 
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unvoiced speech signals rather than to improve the quality of the 

bandlimited voiced speech. The following sections in this chapter 

attempt to adhere to that principle. 

5.4.1 Development of the High Frequency Regenerator (HFR) for 

Unvoiced Speech Sounds 

The general scheme for producing high frequency regeneration for 

unvoiced speech is shown in figure 5.18. The transmitter operates 

on the 300 to 7600Hz bandlimited speech to detect the presence of 

unvoiced speech. 

This information is multiplexed with the baseband 300 to 3400Hz 

signal in the form of an injected pilot tone into a narrow frequency 

slot located at some frequency within the 300 to 3400Hz bandlimited 

signal. At the receiver, the voiced/unvoiced decision is 

demultiplexed from the baseband signal and is used to control the 

high frequency regenerator network. The baseband signal is also 

used to excite the high frequency network, the output of which is 

added to the received baseband signal to provide an artificially 

generated wideband signal at the output of the receiver. 

At present, it is necessary to extract this voiced/unvoiced 

information from the 300 to 7600Hz wideband input speech and 

multiplex it with the bandlimited speech signal prior to 

transmission. Thus the current method is not a 'receiver-only' 

processor since it requires the availability of the wideband input 

speech but it possesses minimal processing requirements at the 

transmitter terminal. 
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Before discussing the high frequency regeneration network, the 

multiplexing of the side information will be explained in a little 

more detail. It was necessary to find a suitable frequency slot 

into which the pilot tone could be inserted without causing 

significant distortion in the received speech. A notch filter was 

used whose characteristic is shown in figure S.19(a). The filter 

was implemented by a 1024 point non-recursive network with a finite 

impulse response illustrated in figure S.19(b). 

The centre frequency of the spectral slot was selected to be 2600Hz 

as it was considered to be above the average range of the second 

formant. The maximum rate of changing of the state value of the 

pilot tone, in order to indicate the voicedlunvoiced transitions in 

the speech signal, is defined by the shortest unvoiced sound. The 

duration of the shortest unvoiced sounds, which were the It I stop 

consonants, were found to be about 40 to sOmS from the 10-word 

sequence. The reciprocal of the shortest unvoiced sound duration 

determines the maximum significant frequency of the composite 

modulated pilot tone (assuming amplitude shift keying is used); in 

our case, the maximum frequency is equal to 2SHz. A frequency slot 

sufficient to accommodate the unvoiced duration information was 

implemented using a SOdB frequency notch of 60Hz width centred at 

2600Hz. 

The notch filter was fed by a speech signal of 300 to 3400Hz 

bandwidth; the output of the filter appeared perceptually unchanged 

with respect to input signal when tested by informal listening 

experiences. The filter was also tested by waveforms and spectra 
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shown in figure 5.19(e) to (f). This then suggests an acceptable 

space in the 300 to 3400Hz channel for conveying the voiced/unvoiced 

information to the receiver. 

Returning back to the development of the high frequency regeneration 

network, we now will consider several methods for the spectral 

extension of unvoiced speech signals. 

5.4.1.1 Bandpass Filtered Noise 

It is often said that the high frequencies of unvoiced speech may be 

synthesised by introducing a noise source into the bandlimited 

speech signal. This method was indeed tried using a very simple 

arrangement by which the regenerator network in figure 5.18 was 

composed of a wideband noise source followed by a 3400 to 7600Hz 

bandpass filter. The noise was controlled by commands received from 

the transmitter such that it was only switched on when un voiced 

sounds were present in the received signal. 

The method was later modified such that the envelope waveform of the 

unvoiced speech was transmitted to the receiver. At the receiver, 

the envelope was multiplied by the bandpass noise signal. The 

transmission of the waveform envelope required about 300 to 500Hz 

additional channel bandwidth; the system now appears as shown in 

figure 5.20. 

The results of the scheme of adding the bandpass filtered noise to 

the 300Hz to 3400Hz baseband unvoiced speech showed a detrimental 

effect both in quality and by a reduction in intelligibility, 



- 236 -

especially with the 'unvoiced-voiced-unvoiced' utterances. This 

result was not improved at all by the transmission and 

multiplication of the noise by the waveform envelope. Our results 

for the HFR of unvoiced speech, 

the notion developed by the BBC 

at this stage, were compared with 
(ref 71) research dept . Their 

system for regenerating high frequencies for unvoiced sounds was, in 

fact, a purely receiver-only arrangement as the operation of the 

process (shown earlier in figure 3.58) did not require multiplexed 

information to differentiate between voiced speech and unvoiced 

speech for the receiver. The system is again shown for the reader's 

convenience in figure 5.21. 

It may be seen that the method does attempt to determine implicitly 

the mix of voiced and unvoiced speech from the bandlimited input 

signal by the amount of output from filter Fl , which controls the 

amplitude of the wideband noise source. The components of the 

variable noise source are selected by filter F2 then added to the 

300 to 3400Hz input speech. When the system was investigated, we 

found that the output speech signal lost little or no 

intelligibility when compared with the input bandlimited signal and 

perceptually some high frequencies did appear to be present, but the 

quality of the output voiced speech was poor and gave the impression 

that a low bit rate coding system was used in the channel. 

Going back now to the scheme shown in figure 5.1 the next question 

that we considered was what can we place into the 'HFR-box' in order 

to attempt to generate more successfully high frequencies for the 

unvoiced sounds? This meant returning to non-linear transfer 
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functions to generate inter-modulation products and hence provide a 

broader spectrum output signal. As well as using the 'W' transfer 

function from section 5.3 to generate a wideband excitation signal 

for the spectral enhancement of unvoiced speech sounds, a different 

spectral broadening technique was used where the instantaneous 

baseband speech amplitude may be raised to the third 

power(ref 77), i.e. a cubic transfer function. These are 

considered in the following sections. 

5.4.1.2 Use of the 'W' Transfer Function for Unvoiced Signals 

In this method, the baseband 300 to 3400Hz received unvoiced signal 

was used as the input to an instantaneous logarithmic compressor 

followed by a 'w' transfer function. The output of the 'W' element 

was fed into a 3400-7600Hz bandpass filter as shown in figure 

5.22(a). 

5.4.1.3 CUbic Transfer Function(ref 77) 

In this scheme, the 'W' transfer function was replaced by the cubic 

transfer function as shown in figure 5.22(b). The cubic transfer 

function was only applied for unvoiced signals. 

5.4.1.4 Hybrid Regenerator 

Using the high frequency regenerators of sections 5.4.1.2 and 

5.4.1.3 a hybrid arrangement was produced by including (a) the 'w' 

transfer function preceded by the logarithmic compressor and 
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followed by the 3400-7600Hz bandpass filter; (b) the cubic transfer 

function plus a 3400-7600Hz bandpass filter and (c) the logarithmic 

compressor plus the 'W' transfer function and a 300 to 3400Hz 

bandpass filter. Regenerator (a) is incorporated when an Isl sound 

is indicated from the transmitter. Regenerator (b) is used when the 

transmitter indicates an If I or 181 sound and finally regenerator 

(c) is applied when a /fl is selected at the transmitter. The 

reason for using model (c) for the If I sounds is that we have noted 

in section 4.2 that the time waveform of a If I sound appears very 

similar in shape to that of an Is/ sound with the exception of the 

zero-crossing rate being considerably lower than that of the /s/ 

sound which may be reproduced by bandpass filtering the output of 

the 'W' transfer function to a lower range than that for the high 

frequency synthesis of an Isl sound. 

5.4.1.5 'W' Transfer Function applied only for Isl Sounds 

In this case, high frequency regeneration was applied for Is/ 

utterances only using the network shown in figure 5.22(a). All 

other speech sounds (voiced and unvoiced) were left unprocessed and 

therefore, the receiver output yielded the baseband 300Hz to 3400Hz 

version for these signals. The high frequency regenerated signals 

applied for the /sl utterances were slightly attenuated below the 

normal unvoiced to voiced amplitude ratio of the original 300 to 

7600Hz signal. 
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5.4.1.6 Results 

In all of the experiments described in sections 5.4.1.2-5, the 

relevant unvoiced speech signals were selected by visual waveform 

inspection. In addition to this, the zero-crossing rate detector 

(section 4.5) was used in sections 5.4.1.2, 4 and 5 for detection of 

the Isl signals. 

The results of the informal subjective listening tests of the 

methods utilising these non-linear transfer functions began to show 

some improvement over the baseband signal. This was perhaps in 

contrast with the noise-source techniques used previously for the 

high frequency regeneration. Method 5.4.1.2 had shown improvement, 

particularly with the Isl sounds, with little reduction in 

intelligibility, although the If I sounded more like an Isl 

utterance. Method 5.4.1.3 showed a similar improvement over the 

base band signal but more so with an If I sound. The hybrid system 

explained in section 5.4.1.4 had shown improvement for Isl, If I and 

161 utterances but the If I sound was still degraded. However, the 

technique 5.4.1.5 had shown the best overall improvement so far. 

The waveform plots for the schemes discussed are illustrated in 

figure 5.23. The original waveform of the Isl sound has a 

consistently high zero-crossing rate with a non-uniform envelope 

structure. Figure 5.23(b) shows that the Isl signal is greatly 

attenuated and distorted by the bandpass filtering from 300Hz to 

3400Hz. The noise source of figure 5.43(c) may perhaps show some 

improvement over the bandlimited Isl of figure 5.23(b) but the 
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structure of the waveform bears very little resemblance to that of 

the original waveform, both in terms of zero-crossing rate and the 

amplitude envelope. If the time envelope of the original is 

multiplied by the noise source as shown in figure 5.23(d), then 

obviously the shape of the waveform now appears more like the 

original but the informal perceptual results appear to have shown 

that the transmission of the time envelope had very little effect on 

improving the quality of the processed signal. It does seem to 

suggest that the 'secret' of improving the quality of the processed 

signal lies in preserving or at least reproducing the original 

zero-crossing rate of the original signal. This was attempted by 

employing the 'W' transfer function of section 5.4.1.2 which gives 

rise to the waveform of figure 5.23(e). The waveform of the output 

from cubic transfer function used in figure 5.22(b) is shown in 

figure 5.23(f). For the hybrid system of section 5.4.1.4, it 

appears that the 'W' transfer function yields a slightly more 

regularly structured time waveform than does the cubic transfer 

function. The former thus seems more suited to enhance the 151 

sound whilst the latter appears more successful when artificially 

producing the high frequencies of the If I sound. 

It was found that the technique of employing the 'W' transfer 

function for 151 utterances only (yielding the waveform of figure 

5.23(e» and leaving all of the other speech sounds unprocessed 

produced the best results. We therefore considered that in order to 

afford additional sound improvement of the processed signal, the 

amplitude envelope of the original may be used in conjunction with 

the process of 5.4.1.5. It was considered that it may also be 
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advantageous to aim at shaping the regenerated spectrum for the Isl 

signal such that shape of the output spectrum of the processed 

signal would be more like the shape of the original 300Hz to 7600Hz 

Isl spectrum. We will now concentrate only upon the Is/ fricative 

sounds in the speech signal which we consider perceptually to 

contribute most significantly to high frequency components of 

wideband speech. 

The reason for only processing wideband /s/ sounds only from all 

other speech utterances are as follows: 

1. The bulk of the spectral content of voiced speech, particularly 

vowels, resides within the 300 to 3400Hz band; 

2. Although stop consonants and voiced fricatives possess spectral 

energy outside the 300 to 3400Hz range, a significant amount of 

spectral energy still lies within this band. Further, it was 

earlier found that only a marginal improvement may be obtained 

if the bandpass filtered version of the stops and voiced 

fricatives be replaced by their wideband (300-7600Hz) 

counterparts (from the system in figure 5.16). This assumes 

that perfect high frequency regeneration is possible for these 

signals. 

3. The relative frequency of the Isl phoneme in English speech 

prose is 4.55%(ref 3) which is ranked high in the list of 

consonants (4th out of 24). The wideband version of the Isl 

utterance also shows a large improvement in perception over the 

bandlimited case concerning both intelligibility and quality. 
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4. Unlike most other sounds, the bulk of the spectral energy of the 

/5/ phoneme lies outside the 300 to 3400Hz range with very 

little energy within that range. Thus the process of detection 

and separation of the /5/ signal from the 300 to 7600Hz is quite 

a straightforward task (section 4.3 and 4.5) and may be achieved 

reliably and without too much complexity. 

5.4.2 Transmission of the Waveform Envelope of the /5/ Signal 

The waveform of figure 5.23(e) shows the structure of the waveform 

for the synthesised /5/ signal. If the start and finish of the /5/ 

utterance were included, this would indicate an abrupt start and 

finish to each /5/ sound. The perceptual quality of the processed 

/5/ sound may be improved by incorporating a gradual rise at the 

leading edge and a gradual fall at the trailing edge of each 

processed /5/ segment. The leading and trailing edges were modified 

by exponentially rising and decaying envelope functions 

respectively. The envelope functions were arbitrarily chosen and 

are shown in figure 5.24. 

For the leading edge of each processed /5/ segment, function 5(a) 

was used where: 

y{t) = exp{at) - 1 (5.22) 

and y{TA) is set to 1.0 

(5.23) 
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For the trailing edge of each processed /s/ segment, function 

5.24(b) was used, viz: 

y(t) = exp(-bt) (5.24) 

and 

(5.25) 

For our experiments, the duration of each exponential smoothing 

envelope was taken as 16mS, such that 

(5.27) 

The resultant processed waveform for the /s/ signal (figure 5.25) 

now appears to have a smoother rise and fall in amplitude at the 

start and finish of each /s/ segment. It was therefore expected 

that the perceived quality of the output signal for the /sl sounds 

may be better blended with the unprocessed, bandlimited voiced 

speech. ,Unfortunately, this was found not to be the case, and 

appeared that although the /s/ signal still seemed to be conveyed by 

a wider bandwidth channel than 300 to 3400Hz, it still sounded 

somewhat unnatural when heard together with bandlimited voiced 

speech in the same speech passage. 

Further experiments were then conducted to modulate the processed 

/s/ waveform of figure 5.23(e) by the amplitude envelope of the 

original 300 to 7600Hz /s/ signal at the input to the transmitter. 

The experiment was set up as shown in figure 5.26. 
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The time constant of the envelope detector was set to lOmS giving 

the resultant envelope signal corresponding the /s/ sound in 

"sister" as shown in figure 5.27. At the receiver, this is used to 

control the amplitude of the synthesised /s/ signal of figure 

5.23(e). 

Upon listening to the output signal, the method appeared to produce 

a better quality sound for the /s/ utterances than did the case 

using the exponentially rising or decaying windows. This is 

possibly due to the fact that the wideband /s/ sound is a continuous 

utterance, the high frequency regenerated /s/ signal appears to 

require more shaping than just the leading and trailing edges of the 

time waveform. 

5.4.3 Shaping the Spectrum of the Processed /s/ Signal 

As previously mentioned, a further step in the direction of 

improving the quality of the processed /s/ signal was to attempt to 

shape its spectrum such that it appeared more similar to the /s/ 

spectrum of the input signal. 

The spectrum for a wideband /s/ signal at the input to the 

transmitter is shown in figure 4.3(b). The spectrum of a 

bandlimited /s/ signal is shown in figure 5.28(a). If the 

bandlimited /s/ signal is enhanced with the 'W' transfer function 

element of figure 5.22(a) with no spectral shaping, then the 

frequency plot will appear as illustrated in figure 5.28(b). It can 

be seen that whilst the original spectrum has a characteristic peak 
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in the spectral envelope centred at about 4.8kHz, there is no such 

contouring with the spectrum of figure 5.28(b). The flat spectrum 

output from the 'W' transfer function may be contoured using a 

filter with a spectral peak in its response. One such type of 

filter is precisely the same as that used to synthesise an 

additional formant to enhance the the high frequencies of voiced 

speech as described in section 5.3. The system used for generating 

a spectral peak in the processed /s/ signal is shown in figure 5.29 

for the receiver terminal only. The transmitter terminal is the 

same as that in figure 5.26(a). 

As illustrated in figure 5.26, the amplitude envelope of the /s/ 

signal and the decision of its presence can be transmitted along 

with the baseband signal, so in addition to the spectral shaping 

currently being applied, the amplitude of the synthesised /s/ signal 

is also modified by the amplitude of the original wideband /s/ 

signal. 

The output of amplifier Al yields a signal with a flat spectral 

distribution between 3400Hz and 7600Hz whilst the output of the 

amplifier A2 yields a signal with a prominent peak in its spectral 

magnitude. The adjustments of Al and A2 control the mix of 

those spectral distributions. 

The filter F3 is a high Q resonant circuit of the same design as 

the formant filter used previously but with the settings re-adjusted 

from those in equation (5.21) to these as listed: 



-1 
01 = 02 = 1,100 5 

fe = 4.8 kHz 

M = 400 Hz 

- 246 -

(damping factors of poles) 

(centre frequency) 

(pole separation) 

(Ilmplification factors) 

(5.26) 

These values were fixed throughout the whole of the 10-word test 

sequence. The resultant frequency response of the spectral 

magnitude and phase for the resonant filter F3 of figure 5.29, is 

shown in figure 5.30; again, this was found by evaluating equation 

(5.20) around the unit circle in the z-plane. This was performed 

using subroutine RESPONSE as listed ·in appendix A.4. 

As expected, the response of the resonant filter has a peak at the 

centre frequency of 4.8kHz with decaying skirts. However, one side 

of the response curve is not quite monotonically decreasing possibly 

due to spectral leakage effects from the negative frequency spectrum 

(c.f. section 6.4.1). 

The spectra of an /s / signal at the output of filters F 2 and F 3 

is shown in figure 5.3l(a) and (b) respectively. The spectrum of 

figure 5.3l(a) appears as a bandlimited noise response whilst the 

spectrum of figure 5.3l(b) obviously has the required peak in its 
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spectral amplitude envelope. The two signals are mixed together by 

amplifiers Al and A2 with the settings as in equation (5.26) 

after which the signal is modulated by the envelope of the time 

signal from the transmitter. The spectrum of the output signal, 

shown in figure 5.31(c), may be compared with that of the original 

signal at the transmitter, which is shown in figure 5.31(d). It can 

be seen that the spectral contouring provides the required shaping 

for the spectral envelope although the fine structure, perhaps being 

less important for unvoiced fricatives, is not preserved. 

The resultant time waveforms for the original and band limited /s/ 

signals in "sister" are shown in figure 5.32(a) and (b) 

respectively; the processed signal is shown in sub-figure (c). Due 

to the transmission of the amplitude envelope plus that fact that 

the prominence of the synthesised peak in the spectral magnitude is 

manifested as a consistently high zero-crossing rate, the processed 

signal seems to bear more resemblance to the original signal than 

does the 300 to 3400Hz bandlimited signal. The graphical results 

seem to be supported by the informal subjective listening tests 

which yielded the most encouraging results of all the methods 

described in this chapter so far. The provision of the spectral 

peak for the processed /5/ signals appears to remove the 'rasping' 

sound which were generated when the /5/ sound was processed without 

using the resonant filter. 

Referring to the listening tests using our 10-word sequence, words 

such as "sister" and "5 K Harvey" appear quite satisfactory but the 

/s / utterance in the word "fist" still sounds slightly unnatural in 
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its blending with the voiced III and the stop consonant It/. It 

still appears, therefore, that more effort may be required to mix 

properly the regenerated high frequencies with the 300 to 3400Hz 

bandlimited signal. 

Since this latest idea of figure 5.29 requires processing at the 

transmitter as well as at the receiver, it may be advantageous to 

examine the possibilities of replacing the analogue medium with a 

digital channel. We will need to examine some coding algorithms 

prior to transmission and preceding the reception of the signal. 

This is indeed the topic of our next section. 
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5.5 Digital Technigues in conjunction with Bandwidth Enhancement 

Post-Processing 

In this section we are concerned with using currently developed 

code cs to facilitate transmission of the base band signal together 

with the necessary multiplexed information for the system of figure 

5.20. As it is the 300 to 3400Hz baseband signal that requires 

digitisation, it is not considered necessary to design a new coder 

to be tailored specifically for the high frequency regeneration 

system. The coders that are to be tested are precisely those 

described in Chapter 3(refs 18-27} which have the required 

parameter optimisations performed before being included in the 

channel of the bandwidth enhancement system. 

The coders that were considered for transmitting the 300 to 3400Hz 

baseband signal and the necessary side information are APCM, DPCM, 

CFDM and CVSD. The investigation of the performance of the coders 

in this situation was undertaken by Mr 5 N Koh of the Department of 

Electrical Engineering Loughborough University.(ref 78} 

5.5.1 Optimisation of APCM 

The performance of APCM depends upon the input signal power level 

and the set of the step size multipliers used. The optimum values 

of the step size multipliers for different number of bits per sample 

were determined by Jayant and used throughout the investigations. 

To determine the optimum input signal power, each input sample was 
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divided by a fixed constant and the signal to quantization noise· 

ratio was calculated by 

N s 2 
~ x. 

i =1 1 

SNR = 
N (5.27) s 2 
~ e. 

i =1 1 

where Ns is the total number of input samples and {e.} was obtained 
. 1 

by filtering the quantization noise (input minus quantizer output) 

by a 300 to 3400Hz bandpass filter. The noise obtained in this way 

is known as the in-band noise. The words "sister" and "father" plus 

the silence pause between the words were used to evaluate the SNR 

performance of the codecs. The optimum input signal power was found 

to be -25dB for the 300 to 3400Hz bandwidth speech signal. The 

performance curves for the APCM coder operating at transmission 

rates of 16, 24 and 32 kb/S against input signal power are shown in 

figure 5.33. 

5.5.2 Optimisation of Differential Pulse Code Modulation 

In the case of the ADPCM coder, the predictor in the feedback loop 

(figure 3.3) was implemented as an integrator with a leakage factor 

of 0.9. The optimum values of the step-size multipliers that were 

determined by Jayant(ref 20) were used. To optimise the value of 

the input signal power, the input sequence {x.} was again divided by 
1 

different constant values and the signal to in-band quantisation 

noise ratio for each constant was calculated using the expression 
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(5.27); the results are plotted in figure 5.34. The value of the 

input signal power which was positioned at the mid dynamic range of 

the input power for the transmission bit rates investigated was 

again -25dB. 

5.5.3 Adaptive Delta Modulation (ADM) 

5.5.3.1 Constant Factor Delta Modulation (CFDM) 

As previously discussed in Chapter 3, constant factor delta 

modulation is an instantaneously companded delta modulation with a 

one-bit memory Jayant quantizer. The step size adaptation strategy 

is given by 

(5.28) 

is the current step size, and 

M = Ml if the present quantization output is the same as the 

previous quantizer output, or 

M = M2 if they are difference (c.f. equation 3.8). 

Ml should be greater than unity for the encoder to follow an abrupt 

increase in the magnitude of the input signal and M2 should be less 

than unity. It has been shown by Jayant(ref 20) that Ml and M2 

should satisfy the following equation 

Ml.M2 ~ 1 (5.29) 

for stability. 



- 252 -

The value of Ml = 1.5 as determined by Jayant(ref 20) to maximise 

the signal to quantization noise. To optimise the input signal, the 

input sequence {x.} was again divided by a constant value and the 
1 

signal to in-band quantization noise ratio was used (expression 

5.27). The results are plotted in figure 5.35 where the optimum 

input signal power was found to be adS. 

5.5.3.2 continuously Variable Slope Delta Modulation (CVSO) 

As discussed in Chapter 3, CVSO is functionally a syllabically 

compounded delta modulation; in this system, the quantizer step size 

varies at a much slower rate than the instantaneous variations in 

the speech simple sequence. 

The coefficients a and e, from equations (3.18) and (3.20), were set 

to the values shown in table 5.1. 

Fs(kHZ) a 

16 0.94 
24 0.96 
32 0.97 

e 

0.99 
0.99 
0.99 

Table 5.1 
(ref 27) 

The results of varying the input signal power are plotted in figure 

5.36 and the optimum input signal power to the encoder was found to 

be 15dB. 
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5.5.4 Speech Enhancement System Incorporating the Digital Codecs 

The digital speech transmission system with quality enhancement by 

high frequency regeneration pre- and post-processing is shown in 

figure 5.37. Prior to encoding the speech signal, the signal was 

first bandlimited from 300 to 3400kHz. It was then sampled at 

different rates and encoded by the four different digital code cs to 

obtain transmission rates of 16, 24 and 32 kb/S. The process of 

re-sampling an already sampled sequence is achieved by a combination 

of interpolation and decimation. The process is relatively 

straightforward and is discussed more fully in section 6.6.1. 

Referring to figure 5.37, the envelope of the /5/ sounds was 

extracted from the 300 to 7600Hz version of the speech signal by 

passing this signal through an ideal full-wave rectifier followed by 

a lowpass filter of a finite impulse response and a bandwidth of 

150Hz. The reason for using the FIR filter rather than a recursive 

filter is because the bandwidth to sampling frequency ratio is 

relatively small, hence the delay characteristics of the passband 

would be highly non-linear causing unwanted dispersion. However the 

signal delay of an FIR filter can be precisely known. 

The output of the filter was sampled at a fixed rate of 400 samples 

per second and encoded by a two-bit ADPCM encoder to give a fixed 

transmission rate of 800 bits per second. The transmission channel 

was assumed to be ideal in all cases (i.e. no bit errors were 

introduced). 

o 
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At the transmitter terminal, the output of both the encoders for the 

300 to 3400Hz speech signal and the signal envelope were multiplexed 

together with the '/s/-decision' and transmitted. At the receiver 

the digital signal was demultiplexed and decoded by the respective 

decoder corresponding to that used at the transmitter to recover the 

bandlimited speech signal of 300 to 3400Hz and the 0 to 150Hz 

envelope signal. These recovered signals were then sent to the high 

frequency regeneration network outlined in section 5.4.1. The 

'Is/-decision' was used to determine whether or not to add the 

re-synthesised high frequency /5/ signal to the 300 to 3400Hz 

bandlimited signal. The material used for testing purposes for the 

digital system was the 10-word sequence as used in our previous 

experiments. 

For comparison purposes, the digital codecs were tested without any 

form of high frequency regeneration applied at the receiver (i.e. 

only the 300 to 3400Hz bandwidth speech was processed). The 

generalised system is shown in figure 5.38. 

5.5.4.1 Results of Using the Digital Codecs Alone 

The aim was to study the use of digital codecs in conjunction with 

the high frequency regeneration network and to compare the quality 

of speech processed by the four different codecs at three different 

transmission rates of 16, 24 and 32 kb/S with and without high 

frequency regeneration. 
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Objective comparisons for the performance of the four codecs was 

based on their signal to in-band quantization noise and their 

dynamic ranges with each of the digital coders operating at its 

respective optimum point. As shown in figure 5.39, the SNR values 

against the three different transmission rates for each codec show 

that their relation is almost linear. It can be seen that the 

higher the transmission bit rate, the higher the resultant SNR. 

In the case of APCM and ADPCM, the sampling rate is fixed.at 8000 

samples per second and as the transmission rate increases, a greater 

number of bits are available and may be used to represent each 

sampled value of the input signal. The quantization noise 

correspondingly decreases giving an increased SNR value. It is 

a 1 so noted that ADPCM is about 3dB hi gher in SNR than APCM. Th is 

is to be expected as ADPCM is a more efficient coding technique 

than APCM. 

In the case of CFOM or CVSD, a one-bit quantizer is used. The 

increase in transmission rate is the result of the increased 

sampling rate. Signals sampled at a higher sampling rate produces 

an error sequence with a lower variance to be quantized and thus 

reduces its step size without causing overload. Oecreasing the step 

size of the quantizer without overload always gives rise to smaller 

quantization noise and hence a higher SNR. This explains why the 

adaptive delta modulation had higher SNR values at higher bit 

transmission rates. 
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Comparing the dynamic range of the coders (i.e. the range of input 

power that provides 3dB below the peak SNR) it appears that the 

AOPCM has the widest dynamic range followed by CFDM, then APCM then 

CVSD. The AOPCM coder yields a dynamic range a few dB higher than 

CFDM but almost three times that of CVSD. The values of the dynamic 

ranges obtained when examining the coders are tabulated in Table 5.2. 

AOPCM APCM 
TBR{kbps) SNR(dB) Dvnamic ranae(dBJ SNR(dB) Dvnamlc ranae(dBl 

16 12.3 50 10.6 34 
24 17.6 50 12.4 40 
32 22.9 45 19.6 36 

CFDM CVSD 
TBR{kbps) SNR{dBt Dynamlc ranae(dB) SNR(dB) Dvnamic ranae (dB l 

16 11.0 47 13.7 10 
24 17.3 43 18.7 17 
32 . 22.9 40 22.4 17 

Table 5.2 Comparison of the dynamic range 
offered by the different coders (ref 78) 

Subjective listening experiences indicated that the higher bit 

transmission rate always resulted in better speech quality. ADPCM 

offered the best performance amongst the four codecs which is not 

surprising since AOPCM exploits the advantages of signal 

differentiation and multilevel coding as compared to APCM with 

multi level coding only and delta modulation with signal 

differentiation only. The CFDM had more noise during the speech 

sounds but had less quantization noise during the silent intervals. 

This was expected since the step size multiplier had a small value 

of 0.6 during the silence pauses. 
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The APCM and CVSD yielded the worst subjective results from amongst 

the four coders. The APCM coder had a very high quantization noise 

for both speech sounds and the silent intervals. At l6kb/S, the 

CVSD coder suffered from noise as well as intelligibility reduction 

(although only informal subjective listening experiences indicated 
• this result). The result may be attributed to the very narrow 

dynamic range that the CVSD coder had as shown in figure 5.36. 

5.5.4.2 Addition of High Frequency Regeneration 

The high frequency regeneration network in figure 5.37 was now 

switched on and the perceptual experience of this indicated an 

apparent extension of bandwidth at the output of the receiver for 

all of the digital coding schemes considered. Most notable was the 

fact that the quality and intelligibility of the 16 kb/S-CVSD coder 

appeared very inferior without the use of the HFR network; when the 

HFR was applied for the Isl sounds, the quality and intelligibility 

seemed to improve as far as informal listening tests were 

concerned. The coder noise associated with both the CVSD and CFDM 

systems appeared to become less obtrusive when the HFR process was 

applied although in comparison with the better coding scheme of 

AOPCM these were still considered fairly noisy whether or not the 

HFR processing was included. The noise generated by both of the 

delta modulators was more correlated with the speech signal than in 

the case of the APCM coding at the three transmission rates 

examined. The APCM coder generated a greater amount of granular 

noise and the subjective effect of this did not seem to improve even 

when the HFR process was applied. The continuous granular noise 
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disappeared only during the time when the /s/ sounds were 

synthesised which gave a disturbing switching effect from one signal 

to another. 

In conclusion, it appeared that the 32 kb/S ADPCM system using HFR 

gave the best overall result and the 16 kb/S-CVSD system showed the 

most marked improvement for the output speech when HFR was included 

compared with the case without the HFR for /s/ sounds. 

5.5.5 Future Recommendations of HFR 

As we noted earlier in section 4.2, the spectrum of the /s/ 

utterance exhibited a peak in its envelope between about 4 and 

5kHz. This prominent peak has been exploited by the resonant filter 

network of figure 5.29. However, the spectra associated with the 

/s/ signal may change in time especially perhaps during the onset 

and trailing positions of this utterance. This can be seen in the 

examples of the spectral plots for the leading portion and trailing 

portion of the /s/ utterance taken from the word "fist". These are 

shown in figures 5.40(a) and (b) respectively. 

At present, no provision is made for this temporal variation as the 

pole-residues of the resonant filter in figure 5.29 are fixed. A 

suggested future investigation would be to track the amplitude of 

the spectral peak from the 300 to 7600Hz bandwidth input signal and 

transmit this to the receiver such that the height of the spectral 

peak of the synthesised /s/ signal may be varied in accordance with 

the input speech signal. Figure 5.41 shows the proposed HFR network 
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for future examination. The transmission of the strength of the 

spectral peak of the Isl sound may be achieved simply by 

transmitting the energy within the 4.5 to 5.5kHz frequency band and 

using the envelope of that time signal to modulate the output of the 

resonance filter at the receiver. This should hopefully achieve the 

desired result and improve the blending of the HFR signal and the 

bandlimited signal. 

5.6 Baseband Synthesis 

Until now, we have devoted considerable attention to the enhancement 

of the high frequency components of speech which are otherwise 

suppressed by telephonic bandpass filtering from 300 to 3400Hz. As 

discussed earlier, the effect of telephone bandpass filtering is 

two-fold, Le. to render the speech signal "tinny" as well as 

muffled. Reduction of the apparent muffling of the processed signal 

does in some cases increase the intelligibility of the processed 

signal. In particular, the distinction between an Isl or an If I can 

be improved. On the other hand, if it is required to reduce the 

effects of highpass filtering then this is unlikely to render the 

processed signal more intelligible (ref 17).although here we are 

more interested in improving the quality of the processed signal. 

The quality mismatch that exists between broadcast quality speech 

and "phoned-in" speech to the studio indicates the desire to attempt 

to improve the low frequency quality of the telephone bandwidth 

speech signal. Various schemes directed at this objective will now 

be described. 
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5.6.1 Low-Frequency Synthesis by a Local Oscillator Driven at Pitch 

Frequency 

This method simply adds the output of a sinewave generator to the 

base band signal. The frequency of the generator is controlled by 

the pitch or fundamental frequency of the incoming bandpass signal 

while the amplitude of the oscillator is governed by the signal 

energy within the 300 to 1kHz band. The system, illustrated in 

figure 5.42, has the advantage of being devoid of any processing at 

the transmitter terminal, hence it requires nomultiplexed side 

information. 

The input signal x(t) is 'cleaned up' by a 300 to 3400Hz bandpass 

filter to produce x'(t) and the short-time energy of the 300Hz to 

1kHz bandpass region was determined by a 15th order Butterworth 

whose gain and phase response is shown in figure 5.43. 

The subroutines used to model the filter are listed in the appendix 

A4. The filter was followed by a first order envelope detector with 

a time constant set to 10mS; the time constant was chosen so as to 

smooth out the pitch variations without causing too much "lag" in 

the response of the short-time energy detector. 

The pitch frequency is determined using the cepstrum technique which 

was preceded by a sliding-block analyser. This is such that the 

relatively large number of samples required by the cepstrum to 

determine the average pitch frequency of a speech sample block does 

not prevent the use of a smaller time resolution for each instant 

that the pitch frequency measurement is updated. After the cepstrum 
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is determined, the function is truncated at lower and upper 

quefrency regions so as to filter out the pitch spike of the 

cepstrum. The position of the spike is then selected by a peak 

picker such that the pitch period may be ascertained. 

The local oscillator is then driven at that pitch frequency and its 

amplitude is modulated by the short-time envelope set). The 

resultant low frequency synthesised signal is then added to the 300 

to 3400 Hz bandlimited signal to form the processed signal z(t). 

An additional module shown as the V/UV detector in figure 5.42 is 

used to switch on the low frequency synthesis network only when 

voiced speech is deemed to be present in x' (t) and switch off the 

network otherwise. It may well be envisaged that the computation of 

the cepstrum itself may be used to perform the task of 

voiced/unvoiced decision but since the cepstral calculation is a 

fairly large load for computer execution time, a simpler method for 

the V/UV switch was sought. The scheme that was decided upon was 

the first shift autocorrelation coefficient method already explained 

in section 4.7 and the parameters selected for this method were 

those chosen for the 300 to 3400Hz input speech data. When the 

detector indicates a condition of voiceless speech at the input then 

x'(t) is fed straight to the output as switch S2 is opened. In 

this state, the cepstral computation does not take place but the 

short-time energy measurement and the sliding block process still 

continues. 
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5.6.1.1 The Sliding Block Strategy 

The sliding block strategy used prior to the cepstrum computation is 

shown in figure 5.44. The "input-tape" contains the 300 to 3400Hz 

bandlimited data and the "output-tape" contains of low frequency 

synthesis processed data. The sequence of operations of the sliding 

block regime, during cycle "m", are as follows: 

(1) The 1024 samples contained in block 'B' are shifted to the left 

by 64 samples such that if the samples in block 'B' are written 

as {b;}; ; = 1,2, ... ,1024 

then ; = 1.2 •...• 960 (5.30) 

(2) The top 64 samples of block B are filled by a new set of 64 

samples from block 'A' which is read from the input-data tape; 

i.e. 

j = 1.2 •...• 64 (5.31) 

where {x.} represents the input sequence of block 'A'. 
J 

(3) The new samples of block 'B' are now used for the computation of 

the cepstrum which determines the average pitch frequency of the 

speech data within that block of samples. The pitch period is 

taken to correspond to the speech samples in Block 'C' i.e. the 

centre 64 samples of block 'B' such that 

for k = 1.2 •...• 64 (5.32) 
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(4) In the diagram of figure 5.42 the voiced/unvoiced detector is 

used to disconnect the low frequency synthesis network when 

voiced speech is not present at the input. The VIUV decision 

scheme is based upon the first shift autocorrelation coefficient 

of the input speech and uses a speech block of 128 samples so 

that without altering the parameters chosen in section 4.7 the 

same block length was used. This constitutes block '0', where 

for Q, = 1 ,2, ... ,128 
(5.33) 

(5) If the samples of {dJl,} were tested to give a "voiced" condition 

then the 64 samples of block 'E' are those generated by the 

local oscillator driven at the pitch frequency, where: 

(5.34) 

where Fo is equal to the reciprocal of the pitch period, 

T = 1 IF (F = the sampling frequency) s s 

and rj> 1 = the residual phase left from the previous set 0 f m-
samples in block 'E' i.e. during operation cycle (m-I). 

The phase rj>m-1 of the sinewave generator is retained such that the 

phase of the local oscillator is continuous even though the 

frequency is varied 
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The amplitude modulation term. {s.}. are those samples generated by 
J 

the first order envelope detector. The principles of operation of 

the envelope detector are the same as those described in section 4.6 

and need not be explained again here. The output of the envelope 

detector is further delayed by 480 samples before modulating the 

fundamental frequency oscillator so as to compensate for the 

shifting involved with the sliding block process. 

(6) The samples of the modulated fundamental frequency. i.e. {e.} 
J 

are then added to the delayed input block 'C' in figure 5.44 i.e. 

fa r j = 1.2 •...• 64 
(5.35) 

before the {z j} samples are written to the output tape of 

processed data. 

(7) When the V/UV detector indicates voiceless speech then the 

cepstral computation does not take place and the samples of 

block 'C' are transferred directly to the processed data tape 

Le. 

Z. = C • 
• 1 J 

j = 1.2 •...• 64 (5.36) 

The sliding-block scheme still however continues to operate 

whether voiced speech is present or not. 

At the finish of this step, the sliding-block strategy returns 

to step (1) until all the input speech data has been processed. 
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5.6.1.2 Pitch Detection by the Cepstrum Method 

The method used to determine the average pitch frequency of the 1024 

samples contained in block 'B' was the cepstrum method; this process 

will now be briefly reviewed as follows: 

The samples contained in block 'B' are designated {b.} as in 
1 

equation (5.31) and the OFT of that sequence is given by 

NB 

.L 
1 =1 

[_ 2~~ Jj 
(5.37) 

J = 1 ,2, ... ,NB 

Since the time sequence is purely real, the double sided spectrum is 

in complex conjugate form i.e. 

* BJ = BN -J 
B 

Therefore, only the values of B J for J=l ,2, ... ,NB/2 need be 

considered for further computation. 

(5.38) 

Next the Cartesian OFT co-ordinates are converted to Polar form viz 

(5.39) 

J=1,2, ... ,NS/2 
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The logarithm of the power spectrum is now taken with the phase set 

to zero for all frequency coefficients, i.e. 

IBJI = 20 l0910lBJI 
dB 

and ~ = 0 

J=1,2, ... ,N
B

/2 (5.40) 

To determine the cepstrum, the inverse OFT of the sequence {I B I } 
J dB 

is taken after the full double sided spectrum is reformed. 

(5.41 ) 

Since the sequence {IBJl
dB

} is wholly real, the complex conjugate of 

each coefficient is equal to that coefficient itself, i.e. 

and so 
NB 

b' L IB I exp [2~JB·JJ 
j = J=l J dB L J (5.42) 

where the sequence {b'.} is the double-sided cepstrum of the time 
J 

sequence {b.}. 
J 
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As the original time sequence, {b.}, and its double-sided log-power 
J 

spectrum {IB·I } are both wholly real, the double-sided cepstrum is 
J dB 

thus symmetrical about the NB/2 ordinate. Therefore, the sequence 

{bj} for j = (NB/2+1), (NB/2+2), .•• ,NB is discarded. 

The results of this process for a 64mS specimen of speech are shown 

in figure 5.45(b). There are two characteristic portions of the 

single-sided cepstrum; one being the slowly varying portion 

associated with the lower quefrency range between 0 and say 3-4mS; 

and second is the spike at about 9-10mS. The former is indicative 

of the spectral envelope distribution of the speech sequence in 

figure 5.45(a) and the latter is associated with the spectral fine 

structure or the average pitch period of the same speech sequence. 

In order to select the position of the cepstral peak, a rectangular 

window was used to truncate the cepstrum below 5mS and above 15mS 

such that the resultant function is now shown in figure 5.45(c). 

This rectangular window corresponds to a maximum frequency of 200Hz 

and a minimum frequency of 66.7Hz so as to isolate the upper portion 

of the cepstrum from the lower portion. The width and position of 

the window can be varied to impose different frequency restrictions 

if required. Ascertaining the peak position is now a relatively 

trivial task. The reciprocal of the frequency value is numerically 

equal to the average pitch frequency Fa' of the sequence {bj }, which 

now is used in equation (5.34) to drive the local oscillator at the 

fundamental frequency of the speech signal. 
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5.6.1.3 Pitch Detection by Data Reduction 

Pitch detection by data reduction makes use of the time domain 

properties of the speech signal. It is a faster technique than the 

ce.pstrum method in terms of computer processing time. The original 

algorithm, developed by N J Miller, (ref 80) is accomplished in 

three phases. In the first phase, a data structure is constructed 

from speech samples using zero-crossings and energy measurements. 

This structure contains the candidates for the pitch period 

markers. Secondly, the number of candidate markers within this 

structure is reduced using syllabic segmentation, coarse pitch 

frequency estimations and discrimination functions. Finally, the 

remaining pitch period markers are corrected to compensate for 

errors introduced by the data reduction process. 

For the data actually used in the experiments (section 4.2), there 

were no errors introduced by the data reduction process, therefore 

the last phase of this algorithm was not invoked. The simplified 

algorithm performed the exact function as the original algorithm 

caters for more complicated situations of input speech data. 

A. Data Structure Construction and Reduction 

The first phase of the algorithm involves the construction of a data 

structure from the speech samples. As the input signal is 

bandlimited from 300 to 3400Hz and the sampling rate is 8kHz, the 

representation of speech by its sampled values is enormously large. 

an alternative representation is made by the 'excursion cycles' of 
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the speech waveform. An excursion cycle consists of that part of 

the waveform between successive zero-crossings (c.f. time encoded 

speech, section 3.4.2.3). The first excursion cycle that occurs in 

a pitch period is termed its principal cycle. 

The first step in the construction of the data structure is to 

calculate the energy contained in each excursion cycle. As the 

unvoiced portions of the speech signal have shorter time intervals 

between adjacent zero-crossings than those in the voiced portions 

and the amplitude of unvoiced speech is generally less than that of 

voiced speech, it follows that the energy of each unvoiced excursion 

cycle is less than that of the voiced excursion cycle. A threshold 

in terms of the percentage of the maximum cycle's energy can be set 

to eliminate the unvoiced excursions. This greatly reduces the 

number of excursion cycles to be handled in the ensuing phase. Each 

excursion cycle in the data structure is a possible candidate for 

the principal cycle. The number of candidates can be further 

reduced by invoking another property of the speech waveform i.e. 

principal cycles exhibit either positive or negative extreme 

amplitudes. However, within a given speech signal, most principal 

cycles exhibit the same sign. These excursion cycles with opposite 

sign to that of the excursion cycle with extreme amplitudes can be 

eliminated. 

The last phase of the simplified algorithm consists of three tests; 

these are the pitch markers' minimum separation check, maximum 

separation check and the frequency tolerance check. As the 

fundamental frequency normally lies between 50Hz to 500Hz, pitch 
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marker separations of less than 2mS or more than 20mS are erroneous 

and hence re-examined. The last test compares the adjacent pitch 

periods. The adjacent pitch periods should not differ from one 

another by more than 30%. 

Unlike other pitch detection algorithms, this one does not rely upon 

other techniques for voicedlunvoiced classifications. The very 

presence of pitch markers indicates the presence of voiced speech; 

hence the speed of operation is increased. 

5.6.1.4 Results 

The results of the low frequency synthesis network outlined in 

figure 5.42 are based upon informal subjective listening 

experiences. Waveform SNR values were not considered appropriate in 

this case as the structure of the voiced waveform was not 

preserved. Figure 5.46 shows waveforms of the voiced III in the 

test word "sister". Figure 5.46(a) shows the original 0 to 3400Hz 

version; figure 5.46(b) illustrates the 300 to 3400Hz bandwidth 

version and figure 5.46(c) illustrates the 0 to 3400Hz processed 

signal. Also for comparison, the 0 to 300Hz filtered signal from 

the original is shown in figure 5.46(d) together with the 0 to 300Hz 

synthesised signal in figure 5.46(e). 

As may be noted from figures 5.46(d) the original base frequency 

components are rich in second harmonic constituents as well as the 

fundamental frequency due to the positive and negative envelope 

waveforms of figure 5.46(d) being dissimilar. In the low frequency 
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enhancement system, only the fundamental component is added to the 

300 to 3400Hz bandlimited signal in figure 5.46(c). The waveform 

structures in figure 5.46(a)(i) and (c) (i) are different and thus 

SNR values were not invoked. SUbjective listening tests obviously 

reveal the apparent "tinnyness" of the 300 to 3400 bandwidth signal 

as compared to the 0 to 3400Hz original when using the 10-word test 

sequence. Upon perception of the low frequency processed signal, it 

was apparent that the base frequency components were again 

reinstated into the telephone bandlimited speech signal with an 

improvement in the quality of the resultant speech signal. For some 

of the test words, however, notably "s K Harvey" there was some 

unnaturalness associated with the addition of the base frequencies. 

This seemed to indicate that the synthesised low frequencies were 

not "blending" appropriately with the the 300 to 3400Hz bandlimited 

speech to make the processed signal sound like the original 0 to 

3400Hz signal. Again this suggests that merely to incorporate the 

fundamental component into the bandlimited signal may not'suffice in 

naturally restoring the full base components into the received 

speech signal. These subjective results were only taken for the 

cepstrum method to detect the pitch period, the data reduction 

method was tested in a subsequent system outlined in the following 

section. 

The initial conclusion from these results indicate that better 

quality speech might be produced if the low frequency synthesis 

network of figure 5.42 could include the facility of adding at least 

a second harmonic component as well as the fundamental frequency to 

the telephonic bandlimited speech signal. This would be expected to 
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enable the synthesised low frequencies to represent more faithfully 

the low frequency portion of the original speech and also to be more 

naturally blended to the available bandlimited speech. 

5.6.2 Inclusion of the 2nd Harmonic Plus Spectral Shaping 

In addition to using the cepstral peak to generate the fundamental 

frequency, the second harmonic was also included as shown in figure 

5.47. This second harmonic frequency was simply generated by a 

sinewave oscillator working at twice the pitch frequency. In order 

to elaborate upon the performance of the system further, the 

amplitude coefficients, Al and A2, of the fundamental and second 

harmonic oscillators respectively were controlled according to the 

vocal chord spectral response. These amplitude coefficients were 

approximately determined by the equation (5.43). 

= k rSin (n1lMT)12 
An _ (n7lllfT) J 

(5.43) 

where k = a constant value 

This expression is derived from the publication "Na ture 0 f the Vocal 

Chord Wave" by R L Miller. (ref 81) This investigation revealed 

that the vocal chord wave can be approximated by a triangular 

waveform such that its Fourier components are given by the above 

expression. To be precise, the values of A in equation 5.4.3 need to 
n 

be emphasized by +6dB/octave to account for the time differentiation 

caused by the radiation of the speech signal from the mouth. In our 

experiments, this emphasis was not included. 
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5.6.2.1 Vocal Tract Frequency Response 

After the low frequency excitation is obtained, the next step is to 

determine the vocal tract frequency response. In this case, the 

initial quefrency region of the cepstrum was used to produce the 

vocal tract response. The cepstrum was first multiplied by the time 

window given by the equation: 

1 

~(nT) = 

1 "2 (1 + Cos(7T(nT-T1 )fllT) 

o elsewhere (5.44) 

where T1 = 4.75 mS Le. the width of the flat region of the 

window 

and fiT = 1.25 mS i.e. the width of the smooth truncation 

of the time window. 

This time window isolates the" lower portion of the cepstrum from the 

upper region. By taking the Discrete Fourier Transform of the 

windowed double-sided cepstrum followed by exponentiating the OFT, 

the frequency response of the vocal tract may be obtained. This 

operation is detailed in section 3.35 concerning the homo~orphic 

vocoder. 
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5.6.2.2 Results 

Once the low frequency excitation and the frequency response of the 

vocal tract were determined, the missing 0 to 300Hz band of the 

telephone speech signal was synthesised using the network of figure 

5.47. The fundamental frequency and the second harmonic were 

modulated by the response of the vocal chord wave as in equation 

5.43 then by the response of the vocal tract before being added to 

the telephonic bandlimited signal of 300 to 3400Hz. The scheme was 

carried out for the ten word sequence and figure 5.48 shows the 

regenerated 0 to 300Hz signal prior to being added to the telephonic 

bandlimited signal; the waveform corresponds to the III in 

"sister". It can be seen that this waveform compares more 

favourably to the 0 to 300Hz version of the original signal than 

does the waveform of figure 5.46(d) using the synthesis of the 

fundamental frequency only. The waveform of the processed signal is 

shown in figure 5.49 which again corresponds to the III in the word 

"sister". 

The subjective listening experiences of this revised system for the 

10-word sequence unfortunately and rather surprisingly did not yield 

any improvement in speech quality and naturalness of sound over that 

obtained from the original base frequency synthesis network of 

figure 5.42. However, at least the baseband was apparent in the 

processed signal and no degradation in sound quality was noticed 

compared to our first baseband synthesis network. 
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Due to the lack of perceptual improvement of this latter scheme, it 

was considered necessary to pursue the investigations further in 

order to determine just how the relative mix of the fundamental 

frequency and second harmonic is composed in the original zero to 

3400Hz bandwidth signal. Referring to figure 5.50, the energy of 

the fundamental frequency was determined by a zero to 150Hz lowpass 

filter followed by a full-wave rectifier and a first-order filter 

with a lOmS time constant. The approximate energy of the second 

harmonic was ascertained using a similar arrangement with a 150Hz to 

300Hz bandpass filter and a 20mS time constant first order envelope 

detector. 

The fundamental frequency was obtained from the 300 to 3400Hz 

bandlimited speech using the data reduction pitch detection 

algorithm described in section 5.6.1.3. The two envelope waveforms, 

s,(t) and s2(t) in figure 5.50 were used to control the relative 

magnitudes of the regenerated fundamental frequency and its second 

harmonic. The summation of these two modulated low frequency 

signals was added to the 300 to 3400Hz speech signal. 

The waveforms of the output of the fundamental frequency envelope 

detector 5, (t) is shown in figure 5.51(a) for the vowel III in the 

word "sister" and correspondingly S2(t) is shown in figure 5.5l(b). 

The regenerated low band waveform is also shown in figure 5.51(c) 

and the spectrum of the zero to 300Hz band of the original signal 

may be compared with that of the processed signal spectrum in figure 

5.51(d) and 5.51(e) respectively. Finally, the waveform of the 

processed signal is shown in figure 5.51(f). 
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As with the previous arrangements for low frequency synthesis, this 

"!i. f vocoder" scheme was used to process the IO-word sequence and 

tested for listening purposes. The informal perception seem to 

indicate that the output speech sound from this latest system 

possessed a somewhat lower quality than that of the previous 

schemes. The processed sound, although certainly having a 

pronounced presence of low frequency components, did appear very 

"machine-like" and buzzy. For some of the words, most notably "SoK 

Harvey" and "fist", it appeared that two people were 

speaking which resulted in a lack of speaker identity. 

The possible reasons for the slightly disappointing outcome may be 

due to the fact that the relative delay between the 300Hz to 3400Hz 

telephone speech, the fundamental envelope s1(t) and the second 

harmonic envelope s2(t) were not synchronous. This obstacle can be 

overcome by replacing the first-order IIR filters with FIR filters 

to determine s1 (t) and s2(t) plus a compensating all-pass FIR delay 

line inserted into the 300Hz to 3400Hz speech path. 

Secondly, the data reduction pitch detection algorithm may not be as 

accurate as the cepstrum method since pitch peaks may be up to 20mS 

apart in the time waveform and the computed value of the pitch 

period is only updated at every principal excursion cycle, therefore 

the variation of the computed pitch period is discrete with a 

maximum possible time resolution up to 15-2OmS. On the other hand, 

the cepstrum sliding block method ensured that the computed value of 

the pitch period was updated every 8mS irrespective of the 

separation between the pitch peaks in the speech time waveform. 
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When the experiment was repeated using the FIR filters to produce 

the envelope signals plus the cepstrum method to detect the pitch 

period, the output signal now appeared to have an improved quality 

compared to the previous method of performing this experiment. In 

fact, it produced a quality sound better than the output signals 

obtained from the two other baseband synthesis experiments. There 

still however appears to be much more work required to improve 

further the naturalness of the processed signal. 

5.7 Discussion, Conclusion and Recommendations 

In this chapter, we have discussed various methods of attempting to 

improve the quality of speech signals which have been bandlimited to 

within the telephone frequency range. As initially stated, quality 

improvement in this case means to render the processed signal 

perceptually as though it were conveyed over a wider-than-telephone 

bandwidth channel. The aim was to apply all or at least the bulk of 

the processing at the receiver without any processing or multiplexed 

side information at the transmitter. However, during the course of 

these investigations, it was found necessary to digress from this 

elusive goal. It was desired to examine what might be achieved by 

various forms of spectral extension algorithms before actually 

attempting to conform these algorithms into receiver-only systems. 

The first investigation of high frequency regeneration was by 

spectral duplication. Although it was conceptually simple, it did 

not really offer evidence for a suitable solution as the resultant 

perceptual quality was found to be extremely unpleasant especially 
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for unvoiced sounds. This was possibly due to the fact that the 

spectral distribution in the 300 to 3400Hz band is generally quite 

unlike the spectrum in the range above 3400Hz. 

The second experimental investigation was directed towards 

synthesising an out-of-band form ant in voiced speech and again this 

did not prove to be advantageous as far as enhancing the speech 

quality was concerned but at least the process did not severely 

degrade the speech signal as in the case of the spectral 

duplication. The main drawback of this notion was that the resonant 

network generated a disturbing high frequency whistle during the 

voiced speech and this was supposed to be an additional form ant to 

improve the quality. A fruitful outcome of this investigation is 

that the non-linear-transfer functions used for the spectral 

extension of the excitation function to drive the resonant circuit 

were subsequently used to facilitate high frequency regeneration for 

unvoiced speech sounds. The investigation shown in figure 5.16 

seemed to indicate that perhaps it is better to enhance the high 

frequencies of unvoiced speech without permitting any processing to 

the bandlimited version of the voiced speech. Discerning unvoiced 

speech, particularly fricative sounds, from 300 to 3400Hz speech was 

found difficult and unreliable from the last chapter, therefore it 

was necessary to incorporate the decision process at the 

transmitter, as shown in figure 5.18 and transmit the decision by 

modulating a 2600Hz pilot signal within the 300 to 3400Hz 

bandlimited channel. Before conducting the experiments using the 

non-linear transfer function a simple method of adding bandpass 

filtered noise to telephonic bandlimited unvoiced speech was used; 
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the method was further refined by shaping the time waveform of the 

noise in accordance with the envelope of the wideband unvoiced 

signals. However, it seemed clear that neither of these ideas would 

be acceptable for enhancing the quality of telephone speech. This 

is not surprising since it is seen from the waveforms of figure 4.2 

that unvoiced sounds, like voiced sounds, have characteristic time 

waveforms and associated spectra. It therefore appears unlikely to 

be able to replace successfully these unvoiced sounds by random 

signals such as the output of a noise generator. The non-linear 

transfer functions subsequently used do however attempt to extend 

the spectra of the received bandlimited signals by high frequency 

regeneration related to the bandlimited spectrum and hence they may 

be expected to yielded more successful results. The 'w' transfer 

function apparently yielded a slightly more regularly structured 

time waveform than the cubic transfer function of section 5.4.1.3 

thus the former seemed more suited to enhance the Isl sound whilst 

the latter seemed more successful when artificially producing an If I 

sound. The hybrid regenerator (section 5.4.1.4) also suggested 

better results for processing the Isl and If I sounds. It did 

appear, however, that the waveform associated with the If I sound had 

shown very little difference between the 300 to 7600Hz and the 300 

to 3400Hz version. The If I sound thus seemed better left 

unprocessed, i.e. no attempt was made to extend spectrally this 

sound over its telephonic bandlimited version. The same argument 

was applied to the stop consonants and the informal subjective 

listening tests described in section 5.4.1.6 seemed to support these 

findings. 

---""--
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Since it appeared simpler to detect the presence of 151 sounds, the 

method described in section 5.4.1.5 may be the easiest to 

implement. As mentioned in Chapter 4, the If I and 181 sounds were 

difficult to detect reliably from equipment noise even at the 

transmitter operating upon the original wideband signal. These If I 

and 181 sounds may be generally to~ low in relative amplitude level 

to perhaps offer anything but a marginal listening quality 

improvement. Consequently, these sounds were found to be best left 

unprocessed at the receiver. The best method so far was found by 

just applying the non-linear 'W' transfer function process for the 

151 utterances. The research was now directed towards shaping the 

time waveform of the output of the 'W' transfer function during the 

151 sounds. Smoothing the leading and trailing edges of the HFR 

signal did not prove beneficial, but shaping the whole of the HFR 

waveform in accordance with the envelope of the original 300 to 

7600Hz 151 signal showed encouraging results on perceptual testing. 

The processed signal was further improved by incorporating a 

spectral peak in the regenerated 151 signal using the very same 

resonant filter as that employed for the hf formant synthesis for 

voiced speech. 

Having pursued this course of investigations, it was thought useful 

to consider the application of digital codecs in order to replace 

the analogue channel in figure 5.18. Apart from the multiplexed 

side information, the signal transmitted via the digital channel 

prior to coding is the 300 to 3400Hz speech signal itself, therefore 

currently developed codecs were used for the task. For the four 

coders tested, it was found that ADPCM generated the best SNR, 
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dynamic range and speech quality; its performance was followed by 

that of CFDM, APCM and CVSD. Moreover, when the comparison of using 

the coders with and without high frequency regeneration was made, 

this clearly indicated that a wider spectrum of speech signal was 

perceived when using the HFR network in figure 5.29 over that signal 

without any HFR method at the same transmission bit rate. Even at 

16 kblS, the ADPCM coder appeared to produce a more intelligible 

signal (regarding informal subjective listening tests) with high 

frequency regeneration for Isl sounds than the signal without the 

HFR. This effect seemed to be due to the fact that the "muffling" 

caused by band limitation and quantization noise generated by the 

low transmission bit rates was masked by the regeneration of the hf 

Is I sounds. 

Having dealt with some aspects of high frequency regeneration and 

incorporating digital coders, still further investigations are 

required into the area of spectrally blending the high frequency 

regenerated fricative signals with the bandlimited voiced signal. 

Abrupt changes in signal bandwidth at the leading and trailing parts 

of speech utterances were sometimes perceptually annoying and 

unnatural. As mentioned in Section 5.5.5 one route possibly worth 

investigating is to transmit information regarding the level of the 

spectral peak of the Isl utterance such that the HFR processed 

signal appears more natural. It may, on the other hand, be argued 

that the development of the system now tends towards that of 

Schroders voiced excited vocoder(ref 47) discussed in section 3.5.1 

but the HFR method can be described as being more speech-utterance 

specific than that particular vocoder. 
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Turning our attention now to low-frequency regeneration of telephone 

bandlimited speech, the general method here was first to derive the 

fundamental frequency and then subsequently the second harmonic 

frequency from the signal available at the receiver. These 

frequencies plus the time and spectral shaping were also discerned 

from the 300 to 3400Hz signal at the receiver. Two pitch detection 

algorithms were utilised, namely the cepstrum method and the 

data-reduction scheme. The cepstrum approach proved to be more 

accurate but absorbed more computation than the data-reduction 

method. 

The subjective results of the methods consistently showed that base 

frequency components were reinstated and blended with the 300 to 

3400Hz speech fairly well for some of the words in the ID-word 

sequence, notably "sister" and "father". USing utterances such as 

ItS K Harvey" and "talk" revealed that the lower frequency components 

began to sound unnaturally mixed with the band limited speech 

signal. This may be due to the incorrect amplitude of the first and 

second harmonic frequences due to the uncompensated delay of the 

envelope detectors of figures 5.42 and 5.47. Also this may even be 

caused by inaccuracies of pitch detection by either the cepstrum or 

data reduction method. 

Further work was then carried out in order to apply the channel 

vocoder technique to the zero to 300Hz baseband signal at the 

transmitter as indicated in section 5.6.2. The exception to the 

channel vocoder rule is that not one but two local oscillators at 

the receiver were varied and controlled by the pitch frequency 
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detector. Unfortunately the quality of speech obtained from this 

experiment proved to be lower than that of the previous methods, 

again possibly due to delay compensation problems. When delay 

compensation (using FIR filters) was provided, the results appeared 

to be better than before although there was still a little unnatural 

buzziness associated with the voiced speech particularly with the 

trailing portion of voicing. This will need further investigation. 

5.8 Note on Publication(ref 82) 

A paper entitled "Speech Quality Enhancement by high frequency band 

regeneration", in co-authorship with Or C S Xydeas (thesis 

supervisor), has been published in a con ference on "Digital 

Processing of Signals in Communications" by the IERE, Vol. 49, April 

1981. The paper is an earlier version of section 5.4 and presents 

waveforms of figure 5.23. Taped demonstrations were also included 

in the conference. 
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Chapter 6 

6.0 Bandwidth Compression of Wideband Speech 

6.1 Introduction 

In the previous chapter, we had focussed our attention towards the 

goal of obtaining wideband quality speech at the receiver output 

when the receiver input was only supplied with 300 to 3400Hz 

telephone bandwidth speech. Of course, some of the notions 

explained deviated substantially from this underlying aim but it was 

felt that they nevertheless did serve to aid a full solution to that 

directive. In this chapter we now turn back to the perhaps more 

simple objective, namely to compress a wideband source speech signal 

(of say, 300 to 7600Hz) into a signal of 300 to 3400Hz capable of 

being propagated along a telephone analogue input-output channel. 

The job of the receiver is to expand the signal spectrally (as 

opposed to the spectral extension detailed in Chapter 5) back to a 

300 to 7600Hz reconstructed speech signal. This generalised 

approach is illustrated in figure 6.1. The wideband speech signal 

x(t) is processed by a f~equency compression algorithm to yield the 

300 to 3400Hz bandlimited signal y(t). The signal then emerges from 

'" the channel as y(t). It is then fed into the receiver which applies 

the frequency expansion process to produce the reconstructed signal 

'" x(t). Unlike the spectral extension processes described in Chapter 

5, which employed various non linear transfer functions, the 

frequency expansion process is a complementary stage to the 

frequency compression process at the transmitter, therefore, in all 
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cases to be discussed, if the wideband speech signal x(t) is not 

available, i.e. the frequency compression process is not applied at 
~ the transmitter, then x(t) cannot in general be generated at the 

receiver alone. 

The notion of frequency compression/expansion processing to reduce 

the channel bandwidth requirements is by no means new. All of the 

early vocoder principles can certainly fall into this very broad 

category. Some of the earlier schemes that facilitate bandwidth 

compression e.g. the voice excited vocoder, VEV(ref 47); the 

sub-band coder, SBC (refs 49,50,52); the adaptive transform coder, 

ATC(ref 53) and the pilot controlled overtone reproduction method, 

(ref 63) . PlCOR can easlly be operated to provide spectral 

compression of wideband speech into a telephone bandwidth channel. 

These systems, which were discussed in Chapter 3, work continuously 

on the whole signal i.e. they operate during voiced speech, unvoiced 

speech and silence pauses. It is felt, however, that these or newer 

systems can be made more speech specific if some adjustment is made 

in their operation to adapt to changes in the mode of the input 

speech. For the case of wideband speech, it may be advantageous to 

employ some form of switching in the processor when the speech 

changes from voiced to the unvoiced state and vice versa. We 

discussed earlier that it is unvoiced speech that possesses the bulk 

of the energy in the higher frequency region whilst voiced speech 

has its energy generally confined to frequencies below 3400Hz. As 

the wideband VEV(ref 47) was designed to· transmit 10kHz speech 

over a 3.5kHz channel, it therefore applies frequency compression to 

all the speech signal, and so during voiced speech the more 
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significant 2 to 3500 portion is unduly processed to afford the 

transmission of those less significant higher frequency components. 

During silent interval pauses, the noisy higher frequency components 

are also transmitted as faithfully as possible which perhaps 

degrades the overall subjective impression of the processed signal 

at the output of the receiver. It is considered that if the 

unvoiced speech is spectrally compressed while the voiced speech and 

silence noise are left unprocessed, then the combined signal should 

appear to be conveyed via a wider bandwidth than 3400Hz but without 

the accompanying distortion to voiced speech and increased silent 

interval noise that the voice excited vocoder (or related systems) 

produce. This leads us to the underlying framework upon which the 

notions and systems to be discussed in this chapter are based. In 

our early development stages of the systems the processor and 

inverse processor were first tested on the entire speech signal. 

This framework will now be discussed in the following section. 

6.2 The General Compression System 

The general framework is. illustrated in figure 6.2. The 300 to 

7600Hz input speech signal x(t) is first split into two components 

v(t) and u(t) by the voiced/unvoiced decision switch (V/UV) in 

figure 6.2(a). The switch may comprise of anyone of the four 

methods discussed in Chapter 4 depending upon its suitability and 

the requirements of the actual algorithm for the processor and 

inverse processor stages in figure 6.2 (a) and (b) respectively. 

The voiced speech, v(t) is simply bandpass filtered between 300 and 

3400Hz (i.e. the same bandwidth as the propagation channel between 
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the transmitter and receiver). The unvoiced speech containing the 

perceptually important high frequency components beyond the 3400Hz 

cut-off frequency are spectrally compressed by the processor module 

from 300 to 7600Hz bandwidth into the 300 to 3400Hz range, to yield 

the signal u'(t). 

Before being transmitted, the signals v'(t) and u'(t) are summed 

together by a combiner, vet) and u(t) are rendered mutually 

exclusive by the V/UV switch, so provided that the filter delay is 

compensated in the processing stagev'(t) andu'(t) will also occur 

mutually exclusively such that they should be easily separable. The 

combined signal together with the multiplexed V/UV decision is then 

transmitted in the 300 to 3400Hz analogue channel (or analogue 

input-output channel). 

~ 

At the receiver, the signal emerges as ~(t) where the V/UV decision 
~ 

information is demultiplexed to leave yet). The receiver can then 

decide whether v' (t) or u' (t) was transmitted using the V/UV 
~ 

decision d(t) to operate the switch 52' During voiced speech, 
~ 

v' (t) is filtered by the 300 to 3400Hz bandpass filter to produce 
~ 

vet) and while unvoiced speech is present, u'(t) is spectrally 

expanded from 300 to 3400Hz to 300 to 7600Hz by the inverse 
~ 

processor to yield u(t). Again, if the filter delay is compensated 
~ ~ 

in the inverse processor stage then vet) and u(t) are mutually 

exclusive in time and can be added together to form the 
~ 

reconstructed output signal x(t). 
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~ 

The signal x(t) is not an exact replica of x(t) even when noise free 
~ 

channel is used as x(t) occupies the original bandwidth although 

never all of it at anyone instant. 

In a practical configuration of this system, it may be found 

necessary to modify the arrangement of figure 6.2 to that as 

shown in figure 6.3. This modified arrangement avoids the use of a 

'hard' switch prior to the bandpass filter F] and F2 thus preventing 

switching spikes and 'ringing' that would occur at the output of the 

corresponding filters in figure 6.2. The disadvantage here is that 

both the processors and the filters are operating on the whole 

signal which is of course a less economical use of computation time. 

Before discussing the details of the processor and inverse processor 

in figure 6.3, it is considered worthwhile to examine the validity 

of the model used for the wideband speech compression algorithm. 

For this purpose, the processor and inverse processor are replaced 

with a straight forward link and the channel bandwidth is extended 

to 300 to 7600Hz, i.e. the same spectral width as in the input 

speech. The net effect now is that the voiced speech is filtered 

from 300Hz to 3400Hz whilst the unvoiced speech is transmitted with 

the full bandwidth of 300 to 7600Hz. With a noise free channel, 

this investigation is indeed the same as the experiment discussed in 

section 5.4, and for this reason the experiment need not be 

simulated again. It was suggested from the earlier experiment that 

a subjectively acceptable impression of the output speech may be 

obtained if the attenuation factor applied to the voiced speech was 
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set to one half. Assuming unity in-band gain filters, this can be 

achieved by placing a 3dB attenuator in the unvoiced path of the 

network, as shown in figure 6.4. 

At present, an "auxiliary-wire" is used to obviate the requirement 

of multiplexing the voiced/unvoiced switching information into the 

channel signal. The relevant details concerning multiplexing of the 

voiced/unvoiced decision have been already briefly considered in 

section 5.4.1. 

So now having presented the underlying framework upon which the 

processor and inverse processor are based, we now proceed to discuss 

some of the notions employed to facilitate the spectral compression 

and expansion algorithms. 

6.3 The Voiced/Unvoiced Band Switching System 

The voiced/unvoiced band switching system (VUBS) is used for 

transmitting wide bandwidth speech (here 300 to 6000Hz) over a 

commercial telephone channel of 300 to 3400Hz. According to our 

bandwidth compression framework of figure 6.3, when voiced speech is 

present, 3400Hz is adequate but when un voiced speech is present, we 

only transmit frequency components from 3 to 6 kHzl, i.e. a 

bandwidth of 3kHz and one that can also be passed over a 0.3 to 

3.4kHz channe 1. 

1 The edge frequencies f and f (here 3 and 6kHz) are system 
cl c2 

parameters selected for quality of perception, where f - f = 
cl cl 

3kHz. 
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At the transmitter the 6kHz speech signal x(t) is bandpass filtered 

to give a signal xl(t) having frequency components from 300 to 

3400Hz as shown in figure 6.3. The signal x2(t) is derived from 

x(t) by filtering x(t) to extract frequency components between 3 and 

6kHz which are then heterodyned down with the aid of a 6300Hz 

carrier frequency so as to occupy the 300 to 3400Hz band. Thus 

xl (t) and x2 (t) now have frequency components in the same frequency 

band. The decision concerning whether xl(t) and x2(t) is made by 

the voiced/unvoiced switch explained in section 4.4. Briefly, the 

switch(ref 74) filters x(t) into two 1000Hz bands. 0 to 1000Hz, and 

5000 to 6000Hz and estimates the energy in each of these bands over 

5mS and lmS, respectively. These energy levels are compared and 

xl (t) is transmitted if the energy in the lower frequency band 

exceeds that in the higher frequency band, while x2(t) is 

transmitted if the energy in the higher band is the greater. Should 

the energies be comparable, as in the case of some stop consonants 

and voice fricatives, xl (t) is selected. After the energy 

comparison, delays of 4 and 2mS are incorporated depending upon 

whether the switch is changing from voiced to unvoiced, or from 

unvoiced to voiced speech respectively. These delays prevent 

spurious switching. In general when voiced speech is present xl(t) 

is transmitted, while if unvoiced speech is detected x2(t) is 

transmitted. 

The receiver must decide whether xl(t) or x2(t) was transmitted. 

This can be done in a number of ways. The most certain method, 

which involves some waveform distortion, is to insert a tone near 

the top of the speech band (say 2.6kHz as in section 5.4.1) whose 
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phase or amplitude informs the receiver whether xl (t) or x2(t) was 

transmitted. A more elegant solution is not to transmit the 

decision 0 f whether xl (t) or x2 (t) was transmitted, but for the 

receiver to deduce this information. Two measures are effective: 

the correlation coefficient (significantly lower for unvoiced than 

voiced speech) and the number of zero-crossings which are higher for 

unvoiced speech than voiced speech. These methods, however, were 

not tested. If xl (t) is received it is passed to the loud speaker 

via the filter F2 in figure 6.3, while if x2(t) occurs it must be 

heterodyned up to occupy its original band of 3 to 6kHz before being 

passed to the loudspeaker. In the case of silence the xl (t) signal 

path is used, i.e. no heterodyning is employed. 

The VUBS system does not recreate the original 6kHz speech but a 

signal that occupies the 6kHz band, although as for the fundamental 

system of figure 6.3, never all of the 6kHz band at any instant. By 

arranging for voiced speech to reside in the conventional telephone 

band, and unvoiced speech in the higher band of 3 to 6kHz, speech 

close in quality to the original 6kHz speech may be perceived. 

6.3.1 Results 

The VUBS system was investigated by computer simulation. An ideal 

telephone channel of 300 to 3400Hz was assumed using a FIR filter of 

255 coefficients (see Appendix Al.2). The 10-word sequence 

described in section 4.2 was used in the experiments from which 

figure 6.5(a) shows a segment of the 6kHz speech waveform for /Is/ 

in the word "sister". When this segment is subjected to the 
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bandlimiting effect of the telephone channel the waveform appears as 

in figure 6.5(b). The unvoiced /s/ is severely attenuated and 

distorted whereas the voiced /1/ is only marginally affected. The 

VUBS transmits the signal shown in figure 6.5(c) with an amplified 

unvoiced component. At the receiver, the VUBS demodulator produces 

the signal shown in figure 6.5(d) where the close correspondence 

with the 6kHz speech of figure 6.5(a) is evident. The spectrograms 

for the complete utterance "sister" are shown in figure 6.6. for (a) 

the original wideband speech, (b) telephonic speech, (c) transmitted 

VUBS signal and (d) the reconstructed VUBS speech. From figures 6.5 

and 6.6 we see the closer correspondence, both in the time and 

frequency domains, of the 6kHz speech and the reconstructed VUBS 

signal transmitted over the 3400Hz channel, compared to the 

conventional 3400Hz speech. 

Informal listening experiences on this small sample of material seem 

to confirm the waveforms and spectrograms in that the VUBS speech is 

preferable to telephonic speech although more material needs to be 

processed so that formal subjective listening tests can be 

undertaken to fully evaluate the performance of the system. 

Finally, before leaving the VUBS method, it is worth mentioning that 

although frequency translation was used before transmitting the 

unvoiced signal between 3 and 6kHz, there is no reason why frequency 

translation cannot be applied to voiced signals between zero and 

3kHz so as to include the base frequency components and thereby 
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affording an improved quality processed speech. This latest 

refinement has not been tested and it is therefore an obvious 

candidate for future investigations using the VUBS process. 

Having discussed the relatively simple and inexpensive VUBS method, 

our attention is now drawn towards techniques performed in the 

frequency domain which is the topic of our next section. 

6.4 Bandwidth Compression Techniques in the Frequency Domain 

• 
As we found in the previous section, the subjective quality of the 

reconstructed VUBS speech was preferable to the telephone bandwidth 

speech. However there was some discernible unnaturalness associated 

with the VUBS speech, particularly with the transitions between 

voiced speech and unvoiced speech and vice versa. This may be due 

to the fact that although unvoiced speech has significant and 

sometimes strong spectral components above the normal telephone 

bandwidth, the lower frequency components which are not conveyed by 

the VUBS are still considered to be important as far as the 

subjective listening impression is concerned. 

Since for the fricative sounds the lower frequency components 

between 300 and 3400Hz have less energy than the range of 3000 to 

6000Hz (e.g. as shown by the spectrum of the /s/ utterance in figure 

4.3(b» it may be considered necessary to apply some form of 

frequency coding which allows more emphasis to the higher energy 

upper band and less emphasis to the smaller energy lower band. This 

is indeed our objective here. To develop this approach in the 
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spectral domain we invoke the Discrete Fourier Transform (OFT) and 

apply this to contiguous blocks of speech samples. The basic 

spectral processor is illustrated in figure 6.7. 

At the transmitter, the sequence of samples representing the input 

speech block {xi} are multiplied by a window function {wli } and 

forward Fourier transformed by the OFT to yield the complex 

frequency coefficients {Xk}. After the spectral compression 

algorithm has been applied, the modified frequency components {Yk} 

are inverse Fourier transformed and weighted by a second window 

function {w2.}, complementary to the first window function, {wl .}, , . , 
to produce a spectrally compressed time sequence {y.}. The receiver , 
network of figure 6.7(b) is identical in structure to the associated 

transmitter with the exception that the spectral compressor is 

replaced by a spectral expansion processor. Ideally, the recovered 

sequence {~.} should have the same bandwidth as the input sequence , 
with as little distortion as possible. 

To start with, the combined network of figure 6.7(a) and 6.7(b) is 

used on its own to afford spectral modification in order to transmit 

wideband speech via a telephone bandwidth channel and later the 

network will be inserted into the more basic model shown in figure 

6.3. 

Before discussing the processing under the strategy of figure 6.7, 

we need to consider a suitable choice of window weighting functions 

to impose upon the blocks of speech samples. We will therefore need 

to digress from the 'main-stream' of this chapter to make a brief 

study of window weighting functions. 
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6.4.1 The use of Windows for Harmonic Analysis with the OFT 

The Discrete Fourier Transform is a method of estimating the 

spectrum of a discrete sampled block of time data. The DFT handles 

the time signal in a way quite different from that found in more 

traditional frequency analysis. When a frequency analysis is 

performed by the use of filters (analogue or digital) there is a 

steady flow of time data into the filter, which in turn produces a 

steady flow of filtered time data at the output. In this way, the 

time signal is continuously being processed. The DFT, on the other 

hand, transforms the time domain into the frequency domain in one 

block at a time (c.f. section 3.4.1.4A). Furthermore, in order to 

obtain discrete frequency components, it is assumed that one block 

represents one period of the time signal hence the original input 

signal needs to be time limited before the analysis. We can now 

concentrate on the way this time limitation is performed, i.e. the 

use of different time weighting functions. 

Before investigating the effects of different weighting functions, 

we will graphically(ref 83) review the DFT to aid our 

understanding of the process. As demonstrated in figure 6.8, the 

process involves three steps: 1) time sampling, 2) time limitation 

and 3) time convolution or frequency sampling. These steps are not 

actually performed by the DFT analyser but serve only to clarify the 

difference between the integral and the discrete transforms. 
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6.4.1.1 Time Sampling 

The continuous time signal and its frequency spectrum, obtained 

using the integral transform, are shown in figure 6.8(a) where: 

G(f) = ~oog(t) exp(-j2nft)dt (6.1(a» 

and g(t) = ~ooG(f) exp(j2nft)dt (6.1(b» 

The expressions (6.1(a).) and (6.1(b» are a Fourier Transform pair. 

The time signal is sampled by multiplying it with an infinite series 

of impulses with a separation of T. The Fourier Transform of the 

sampling function is another series of impulses with a separation 

Fs=l/T. When this is convolved with the spectrum of figure 6.8(a), 

it results in the frequency spectrum of figure 6.8(c). The time 

sampling gives rise to the possibility of aliasing of frequencies 

which can be avoided by the correct use of an anti-aliasing filter. 

6.4.1.2 Time Limitation 

A rectangular window of length tL is used to limit the number of 

samples in the time function as shown in figure 6.8(d). The Fourier 

Transform of this time window is a sin(x)/x function as also 

shown. The result of the time window multiplication is shown in 

figure 6.8(e), where the number of samples N, is given by N = tL/T. 

In the frequency domain the time window multiplication is reflected 
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as a convolution of the two frequency spectra, introducing ripples 

into the frequency spectrum. The sin(x)/x function determines the 

filter characteristic of the analysis of each frequency component of 

the signal which gives rise to a leakage of power from one frequency 

component into the neighbouring frequencies. In the case of a 

rectangular time window the filter characteristic (sin(x)/x) will 

have a poor selectivity and limit the useful dynamic range to less 

than 4OdB. Since the high levels of the sidelobes of the sin(x)/x 

are determined by the discontinuities of the rectangular time 

window, the use of a continuous and smooth time window (as detailed 

shortly) will diminish this effect. 

6.4.1.3 Time Convolution 

The time signal shown in figure 6.8(a) can be used for digital 

calculation. However, the corresponding frequency spectrum, being 

continuous cannot be calculated. What is required is the sampling 

of the frequency spectrum which can be achieved by multiplying with 

a sampling function in the frequency domain. The sampling function 

is shown in figure 6.8(f) where the impulses are separated by 

~f=l/tL corresponding to N samples within one period of the 

frequency spectrum, where 

(6.2) 

In the time domain the frequency sampling corresponds to a 

convolution of the time limited signal with impulses with a 
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separation of t L. The effect of this is to produce a periodic time 

signal with tL equal to the period. The resulting Discrete Fourier 

Transform is shown in figure 6.8(g). 

Sampling in the frequency domain is associated with the so called 

"picket-fence effect". Since we do not take into account the full 

continuous spectrum, but only samples of it, this corresponds to 

observing the spectrum through a picket fence. If there are very 

peaked components in the spectrum we might not observe the correct 

maximum value, but only the lower values on the slopes of the peak. 

In the case of a frequency analysis using the rectangular window, 

the maximum error that this effect imposes is 3.9dB which can be 

reduced using a smoother window to a maximum of 1.4dB. The picket 

fence effect is sometimes referred to as the scalloping 

1 (ref 84) oss. 

The overall result therefore is that the OFT gives an estimate of 

the true spectrum of the original signal to a degree which depends 

upon the aliasing of frequencies, the side lobe effect and the 

"picket-fence effect". 

6.4.1.4 Time Weighting Functions 

There are numerous(ref 84) types of window weighting functions 

which may be used prior to the OFT process some of these are now 

listed, together with a brief description of their transforms. 

These are all illustrated in figure 6.9. 
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(i) Rectangular Window - this transforms to a sin(x)/x function 

(Kernel) 

(ii) Triangular Window - this transforms into a [sin(x)/x]2 

function, it is the convolution of (i) of half extent. 

(iii) Trigonometric (Cosa(x» Windows - For a Hanning window, a is 

equal to 2, and its spectrum can be obtained by summing the 

spectra of a rectangular window and a single cycle of a 

cosine wave. This forms three kernels, one at the origin and 

two on either side. The sidelobes of the adjacent kernels 

are each about half the size and are of opposite phase of the 

side lobes of the central kernel. The summation of the three 

kernels' sidelobes being in phase ooposition tend to cancel 

the side lobe structure and hence improves the performance of 

the Hanning window compared to the rectangular one. 

(iv) Hamming Window - The Hamming Window can be thought of as a 

modified Hanning window. The Hanning window gives inexact 

cancellation of the sidelobes from the summation of the three 

kernels. A window may be constructed by adjusting the 

relative size of the kernels to achieve a more desirable form 

of cancellation. The Hamming window is given by: 

w{n) = a + (l-a) cosf~~) 

where n is the time index, 

a is a constant 

(6.3 ) 

and N is the number of data points in the sequence. 
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Perfect cancellation in the spectrum occurs when a = 25/46 

resulting in deep attenuation at the missing first sidelobe 

position. As there is a small discontinuity at the boundary 

of the time window, this results in a l/w (-6.0dB per octave) 

rate of fall off of the sidelobe maxima. There is no such 

discontinuity with the Hanning window therefore the rate of 

fall off of the sidelobe maxima of this window fall off at 

the much more rapid rate of l/w3 (i.e. -18dB per octave) 

since the discontinuity resides in the second derivative. 

(v) Blackman Window - The general trigonometric summation of: 

N/2 [) wen) = L Am Cos 2~n 
m=O 

N/2 
subject to the constraint L Am = 1.0. 

m=O 

(6.4) 

defines the Blackman Window which reverts to Hanning and 

Hamming windows when only Al and A2 are non-zero. The 

Blackman Window achieves more side lobe cancellation when 

higher order coefficients are introduced. When exact 

coefficients are used to place zeros in the position of the 

sidelobe maxima, then equation (6.4) becomes an 

'Exact-Blackman' Window. 

(vi) Blackman-Harris Window - These are families of windows used 

for minimum sidelobe levels obtained by gradient search 

techniques. 



- 301 -

Constructed Windows 

These windows are products, sums and convolutions of simple 

functions. In general, they tend not to be good windows and 

occasionally they are very bad windows, but they do have certain 

desirable features, not the least of which is the attraction of 

simple functions for generating the window terms. 

(i) Hamming Window - This is the sum of a rectangular and a 

Hanning window. 

(ii) Riesz Window - This is a polynomial window. It is continuous 

and the simplest polynomial. Its transform rolls off as 

2 l/w • 

(iii) Riemann Window - The Riemann Window is in fact a central lobe 

of a sin(x)/x kernel. Its transform is similar to that of 

the Riesz window (not shown). 

(iv) De la Valle-Poisson Window - This is a piece-wise cubic curve 

obtained by self convolving four rectangular windows of 1/4 

extent. With this window, there is a trade-off of main lobe 

width with side lobe level (not shown). 

(v) Tukey (Cosine Tapered) Window - This window attempts to set 

the data smoothly to zero at the boundaries while maintaining 

a flat weighting for the data in the central region of the 
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window. The transform of such a window exhibits an erratic 

array of sidelobe levels arising from the product of two 

component transforms, namely the cosine lobe and rectangular 

window. 

(vi) Bohman Window - The Bohman window is the convolution of two 

1/2 duration cosine lobes resulting in a roll-off of l/w4 

of the sidelobe maxima. 

(vii) Poisson Window - This is a two-sided exponential window. 

There is a discontinuity at the boundary and as this becomes 

smaller, the sidelobe structure of the transform merges into 

the assymptote of the sidelobe maxima. 

(viii) Hanning-Poisson Window - This is the product of both the 

Hanning and Poisson windows as the name suggests. It is 

similar to the Poisson window having a very large main lobe 

width (not shown). 

(ix) Gaussian Window - From the generalised uncertainty principle, 

one cannot simultaneously concentrate both on a signal and 
- - -

its transform. If Ts is the mean square time and Ws the mean 

square bandwidth then 

T W
s

,--1 
s 4rr (6.5) 

The equality only being satisfied for a Gaussian pulse, 

therefore this might be a reasonable candidate for a window. 

When using the Gaussian window, it is, however, necessary to 
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truncate the tails. By restricting the pulse to a finite 

length window the minimum time-bandwidth condition is no 

longer maintained. If the truncation is greater than the 

3-sigma point, the error should be small and the window 

should be a good approximation to the minimum time-bandwidth. 

(xi) Dolph-Chebyshev Window - This is used in conjunction with 

antenna design which endeavours to achieve a narrow main lobe 

pattern for a given level of side lobes. The window function 

uses mapping from the mth order Chebyshev polynomial and 

m th order tri gonometric polynomial. 

(xii) Kaiser-Bessel Window - This determines for a restricted 

energy signal the function of restricted time duration Tm 

which maximises the energy in the band of frequencies W . 
m 

(xiii) Barcilon-Temes Window - This determines the function which 

minimises the energy outside the band of frequencies WB. 

Hitherto, this goal has been achieved by maximising the 

concentration of the transform at the main lobe. 

6.4.1.5 Harmonic Analysis 

We can now investigate the properties and consequences of some of 

the windows cited above with the use of the Discrete Fourier 

Transform. We have already discovered that one does not observe the 

continuous spectrum of the signal but only samples of it. When the 

time limited signal contains exactly an integer number of periods, 
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the frequency samples will be taken at the centre of the main lobe 

and will also fall into all the zeros between the sidelobes. Hence, 

the true peak value of the spectrum is measured. When the 

rectangular window and the Hanning window are used for weighting a 

single sinusoid of an integer number of periods, as shown in figure 

6.10(a), a slightly broader bandwidth is shown for the Hanning 

window main lobe. This is because the OFT assumes periodicity of 

the time limited signal (1 period being equal to the time limit 

length) where the repetition of the signal will produce a perfect 

infinite sinusoid, from which any trace of the time limitation has 

disappeared. This gives a perfect line spectrum when a flat window 

is used but the Hanning window imposes amplitude modulation of the 

sinusoid which causes a widening of the spectrum. The peak 

amplitudes are the same in both cases. 

Figure 6.10(b) shows a situation where the phase is such that the 

signal starts and stops at zero. When this signal is repeated in 

time, a perfect sinusoid is no longer obtained. Although the signal 

is continuous at the boundaries, there is a discontinuity in the 

first derivative. Furthermore, the signal will have a dc 

component. Accordingly, the frequency spectrum obtained using the 

flat weighting now shows the samples within the sidelobes. At low 

frequencies there are high amplitudes due to spectral leakage from 

negative frequencies while at high frequencies the amplitudes are 

relatively low due to the continuity of the signal. The main lobe 

is no longer sampled at its maxima therefore the amplitude of the 

signal spectrum appears to reduce by 3.9dB but the sidelobes are 

sampled at their maxima which is evident by the spectral spreading 
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effect of the observation. When Hanning weighting is applied, the 

modulated signal will be zero and have zero slope at the boundaries 

and very low dc level. This is seen from the frequency spectrum, 

which clearly shows the improved filter characteristic of the 

Hanning window and the reduced amplitude error of only 1.5dB. 

In figure 6.l0(c) the same signal has been analysed, but with a 

different phase. When this signal is repeated in time, a maximum 

discontinuity will be found at the boundaries, but now the signal 

will not have a dc component. For the rectangular window the high 

amplitudes are found at high frequencies due to the discontinuity at 

the boundaries. Again, using the Hanning window, the modulated 

signal will not be much different from that of figure 6.l0(b) and 

the analysis essentially gives the same result. 

The effects of boundary discontinuities have been illustrated by 

comparing the use of flat and Hanning weightings only, because with 

detection of single tones in broad band noise, nearly any window 

(other than the rectangle) is as good as any other. However, the 

detection of more than one tone in the presence of noise is affected 

dramatically by the choice of window used. 

The windows are now tested for two-tone detectability, one tone 

being placed at 10 Fs/N and the other at 16 Fs/N, equal to 5 bins 

separation (1 bin is equivalent to 1 DFT point, i.e. Fs/N). The 

amplitudes of the tones are set to 1.0 and 0.01 respectively, giving 

40dB separation. In this case, the two tones may be easily 

discriminated even by the use of a rectangular window. 
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The signal is now slightly modified such that the larger signal 

resides mid-way between two OFT bins, in particular at 10.5 FIN. 
s 

The smaller signal remains in the 16th bin position. The sidelobe 

structure of the rectangular window will now swamp the main lobe of 

the smaller one. The sidelobe structure will be only 25dB down at 

5.5 bins from the centre of the rectangular window response. Hence 

the second signal would not be detected by the use of the 

rectangular window at all. There will be also some asymmetry around 

the main lobe at 10.5 bins due to the coherent addition of the 

sidelobe structures of the pair of kernels located at ± 10.5 bins, 

i.e. self leakage. 

The other windows may also be applied to demonstrate two-tone 

detectability. This is presented(ref 84) such that the large 

signal is at the location corresponding to the worst case resolution. 

In conclusion, it reported that the Blackman-Harris windows will 

perform best in detection of nearby tones of sufficiently different 

amplitudes. Another optimal window is the Kaiser-Bessel window but 

the Blackman-Harris window is simpler to implement. In comparison, 

the Hanning window separated the two-tones by a 3.0dB null, which is 

marginal in regard to the 20.0dB obtained with the Blackman-Harris 

window or the 19.0dB for the Kaiser-Bessel window. 

It is therefore found that the choice of the window has a 

considerable effect upon multi-tone detection via the OFT. Maximum 

dynamic range of mUlti-tone detection requires the transform of the 

window to exhibit a highly concentrated central lobe with a very low 
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sidelobe structure (which is analogous to "shading" in antenna 

distribution design). Perhaps in future, the sidelobe structure may 

be suppressed by adaptive filtering techniques. 

6.4.1.6 Application of Windowing for Bandwidth Compression 

Although quite a comprehensive study has been made on the effects of 

different types of windows used in conjunction with the OFT, it was 

found that the continued use of the rectangular window and Hanning 

window suited our needs for the spectral analysis performed here. 

In figure 6.7, spectral analysis is performed by the processor 

itself to apply bandwidth compression in the frequency domain; after 

the spectral modification, it is necessary to invert the OFT back 

into a time sequence both at the transmitter and receiver. If one 

assumes for the moment that no spectral compression takes place at 

the transmitter of figure 6.7 then the time sequence at the output 

of the transmitter will be modulated by successive window functions 

which are applied to each block of samples. It is therefore 

necessary to apply inverse windowing to restore the blocks of time 

samples to a flat weighted sequence (i.e. to remove the 

modulation). Rounded windows reduce the data to low values at the 

block edges, so if the processor of figure 6.7 does indeed apply the 

spectral modification to the signal blocks then the error signal, or 

difference between the input and output time signals, will be 

exaggerated at the block edges by the inverse windowing. This 

results in gross block-end distortion, or periodic clicks, in the 

output signal. This problem can be completely alleviated by the use 

of the rectangular window which obviates the inverse windowing 

procedure. 
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The use of the cosine tapered (Tukey) window may also be used to 

remove the block-end distortion if the windowed blocks are 

overlapped such that the net weighting applied to the whole signal 

is constant. However, it was found(ref 84) that tapered windows 

did not perform well when tested by the criteria in section 6.4.1.5, 

and also overlapping blocks of samples will reduce the bandwidth 

compression efficiency of the complete algorithm in figure 6.7. 

Another reason for the choice of the rectangular window in this 

case, is that it will shortly be seen that the block size, N, will 

be allowed to take on relatively large values (i.e. 256 or 512) such 

that the frequency resolution of the OFT, i.e. the value of 1 bin, 

will be fairly small. The swamping effect of the rectangular window 

sidelobe structure will therefore not be too drastic. It will also 

be appreciated that the absolute value of the spectral estimate of 

the signal is not the prime consideration but it is the spectral 

trend of the signal that is our premium. 

In another example of our spectral analysis requirements, the OFT 

will be performed outside the processor path of figure 6.7, i.e. as 

a side branch. Frequency analysis in this instance is performed 

purely for observation purposes to monitor the signal spectrum which 

may then be plotted for some segments of the speech utterances shown 

in figure 4.3. The inverse OFT, and inverse windowing, should not 

generally be required thus the block-end distortion problems 

associated with the processor OFT will not be encountered here. We 

are free to choose any type of rounded window, knowing that reducing 

the weighting of data at the window edges is now acceptable. Again, 
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we note that the absolute value of the spectral estimate of each 

frequency component of the signal is not critical; we are still more 

concerned with the trends associated with the signal spectrum. with 

this in mind, plus other considerations regarding computational 

ease, the simple Hanning window was invoked. Although we have found 

that it is not an optimal window, the performance of the Hanning 

window regarding spectral "smearing" still exceeds that of the 

rectangular window. 

So, to summarise the approach adopted here; if spectral analysis is 

implicit within the signal bandwidth compression/expansion process, 

then the rectangular window is used and if the OFT is used to obtain 

a spectral plot of the signal at any stage outside the processor 

path, then the Hanning window is applied. 

6.4.2 Bandwidth Compression using the Second Order Spectrum 

Having discussed in detail the consequences of time limitation and 

weighting the blocks of samples prior to the OFT process, we now 

return to the bandwidth modification algorithm of figure 6.7. In 

particular, we may proceed to detail the spectral compression 

expansion process; the first of our schemes considers the 

possibility of performing the forward OFT twice in succession i.e. 

to obtain the second-order spectrum. 

The use of the second order spectrum has been performed by 

Niederjohn and curtis(ref 85) for enhancing the intelligibility of 

speech in wideband random noise using spectral subtraction 
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techniques. Their method involved two forward and two reverse 

Fourier transformations with processing in both the first and second 

order spectral domains. The processing in the first order spectrum 

included a square root operation applied to each magnitude 

coefficient prior to the second forward DFT. In the second order 

spectrum, a "gating" operation was performed by setting to zero the 

magnitude of the five low "frequency" harmonics. The square root 

operation of the first order spectrum causes a concentration of 

noise energy relative to speech energy in a region near the origin 

of the second order spectrum if the square root operation is 

accompanied by a sign reversal of the real parts of all the odd 

numbered harmonics. The "modulation" in the first order spectral 

domain has the effect of reversing the scale of the axes in the 

second order spectrum. The concentration of noise in the second 

order spectrum may be removed by the gating process before the 

corresponding inverse operations are applied to the signal. As far 

as noise reduction is concerned, it was stated(ref 85) that the 

system did not appreciably increase the intelligibility of the 

signal but it did improve the "listenabili t y". 

We now consider the plausibility of the same approach for the 

bandwidth reduction of speech signals but perhaps with some 

modification to suit the objective. The postulated form of the 

transmitter terminal is shown in figure 6.11(a) and the 

corresponding receiver process is shown in figure 6.l1(b). If the 

input signal is typified by x(t) in figure 6.1l(c)(i) and X(f) 

representing its Fourier Transform in figure 6.ll(c)(ii) then the 

square root function in figure 6.1l(a) should have a smoothing (or 
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flattening) effect to X(f) resulting in the function IX\fT as 

sketched in figure 6.11(c)(iii). If this signal is now taken as the 

irput to the second Fourier transformer (DFT2) then, being a 

relatively flat signal it should produce second order "frequency" 

components concentrated into the lower end of the second order 

frequency axis, f' , as shown in figure 6.12(c)(iv). The irput 

signal may now be transmitted more efficiently in terms of the 

second order frequency coefficients such that the higher f' values 

may be truncated by a window function operating in the second order 

frequency domain. At the receiver, the f' coefficients are inverse 

Fourier transformed and the magnitude of the first order frequency 

coefficients are squared before being inverse Fourier transformed 
"­again to yield the reconstructed time signal x(t). 

Before the complete system is investigated, we need to examine how 

well the second order spectrum packs the signal components down to 

the lower end of the axis. This was done by taking three voiced 

speech specimen blocks and applying the transmitter process up to 

Y(f) Figure 6.12(a) shows the first speech block corresponding to 

x(t), figure 6.12(b) and (c) show the magnitude spectrum and the 

sq~are root of the magnitude spectr~m respective~y._ It can be 

appreciated that the square root operation does not change the 

relative shape of the magnitude spectrum but halves the dB scale and 

also the phase (not shown), at every frequency ordinate. 

The second order spectrum of the square-rooted first order spectrum 

is shown for the first speech signal specimen in figure 6.12(d). It 

can be seen that this second spectrum, Y(f), does not appear 

bandlimited at all and has almost a completely random structure i.e. 
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no evidence of formants or a regular fine structure. The process 

was repeated for the other speech blocks of data shown in figure 

6.13(a) and figure 6.14(a). The corresponding second order spectra 

are shown in figures 6.13(d) and 6.14(d) respectively. These also 

support the results for the earlier speech signal in figure 6.12. 

It therefore seems unlikely that this process can afford any 

bandwidth compression properties as it stands. 

The reason for the rather discouraging result is perhaps due to the 

simplified description of the stages illustrated in figure 

6.ll(c)(i) and figure 6.ll(c)(ii) not being valid. The distribution 

shown for the magnitude spectrum !X(f)! is more representative of 

the spectral trend rather than the complete spectrum. More typical 

speech spectra, including the fine structure, are shown in figures 

6.l2(b), 6.l3(b) and 6.l4(b). It appears the spectral fine 

structure is responsible for preventing the square root operator 

from allowing sufficient smoothing of the spectrum. Therefore, it 

is now expected that the second order spectrum will not in general 

produce a bandlimited appearance. 

If the second order spectrum had shown any consistent band 

limitation, then truncating a large portion of this spectrum in the 

upper "frequency" region would cause an inevitable error in the 

first order spectrum. This error is spread right across the band of 

the first order spectrum which is then amplified by the squaring 

operation in the receiver. "The inverse Fourier transformer would 

then yield the reconstructed time signal with a noise component 

occupying all frequencies which may be subjectively very disturbing 

when listening tests are conducted on the output speech signal. 
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One method for rendering the model shown in figure 6.ll(c) more 

realisable is to separate the spectral fine structure and the 

spectral envelope such that the spectral envelope (now being 

smoother than the full spectrum) may be treated by the second order 

spectrum process. The spectral fine structure may then be 

transmitted independently as an excitation signal. However, the 

system described is now becoming closely aligned with Homomorphic 

techniques such as the cepstrum vocoder method explained in section 

3.3.5. It therefore appears that the complexities involved with 

this notion would now be relatively high and so it was decided at 

this stage to direct our investigations towards perhaps more simple 

methods of speech bandwidth compression. We now return to the more 

conventional first order spectral domain in which to develop a 

process termed "Frequency Mapping". 

6.4.3 Spectral Compression by Frequency Mapping (FMAP) 

In this section, we describe a technique of frequency mapping (or 

frequency warping) in order to facilitate bandwidth compression of 

speech signals. The notion has also been utilised to correct 

helium-speech from divers(ref 86) such that when the divers' 

speech signal reached the receiver, the formants had undergone an 

upward frequency shift due to the nature of the helium mixture in 

the environment in which the divers were speaking. To restore the 

form ants to their original position, spectral warping was applied to 

perform this task without altering the pitch frequency. 
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For our application, the frequency mapping process is conducted as 

follows: 

Contiguous blocks of speech samples are Fourier transformed by the 

OFT. The magnitude and phase of the frequency components are found 

such that every 'cth , component is selected, the remainder being 

discarded. The selected components are translated together into a 

smaller and lower frequency band and inverse Fourier transformed by 

the 10FT to produce the frequency mapped time sequence. The process 

will now be explained in more detail. 

As in section 5.2.1, we start by considering the block of N speech 

samples represented by the sequence {Xi}. The OFT of {Xi} is the 

sequence {X k} whose components are 

1 N-1 
Xk = - I 

N 2-0 

The magnitude of Xk is 

[ 
. 21Tki] xi exp -J -N-

k = 0,1, ... , N- 1 

k = 0,1,2, .. . ,N/2 

(6.5) 

(6. 6a) 

where Re(.) and Im(.) are the real and imaginary values of (.). 
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The phase of Xk is 

(6.6b) 
k = 0,1,2, ... ,N/2 

and equations (6.6a) and (b) are the polar representation of Xk• 

Again, because of the symmetrical nature of {X k}, there are (Nl2)+l 

distinct components in each of the magnitude and phase components of 

Xk , the values of Xk with k = NI2+l to N-l are discarded. 

Frequency compression is now applied to the {IXkl} and {9k} 

sequences. For simplicity, assume that the compression is linear 

and of value c. This means that one sample of {IXkl} and' {9 k} is 

selected every c samples, and the remaining c-l samples are set to 

zero. We now frequency map those samples not set to zero so that 

the mapped samples occupy a lower frequency band than the original 

speech signal. By this means frequency compression is achieved. 

Representing the mapped frequency sequence {Yl } 

_ rN/2~1 
l - 1,2, ... , INT l-c-j 

_ [N/21 l- (INT c ] +1) •... N/2 

and 
_ rN/2] 

l-1.2, ...• INTL~1 

rN/2] 
l = (INT l-c-J + 1) •... N/2 
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where IYll and Al are the magnitude and phase of Yl , respectively, 

and INT[(.)] is the rounded down integer value of (.). For example, 

if N is even and c=2, X2,X4· •• ,XN/2 are mapped to Yl , 

Y2,··, YN/4 and Xl' X3,··· X(N/2_1) are omitted. 

Having completed the frequency mapping (and returning to the general 

case for the value of c), the {IYkl} and {Ak} sequences are 

converted into real and imaginary sequences whose components are 

given by 

for l = 0, 1, .... N/2. To extend the number of components in the 

real and imaginary to N we invoke the complex conjugate property of 

spectral components namely 

k = 0,1, ... ,N/2 (6.7) 

where the raised * above the symbol implies its complex conjugate, 

and 

The inverse OFT is now performed to give the time sequence ~n}' 

where 

N-1 ( J Yi = I Yk exp j 2~ki 
k=O 

(6.8) 

i = 0 1 N , , •.. , - 1 
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{y.} is the time sequence whose frequency comoonents occupy a lower 
1 

frequency band compared to those of {x;}. Specifically the highest 

frequency component in {y.} is 
1 

F /2 
5 

fc - -c- (6.9) 

where Fs is the sampling frequency. For example. if we start with 

speech bandlimited to 7.6kHz and sampled at Fs = 16kHz. a value 

conveniently greater than the Nyquist rate then fc = a/c. If c=2 

the 7.6kHz speech has been mapped into 4kHz. 

6.4.3.1 Frequency De-Mapping 

The receiver decodes the signal to produce the compressed speech 

sequence {Y;} • where a tilde (~) above a symbol signifies its 

existence at the receiver. The first step in frequency de-mapping 

{Y;} into the final output sequence {};} is to apply the DFT ~o {Y;}. 

~ 1 N-l ~ 

Y £ = N ; ~D Y; 

~ 

( . 2TT£;) exp -J -N- (6.10) 

£ = D.l •...• N/2 

and then to convert {V£} into real and imaginary sequences. From 

these we obtain the polar co-ordinates. 

~ {2 ~ 2 ~ }1/2 
!V£! = Re {\} + Im {V£} 

(6.11 ) 

£ = 0,1, ... ,N/2 
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and 

~Im(~9,)] 
lRe(Y9,) 

(6.12) 

9, = O,1, ... ,N/2 
The spectrum now has to be "stretched out" by restoring all the 

frequency components back to their original spectral locations. The 

. receiver has a priori knowledge of these positions as it is provided 

with the mapping characteristic employed at the transmitter. Thus 

no side-information need be transmitted related to the spectral 

positions. The sequence to be formed consists of the 

stretched-out components and the estimated components. Let us first 
"-

consider the magnitude sequence {IXkl}. Its stretched out 

components are given by 

(6.13) 

k/c =O,1' ... 'INT[N~2j 

where k/ c is an integer. 

The estimated components occur for non-integer k/c values, and the 

magnitude of these estimated components are determined by a straight 

line interpolator that uses stretched-out components on either side 

of the components to be estimated. Specifically 

(6.14) 

u=1,2, ... ,c-l 
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where 

(6.15) 

(6.16 ) 

and k = 1 ,c+1 ,2c+1 , ••• ,N/2 

The combined mapping, de-mapping and interpolation process applied 

to the magnitude frequency components are illustrated in the 

schematic diagram of figure 6.15. 

'" The phase of the stretched out components in {Xk} is known and is 

'" '" 8k = \/c (6.17) 

k/c = 0,1,2, ... INTtN~2] 

The phase assigned to the estimated components, i.e. for those 

components where k/c is non-integer, is also determined by a 

straight line interpolator that operates in the same manner as for 

the magnitude components. Again equation (6.14) is used with IX k_1 I 

'" '" '" and IX k+u_1 I replaced by Ak_1 and Ak+u_1 respectively. Likewise in 

'" '" '" equation (6.15), I X
k
_
1

1 and I X
k

+
c

_
1

1 are replaced by \-1 and 

'" Ak+c_ 1 • 
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The stretched out and interpolated magnitude and phase sequences 

'" '" {IXkl} and {8k} are converted to real and imaginary sequences, where 

(6.18) 

for k = 0, 1, ... ,N!2 and using 

k=O,1, ... ,N/2 (6.19) 

'" we form the recovered speech sequence {xi} according to 

N-l '" 
L \ 

k=O 
[

. 21Tki) exp J -N- (6.20) 

Notice that the rectangular window weighting function has been 

effectively used in all instances where the DFT and 10FT are invoked. 

6.4.3.2 Freguency Mapping System 

Initially, the frequency mapping system was implemented in perhaps 

its simplest mode i.e. a linear mapping law was used and the process 

was applied to the entire speech sequence. The system is 

schematised in figure 6.16. 

In our case, the lower frequency of the input signal is 300Hz 

although the system can operate for frequencies down to OHz (dc). 

The linear frequency mapping stage is represented pictorially in 



figure 6.16 by a frequency transfer function of zero to f, input 

band and zero to f2 output band. The transfer function is reversed 

for the de-mapping process. Initially, the values of f, and f2 were 

taken as 5.0kHz and 2.5kHz respectively giving a corresponding value 

of c equal to 2. 

Figure 6.17(a) shows a block of voiced speech data used as the input 

to the frequency mapping transmitter and figure 6.17(b) shows the 

corresponding spectrum. The frequency mapped and de-mapped spectra 

are shown in sub-figures (c) and (d) respectively. The output 

spectrum at the receiver is shown in figure 6.17(e) with the 

corresponding time sequence as illustrated in figure 6.17(f). It 

may be noted that the sampling frequency of the input speech is only 

10kHz as this data had been recorded prior to that in section 4.2 

and was used to conduct the experiments in the early stages of the 

project to test the feasibility of this system. 

When the input and output time sequences are compared, one can see 

that the output time sequence bears little resemblance to the input 

signal and has virtually lost most of its recognisable pitch 

structure. This is possibly because the estimated frequency 

components interpolated in the low frequency bands cause errors that 

are very significant to the structure of the output time waveform. 

It may be argued that the preservation of the structure of the time 

waveform is not of paramount importance in terms of listening tests 

as the ear is phase insensitive(ref 33) (compare the output of a 

non-linear phase channel such as a Butterworth filter). 
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This latter argument was not borne out by the linear frequency 

mapping system as when listening tests were conducted, the output 

"speech" was unintelligible and sounded like a "burble". 

In order to avert the problem of generating very perceivable errors 

in the low frequency region of the output signal, it was considered 

necessary to preserve the low frequency band of the signal at the 

expense of coarser interpolation for the high frequency band. To 

implement this notion, a piecewise linear mapping law was used which 

effectively uses 1:1 mapping from zero to fB and c:l mapping from fB 

to f, as depicted in figure 6.lB. 

The value of f, was maintained at 5.0kHz and the value of f2 was 

increased to 3.0kHz. Initially the value of fB was set to 2.5kHz 

such that the base band signal between zero and 2.5kHz was 

transmitted without any effective processing and the region 2.5 to 

5.0kHz was frequency mapped into 2.5 to 3.0kHz band with the 

compression ratio c, equal to 5, where at the receiver four out of 

every five frequency components were interpolated. The system was 

now operated in a similar fashion to the voice-excited 

vocoder(ref 47) where again the baseband was transmitted intact 

whilst the upper frequencies of the signal were vocoded. The 

essential difference is that the frequency mapping system is based 

on block processing whereas the vocoder is operated continuously on 

the speech signal. The frequency mapping system therefore exchanges 

time resolution for frequency resolution. The number of frequency 

components in the frequency mapping system depends upon the 

transform size and is generally larger than the number of vocoder 

channels in the VEV system. 
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The result for the piecewise-linear frequency mapping system is 

shown in figure 6.19. The system was applied to the input data of 

figure 6.17(a). Figure 6.19(a) shows the inverse mapped spectrum at 

the receiver and figure 6.19(b) shows the output spectrum of the 

processed input signal corresponding to the original spectrum of 

figure 6.17(b). Figure 6.19(c) shows the output time waveform from 

the receiver. It can be seen that the original waveform structure 

is now more evident in the output signal. However there is still a 

presence of rather large block-edge distortion components, which 

incidentally is not a problem with the voiced-excited vocoder. 

When listening tests were conducted on the output signal, it seemed 

apparent that frequencies beyond 3.0kHz were present when the output 

signal was compared with the same input speech signal lowpass 

filtered from zero to 3.0kHz. Unfortunately this rather marginal 

attribute was severely masked by the very annoying block synchronous 

"clicks" that accompanied the output speech signal. This was of 

course expected since they were evident from the time waveform of 

figure 6.19(C). 

At this stage it was considered appropriate to investigate the cause 

of these block synchronous clicks before proceeding any further with 

the optimisation of the bandwidth compression properties of the 

frequency mapping system. Undoubtedly, the frequency mapping 

process causes interpolation errors in the spectrum for both the 

magnitude and the phase components. The interpolation error 

worsens as the compression ratio, c, increases for whatever part of 

the spectrum that the compression is applied. The question now 
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arises, what is the effect of the spectral interpolation error upon 

the recovered time sequence? The answer is considered to be 

inherent in the inverse OFT process, i.e. equation (6.20) which can 

be written in matrix form: 

(6.21 ) 

where [}i] and [Xk] are column vectors containing the N time samples 
k· and N frequency coefficients respectively and [W N 1 ] is a square 

matrix of order N containing the complex unit vectors, exp(-j 2~ki). 

For a particular case of N=8 the matrix equation may be visualised 

as shown in figure 6.20. Each of the arrows in the square matrix 

represents a complex unit vector relative to the axes shown. It can 

be seen that as the time ordinate, i, of {~i} increases, the rate of 

rotation of the vector with respect to each frequency ordinate, k, 

'" of {Xk} also increases. 

For low values of i , e.g. i = 0, the complex vectors are all facing 

'" the same direction and for the first sample, xo' the frequency 

coefficients will be summed coherently (refer to equation 3.78). 

Conversely, at the centre of the time sequence, e.g. i = 4, the 

complex vectors are in opposition such that the addition of the 

frequency coefficients {~k}' for determining }4' will tend to cancel 
'\, 

each other. Consequently, if the frequency coefficients {Xk} 

contain a correlated spectral noise component such as the 

interpolation errors incurred in the frequency de-mapping procedure, 

then the noise will tend to concentrate at the origin of the block 
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of time samples with a small residual noise contribution in the 

centre of the block {~.} which was indeed indicated in our 
1 

experiences. 

In order to attempt to reduce these annoying block synchronous 

clicks in the output speech signal, it may be considered 

subjectively more tolerable to spread the interpolation errors 

across the whole of the recovered time sequence. The possibility of 

achieving this objective is by "upsetting" the ordered pattern of 

arrows (or phasors) in the square matrix of figure 6.20. If the 
"-phase of the estimated frequency components of {Xk} are assigned 

random values rather than interpolated values in the frequency 

de-mapping process then the effect would be to randomise the pattern 

in figure 6.20 and so to decorrelate the errors arising from the 
"-interpolated magnitude values of {Xk}, thus avoiding their 

concentration at the edges of the sequences. 

Instead of using the straight line interpolator for the phase of the 
'V 

estimated frequency components, the phase ek was obtained by 

'V 

e k +u- 1 = 1 80 (R - O. 5 ) 

(6.22) 
u = 0,1, ... , (c- 1 ) 

Where R is a uniformly generated random number between 0 and 1. 

Equation (6.22) is used together with (6.17) to form the complete 
'V 

phase spectrum of Ok}' So when k/c is an integer, equation (6.17) 

is used and when k le is non-integer we use equation (6.22) to form 
"-

the values of {ek} . 



- 326 -
"-

The magnitude coefficients {IXkl} from equation (6.13) and (6.14) 

plus the phase values from equations (6.17) and (6.22) are converted 

into cartesian coordinates and then into the new recovered time 

sequence by the 10FT in equation (6.20). 

It was found that the random-phase refinement did show a reduced 

level of block synchronous clicks in the recovered speech signal 

which was evident in the listening tests performed on the output 

speech signal. 

Now that the level of block synchronous clicks was reduced, the more 

general lower level noise and distortion which appeared present in 

the output signal from the frequency mapping algorithm was 

unmasked. During the passage of sustained fricative sounds, 

particularly the /s/ utterance, the subjective impression of wide 

bandwidth output signal clearly seemed to dominate any deleterious 

effects of the aforementioned system. It was therefore considered 

at this stage to process unvoiced sounds only and allow the voiced 

sounds and silence pauses to be transmitted without any bandwidth 

modification. We now of course return to the general compression 

system of figure 6.3 in which the processor and inverse processor 

are replaced with the transmitter and receiver of figure 6.16 

respectively. The complete system now appears as shown in figure 

6.21. The input speech of 7.6kHz bandwidth is separated into voiced 

and unvoiced paths. The voiced speech is filtered from 300 to 

3400Hz, while unvoiced speech is frequency mapped into this 

bandwidth. A delay '0' is inserted into the unvoiced path to allow 

for the difference in delay between the voiced and unvoiced paths. 
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The wideband input speech signal is separated into blocks of BmS 

each and identified as voiced or unvoiced according to the 

first-shift autocorrelation strategy outlined in section 4.7. 

Although the V/UV decisions are made every 8mS, the blocksize used 

in the frequency mapping algorithm corresponds to a duration of 16mS 

(i.e. N = 256 samples and F = 16kHz). Thus if within the 16mS 
5 

interval either the first or the second BmS block is deemed to be 

'voiced', then the decision to apply spectral compression is 

identical to the decision made during the preceding 16mS block 

(refer to equations 4.8-4.10). 

6.4.3.3 Compression Law 

Hitherto, a piecewise linear law has been assumed for the frequency 

mapping compression characteristic which was suited to the voiced 

speech upon which the system was originally tested. It was hence 

found that the system performed better if the lower frequencies of 

the voiced speech signal were preserved at the expense of a greater 

compression ratio applied to the higher frequencies. For wideband 

unvoiced speech it is perhaps the higher frequency band which has 

the greater significance. By resorting to the wideband spectrum of 

a prominent unvoiced sound such as that for the Isl utterance shown 

in figure 4.3(b), the mapping law c = 4, 1,20 corresponding to the 

frequency bands 0 to 3.5, 3.5 to 5.5 and 5.5 to 8kHz as illustrated 

in figure 6.22 was used. Although a different compression law can 

be used for each unvoiced sound, a simple approach is to use this 

fixed law which is suitable for the utterance Isl (a sound which is 

most seriously affected by the conventional 300 to 3400Hz 

bandlimiting) and apply the law to all un voiced sounds in our data 

sequence. 
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6.4.3.4 Results and Conclusions 

The time wavefonn of "5 i" from the word "sister" is shown in figure 

6.23(a) for 300 to 7600Hz speech. 

When the speech signal is bandlimited between approximately 300 and 

3400Hz the /5/ in "si" is significantly attenuated and distorted as 

illustrated in figure 6.23(b), whereas the /1/ is substantially 

preserved. The comparison of the wavefonns of figure 6.23(a) and 

figure 6.23(b) are of course the same as those carried out for the 

VUBS in section 6.3 but are repeated here for the reader's 

convenience. The frequency mapping approach is directed at unvoiced 

speech with the result that the 300 to 3400Hz mapped speech takes 

the fonn of figure 6.23(c). Observe that the mapped /5/ has a 

similar envelope to the original /5/, and that its zero-crossing 

rate is higher than that of the voiced /1/. The de-mapped time 

wavefonn for the "si" is shown in figure 6.23(d); notice that the 

wavefonn of the /5/ resembles the original wideband /5/ wavefonn far 

more closely than the bandlimited version of figure 6.23(b). 

The spectrum of the de-mapped /5/ sound (under the mapping law of 

figure 6.22) is shown in figure 6.24(c). When this spectrum is 

compared with a 300 to 3400Hz bandlimited version of figure 6.24(a) 

it can be appreciated that the spectral peak in the /5/ signal has 

been essentially preserved by the frequency mapping process which 

utilises the transmission bandwidth shown by the spectrum of figure 

6.24(b). Figure 6.25 shows the spectrograms corresponding to 300 to 

7600Hz speech and the recovered 300 to 7600Hz speech using the 

frequency mapping process. 
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Informal listening experiences confirmed that by frequency-mapping 

the unvoiced sounds, improvements can be achievable in both 

intelligibility and quality. 

In conclusion here, we argue that enhancement of speech 

intelligibility and quality can be attained by bandpass filtering 

voiced speech from 300 to 3400Hz, and frequency mapping unvoiced 

speech occupying the frequency band 300 to 7600Hz into the 300 to 

3400Hz band. Although all unvoiced sounds are frequency mapped, the 

law advocated is particularly appropriate for /5/, a sound that 

makes a significant contribution to the intelligibility of speech. 

When comparing the frequency mapping process with the VUBS method, 

the informal subjective listening experiences suggests that the 

frequency mapping recovered signal is preferable to the VUBS signal, 

particularly for the /5/ sound. This may be expected since the 

spectrum of the frequency de-mapped /s/ signal is a closer 

resemblence to the original than the 3 to 6kHz band limited portion 

generated by the VUBS method. The penalty, however, is that the 

frequency mapping system complexity far exceeds that of the VUBS 

approach. 

Having now developed the scheme of wideband frequency mapping we now 

apply further refinements to the process in order to gain even 

greater improvements to the recovered speech signal. 

In order to aim to meet this goal, we develop an adaptive algorithm 

of frequency mapping which will be detailed in the following section. 
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6.4.3.5 Adaptive Frequency Mapping 

The frequency mapping used up to now was designed for the Isl 

utterance (in particular the Isl spectrum) which is the phoneme that 

has the highest relative frequency of occurrence of any of the 

unvoiced fricative consonants (ref 3~ Other unvoiced sounds, 

particularly the unvoiced stop consonants, are not reproduced with 

sufficient accuracy although their perception was nevertheless 

enhanced. In order to improve upon this deficiency, an adaptive 

frequency mapping scheme is advocated which extends the frequency 

mapping scheme to improve the reception of unvoiced sounds, not just 

Is/. Specifically, we arrange to preserve the spectra of unvoiced 

speech in the vicinity of the energy peaks of the unvoiced spectra. 

In such regions, the mapping compression ratio, e, is set to unity. 

High values of e are therefore employed in the spectral troughs 

where frequency de-mapping errors are considered to be perceptually 

less important. Our intention now is to derive a set of mapping 

laws where the unvoiced spectrum will be simultaneously frequency 

mapped by each law, and the law which provides the best match to the 

spectrum will be the one employed. Two questions arise; how to 

select the set of fixed mapping laws and having selected these laws, 

how to decide which law is the most appropriate for a particular 

unvoiced utterance. 

a) The Mapping Laws 

Some spectral density functions of the unvoiced fricative consonants 

Isl, If I, ISI and If I and the stop consonants Itl, Ikl and Idl are 

shown in figures 4.3 and 4.5; the fricative consonant Ihl plus the 
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dipthongs Itfl and Idzl are also examined to give an approximate 

indication of their spectral structure, as shown in figure 6.26. 

Table 6.1 displays the frequency compression factors and their 

corresponding frequency bands that were selected to enhance the 

perceptual quality of the recovered speech signal. Also in Table 

6.1 is the relative frequency of occurrence of the unvoiced sounds, 

emphasising the importance of the phonomes Isl and It/. 

The reasoning concerning the choice of the mapping law for Isl has 

already been described. The fricative If I appears to have almost a 

flat spectrum over telephonic frequency band, while above 3400Hz the 

spectrum falls at about 5d8/0ctave. The frequencies up to 6800Hz 

were frequency mapped with c=2 and the frequencies above 6800Hz were 

rejected. The spectral density function for If I indicates that 

frequencies in the range 2500 to 5500Hz should be preserved. 

Listening tests revealed, however, that using c=l over the band 300 

to 3400Hz, i.e. simple bandpass filtering, gave the best perceptual 

results. When mapping was employed for frequencies above 3400Hz, 

the interpolation noise was found to be perceptually more annoying 

than the muffling imposed by the lowpass filtering. 

The stop consonants Itl, Ikl and Idl tended to exhibit two or three 

significant formants. The lower formant is associated with the 

initial step and the large amplitude excursion in the time 

waveform. The upper formants are indicative of the rapid excursions 

in the trailing of the time signal (especially the It I in figure 

4.2(a)). Accordingly, the spectrum is divided up into four zones 

with c having values of 1 or 4, as documented in Table 6.1. 
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Relative Mapping-Law 
Phoneme Consonant frequency of 

occurrence 
(%) (ref 3) c Frequency band(Hz) 

4 o - 3500 
Isl sip Fricative 4.5 1 3500 - 5500 

4 5500 - 8000 

If I father Fricative 1.84 3 o - 6800 

181 thin Fricative 0.37 0 6800 - 8000 

If I shift Fricative 0.82 
1 300 - 3400 

Ihl he Fricative 1.81 

It I to Stop 7.13 1 300 - 1200 
4 1200 - 4000 

Ikl key stop 2.71 1 4000 - 5000 
4 5000 - 8000 

Idl day stop 4.31 

Itf I chew Oipthong 0.52 3 o - 6800 

Idzl jar Dipthong 0.44 0 6800 - 8000 

Table 6.1 Mapping Laws Associated with Different Unvoiced Sounds 

Conversational speech produces many variants to the spectral density 

functions shown in figures 4.3, 4.5 and 6.26, and there are other 

sound such as voiced stop consonants and voiced fricative consonants 

etc which might be subjected to frequency mapping. What we have 

established is the set of mapping laws given in table 6.1 and we 

require the system to select the most appropriate law for the sound 
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to be frequency mapped. Thus we mean that the frequency mapping is 

adaptive, in the sense that it selects the best mapping law at its 

disposal for the unvoiced sound that it is processing. Often 

different laws may be sequentially employed during a particular 

unvoiced sound when the adaptive mapping law procedure is invoked. 

Three stages are involved in selecting the mapping law. The initial 

one is of course to decide whether to frequency map or to lowpass 

filter the speech samples. If frequency mapping is required then 

the block of speech samples is mapped by all of the mapping laws 

that are available. Finally, the law that gives the best fit must 

be identified. The first and last stages involve the making of 

decisions, and we now describe how these decisions are made. 

b) When to use Adaptive Frequency Mapping 

As with the fixed mapping strategy, the wideband input speech signal 

is again separated into block of 8mS each and identified as voiced 

or unvoiced according to the first shift autocorrelation method 

outlined in section 4.7. The V/UV decision is made every 8mS 

although the frequency mapping procedure operates on l6mS of 

speech. Again, if within the 16mS interval either the first or the 

second 8mS block is deemed to be 'voiced' (i.e. when there is a 

transition between voiced and unvoiced speech in adjacent 8mS 

blocks), then the decision is the same as for the previous 16mS 

block. The decision criterion is undoubtedly simple and is 

therefore likely on occasions to produce an incorrect decision. 

This is however not a disaster; if 7600Hz voiced speech is 

inadvertently mapped, or if a fricative is bandlimited, the 
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recovered speech is little different from 3400Hz. We therefore 

retain the simple decision criterion as it is easy to implement and 

in general it makes the correct decision. However when it does fail 

then no catastrophe occurs when examining the decision on the 

ID-word sequence of section 4.2. 

c) Selecting the Mapping Law 

Once the decision is made that frequency mapping is to be used, the 

16mS block of speech is mapped by each of the four mapping laws 

given in table 6.1. The mapped signals are stored in buffers 1, 2, 

3 and 4 until they are ready to be inverse frequency mapped, see 

figure 6.27. Each law is denoted Ll , L2, L3 and L4 

according to table 6.2. The first 'mapping law' is simply is 

bandpass filter followed by a Discrete Fourier transformer which 

corresponds to linear compression from 300 to 3400Hz and a rejection 

of frequency components above 3400Hz. The other mapping laws L2 

to L4 correspond to actual spectral compression. Commencing from 

the first buffer (Buffer 1), the bandlimited or frequency mapped 

speech is recovered by the local decoder to give the spectral speech 
A 

components {Xk .} where k = 0, 1, .. , N/2 and j = 1, 2, 3 or 4 
,J 

corresponding to the frequency mapping and de-mapping law used. If 

j= I then of course bandlimiting is used and the spectral sequence 

{X k,,} will not be decoded. In the environment of a noise-free 

transmission channel between the transmitter and receiver, the 

output of the local decoder represents the recovered speech spectrum 

that would be produced at the receiver output for each mapping law 
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L2 

L3 

L4 

Table 6.2 
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c FREQUEf>.CV BAND (Hz) 

1 300 - 3400 

4 o - 3500 
1 3500 - 5500 
4 5500 - 8000 

2 o - 6800 
0 6800 - 8000 

1 300 - 1200 
4 1200 - 4000 
1 4000 - 5000 
4 5000 - 8000 

Notation for the four compression 

characteristics for the adaptive 

frequency mapping strategy 

used. What we require is to use the mapping law which will generate 

the minimum interpolation noise possible from the four types of 

compression characteristics available at the transmitter. This aim 

is achieved by comparing the locally decoded spectrum with the 

original wideband spectrum and finding the maximum spectral signal 

to noise ratio, SP-SNR. The spectral SNR is computed according to 

SP-SNR = 10 10910 

N/2 2 
2 1 Xk ·1 

k=O ,J 
(6.23) 
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where Xk . and X
k

. are the kth frequency component in the input 
,J ,J 

speech and locally frequency de-mapped signal from law L. 
J 

respectively; or and 00 are the rms values of the input and 

frequency de-mapped signals; and N = 256. 

To find the SP-SNR j for j = I to 4, the switches 53' 54 and 55 

move synchronously and in sequence from position 1 to position 4 

where for each position the 5N-5NRj is computed. The law with the 

largest SP-SNR is selected for frequency mapping. The contents of 

the buffer associated with this law proceed via switches 53 and 

56 to be inverse Discrete Fourier Transformed by the IFFT to yield 

the frequency mapped time sequence {Yi}' This sequence, and the 

analogue side information to instruct the receiver which mapping 

law was used, is then multiplexed and transmitted with the bandpass 

voiced speech signal. 

Observe in figure 6.27 that there is a direct connection between 

switches 53 and 54' However, if the characteristics of the 

transmission channel are known this link can be broken, the contents 

of the buffer are inverse Fourier transformed via 53 and 56' and 

the resulting time sequence subjected to a model of the channel. 

The output from the model is Fourier transformed by the FFT and 

applied to switch 54' By this means the selection of the law will 

be appropriate for both the speech signal and the transmission 

channel. In our experiments we used an FIR lowpass filter for the 

channel, for which the arrangement of the adaptive frequency mapping 

system shown in figure 6.27 is applicable. 
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The receiver de-multiplexes the received signal, and from it 

determines if frequency mapping was used and if so, the law 

employed. The speech block is then Fourier transformed by the FFT 

and the appropriate frequency de-mapping law is applied. A 

uniformly distributed random phase between ±1800 is again given to 

the estimated frequency components where interpolation had been used 

in the frequency de-mapping procedure. This is the same operation 

used in the fixed frequency mapping case (equation 6.22). The 

sequence is then inverse Fourier transformed by the IFFT to recover 

the wideband output. speech signal. 

Side-Information Multiplexing 

For the experiments conducted in order to simulate the operation of 

the adaptive frequency mapping procedure, space division 

multiplexing was effectively used to convey the side information 

from the transmitter to the receiver. This meant using a noiseless 

auxiliary 'wire' in parallel to the 300 to 3400Hz analogue channel 

which does indeed represent an ideal situation. In a more practical 

arrangement, the information regarding which of the 4 laws that are 

to be used on each of the 16mS speech blocks may be transmitted in 

the form of a 2-bit FSK pilot tone embedded in a narrow frequency 

slot, say 2600Hz, as was suggested with the HFR method in section 

5.4.1. This procedure was not, however, tested by our simulation. 
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d) Results and Discussion 

The system as shown in figure 6.27 was tested on the iD-word 

sequence obtained from section 4.2. For utterances containing just 

Isl's and voiced speech, the adaptive frequency mapping system 

behaved as the fixed mapping method which just employed Law L2 and 

bandpass filtering only. During the transitions between the Isl 

utterance and voiced speech (and vice-versa), there are instances 

when a different mapping law was selected and in so doing offered a 

better spectral blend between the voiced and unvoiced transitions 

than the single change from fixed frequency mapping to bandpass 

filtering between one block and the next. 

This result was demonstrated by the SP-SNR values obtained for the 

utterance Is I, l1<a I from "5 K Ha rvey" as shown in table 6.3 and 

figure 6.28. During the sustained Isl sound, law L2 is selected 

for every block except at the last block where law L4 appears to 

be the better choice. For the first block of the silence, law L3 

is preferred possibly because there is still a small amount of the 

Isl signal still present. 

With regard to the 11<1 utterance, the leading edge which contains a 

large step function was preferentially bandpass filtered whilst the 

second block containing the trailing edge of the Ikl and hence the 

higher frequencies was mapped by law L4. Under fixed frequency 

mapping conditions, law L2 would have been selected for the 

leading and trailing positions of the Ikl resulting in the reduction 

of spectral SNR of around 8 and 6dB respectively. During the voiced 

lal, the V/UV switch changed to 'V' position and none of the laws 

were invoked. 
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Block SP-SNR(dB) Law 
Number Phoneme Ll L2 L3 L4 Selected 

1 Isl -18.2 15.7 5.87 14.2 L2 
2 Is I -22.1 15.9 6.07 12.3 L2 
3 Isl -13.3 15.5 6.49 6.97 L2 
4 Is I -6.50 10.8 7.51 9.72 L2 
5 Isl -2.11 6.50 6.44 7.03 L4 
6 inter- -3.06 9.33 12.0 5.13 L3 

phoneme 
7 silence 12.3 7.13 8.99 11.6 Ll 
8 /1<1 14.9 6.38 9.14 10.7 Ll 
9 /1<1 10.5 6.77 7.71 12.5 L4 

10 inter- 17.1 0.24 7.03 6.79 Ll 
phoneme 

11 silence 17.2 4.12 4.93 8.64 Ll 
12 la I Voiced 
13 lal Voiced 
14 lal Voiced 
15 lal Voiced 
16 lal Voiced 

Table 6.3 Variation of spectral SNR against block size for the four mapping 
laws and the adaptive mapping selection. 

The waveforms in figure 6.29 also illustrate the advantage of the 

adaptive frequency mapping process. Figure 6.29(a) shows the time 

waveform of the trailing position of the Ikl utterance contained in 

"S K Harvey". The power spectral density function and phase 

spectrum for the 7.6 kHz speech are also displayed in figure 6.29, 

sub-figures (b) and (c) respectively. The bandpass spectra 

associated with law Ll are not displayed as they are those of the 

wideband speech from 0.3 to 3.4 kHz. SUb-figures (d) to (f) show 

the recovered wideband time signal, its power spectrum and phase 

spectrum, when law L2 is used. The third and final rows 

corresponding to sub-figures (g) to (1) show the time waveforms and 

spectral responses when frequency de-mapping is performed using laws 

L3 and L4 respectively. The centre column in figure 6.29 
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displays the power spectra, here the wideband speech spectrum shows 

large peaks in the vicinity of 1.5 to 2.5 kHz and 4 to 5 kHz. Law 

Ll retains the first peak and rejects the second while law L2 

retains the second peak and makes a crude representation of the 

spectrum in the region of the first peak. Frequency compression of 

c = 3 is applied over the range of both peaks when law L3 is used 

whereas law L4 preserves the second peak and does as well as L3 

over the first peak. Our SP-SNR criterion of equation (6.23) is not 

solely concerned with how well the spectrum in the vicinity of the 

peak is reproduced but with the overall spectral match. According 

to table 6.3 (block 9), the double peak mapping law was selected. 

Thus the wideband unvoiced speech signal whose time waveform, power 

and phase spectra were as shown in row 1 were reproduced by a signal 

whose properties are displayed in the last row. In this example 

frequency mapping was selected by a narrow margin over the band pass 

filter case, law Ll . 

The mapping laws selected in the adaptive mapping process for some 

unvoiced sounds are displayed in figure 6.30, where the block 

numbers are relative to the beginning of the utterance. SUb-figure 

(a) shows successive blocks commencing with the second Isl in 

"sister" and ending with the end of It!. The Is I extends over the 

first seven blocks where law L2 is favoured except at the very end 

of the sound. Blocks 8 and 9 are for inter phoneme silence 

intervals, while the last two blocks apply for It/. The sounds If I 

in "fist" and in "father", are shown in (b) and (c), respectively. 

For the latter case, the first 10 blocks are applicable to /f/, 

blocks 11 and 12 are inter phoneme silence, while blocks 13 to 15 
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are the lead-in to the la I sound. The variation of Ik I in "talk" is 

displayed in (d). In (e), blocks 1 to 11, 12 to 13, and 14 to 18 

relate to the Isl, inter silence, and Ikl in "S K Harvey" 

respectively. The I JI phoneme in "shift" applies to (f) and It! in 

"talk" is shown in (g). The variation 0 f the laws from the 

beginning of If I to the end of It! in "shift" is displayed in (h), 

where blocks 10 to 12 are effectively inter silence. The laws for 

181 and Ikl in "thick" are presented in (i) and (j) respectively. 

The adaptive mapping for Isl through to It! in "fist" is given in 

(k) where blocks 13 to 15 relate to inter silence. The Isl followed 

by It I applies to both (a) and (k) with a similar selection of 

mapping laws. SUb-figures (1) and (m) both apply to "spent". The 

Isl and Ipl are in (2) where block 3 and 4 relate to the intra 

silence periods, and the response to (m) relates to It/. 

From these samples we see that some sounds use almost only one law, 

e.g. Isl and It I which rely on laws L2 and L4 respectively. In 

general, two or three mapping laws may be used over the duration of 

an unvoiced sound. During inter phoneme silences, law L4 tends to 

be preferred. 

The spectrograms for the utterances "sister", "father", "S K 

Harvey", "shift", "thick", "fist" and "talk" are shown in figure 

6.31; fig. 6.31 row 1 shows the spectrogram of the original signal. 

It is perhaps not so clear from this display that the Ikl utterance 

of the wideband signal needs any spectral compression at all as it 

would seem that a 300 to 3400Hz channel would be adequate to 

transmit it. This may be because the spectral weighting used for 
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the spectrograph display was insufficient to detect the third 

formant in the Ikl signal. If a higher spectral weighting emphasis 

or greater marking depth had been used then the spectra of the 

voiced speech would have been abnormally biased towards the high 

frequency region. 

The performance of the adaptive frequency mapping system of figure 

6.27 was further tested by informal subjective listening experience 

of the output speech signal from our ID-word input sequence. These 

tests clearly indicated far better speech quality than the 300 to 

3400Hz bandlimited speech signal and the adaptive version of 

frequency mapping achieved a superior performance than the fixed 

mapping case. The output signal from the adaptive strategy 

indicated better results for all of the unvoiced utterances 

including the transitions between voiced and unvoiced speech and 

vice versa. Even the 1st! from "fist" showed an improved and more 

natural sound which in the past has been notoriously difficult to 

achieve. 

In conclusion, then, we can say that the adaptive frequency mapping 

algorithm had consistently shown better results than by using the 

fixed mapping law. However, the price paid is the substantial 

increase in complexity, especially at the transmitter terminal. 

This is also reflected in the increase in the computation time 

required to simulate the adaptive system. 

In the future, it may be envisaged that a greater flexibility can be 

incorporated into the adaptive frequency mapping system by including 

more mapping laws available for spectral compression based upon 
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statistically averaged spectra from much more data. In our example 

for the Ikl signal of figure 6.29, the Ik/-spectrum would probably 

be suited to a three-formant preservation mapping law rather than 

just a two-formant law. It remains, however, to be seen how much 

more improvement in output speech quality can be obtained by 

pursuing these directives. 

Having now discussed in detail a fairly proficient spectral 

compression scheme, we will now go on to another process of 

bandwidth compression of perhaps a simpler nature. This process 

will still be based in the frequency domain and is the topic of our 

next section. 

6.4.4 Bandwidth Compression in the Frequency Domain usinq an 

Artificial Phase Function 

In the previous section, we found that the frequency mapping 

algorithm operated in the Fourier transform domain, that is, using 

the general structure of figure 6.7, the speech signal was 

manipulated by way of the magnitude and phase of its frequency 

components. The frequency mapping algorithm dealt with the 

magnitude and phase components in parallel, i.e. whatever the 

processing was applied to a specific magnitude component, it is also 

applied to the phase of that component. The only divergence of the 

treatment for the magnitude and phase components occurred at the 

final stage of the receiver where the magnitude of the estimated 

frequency components in the frequency de-mapping procedure was 

interpolated from neighbouring known components and the phase was 

assigned a random value between ±18Do. 
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In this section, we consider separating the magnitude and phase 

spectra right at the earliest opportunity i.e. after the OFT 

operation in the transmitter terminal. Spectral compression can now 

be applied to the magnitude and phase as separate entities before 

ultimately recombining them at the receiver terminal to reconstruct 

the speech signal. It does perhaps seem sensible to treat the 

magnitude and phase spectra separately in this way because if the 

magnitude and phase spectra, shown in figure 6.29(b) and (c) for the 

/k / in "5 K Harvey", are canpared it can be seen that they are 

structurally very different. In particular, the adaptive frequency 

mapping scheme of the previous section was modelled around the 

magnitude spectral distribution whereas the model completely 

disregards the phase characteristics. 

What is proposed now is a relatively simple way to keep the 

magnitude spectrum completely intact while applying the bandwidth 

compression using phase-processing only. In general, phase 

processing offers the possibility of frequency compression by 

transmitting only the magnitude of each frequency component and not 

its phase. A theoretical maximum of 2:1 compression (halving the 

bandwidth) should be attainable by this process. As described in 

section 2.1.2, the notion of phase-rejection is commensurate with 

the lack of phase sensitivity of the human perception 

mechanism (ref 33). We have also noted in section 3.4.1.5 that 

earlier research(ref 56) involved OFT analysis of successive 

segments of speech and discarding the phase spectrum but it resulted 

in periodic clicks in the recovered speech signal. This is not 

surprising since if one refers back to the investigation of the 10FT 
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(figure 6.20) then for low values of time index, i, e.g. i = 0, the 

complex vectors are facing the same direction, so for the first 

time-sample, the frequency coefficients will be summed coherently 

giving a maximum at the start of the block. The same argument 

applies at the end of each processing block. 

In reference (56) we saw from Chapter 3 that attempts were made to 

overcome the problem of the block synchronous peaks by gradually 

re-introducing the phase spectrum with minimal additional increase 

in channel capacity. Another method to reduce the unwanted periodic 

components employed pitch synchronous OFT processing of the speech 

signal where the block-edge distortion produced by the total or 

partial rejection of the phase was masked by the high amplitude 

component of the pitch excitation present in the voiced speech. 

In accordance with our approach to overcome the block synchronous 

distortion produced by the frequency mapping schemes, we will 

attempt to apply total phase rejection at the transmitter and 

introduce a random phase spectrum at the receiver terminal. If one 

considers the phase spectrum of figure 6.29(c), it can be seen that 

the original phase spectrum already appears very random-like in 

structure, so, even from that standpoint our proposed algorithm can 

still be loosely deemed a signal-specific notion, just as the 

frequency mapping schemes were magnitude spectrum specific (although 

rather more stringent). 



- 346 -

6.4.4.1 Operation of the Phase Processor 

Our initial system is basically that of figure 6.7(a) and (b) using 

the aforementioned phase processing to afford the required spectral 

compression and expansion. The phase processing system which we 

will term the random phase processor becomes the arrangement as 

shown in figure 6.32(a) and 6.32(b). 

The incoming signal, x(t), is segmented into contiguous blocks of 

samples and Discrete Fourier Transformed by the OFT where the phase 

spectrum is set to zero. The magnitude frequency coefficients 

corresponding to the upper band of 3400 to 6500Hz are then 

transferred into the lower band of the phase array corresponding to 

the 300 to 3400Hz frequency range. The new phase coefficients are 

then assigned to a pseudo-random sign (which is known to the 

receiver) before being inverse Discrete Fourier Transformed by the 

10FT. We will see later that the reason for using random sign 

assignment to the phase values is to reduce the peaks at the block 

edges of the transmitted signal. 

The band compressed signal is then sent to the 300 to 3400Hz channel 

which emerges at the receiver as shown in figure 6.32(b). The 

received signal is 'cleaned-up' by a further 300 to 3400Hz bandwidth 

filter before being again divided into blocks of samples. The 

blocks are transformed into the frequency domain by the OFT where 

the phase of the frequency coefficients are re-allocated to their 

original sign (i.e. de-randomised). The 300 to 3400Hz phase 

spectrum is then shifted back to occupy the 3400 to 6500Hz magnitude 
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spectrum. The expanded magnitude spectrum is combined with an 

arbitrary phase spectrum containing uniformly distributed random 

values between ±l80o and extending between 300 and 6500Hz whence 

the resultant signal is transformed back into the time domain by the 

10FT to reconstruct the wideband speech signal. 

Having now discussed the general operation of the transmitter and 

receiver, we will elucidate each function in more detail. 

a) The transmitter 

Here, the signal is divided into contiguous blocks of N samples each 

and the sequence {xi} is transformed into the frequency domain. The 

OFT of which is 

1 N- 1 
X =- \' X 
k N i ~O i [ 

. 21Tki) exp -J -N-

(6.24) 

k = 0,1 , ... ,N/2 

This is of course the same expression as that used in the OFT stage 

of the frequency mapping process (equation 6.5). Accordingly, the 

magnitude of Xk is 

and the phase of Xk is 

k = 0,1, ... , N/2 
(6.25) 
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We now separate the magnitude and phase components by setting all 

the phase values 8k to zero, i.e. 

8
k 

= 0 for k = 0,1 , ... ,N/2 (6.26) 

Restating equation (5.4), the frequency resolution (frequency 

separation) of each OFT component, M is equal to F/N where Fs is 

the sampling frequency. Therefore the nearest value of k which 

corresponds to a frequency 'f' kHz (if Fs is in kHz) is 

kf = NINT(f/M) (6.27) 

Where NINT(.) corresponds to the nearest integer value of (.). 

The values of Ixkl corresponding to zero to 3400Hz are retained, i.e. 

(6.28) 

k=O,1, ... ,k
3

. 4 

For ~he initial experiment using this process, the values of 

corresponding to 3400 to 6500Hz were transferred into the phase 

array according to: 

(6.29) 

Having completed the magnitude to phase array transfer the {IYkl} 

and {~k} sequences were initially converted into real and imaginary 



- 349 -

sequences without any sign randomising such that the components were 

now: 

and (6.30) 

k=O.1 •...• N/2 

To extend the number of components in the real and imaginary 

sequences to N. we again invoke the complex conjugate property of 

spectral components of wholly real time functions, namely 

(6.31) 
k = 0.1 •...• N/2 

where as before, the raised * above the symbol implies its complex 

conjugate. 

(6.32) 

The inverse OFT is now applied to give the time sequence {Yn} where 

(6.33) 

i=0.1 •...• N-1 

{y.} is the time sequence whose frequency components occupy a lower 
1 

frequency band compared to those of {x.}. Specifically. the highest 
1 

frequency component in {Yi} is 3400Hz. 
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When this experiment was performed, the resulting time sequence, 

{Yi} was found to peak at the block edges as shown by the waveform 

of figure (6.33). The reason for this phenomenon is considered to 

be due to the fact that the phase sequence {$k} in equation (6.29) 

has values that typically range between 0 and 350 only. 

First, let us hypothetically allow $k = 0 for all k = 0, 1, ••. N/2 

which for the moment is used instead of equation (6.29)". We then 

re-apply the 10FT viz: 

N-l 
Yi = I IVkl exp{j $kl.exp[j 21T~i) 

k=O 

The initial value of Y i is: 

N-l 
Yi = I 

k=O 
i = O,l, ... ,N-l 

(6.34) 

Since the amplitude spectrum will have all positive values, Yo will 

be the maximum value of the function Yi' Similarly, for i = N-l 

(i.e. the last sample in the block), the exponential term will be 

large, making the value of the summation large. This can also be 

explained by our matrix demonstration of figure 6.20. The shape of 

the resulting processed block will now indeed peak at the block 

edges. This peak will correspond to the join between successive 

segments and will thus result in periodic peaks in the transmitted 

waveform, {Yi }. 
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As far as listening tests are concerned, the above phenomenon should 

have no consequence, provided that the receiver can successfully 

apply the inverse process to the transmitter and so remove the block 

synchronous peaks. An ideal analogue transmission signal containing block 

synchronous peaks will not deteriorate the overall performance of 

the system unless it is required to digitise the transmitted 

analogue signal. In such a case, the large spikes in the waveform 

to be encoded would pose a difficult task for the digital coder and 

in general would lower its performance. Furthermore, an encoder 

having a constant SNR for a wide range of input power values will 

produce an increase in quantization noise during the encoding of 

these peaks and while the inverse post processor should remove the 

block synchronous distortion, the quantization noise will remain 

periodically reinforced in the time waveform. It is therefore 

desirable to reduce the level of the block synchronous peaks in the 

analogue transmitted waveform. This aim was found to be achieved by 

reverting back to equation (6.29) and replacing it by: 

(6.35) 

where k = kO.3' kO.3 + 1, ... , k3.4 

Also $k = 0 for k = (k3. 4 + 1},(k3.4 + 2}, ... ,N/2 

The value of 'a' in equation (6.35) is constant for each processing 

block (i.e. for all k), and is chosen such that 



'-

- 352 -

where I x I max is the maximum value of I Xk I for the range k3.4 to 

k6 . 5 . This allows for the values of the phase, $k' to be 'filled' 

by IXkl and effectively to spread the $k values between ±1800
. 

The value of 'a' may be transmitted to the receiver once for each 

processing block as side information. For our data, the constant 

value of a = 9.0 was used for every processing block. 

When the new compressed spectrum was inverse Fourier transformed by 

equations (6.30 to 6.33), the block synchronous spikes were still 

apparent although now they were reduced compared to the case when 

equation (6.29) was used to form $k. 

We have already noted from the frequency de-mapping procedure in 

section 6.4.3.2 that if a 'randomness' were to be introduced into 

the phase spectrum the effect would be to smooth the peaks from the 

block edges in the time waveform. We can thus assign a random sign 

to $k to decorrelate the phase values occupied by the upper band 

{IXkl} from equation (6.35) and so reduce the block synchronous 

spikes that occur in the inverse transformed time sequence for 

transmission. The sign of the values of the phase, :.$k' are_ 

randomised according to 

(6.36) 

for k = 0,1, ... ,k3 . 4 
',. 

where m = 1Nl (RI -0.5)+2 and INT(.) is the round down integer 

value of '.' while RI is a uniformly distributed pseudo-randomly 
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generated source having values between 0 and 1. RI is also 

duplicated at the receiver terminal but it need not be the same 

sequence for each block. 

Now, the 10FT is again invoked such that 

wi th 

and 

Re(\) = 

Im(Y k) = 

N- 1 
Yi = I 

k=D 

1\1 Cos (\) 

1 Ykl Sin(A k) 

k = D.1 •...• N/2 

k = D.1 •.••• N/2 

[
.2TIki). Yk exp J -N-

(6.37) 

(6.38) 

(6.39) 

The sequence {y.} is now transmitted to the receiver via the 300 to 
1 

3400Hz bandlimited channel as shown in figure 6.32. 

b) The Receiver 

The receiver operates on the filtered version of {y.} sequence of 
1 

"-samples now denoted by {Yi}. The block of N samples are again 

converted into the frequency domain by the DFT process: 

exp ( 
. 2TIki) -J -­

N 

2 = D.1 •...• N/2 

(6.40) 
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and the polar representation is obtained as 

(6.41) 

and (6.42) 

R. = 0,1, ... ,N/2 

The magnitude spectrum now has to be restored by transferring the 

300 to 3400Hz range of the phase spectrum into the 3400 to 6500Hz 

region of the magnitude spectrum. However, before doing this 

rtransfer, the received phase spectrum has to be recovered by 

'de-randomising' the sign of the phase coefficients, viz: 

~k = (_l)m 'kk (6.43) 

k = 0,1, ... , N/2 

and as with equation (6.36) 

m = INT(R1 - 0.5) + 2 

The phase spectrum is rescaled, such that 

(6.44) 
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where 'a' is as previously defined for equation (6.35). The values 

'" of {IXkl} in equation ·(6.44) are added to the lower band: 

(6.45) 

Equations (6.44) and (6.45) form the full magnitude spectrum of the 

recovered signal up to 6500Hz. 

Finally, the entire phase spectrum is replaced by a uniformly 

distributed randomly generated source having values between 

± 1800
• The phase is now given by: 

(6.46) 

where R2 is a uniformly distributed randomly generated number 

between 0 and 1 which is not necessarily the same as the sequence 

'" '" The sequences {IXkl} and {8 k} are converted into real and imaginary 

sequences, Le. : 

'" '" '" Re( Xk) = IXkl COS(8 k) 

'" '" '" and Im(Xk) = IXkl Sin(8k) (6.47) 

for k = O,1, ... ,N/2 
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and using 

'V * XN_k =\ for k=0,1, ... ,N/2 

'V 
the speech sequence, {xi}' is recovered according to 

N-l 
~i = I Xk exp (j 2n~i) 

k=O 

for i = 0,1, ... ,N- 1 

The resulting sequence forms the recovered speech signal. 

c) The Channel 

(6.48) 

(6.49) 

The channel used in the simulation was modelled by a finite impulse 

response (FIR) filter of band limits 300 to 3400Hz. This type of 

channel is chosen because it is required to possess a linear phase 

characteristic such that the phase spectrum of the transmitted 

signal {Yi} can be faithfully recovered after compensating for the 
'V 

channel delay, i.e. the recovered sequence {Ak} should be a close 

approximation to the sequence {Ak}. In practice, the group delay 

characteristic must be precisely constant such that synchronisation 

between the transmitter and receiver can be preserved. Experimentally 

we found that if the channel had caused a delay error by just ± 

sampling interval then it was not possible for the receiver to 
'V 'V. • 

recover IXkl from lk uSlng equatlons (6.43) and (6.44). This 

problem can be obviated by using a digital channel in place of the 

FIR filter. 
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6.4.4.2 Results 

The results, obtained by computer simulation, are based upon 

informal subjective listening tests again on the ID-word speech 

sequence. Initially no voiced/unvoiced switching was used by the 

random-phase processing system such that the entire speech sequence 

was phase-processed. The block length N for the compression 

algorithm was taken as 256 samples corresponding to a 16mS duration 

as the magnitude spectrum did not appear to change appreciably 

within that interval. 

The waveform for the utterance !I I in "sister" is shown in figure 

6.34 which shows a large amount of distortion as compared to an 

original waveform of an III sound from say, figure 4.17(a). The 

distortion was also evident upon subjective listening tests which 

showed a large amount of periodic distortion (hoarseness) in the 

processed voiced speech. This does indicate a rather unsuccessful 

outcome by the random-phase process. 

6.4.4.3 Application of the Random Phase Processor to 151 Sounds 

It could be discerned that particularly for the 151 fricative 

sounds, the results appeared to yield a better quality signal than 

the 300 to 3400Hz bandlimited version. It was at this stage decided 

to apply the random phase process just to the 151 sounds and leave 

the remaining signal unprocessed. The phase processor now fits into 

our general framework as shown in figure 6.3; the processor of 

figure 6.32(a) becomes the transmitter of figure 6.3(a), and the 
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inverse processor of figure 6.32(b) now becomes the receiver 

terminal of figure 6.3(b). The VIUV switch is used to select all 

/s/ sounds from the 300 to 7600Hz wideband speech using the zero 

crossing rate technique outlined in section 4.5. 

It may well be argued that the random phase processor is rather 

complex in operation and the complexity is not really justified in 

applying bandwidth compression and expansion for just /s/ sounds. 

The reasons for processing the wideband /s/ sounds only out of the 

entire speech signal were outlined in section 5.4.2 i.e. it was this 

sound that suffered the most distortion by bandlimiting it from 300 

to 3400Hz. Thus a significant improvement in perception concerning 

intelligibility and quality may be made by spectrally compressing 

and expanding the /s/ signal to enable it to be transmitted via a 

bandlimited medium. We have also noted that the /s/ sound occurs 

relatively frequently in English prose. 

The process of detection and separation of the /s/ signal from 300 

to 6500Hz speech was achieved quite reliably from our data using the 

zero-crossing rate measurement method as the detector used was 

heavily biased against erroneously deciding that voiced speech was 

an /s/ sound. The reason for this is that if voiced speech is 

inadvertently phase-processed, the recovered signal would exhibit a 

gross periodic distortion as found earlier in our experimentation 

(figure 6.34). 

If the /s/ detector switch changes state inside one 16mS processing 

block, then that block is considered as "voiced-speech" and does not 
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undergo any phase processing. Therefore to phase process a 16m5 

block, the entire l6m5 must be considered to comprise of an Isl 

utterance. The block diagram of the complete system is now 

displayed in figure 6.35 which shows that the random-phase process 

is applied to Isl sounds only, i.e. the switches 51 - S4 are 

operated by the Is/-detector. The random-phase processor and 

inverse processor are exactly those illustrated in figure 6.32(a) 

and figure 6.32(b) respectively. The 'non-/s/' speech, i.e. all of 

the signal including voiced speech, stop consonants and silence, is 

processed Simply by bandpass filtering from 300 to 3400Hz by FIR 

filters at the transmitter and receiver terminals. FIR filters are 

used to bandlimit the non-/sl speech as the delay is known and can 

be compensated in the processing branch of the system. Therefore 

the signals may be synchronised at switches 52 and 54' The 

other switches 51 and 53 are so placed as to prevent any 

unwanted switching transients from occurring at the output of the 

bandpass filters when the Is I-detector changes state. 

Finally from figure 6.35, it is noted that the receiver is required 

to provide bandwidth extension only at the times when the 

transmitter performs bandwidth compression i.e. when an Isl sound is 

detected. The information can be multiplexed with the transmitted 

signal in the form of a modulated pilot tone in a dedicated spectral 

slot, again say, between 2 and 3kHz, similar to the method discussed 

in 5ection 5.4.1. The multiplexing arrangement was not however 

tested experimentally, and the side information was merely 

transmitted separately from the 300 to 3400Hz channel. 
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6.4.4.4 Results 

a) Time and Spectral Plots 

As with the previous bandwidth compression systems, figure 6.36(a) 

to (d) shows waveforms of the /15/ in the word "sister" for four 

different cases. Figure 6.36(a) shows the waveform of the original 

300 to 6500Hz signal, figure 6.36(b) is a 300 to 3400Hz FIR 

bandlimited signal, figure 6.36(c) shows the waveform of received 

signal from the 300 to 3400Hz channel of figure 6.35. Finally, 

figure 6.36(d) illustrates the /15/ signal at the output of the 

receiver. 

Figure 6.36(b) indicates that the 300 to 3400Hz bandlimited signal 

conveys a large proportion of information regarding the /11 as here 

the waveform structure is virtually unaffected. As previously 

found, the unvoiced /5/ appears to be severely attenuated and 

distorted. The plot of figure 6.36(c) shows that the random phase 

processed signal does convey some information about the /5/ sound; 

when the /5/ signal is subsequently re-expanded at the receiver, the 

resultant output signal bears a closer resemblance to the wideband 

input signal than does the 300 to 3400Hz bandlimited version. 

The spectral section of figure 6.37(a) shows the magnitude and phase 

spectrum of 16mS of a wideband /5/ utterance. The phase spectrum 

may be again noted for its random-like structure. Figure 6.37(b) 

also shows the magnitude and phase spectrum of the bandlimited 

version. The characteristic peak in the magnitude spectral envelope 
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at about 4500Hz has been heavily suppressed. Figure 6.37(c) shows 

the magnitude and phase spectrum of the input signal to the receiver 

'" '" which corresponds to {IVkl} and {~k} in equations (6.41) and (6.43) 

respectively. The magnitude and phase spectrum of the recovered 

wideband output signal is shown in figure 6.37(d) where the 

magnitude spectrum of the processed signal appears to be a better 

representation of the input spectrum than the bandlimited ,spectrum. 

b) Informal Subjective Listening Tests 

The results of applying random phase processing only upon the /s/ 

fricative sounds appeared to yield better quality speech than the 

300 to 3400Hz bandlimited speech. The result was far better than 

that gained by processing the entire speech signal. The 

phase-processed /s/ signal also tended to give a subjective 

impression that the bandwidth used for the transmission channel was 

greater than 300 to 3400Hz. In some parts of the processed speech, 

particularly the first /s / utterance in "sister" and the /s/ in the 

word "fist" sounded slightly unnatural and "raspy". However, this 

situation was improved by attenuating the random phase processed /s/ 

sounds' by fifty per cent. The informal listening tests on the small 

sample of data used (i.e. the ID-word sequence) did seem to confirm 

the time waveforms and spectral sections in that the random phase 

processing system was preferable to the bandlimited speech. 

Therefore, much more material needs to be processed so that formal 

subjective listening tests can be undertaken to fully evaluate the 

performance of the system. If a hardware realisation is feasible, 

conversational tests would provide a clearer indication of the 

acceptability of this process as well as the processes previously 

discussed. 
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c) Segmented Spectral SNR (SP-SNRSEG) 

Apart from the evaluation of the performance of the system by the 

informal subjective listening test of the output speech signal, the 

signal to noise ratio may sometimes be invoked. The SNR, however, 

is more suited to the performance evaluation of high bit rate 

waveform coders whose task it is to preserve the original waveform 

as accurately as possible rather than to preserve the speech 

parameters. When the phase spectrum is altered,as for example with 

vocoders, the time SNR may be negative as the time waveform is no 

longer preserved. In these cases, including the random phase 

processing system, the SNR criterion fails to provide an acceptable 

performance measure. 

A different measure used for these experiments was the spectral SNR 

which was adopted for the adaptive frequency mapping strategy in 

section 6.4.3.5, in particular from equation 6.23. The spectral SNR 

is considered to be more indicative of the performance of a 

bandwidth compression system that-endeavours to recover the original 

magnitude spectrum rather than the time waveform. The random phase 

processor is such a system and is therefore posed as a suitable 

candidate for the application of the spectral-SNR which is computed 

as follows: 

The power spectrum is calculated for overlapping blocks of samples 

(using 50 per cent overlap) for the input and output signal. These 

spectral values are then locally averaged with a sliding frequency 

window of 300Hz bandwidth. The error (or difference) spectrum, i.e. 

the output minus the input spectral values at each frequency, is 
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then formed for each block. The SNR is then obtained by taking the 

ratio of the mean spectral energy of the input and the error 

spectrum. The average SNR is then determined for all blocks within 

the entire sequence of speech samples. 

'V 
Speci fically, if {j Xk ·I} and {I Xk ·I} are the irput and output 

,J ,J 

spectral frequency coefficients for the jth block of input and 

output signals respectively, then the values must be first locally 

averaged by the 300Hz sliding frequency window. The frequency 

samples within the 300Hz window are summed and the result is divided 

by the width of the window to form the smoothed frequency sample 

values, <I Xk ·1> , located at the centre of that window. The window 
,J 

is advanced by one frequency sample and the process is repeated: 

k+l 
L 1 X ·1 

_ p=k-l p,J 
<IXk,jl> - 2l (6.50) 

for k = l,(l+'), ... ,(N,/2-l) 

where _ kO.3 
l - -2-

and NI = blocklength. 

(corresponding to half the window length, 

i.e. 150Hz bandwidth) 
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At the start and finish of the spectrum, the window width reduces 

according to the number of samples available for averaging, such 

that: 

K+L 

<Ixk ·1> = ,J 

2 I X ·1 
p=O p ,J 

k + L 
(6.51) 

for k < L-l 
N/2 

L I X .1 
and <IXk ·1> = 

e=k-L P,J 
(6.52) 

• J (N
1
/2-k) + L 

for k > Nl/2 - L 

'" '" The smoothed spectral values for {IX
k 

.I}, giving <IX
k 

.1> are 
.J • J 

computed by the same operations as equations (6.50 to 6.52). 

The spectral error signal is then formed, i.e.: 

'" Ek . = <IXk ·1> - <IXk ·1> .J .J ,J (6.53) 

for k = O.1 •...• N1/2 
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and the block spectral SNR is formed for the jth block as: 

(6.54) 

For the entire sequence of Ml samples, there are NA analysis 

blocks available to determine corresponding values of Sj where j = 
1, 2 ..• NA and: 

(6.55) 

1Nl [.] denotes the round down integer value of '.', b is the block 

overlapping factor and NI is the blocksize which need not be the 

same as the blocksize N used for the random phase processing 

algorithm. 

The average segmented spectral SNR (SP-SNRSEG) is thus given by 

SP-SNRSEG (6.56 ) 
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The measured values for the segmented spectral SNR when applied to 

the word "sister", having a blocksize NI = 256 samples, with the 

overlap factor b = 0.5 (i.e. 50% overlap), are as follows: 

i) Applying a 300 to 3400Hz FIR filter to the entire speech signal 

with a corresponding output waveform shown in figure 6.35(b). 

SP-SNRSEG = 13.9dB 

ii) Random phase processing of the /5/ fricative signals with a 

corresponding output waveform shown in figure 6.35(c) 

SP-SNRSEG = 15. 7dB 

The spectral SNR, Sj from equation (6.54), of each overlapping 

spectral block, j, for the word "sister" is shown in figure 6.38. 

Figure 6.38(a) shows the spectral SNR for the bandlimited signal and 

figure 6.38(b) shows the spectral SNR for the random phase-processed 

signal. The spectral SNR is about 25 to 30dB for the voiced 

segments of both signals (a) and (b) as in each case the signal is 

bandpass filtered at the same bandlimits. The spectral SNR for the 

/5/ utterances in figure 6.38(a) is between about 0.1 to 0.3dB, 

whereas this increases to around 5 to 9dB in figure 6.38(b). 
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6.4.4.5 Discussion and Conclusion 

It has been argued that enhancement of speech intelligibility and 

quality may be obtained by bandpass filtering voiced speech to 

300-3400Hz and phase processing the 300 to 6500Hz bandwidth Isl 

speech signals into the 300 to 3400Hz band. No other sound is phase 

processed since the Isl sound is considered to make a vital 

contribution to the quality and intelligibility of wideband speech. 

If a non-/sl block happens to be inadvertently phase-processed it is 

likely that the input waveform would exhibit a high zero-crossing 

rate such as that for the trailing edge of a It I consonant. The 

high zero-crossing rate of the waveform to be phase processed is 

governed by the /SI detector switch and when such a waveform is 

phase processed, one should not expect any serious degradation 

although the procedure of testing 'non-Is I' unvoiced speech was not 

performed experimentally. 

Another consequence of using the phase-processing method is that the 

approach used to reduce the block-end distortion was by generating a 

pseudo-random phase spectrum for the transmitted signal. This 

notion supports the procedure adopted for the freqency de-mapping 

process in section 6.4.3.2, i.e. when a random phase was assigned to 

the estimated components, the block-end distortion effects were 

significantly reduced. 

The systems so far discussed in this chapter for wideband processing 

of unvoiced segments may be compared at this stage using the 

informal subjective listening experiences obtained from the 10-word 
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sequence of section 4.2. We consider that the quality of the 

processed speech obtained from the random phase method sounds 

superior to that obtained from the VUBS method of section 6.3 but 

perhaps inferior to the fixed and adaptive versions of the frequency 

mapping systems. The adaptive frequency mapped speech appears to 

fare the best over all the systems explained so far in this 

chapter. This is reflected by the complexity which is complementary 

to the processed speech quality for the four types of systems. The 

VUBS method is the simplest to implement and the adaptive frequency 

mapping process is the most complex system. 

As far as objective comparisons are concerned, we have argued that 

the spectral SNR is perhaps the better indicator of the performance 

of a system rather than the more familiar time waveform SNR measure. 

The spectral SNR as obtained for the random phase processing system 

may be applied to other systems inexactly the same manner. This is 

a subject to which we will be returning later in section 7.4.1. 

We will at this point return to consider processing in the time 

domain and outline a further spectral compression scheme. The 

notion is based upon the approach by Malah(ref 2) which already 

has been reviewed in section 3.4.2.2. The modified process will be 

the topic of the following section. 

6.5 Time Domain Harmonic Scaling (TDHS) of Unvoiced Speech Signals 

The discussion of the TDHS process in Chapter 3 showed that the 

system was devised for the intention of processing the entire speech 
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signal such that a 3400Hz bandwidth signal would be linearly 

compressed by a factor of two or three. In this section, we will 

adopt the same idea but will direct the application to the objective 

of wideband speech compression. In particular we will concentrate 

on processing the un voiced speech sounds only. We may therefore 

dispense straight away with any form of pitch tracking that was 

needed in the method described in section 3.4.2.2. In order to 

apply the TOHS procedure, we return to the structure of the basic 

compression system of figure 6.3(a) and (b) where the processor is 

now the time domain harmonic compressor and the inverse processor in 

the time domain harmonic expander. Notice that as the processing is 

facilitated in the time domain, the OFT and 10FT operations are no 

longer needed. 

The time domain operations employed by the transmitter and receiver 

are the same as equations (3.87) and (3.88) which are rewritten here 

for the reader's convenience. 

6.5.1 Time Domain Harmonic Compression (TDHC) 

Using a 2:1 frequency compression, the time domain operation is 

(6.57) 

fo r t = 0,1, ... , Ne - 1 
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x(t) is the input time sequence 

y(t) is the frequency compressed output time sequence 

Np is the number of samples in the defined "pitch" 

interval of x (t) 

(N + N ) is the number of samples contained in the c p 

triangular window hN 

and c is the frequency compression factor. 

Although we are only concerned with processing unvoiced speech, it 

is more convenient to illustrate the processing applied to periodic 

voiced speech in figure 6.39 bearing in mind that the actual defined 

"pitch period" of the un voiced speech is an arbitrarily fixed 

blocksize equal to Np samples. 

The illustration of figure 6.39 shows the operation of the TOHC 

processor using the equation (6.57). The original algorithm is 

written as 

(6.58) 

which when using the triangular window function, hN and using Np= Nc ' 

the equation (6.58) reduces to (6.57). It can be seen that for 

every two samples of x(t) spaced by one pitch period apart only one 

sample of y(t) is generated, i.e. samples a and a' combine to form 

a", similarly samples band b' combined to form b". The new 

sequence y(t) has only N samples per (N + N ) input samples of c p c 
x(t), consequently. to maintain temporal continuity of the output 

signal, the sampling rate of y(t) is reduced by a factor of c such 

that T' = cT. Thus the new sampling interval is twice that of the 

original for our case when c = 2. 



- 371 -

The operation of the frequency compressor system is similar to that 

of an interpolator where a single pitch interval of output speech is 

produced by interpolating samples from two pitch periods of input 

signal, the samples to be interpolated are spaced one period apart. 

The new pitch period is reduced in sampling rate by one half, 

corresponding to a time dilation factor of two which afford linear 

frequency division by the same factor. 

For our case, the values of Np and Ne were chosen to be 128 samples 

each corresponding to a duration of BmS with a corresponding window 

6.5.2 Time Domain Harmonic Expansion (TDHE) 

Using a 1:2 expansion corresponding to the 2:1 compression process 

at the transmitter of figure 6.39 the time domain operation is: 

'is(JI.) = Y(.~.-N) hN(N -Jl.) + Y(JI.-2N) h
N

(2N -1) 
p S P S 

where 

and 

fo r JI. = 0,1, ... , ( N S - 1 ) (6.59) 

"'y(n). h . . ~ IS t e receIver Input sequence 

'" x(JI.) is the frequency expanded output time sequence 

Np is the number of samples in the defined pitch 

interval of y(JI.) 

2N is the number of samples contained in the 
S 

triangular window of hN 

S is the frequency expansion factor. 
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The expansion process of equation (6.59) is applied at the receiver 

of figure 6.3(b), the process itself being illustrated in figure 

6.40. 

'V 
It may be seen from figure 6.40 that for every period, N of y(~), 

p 

two periods of ~(~) are produced, i.e. samples a and a' combined to 

form a" also samples band b' combine to form b". When Ns samples 

of output signal ~(~) have been generated [by 
'V 'V signal, y(~)], the signal y(~) is advanced by 

N pairs of the input 
s 

N samples and the 
p 

process is repeated. Since N = N 12, each period of ~(~) is used 
p 5 

twice to form the output signal }(~), so again to maintain temporal 

continuity, the time scale of }(~) is compressed such that T" = T' Is 

which increases the sampling rate by a factor of s. This 

effectively performs linear multiplication upon the frequency scale 

of the output signal, ~(~). If we choose s=c then T"=T, i.e. the 

bandwidth of the output signal from the TOHE process is equal to 

that of the input Signal to the TOHC process, although we have seen 

that the transmission bandwidth is reduced by a factor of c. 

As with the compression process, a triangular window weighting 

function, hN' is used at the expander and so the equation (6.59) can 

be slightly simplified to (6.60) which is the expression used for 

our simulation purposes. 

(6.60) 
for ~ = 0,1, ... , (Ns - 1 ) 

where the symbols have the same meanings as those in equation (6.59). 
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When the process of equation (6.60) was applied to expand the 

spectrum of unvoiced speech at the receiver, the chosen value of s 

was 2 (i.e. frequency doubling). N was set to 128 samples 0 f 
P 

receiver input speech signal, corresponding to 16mS, with Ns set to 

256 samples of receiver output speech signal. This still 

corresponds to l6mS due to the higher sampling rate. 

6.5.3 Results 

As stated during the explanations of the spectral compression and 

expansion procedures, the processing was applied to unvoiced speech 

only using the structure of figures 6.3(a) and (b). The unvoiced 

speech segments were selected by visual inspection of the wideband 

input speech waveform as described in section 4.3. All other speech 

sounds including voiced speech and silence pauses were simply 

bandpass filtered at the transmitter of figure 6.3(a) prior to 

transmission through the 300 to 3400Hz analogue channel. 

As with some of our previous systems, we demonstrate the TDHS process 

using a 16mS block of wideband /s/ utterance as shown in figure 

6.41(a) with the accompanying spectrum as illustrated in figure 

6.41 (b). 

The 16mS block corresponds to (N +N ) samples from which Ne samples 
p e 

are formed by the TDHC processor, as shown in figure 6.4l(c). If 

the sampling interval is doubled, the processed block occupies a 

16mS time interval shown in figure 6.41(d), which has a 

corresponding spectrum as shown in figure 6.41(e). The spectrum has 
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a slightly lower cut off frequency than 4.0kHz because it already 

has been bandpass filtered from 300 to 3400Hz by the channel filter, 

otherwise the TDHC spectrum should span one half of the original 

folding frequency of the input signal, i.e. 8/2kHz. 

At the receiver, the application of expression (6.60) yields the 

output signal as shown in figure 6.41(f) after the sampling rate has 

been increased by the factor of two. The output signal has a 

corresponding magnitude spectrum of figure 6.41(g) where it can be 

seen that the important spectral peak is preserved with good 

integrity and shows good promise regarding the listening quality of 

the processed signal to which we will come shortly in this section. 

The time waveform plots for the original, bandlimited and 

transmitted and output processed signals are shown in figure 6.42(a) 

to (d) respectively for the utterance /s I / in "sister". It can be 

seen that the waveform of the transmitted signal has a lower 

zero-crossing rate than that of the original waveform but the 

amplitude envelope is fairly well preserved, this was also true for 

the frequency mapping and voiced-unvoiced band switching system but 

not true for the random phase process. The receiver output signal 

shown in figure 6.42(d) illustrates a good correspondence with the 

input signal of figure 6.42(a) both in terms of waveform structure 

and zero-crossing rate. Although fixed length block processing has 

been used for this process, there is no evidence at all of any block 

edge discontinuity or distortion since the OFT and 10FT are not 

employed in the TDHS method. 
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6.5.3.1 Comparison by Informal Listening Tests 

The informal subjective listening tests seem to show that the TDHS 

processed signal conveys more high frequency information than does 

the bandpass filtered signal of figure 6.42(b) and perhaps sounds 

more like the original signal of figure 6.42(a). It may be noted, 

however, that there is a quite significant amount of unnatural 

"buzziness" associated with the TDHS processed signal, particularly 

with the /s/ utterances, although this effect does not appear in the 

time waveform plot of figure 6.42(d). The spectrum does however show 

evidence of a harmonic structure due to block segmentation which is 

responsible for the "buzzy" quality of the processed signal. This 

unnaturalness unfortunately down-grades the subjective performance 

of the TDHS method when applied in the arrangement of figure 6.3. 

As an additional point of interest, we may also consider the 

perceptual impression of the transmitted signal of figure 6.4(c). 

Although it was bandlimited from 3DO to 3400Hz, i.e. the same as 

that for the signal in figure 6.42(b), it did sound significantly 

different from that signal. It was still quite intelligible 

although the quality was impaired which rendered the impression that 

the speaker had a "lisp" when uttering the /s/ sounds. The 

perceptual quality of the transmitted signal for any of the 

frequency compression notions discussed so far in this chapter that 

employ the basic structure of figure 6.3 did not vary significantly 

from one system to another. They were all quite different from the 

bandlimited signal and in every case, the bandlimited signal 

provided a better subjective impression of quality than the 

transmitted signals for any of the systems discussed. One 
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observation that seemed apparent from this latter investigation was 

that if a listener did not possess as a suitable receiver terminal 

to apply the appropriate spectral expansion algorithm to the speech, 

then he would still be able to receive intelligible speech but at a 

reduced quality than the signal produced by the receiver output. 

At this stage, it is again emphasised that all of our subjective 

listening experiences are based only on a small amount of speech 

material (i.e. that obtained in section 4.2) therefore all of our 

findings will need to be more thoroughly examined to fully evaluate 

the systems discussed. 

6.5.4 Discussion and Conclusion 

In this section, we have discussed an approach based on the time 

domain harmonic compression and expansion algorithm proposed by 

Malah(ref 2). The system was applied in the form of figure 6.3(a) 

where wideband speech may be spectrally compressed into the 300 to 

3400Hz bandwidth and re-expanded at the receiver of figure 6.3(b). 

The operation of the system was fairly simple in comparison with the 

previously discussed frequency compression methods using the OFT and 

10FT. Also, in contrast to Malah's original application of 

bandwidth compression of voiced and unvoiced speech, we do not 

employ pitch detection as we only apply the process to unvoiced 

speech. 

As far as the results are concerned, we have already noted that as 

with the frequency mapping and voice/unvoiced band switching system, 

the amolitude envelope of the processed transmitted waveform closely 
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resembled that of the original waveform. This is possibly because 

during the spectral compression of the signal, one may envisage that 

the shape and structure of the signal spectrum is unaltered whereas 

the frequency scale is warped, i.e. expanded linearly or 

non-linearly. Therefore we would expect that the shape and 

structure of the time waveform to undergo little change except a 

corresponding warping (compression) of the time scale; the reverse 

argument will apply at the spectral expansion process at the 

receiver. This argument has already been presented in more general 

terms during the discussion of the analytic-rooter (refs 38,39). 

In section 3.3.10 it was ascertained that during frequency scaling 

of the analytic signal, the waveform envelope was scaled in 

amplitude only without undergoing any temporal compression. 

We have further noted that perceptually, the transmitted signal 

sounds less favourable in terms of quality than the equivalent 

bandlimited signal of the same bandwidth. The distortions imposed 

by bandpass filtering are more tolerable than those produced by the 

spectral compression processes; our listener(s) may be more 

acclimatised to the former rather than to the latter. Certainly, 

examples of the bandlimited speech are far more abundant than cases 

of the spectrally compressed speech although if some of the ideas of 

spectral compression are put to use commercially then this may no 

longer be the situation. 

Coming back to the subjective appreciation of the TOHS receiver 

output speech, we have found that although the impression of a wider 

bandwidth channel was apparent over that of the 300 to 3400Hz 
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actually employed, the processed /5/ utterances sounded somewhat 

"buzzy" in comparison to the original signal. This may be due to 

the fact that in the development of the TOHS algorithm formed by 

Malah(ref 2), it was assumed that the signal block contained 

harmonically related components to the block interval which is true 

when a good pitch tracker is used for voiced speech. In our case, 

however, no such periodicity is applicable, and therefore, as a 

plausible argument, the TCHS process may form harmonically related 

spectral error components which are subjectively manifested as a 

background "buzz-noise". Clearly, the problem requires a more 

thorough investigation in order to render the wideband TDHS process 

more viable. The problem may be circumvented by applying the same 

refinement Malah applies in order to compensate for the errors 

caused by the pitch detector applied to voiced speech. This allows 

for the deviation of the pitch harmonics from the centre frequencies 

of the contiguous analysis filters upon which the TCHS process is 

derived (ref 2) 

Another limitation of the TOHS process is that only linear frequency 

compression and expansion can take place by the time domain 

operations of equations (6.58) and (6.60). The algorithm may be 

elaborated by developing time domain operations which inherently 

impose non-linear frequency scaling in favour of subjectively 

Significant bands, as with the adaptive frequency mapping scheme. 

As concluded in section 3.4.2.2, the system may be developed more 

simply by combining sub-band coding of section 3.4.1.2 with the TDHS 

process to apply different compression ratios in different bands 

according to some subjective criteria. 



- 379 -

Having now discussed the TDHS mechanism, this rounds off our 

presentation of wideband compression systems in this chapter and we 

will now briefly turn our attention to the channel coding of the 300 

to 3400Hz transmitted signals produced by these schemes. 

6.6 Digital Coding of the 300 to 3400Hz Speech Channel 

In this section we briefly consider the characteristics of the 300Hz 

to 3400Hz bandwidth channel used to transmit the spectrally 

compressed signal to the receiver. We have so far assumed that the 

channel has an ideal, linear-phase and noiseless characteristic, but 

we can now examine more realisable forms of this channel. In 

particular, we will investigate the consequences of conveying the 

spectrally compressed signal by digital means and look at ways of 

rendering this as efficient as possible giving good performances at 

low cost and using conventionally available digitisers as we have 

done with the high frequency regeneration schemes of Chapter 5. 

Experiments have been conducted by encoding the transmitted signals 

of three types of bandwidth compression systems; namely the VUBS 

system; the fixed frequency mapping system and the adaptive 

frequency mapping scheme. The work has been carried out in the 

department of Electronic and Electrical Engineering at Loughborough 

University of Technology by C C Evci, (refs 87,88) 

(refs 89 90) (ref 91) . W K Cham 'and V K C Tse respectIvely. Since 

the transmitted signals for all the three systems had shown very 

similar traits, e.g. compare figures 6.5(c) and 6.23(c), it is thus 

considered sufficient to explain the procedures and results of the 

digitisation of one spectral compression scheme only. 
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The work undertaken involving the fixed frequency mapping scheme 

plus the digitally encoded channels(refs 89,90) was the first to 

be fully completed and therefore, this is the system that we have 

chosen to be overviewed. For this examination, four digital 

encoders were compared for three different types of signals and were 

operated at three different digital transmission bit-rates. This 

involves a maximum possible number of 36 output signals to be 

assessed, although, as we will see later, the number of actual 

examinations was limited to thirty. 

The three different signals used to test the digital coders are 

demonstrated by the arrangement shown in figure 6.43. In the first 

case, the input signal is 300 to 3400Hz speech, and for the second 

case, the input speech signal is allowed to have a 300 to 7200Hz 

bandwidth. For the last case, the input signal is initially 

pre-processed by the fixed frequency mapping algorithm to compress 

spectrally the 300 to 7200Hz speech into a bandwidth of 300 to 

3400Hz before being encoding by the digitizer. The output from the 

channel decoder is post-processed by the inverse frequency mapping 

process to accomplish the corresponding spectral expansion of the 

speech signal. The pre-processor shown in figure 6.43(c) is the 

unvoiced speech spectrum compressor of figure 6.21 employing the 

fixed frequency mapping procedure, and likewise, the post-processor 

in figure 6.43(c) is performed by the unvoiced speech spectrum expander 

of figure 6.21 and this ultises the inverse fixed frequency mapping 

process. The signal to be encoded has the same bandwidth as 

commercial speech of 300 to 3400Hz. However, it does possess 
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slightly different properties to that of normal 300 to 3400Hz speech 

and therefore the encoders used to digitise the bandwidth compressed 

speech need to be slightly re-optimised from their operating 

conditions in figure 6.43(a). The signals to be encoded in figures 

6.43(a), 6.43(b) and 6.43(c) are digitised by one of the four 

encoders - APCM, ADPCM, CFDM and CVSD. Since we have explained the 

operation of the four coders in section 3.2 and have already applied 

them to the spectral enhancement schemes in section 5.5 we will not 

devote any further attention to the optimisation of the coders 

here. The coders themselves had been tested at a number of 

different input signal power levels and their optimum operating 

points (i.e. the signal power which produces the maximum segmented 

SNR values) had been sought. Before we go on to discuss the 

comparisons of the three different digital speech transmission 

systems in figure 6.43, we will consider the input sampling rate 

requirements. 

6.6.1 Sampling Frequency conversion(ref 89) 

The three systems of figure 6.43 were compared under three different 

transmission bit rates - i.e. 16, 24 and 32 kbits/sec. When a delta 

modulator is used, the channel transmission bit rate is equal to the 

sampling rate. This implies that the 16, 24 and 32 kbits/sec 

channel transmission rates require input data of sampling rates 16, 

24 and 32kHz respectively which is achieved by adjusting the 

sampling rate of the input signal. The conversion of the sampling 

fequency is performed by a combination of linear interpolation, 

filtering and decimation of the speech samples. If the old and the 
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new sampling frequencies are integer multiples of each other, then a 

single linear interpolation or linear decimation is sufficient to 

accomplish the conversion. However, if the old and new sampling 

frequencies are not integer multiples of each other then the 

conversion between them needs to be performed in two steps. This 

involves converting the old sampling frequency, Fs ' to an 

intermediate frequency, F~, and then converting the intermediate to 

the new sampling frequency, .F~. The value of F~ can either be the 

LCF (largest common factor) or LMS (least common multiple) of Fs and 

F" • If F is equal to 16 kHz and F" equal to 24 kHz then the s s s 

value of F' can be 8 kHz or 48 kHz which are the LCF and LCM values 
s 

of F~ and F~ respectively. 

If the LCF is used, then the sampling frequency is carried out by 

first decimation and then interpolation. On the other hand, if the 

LCM is used, this is carried out initially by interpolation followed 

by decimation. The interpolation process introduces errors and 

hence it requires lowpass filtering to suppress them before 

decimation can be applied. However if the decimation can be 

performed first, the subsequent interpolation process will still 

cause errors in the new sequence and therefore will again require 

lowpass filtering. The computation time required by each of the LCF 

or LCM method is the same and so from this standpoint, neither 

method is more pre ferable to the other. 

If the old sampling frequency, F , is equal to 16 kHz and the signal 
s 

bandwidth extends up to 7.2 kHz as in the case of the system shown 

in figure 6.43(b), the LCF method will cause aliasing by the 
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decimation process and this will not be removed by a linear 

interpolation process. Hence, the LCM method must be used in cases 

such as this to increase the sampling rate to 24 kHz. 

So, using all these factors regarding the conversion of the sampling 

frequency of the input signal, we can construct a table (table 6.4) 

to summarise the processes required in order to perform this 

conversion procedure. 

Upper CUt-Off Old New Conversion Process 
Frequency of Sampling Sampling 
Input Signal Frequency Frequency 

(Hz) (kHz) (kHz) 

3400 8 2:1 sample decimation 

Bandlimited 16 24 2:1 decimation followed by 1.3 
Speech linear interpolation 

32 2:1 linear interpolation 

7200 8 Not applicable (new sampling 
is less than Nyquist rate) 

Wideband 16 24 1:3 linear interpolation, 8kHz 
Speech lowpass filter, 

then 2:1 decimation 

32 1:2 linear interpolation 

3400 8 2:1 decimation 

Frequency 16 24 2:1 decimation followed by 1:3 
Compressed linear interpolation 
Speech 

32 2:1 linear interpolation 

Table 6.4 Sampling Frequency Conversion 
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When a multilevel codec is used, i.e. APCM or ADPCM, the input 

sequences were reduced in sampling rate from 16 kHz to 8 kHz (by the 

process indicated in Table 6.4) and then encoded by a 2, 3 or 4-bit 

Jayant quantizer (ref 22). The encoded bit stream was transmitted 

at 16, 24 and 32 kbits/sec respectively. 

For the case of the wideband transmission system, as shown in figure 

6.43(b), the bandwidth of the input speech is 300 to 7200 Hz of 

which the Nyquist rate is 16 kHz and therefore it is not possible to 

reduce the original sampling rate at all without causing aliasing of 

the input signal. The smallest number of levels of a multi level 

quantizer is two, therefore, the minimum channel transmission rate 

that the wideband system has to be is 32 kbits/sec (unless bit-

sharing is used between samples). In our comparisons, the use of a 

multilevel quantizer below 32 kbits/sec was not employed. 

At the receivers of figure 6.43(a), 6.43(b) and 6.43(c), the binary 

sequence is decoded into PAM samples and then bandpass filtered to 

suppress any out-of-band noise components. The bandwidth of the 

filter is dictated by the bandwidth of the input signal used for 

each process. The sampling frequency used to store the processed 

data was 16 kHz in all cases. This is an adopted standard for the 

storage of all the input and processed speech data. When necessary, 

the processed data needed to be converted back to this sampling 

frequency by applying the reverse process to the procedures in table 

6.4, i.e. to convert from 8 kHz to 16 kHz samp1.ing frequency, 1:2 

linear interpolation was performed, and so on. The exception being 

that for the case of converting 24 kHz wideband output speech down 
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to 16 kHz, 1:2 linear interpolation was first used followed by 

lowpass filtering to 7200 Hz and afterwards a 3:1 sample decimation 

was employed. This was to avoid the aliasing that would be caused 

by decimating the sample sequence before applying the interpolation 

procedure. 

Having now presented the three experiments shown in figure 6.43 and 

gathered together all the processed material from the different 

coders and bit rates, we then went on to compare the recovered 

signals and considered the overall performance of these three 

systems. 

6.6.2 Results and Discussion 

6.6.2.1 Informal subjective testing 

Comparisons were made for the three digital transmission systems in 

figure 6.43(a), (b) and (c) by informal subjective listening tests 

performed on the output speech signal; the ID-word sequence 

described in section 4.2 showed that in all cases, better output 

signal quality resulted when using the higher channel transmission 

rates as the quantization noise reduces for all the coders that were 

tested. As we have seen in section 5.5, the quantization noise 

reduces as the number of bits per sample is increased for the 

multi level coders. For the differential coders, when the sampling 

rate is increased, this increases the sample to sample correlation 

and hence reduces the variance of the error sequence. 
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When the bandlimited speech transmission system and the wideband 

transmission system were compared, it was found that the wideband 

system offered a better subjective speech quality than the 

bandlimited speech system at transmission bit rates of 32 and 24 

kbits/sec. When the transmission bit rate was lowered to 16 

kbitslsec, the speech signal from the wide band CVSD system was still 

preferable to that obtained from the band limited speech plus the 

CVSD system. When the CVSD was replaced with the CFDM codec the two 

systems of figure 6.43(a) and (b) showed similar performances. This 

is possibly because the 16 kbits/s-CFDM coder was unable to track 

the rapidly varying unvoiced signals and therefore distorted and 

attenuated these speech components thereby rendering the wideband 

performance comparable with that of the bandlimited speech system. 

The CVSD codec appeared able to track the unvoiced Isl waveform (see 

next section) although it seemed unable to preserve the original 

shape of the waveform. Generally it may be suggested that the 

wideband systems offered better performances in quality than the 

bandlimited systems when the transmission bit rate was high enough 

to transmit the unvoiced sounds. 

When the wideband transmission systems were compared with the 

bandwidth compression systems (figures 6.43(b) and (c)), it was 

found that the subjective quality of the system using bandwidth 

compression was superior to the quality discerned from the wideband 

system at the same transmission bit rate. The bandwidth compression 

system also produced a better impression of quality and output 

signal bandwidth than when bandlimited input signals were used at 

similar transmission rates. The most marked improvement in 
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subjective performance was noted when the l6kbits/sec delta 

modulators were employed. The high level of quantization noise 

produced was very noticeable for the bandlimited and wideband 

systems, but this appeared to be significantly masked by the 

presence of the high frequency un voiced sounds from the bandwidth 

compression system. The bandwidth compression systems were more 

successful in recovering the higher frequency unvoiced sounds than 

the wideband systems as the rapidly varying unvoiced signals were 

effectively slowed down by the frequency compression system prior to 

encoding. This eased the task of the coders when attempting to 

track the unvoiced sound. 

Therefore the better subjective performances were discerned from the 

bandwidth compression systems rather than for any of the wideband or 

the bandlimited systems used. We may investigate the findings more 

closely by referring now to the signal waveforms obtained en-route 

from one of the digital coders. 

6.6.2.2 Waveforms 

Some waveform comparisons were made for the performance of the 16 

kbitslsec CVSD coder operating under the three conditions of figure 

6.43(a), (b) and (c)j these waveform plots are shown in figure 

6.44. The original waveform for the Is!1 in sister is shown in 

figure 6.44(a) while the output waveform from the bandlimited system 

using the 16kbits/sec CVSD coder is shown in figure 6.44(b). The 

output Signal from the fixed frequency mapping pre-processor is 

shown in figure 6.44(c) and when this Signal is encoded and decoded by the 
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16kbits/sec CVSD system the resultant waveform is illustrated in 

figure 6.44(d). Finally this signal from figure 6.44(d) is passed 

through the fixed frequency de-mapping procedure from section 6.4.3 

to yield the final output. signal of figure 6.44(e). The signal may 

be compared with the output from the wideband digital system of 

figure 6.43(b), which is shown in figure 6.44(f). 

Conventionally, the 16 kbits/sec CVSD coder is operated on a 3.4 kHz 

signal and so the quantization noise appearing in the voiced II1 

waveform is going to be a dominant feature in the listening quality 

of this sound. This was indeed found to be the case in our 

subjective tests of the output signal. When the wideband signal of 

figure 6.44(a) was processed by the 16 kbits/sec CVSD coder, then 

the presence of the output signal due to the unvoiced /51 tended to 

mask the effect of the coder noise as shown in figure 6.44(f). The 

shape of the processed 151 was still heavily distorted which was 

again supported by the results of the informal subjective listening 

tests. When the bandwidth compressed signal of figure 6.43(c) was 

processed by the same coder, the resultant waveform of figure 

6.44(d) showed similar traits to that of figure 6.44(f) perhaps 

indicating that the bandwidth compressed 151 signal may well be the 

fastest changing signal that this particular coder is able·to cope 

with. The signal of figure 6.44(d) when further processed by the 

inverse frequency mapping configuration, yielded the final output 

signal of figure 6.44(e). We found that the processed /51 signal 

still appears heavily distorted as compared with the original signal 

of figure 6.44(a) but it did seem to be its best representation when 

compared with the waveforms of figure 6.44(b) and 6.44(f). 
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The voiced waveform of figure 6.44(e) appears to be relatively free 

from the quantization noise due to the coder; this was achieved by 

the 300 to 3400 Hz bandpass filter in the frequency mapping receiver 

of figure 6.3(b). The voiced waveform of figure 6.44(b) had not 

been bandlimited by a similar filter in error. If this had been 

done then more of the quantization noise would have been removed 

prior to plotting this waveform. The filter had however been 

inserted before conducting the subjective listening tests and so 

these tests are still comparable. 

A final test which was conducted on the digital coding systems was 

the segmented signal to noise ratio which posed as an objective 

measurement to compare the input and output waveforms of the 

systems. It was however significant from the waveforms of figure 

6.44 that no system preserved the actual shape of the original 

waveform particularly the unvoiced /s/ and so the SNR measurements 

tended to give rather pessimistic readings in all cases. In future 

then, it may well be more indicative to use the spectral SNR 

measurements, as was used for the random phase processing 

arrangement in section 6.4.4. These measurements should assist in 

discerning how well the spectral distribution is preserved as the 

measurement does not rely upon processed time waveform integrity. 

This is an obvious task for further investigation into the 

performance of these digital coding systems. 

We have concentrated on presenting our results for the delta 

modulators. Since these did indicate the most contrasting 

performance of the systems in figure 6.43 (especially at low 
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transmission bit rates), it is however fair to say that according to 

our subjective impressions, the best form of digital coding employed 

was the AOPCM coder. This was found to be true at all transmission 

bit rates and as we have stated in section 5.5, it is because this 

type of coder combines the advantages of multilevel quantizing and 

differential signal coding. 

We have mentioned that the four coders had also been tested using 

the adaptive frequency mapping bandwidth compression scheme of 
. (ref 91) section 6.4.3.5. The work was carrled out by V T Tse at 

the Department of Electrical Engineering, Loughborough University of 

Technology. The results were, indeed, very similar to those 

obtained using the fixed frequency mapping orocedure discussed here 

and so they do not really warrant any further description in this 

thesis. 

The bandwidth compression procedure of section 6.3, i.e. the VUBS 

system, was also digitised by an AOPCM encoder employing a novel 

technique to control the adaptation of the predictor stage. This 

investigation was undertaken by C C Evci(refs 87,88) at 

Loughbourough University of Technology, and the interested reader is 

highly recommended to consult these references for further details 

relating to the study of encoding pre-processed signals to reduce 

the transmission bit rate. 

Our original intention was to compress a 7kHz speech signal into a 

3.1 kHz signal and to convey it via an analogue telephone-bandwidth 

channel. Subsequently, we used conventional codecs to digitise this 

signal. An alternative strategy is to encode the 7kHz speech signal 

directly and apply bit-rate compression techniques using novel coding 

schemes; however, time did not permit us to pursue this approach. 
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6.7 Overall Discussion and Conclusions 

In this chapter we have looked at different techniques with the 

objective of conveying wideband 300 to 7600 Hz speech via the 

telephonic bandwidth channel of 300 to 3400 Hz. Most of the methods 

developed had fitted into the basic structure of figure 6.3, i.e. 

the bandwidth modification was carried out only upon the wideband 

constituents of the input signal, namely the unvoiced speech 

utterances. The operations in the time domain, i.e. the VUBS and 

TOHS methods, were the simplest to implement but had the penalty of 

yielding slightly more unnatural processed sounds in the 

reconstructed signal than their frequency domain counterparts. This 

was notably true for the /s/ utterances. A slight modification from 

the basic system of figure 6.3 was imposed by the adaptive frequency 

mapping scheme and this seemed to offer the best quality of 

reconstructed signal than the other methods discussed in this 

chapter. The outcome was matched by the associated complexity of 

the above scheme which was evident in the amount of computer 

execution time required to simulate the method. 

From our informal subjective listening tests based upon the ID-word 

sequence, we rank the order of preference, as far as the listening 

quality of the processed signal is concerned, in descending order as 

follows: 

(i) Adaptive frequency mapping scheme 

(ii) Fixed frequency mapping scheme 

(iii) Random phase processing 
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(iv) Time domain harmonic compression 

(v) Voiced/unvoiced band switching system 

(vi) Second order Fourier transform method. 

Perhaps it is unfair to include the last method as it was by no 

means fully developed to its possible best potential. Leaving item 

(vi) aside, we find that the more refined frequency domain 

approaches appear to yield the best overall speech quality. All the 

methods of (i) to (v) tended to produce speech that gave a 

subjective impression that a wider than 300 to 3400Hz channel was 

used to convey the signal and all of the signals appeared to show an 

improvement over the conventional bandlimited speech of 300 to 

3400Hz. 

If we compare the quality of speech produced by the latest 

development of the quality enhancement scheme detailed in section 

5.4.3, we find that the enhancement scheme is perhaps adequately 

placed between (il) and (Hi) of the above "quality-scale". This is 

probably because the enhancement scheme is more speech-specific than 

the random phase processor of section 6.4.4 but the frequency 

mapping schemes appear to convey more of the necessary information 

regarding the spectral reproduction of the signal which in this case 

seems to correlate well with a better listening performance. 

When applying digital coding to the transmitted signal, we found 

that the enhancement scheme of the previous chapter was the simplest 

to implement; this was due to the fact that the transmitted signal 

was indeed a conventional band limited signal. The frequency mapping 
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and VUBS systems, on the other hand, produced a different form of 

300 to 3400Hz signal specifically for the compressed unvoiced 

sounds. This meant that the coders required re-optimisation for the 

bandwidth compression schemes only and not for the quality 

enhancement schemes. Apart from this obvious difference, the 

process of channel digitisation produced similar results as far as 

coder performance and channel transmission rate comparisons were 

concerned. 

Finally, it was noted for all the systems, listed (ii) to (v) on the 

above scale, that the reproduced Isl sound sometimes did not blend 

quite naturally with the bandlimited voiced speech from each 

respective system. This was perhaps due to the dichotomous 

switching of the voicedlunvoiced detector used to decide whether the 

input signal should be bandwidth compressed or not. The subjective 

effect of listening to a signal that changes abruptly from wideband 

to narrow band was sometimes disturbing and impaired the overall 

quality of the processed signal. This outcome can be obviated by 

the use of some form of gradual switching to blend temporally the 

wideband and narrow band signals more smoothly. The form of 

switching used and the processing of the resultant signals (thereby 

modifying the model in figure 6.3) is a question posed for further 

consideration. 

One such system which did provide a possible solution to the above 

problem was the adaptive frequency mapping scheme, where different 

mapping laws were used to suit the incoming spectrum. During 

sustained sounds, the mapping law used was not found to change 
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appreciably. It was notably at the transitions between sounds that 

differing laws had been selected enabling the best spectral fit to 

the original spectrum to be established. This form of adaptation 

appeared to demonstrate a better quality output signal as far as the 

informal subjective listening experiences were concerned. ~ 

simplification of the above scheme would be to use a set of template 

spectra and transmit a code relating to the one that gives the best 

spectral fit to the input spectrum (in a similar manner to the 

pattern matching vocoder described in section 3.3.1.1). As well as 

enabling a smooth transition between sustained voiced and unvoiced 

sounds, this could also be used to model the more rapidly changing 

spectra in the input speech, particularly the stop consonants. This 

again is a good candidate for future consideration. 

6.8 Note on Publications(refs 88,90, 92-94} 

A paper entitled "Voiced/Unvoiced Band-Switching System for 

Transmission of 6kHz Speech over 3.4kHz Telephone Channels", in 

co-authorship with Or R Steele and Or C S Xydeas has been published 

in The Radio and Electronic Engineer Journal of the IERE, Vcl 51, No 

5, May 1981. The paper is a brief transcription of the description 

in section 6.3 and the results of 6.3.1. 

A paper has also been published and presented in an international 

conference on Acoustics, Speech and Signal processing by the IEEE at 

Atlanta, Georgia, USA in April 1981. The paper is entitled 

"Wideband Q.Jality Speech Encoders with Bit Rates of 16-32kbits/s" 

and presents a summarised version of the fixed frequency mapping 
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strategy of section 6.4.3 in conjunction with the digital coding 

schemes of section 6.6. Tape recorded demonstrations were also 

included in the conference. 

An article entitled "Frequency Compression of 7.6kHz Speech into 3.3 

kHz Bandwidth" (ref 94) in co-authorship with Dr R Steele and Dr C 

S Xydeas has been published in the IEEE Transactions on 

Communications, Vol 31, No 5, May 1983. The paper includes the main 

results from section 6.4.3.5 regarding the adaptive frequency 

mapping algorithm. An abridged version of this paoer was presented 

in an international conference on Acoustics, Speech and Signal 

Processing by the IEEE at Boston Mass., USA in April 

1983. (ref 93) Again taped demonstrations were included in the 

conference. 
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Chapter 7 

Recapitulation 

7.1 Introduction 

In this thesis a number of methods to overcome the effects of 

bandlimiting speech signals have been proposed and investigated. 

The work presented has been broadly categorised into: 

(i) quality enhancement of band limited speech signals, where an 

attempt was made to produce a speech signal that subjectively 

appears to have a wider bandwidth than that available at the 

receiver input; 

(ii) where a wideband speech signal is spectrally compressed into 

a bandlimited channel and subsequently re-expanded at the 

receiver to yield a wideband signal which as closely as 

possible resembles the original signal. 

Both of the categories were tackled by spectral extension and 

scaling techniques in the time and frequency domains. In the first 

case, the frequency domain techniques proved to be simpler than the 

time domain methods but the converse was true for the latter case. 

Most of the techniques discussed were first applied with equal 

processing to the entire input speech signal (i.e. voiced and 

voiceless speech plus silence pauses). During the course of the 

research, it was realised that the telephone bandwidth of 300 to 
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3400Hz was quite adequate for conveying voiced sounds and silence 

intervals. Unvoiced speech, on the other hand, contains significant 

spectral components well outside the telephone range and therefore 

these sounds were found to suffer the most distortion and 

attenuation. It was these types of sound that our investigation had 

been focus sed upon. 

In dealing with the separation of voiced, unvoiced and silence 

pauses, various decision strategies were examined. These ranged 

from signal waveform inspection to power level and zero-crossing 

measurements plus spectral distribution techniques. It was found a 

relatively straightforward task to detect the Isl sounds and stop 

consonants from wideband speech but certainly it was more difficult 

to detect reliably Isl sounds from bandlimited speech. Some of the 

spectral enhancement techniques used required only the selection of 

voiced speech which was found to be adequately achieved by measuring 

the first shift autocorrelation coefficient and applying an 

empirically determined threshold to detect the voiced speech. This 

latter method performed equally well for wideband and bandlimited 

speech. 

The voicedlunvoiced decision techniques discussed were by no means 

exhaustive, but they did serve as useful 'front-ends' to our 

spectral extension and wideband compression algorithms now 

summarised. 
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7.2 The Spectral Extension Techniques 

These were generally concerned with the replacement of the out of 

band components that have been suppressed by telephone line 

filtering. The objective was to apply this process without any 

prior knowledge of the original wideband signal since only the 

received bandlimited sound was used. One of the earlier schemes 

which was used in an attempt to meet this objective was the spectral 

duplication method in which the received in-band spectrum was 

translated, scaled and added to the received signal. This indeed 

produced a signal that subjectively appeared to have a wider 

bandwidth than the received signal but was heavily distorted and of 

very poor quality. 

High frequency regeneration was then applied in a more signal 

specific manner by adding an extra formant to the received 

bandlimited voiced speech. This was performed by producing a 

wideband excitation signal from the received signal whereby the 

received signal was passed through a 'W' non-linear transfer 

function network. The excitation signal was then fed into a fixed 

resonant filter before being added to the received voiced speech. 

The added signal was controlled by a voicing decision based upon the 

first shift autocorrelation coefficient. The results of this 

configuration unfortunately proved to be disappointing in that the 

"added formant" sounded more like a spurious whistle during 

sustained voiced speech. It was considered that the system could 

well have been improved by including some form of adaptation to 

control the gain and the frequency of the formant. It is suggested 

that the adaptive algorithm could be based upon the in-band formant 

frequencies and their residues. 
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Our focus of attention was then directed towards high frequency 

regeneration applied to bandlimited unvoiced speech. Initially, 

bandlimited noise was added to all the unvoiced sounds and, as 

expected, this proved to show very poor results in output speech 

quality. Various refinements were then used in order to attempt to 

reproduce the high frequency spectrum of some of the unvoiced speech 

sounds by employing a combination of different non-linear transfer 

functions to suit some of the different unvoiced sounds in the 

data. The method that yielded the best results was that which 

applied spectral extension only for /5/ sounds. This used the 

W-transfer function in conjunction with the modulation of the 

wide band waveform envelope of the /5/ signal. The method was 

further improved when spectral shaping of the regenerated signal was 

included by using the resonant filter network previously employed 

for voiced speech. We of course acknowledge the fact that 

processing of the speech signal at the transmitter was now necessary 

to extract the waveform envelope and to decide upon the duration of 

the /5/ sounds from the original wideband speech, but the side 

information may be conveyed at the expense of a slight reduction in 

the 300 to 3400Hz band limited speech signal using a small spectral 

slot within that band. 

In connection with this framework, we replaced the ideal 300 to 

3400Hz channel with a digital medium and considered the available 

techniques for source coding the base band signal plus the waveform 

envelope of the /s/ sound, including the necessary signalling 

information. Generally, the DPCM systems were found to perform 

better than the PCM and adaptive delta modulation systems for 
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bandlimited speech. The digital codecs were also compared with and 

without the spectral enhancement schemes whereupon using the 

informal subjective tests, it was found that when the enhancement 

schemes were employed, a better quality speech signal was produced. 

This was found to be true for all the coding systems and more 

noticeably so for the low transmission rate delta modulators. This 

was because the quantization noise was masked by subjective 

impression of a broader band of frequencies in the output signal 

from the coding system plus the post-processor. 

OUr next course of action was directed towards the lower end of the 

spectrum. In this case, the spectrum was extended not by non-linear 

transfer functions but by low frequency oscillators driven at the 

pitch frequency and its second harmonic component. The pitch was 

discerned using the cepstrum method and another technique known as 

data reduction. The regenerated low frequencies were then 

spectrally shaped by a gain factor derived from the 300 to 1000Hz 

in-band spectrum and then by an analytical representation of the 

vocal tract response. Unfortunately, none of these methods produced 

an overall improvement in quality compared to the subjective 

impression of the 300 to 3400Hz bandlimited speech. There was 

indeed a perceptual presence of the base frequencies which are of 

course absent from the bandlimited signal. However, it was the 

'blending' of these base frequencies that did not appear 

appropriate. Obviously what seems to be required is an improved 

regulating algorithm which controls the amplitudes of the 

synthesised low frequency components, assuming that the pitch 

frequency is estimated fairly accurately. The procedure of pitch 

detection warrants an exclusive research programme by itself due to 

the nature of the problem. 
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7.3 Spectral Compression Techniques 

In Chapter VI we considered to invoke fully the transmitter terminal 

for processing the wideband input speech signal to enable spectral 

compression to be performed. In the spectral extension techniques 

of Chapter V, the transmitter was used only to extract a minimum of 

information from the wideband speech signal and to transmit this 

alongside the telephone bandwidth speech signal. Here we have 

permitted ourselves to convert the wideband signal into a new signal 

which occupies the telephone band. We then applied an inverse 

process at the receiver to reconstruct the wideband signal. 

The first of these compression schemes was the voiced/unvoiced 

switching system in which the voiced speech was left unprocessed and 

allowed to be transmitted directly via the 300 to 3400Hz channel. 

The unvoiced speech was bandlimited to 3000 to 6000Hz and 

heterodyned down to 300 to 3400Hz before being transmitted via the 

channel. At the receiver, the corresponding inverse operations were 

applied. The technique was the simplest comparatively under this 

category and the output signal did show a subjective impression of a 

wider bandwidth than the 300 to 3400Hz actually used for the 

transmission medium. However, the unnaturalness associated with the 

unvoiced sounds prompted us to elaborate upon the process; this 

required us to include the 300 to 3400Hz band of frequencies of the 

unvoiced sounds as well as the upper band and still conform to the 

spectral compression requirements. In order to meet the objective, 

we turned our attention to processing in the frequency domain using 

the FFT algorithm. As block analysis was now performed, we reviewed 
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the consequences of applying the OFT process to the data using 

different window weighting functions and then selected the windows 

that were most suited to our application. 

The first technique in the frequency domain that we examined was the 

second-order spectrum process where the forward Fourier Transform 

was applied twice successively to each block of data. It was argued 

that if this technique had produced a concentration of the signal 

components in the lower region of the second order spectral domain 

then one could apply a smooth truncation procedure to economise upon 

the number of symbols transmitted. Again the reverse operations 

were carried out at the receiver terminal to reproduce the wideband 

speech. When the process was applied to voiced speech as well as 

unvoiced speech, it was found that the intelligibility and quality 

were severely degraded when half the second order spectral 

coefficients were discarded (corresponding to the rejection of the 

upper range). This was because the arguments upon which the 

technique was founded are not valid for real speech signals. This 

perhaps was due to the spectral fine structure of voiced and 

unvoiced speech giving situations in the first order spectral domain 

which inhibited a concentration of the components in the second 

order spectrum domain. If this process is to be adopted for future 

research then we suggest using homomorphic techniques tO,separate 

the speech excitation parameters and apply the second order spectrum 

compression method to the vocal tract response only. 

The next frequency domain notion to be developed was a system termed 

'frequency mapping'. The principle was to select the frequency 

components from the signal spectrum that were perceptually the more 
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significant i.e. those components which constitute the formants. 

The frequency components corresponding to spectral troughs were 

decimated whereby say, only every second or third component was 

selected, the others being discarded. The selected components were 

then mapped or translated into a lower frequency band such that the 

highest location of the components corresponds to 3400Hz. The 

inverse OFT was then applied and the time domain signal was 

transmitted to the receiver via the bandlimited channel. 

When the receiver recovered and relocated the frequency components 

to their original positions, the spaces between the decimated 

samples were filled with linearly interpolated frequency components 

between adjacent transmitted components. The inverse OFT was then 

applied to generate the wideband output speech signal. The 

frequency mapping process was applied to unvoiced sounds only, with 

a mapping characteristic that was particularly suited to the Isl 

sounds. This produced a moderate quality output signal for all 

sounds since unlike the VUBS method, the lower frequency range of 

the unvoiced sounds were now represented although more coarsely than 

the upper band. The frequency mapping system was further refined by 

incorporating an adaptive procedure in which the compression 

algorithm was rendered more signal specific. Four different mapping 

characteristics were employed to compress the unvoiced speech sounds 

and each mapping law was formulated to suit one or more of the 

un voiced spectral characteristics from the data used. During the 

operation of the algorithm, the mapping law used for application on 

a particular block of unvoiced speech samples was selected by 

testing all of the mapping laws available and finding the one that 
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yields the minimum spectral error (the best spectral-SNR). A code 

representing this choice was signalled to the receiver where the 

inverse frequency mapping procedure was applied to reconstitute the 

wideband block of unvoiced speech samples. 

The results of this process showed a better performance than that 

gained from the fixed frequency mapping case particularly for the 

onset and decay of sustained unvoiced signals such as the /s/ 

sounds. This gave a subjective impression of a smoother transition 

between bandlimited voiced speech and the wideband unvoiced speech 

and thus the processed signal was informally considered to be of 

good quality compared to our previously discussed compression 

systems. The other unvoiced speech sounds, such as the stop 

consonants, also seemed to sound subjectively better when processed 

by the adaptive mapping strategy. This supports the notion that 

applying various mapping laws that are tailored to suit these 

unvoiced sounds offers some subjective improvement in output speech 

quality. 

Our next frequency domain compression technique involved processing 

the phase spectrum rather than the modification of the magnitude 

spectrum. For /s/ unvoiced sounds, the phase spectrum was set to 

zero at the transmitter and replaced with a uniformly distributed 

random phase at the receiver. Spectral compression was attained at 

the transmitter by transferring the upper half of the magnitude 

spectrum into the phase array then applying the inverse OFT to 

transmit the time domain signal. At the receiver, the phase array 

samples were transferred back into the upper half of the magnitude 
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spectrum; the magnitude spectrum now having random phase values. 

The signal was then converted back into the time domain by the 

10FT. When the processed signal was combined with the bandlimited 

non-/sl speech to yield the output speech signal, the subjective 

quality appeared to be fairly good and gave an impression that a 

wider than telephonic bandwidth transmission channel had been used 

to convey the signal. As expected, the quality of the processed 

signal did not appear to be as good as either of the frequency 

mapping schemes; this is probably the penalty paid for the fact that 

the phase processing scheme is slightly simpler insofar as the 

number of operations required is less than that for any of the 

frequency mapping algorithms. The frequency mapping schemes also 

preserve the phase of the spectral energy peaks where the perceptual 

effect is the greatest. 

After these investigations into frequency domain compression 

techniques, we then revisited the time domain by considering a 

process termed "Time Domain Harmonic Scaling" proposed by 

Malah. (ref 2) This involved a relatively simple interpolation 

operation between speech segments of one pitch interval apart which 

imposed a linear spectral compression to the speech signal. At the 

receiver, linear spectral expansion was obtained by formulating two 

pitch intervals of output speech for every three pitch intervals of 

input speech. The process was repeated by shifting the input 

sequence at the receiver by one pitch interval so as to formulate 

the next two pitch intervals. The net result was to generate two 

pitch intervals of output speech for each pitch interval of received 

speech. In our experiment, an arbitrary block length was used 
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instead of the pitch intervals for unvoiced speech and we simply 

bandlimited the voiced speech from 300 to 3400Hz. The result was to 

compress linearly the spectrum of wideband unvoiced speech and 

combine this with the bandlimited voiced speech. The effect of this 

scheme on our infprmal subjective listening experiences indicated 

that an impression of received wideband speech existed the same as 

the previous systems but there was a characteristic unnaturalness 

associated with the processed unvoiced sounds in the form of a 

"buzzy noise". We had already postulated that this might be due to 

the fact that the derivation of the time domain scaling algorithm 

depended upon the regularly spaced harmonic structure of the input 

signal. Voiced speech conforms to this nature, at least in the 

short term sense, but unvoiced speech generally does not. The 

resultant effect pf the algorithm is possibly to produce a more 

regular harmonic structure into the processed unvoiced speech which 

apparently generates the buzz sound. We did not, however, examine 

this artifact any further (experimentally or analytically) but it 

certainly would be considered a worthwhile suggestion for future 

investigation with the intention of deriving a suitable remedy for 

improving upon this situation. 

Finally, as with the quality enhancement systems, the ideal 300 to 

3400Hz bandwidth channel filter was replaced by a digitally coded 

channel and again different source coding techniques were considered 

that might apply to the spectrally compressed signal. The input 

signal to the digital coder was different from the bandlimited 

transmitted signal in Chapter V as in this case spectral compression 

was applied to the unvoiced sounds. They therefore possessed 
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different characteristics to normal bandlimited speech; and it was 

because of this that the coders needed to be re-optimised from their 

nominal operating conditions. Once this had been done for the four 

types of digital encoding methods (i.e. APCM, ADPCM, CVSO and CFDM) , 

the output speech from the decoder was post-processed by one of the 

respective algorithm, viz VUBS, fixed frequency mapping and adaptive 

frequency mapping. The final output speech from these systems was 

compared to speech digitally encoded at the same transmission 

bit-rate. The input speech signal to the encoder was in one case 

bandlimited from 300 to 7200Hz, and in the other case it was limited 

from 300 to 3400Hz. Using the transmission standards of 16, 24 and 

32 kbits per second, we found that for all types of input signal, 

the quality of the output speech worsened as the transmission rate 

decreased. Generally, the output speech from the coders using the 

telephone bandwidth input signal was found to be less noisy than the 

coders using the wideband input signal. This was because the 

wideband speech required a higher sampling rate, hence a reduced 

number of bits per sample were available to quantize the signal. 

This gave rise to a greater amount of granular noise. The problem 

of using a higher sampling rate for any of the bandwidth compressed 

signals did not arise when allowing the same quantizing accuracy as 

used for the bandlimited input signals. For this reason, there was 

less granular noise in the post processed signals than in the 

wideband signals; also the apparent bandwidth of the post processed 

signals was greater than that of the bandlimited signals. It was 

found then that the quality of the output speech from the coding 

systems using bandwidth compression was better than that of the 

output speech from the coding systems without using any bandwidth 
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compression. This was most notable for the case of the 16kbit/s 

CVSO system. When this digitizer was used to encode bandlimited 

speech, the resultant quality was comparatively noisy; if wideband 

speech was used then the coder failed to track the high frequency 

unvoiced sounds. When bandwidth compression was used, however, the 

subjective impression of the presence of the unvoiced sounds tended 

to mask the impression of the granular noise during the silence 

intervals. This result was true for all three of the aforementioned 

bandwidth compression algorithms used in conjunction with the 

encoding systems. This gives a positive indication towards the 

worthwhile application of the bandwidth compression systems 

discussed in this thesis. 

7.4 Methods of Appraisal 

7.4.1 Spectral-SNR Measurements 

The segmented spectral-SNR has already been introduced and discussed 

in detail in section 6.4 when this was applied to the phase 

processing bandwidth compression system. There is of course no 

reason why we cannot apply this comparison procedure to all of the 

bandwidth compression and expansion algorithms in this summing up 

stage. A 256 mS specimen of the input speech corresponding to the 

sound Is/-/kal from .. s K Harvey" was processed by the eleven schemes 

listed in table 7.1. The input speech comprises of a fricative, a 

stop consonant, a silence pause and a vowel and was sufficiently 

short enough so as not to consume an exhaustive amount of computer 

execution time. In all of the eleven cases, the transmitted signal 



- 409 -

has been bandlimited at some stage from 300 to 3400Hz but the output 

signal in each case is compared with the 300 to 7600Hz original 

signal. 

row (4). 

We have also included the telephonic bandlimited speech in 

The method used to compute the segmented spectral-SNR is 

precisely the same as that detailed in section 6.4.4.4{c) and the 

values obtained for each of the systems are ranked in increasing 

magnitude in column 3 of table 7.1. 

The first point to note is that without exception, the bandwidth 

compression systems out-performed the bandwidth extension systems by 

this measurement criterion. The fidelity of the reproduced wideband 

signal from the bandwidth compression systems is most possibly due 

to the fact that the system has an ~ priori knowledge of the 

original wideband signal, whereas in most cases, the bandwidth 

extension schemes do not. The price paid for this is of course the 

requirement of the transmitter processing for the compression 

systems as well as receiver processing. 

The second point is that if the SP-SNRSEG value for the 300 to 

3400Hz band limited speech is taken as a "datum leve 1" then three of 

the systems listed above that are shown actually degrade the 

reproduced speech below the datum whereas the other seven schemes 

show some improvement in performance beyond the fidelity afforded by 

the bandlimited speech. 
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Table 7.1 Comparison of Segmented Spectral-SNR Values 

PROCESS COMPONENTS PROCESSED . SP-SNRSEG 
(dB) 

(1) HFR by adding bandpass All speech plus 12.26 
filtered noise controlled by silence intervals 
in-band signal (section 5.1) 

(2) HFR by adding bandpass Unvoiced speech 15.19 
filtered noise at fixed only 
level (section 5.4.1.1) 

(3) Low frequency synthesis by Voiced speech 16.02 
local oscillator driven only 
at pitch frequency 

(section 5.6.1) 

(4) 300 to 3400Hz bandlimited All the 16.16 
speech signal 

(5 ) Extra form ant synthesis Voiced speech 16.60 
at fixed frequency and only 
amplitude (section 5.3) 

(6 ) HFR for 151 sounds using 151 sounds 16.83 
W-function plus spectral only 
shaping (section 5.4.1) 

(7) Time domain harmonic Unvoiced sounds 17.57 
scaling (section 6.5) only 

(8) Random phase processing Is I sounds 17.58 
(section 6.4.4) only 

(9) Fixed frequency mapping Unvoiced speech 18.11 
(section 6.4.3) 

(lO) Adaptive frequency mapping Unvoiced speech 18.58 
(section 6.4.3.5) 

(11) Voiced/unvoiced band Unvoiced speech 18.92 
switching system 

(section 6.3) 
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A final point to note here is that although we have endeavoured to 

include a variety of different speech sounds in our short specimen 

of data, it may well be argued that there will be an inconsistency 

inherent in comparing the SP-SNRSEG measurements as not all of the 

methods process the same segments of speech (indicated in column 

2). However, one reason for applying such a strategy is to attempt 

to relate the comparative SP-SNRSEG values with our own valuations 

based upon informal subjective listening experiences of the entire 

lO-word sequence obtained; n sect; on 4.2. 

7.4.2 Informal SUbjective Listening Tests 

We have already discussed our impressions of the listening tests 

conducted on recordings of the processed material throughout 

Chapters V and VI for the individual algorithms and also we have 

presented comparisons whilst reviewing the development of the 

algorithms in section 7.2 and 7.3. Here we wish to briefly 

summarise these comparisons against the ranking of the system 

performances from the SP-SNRSEG values and the time waveform SNRSEG 

values. 

Based upon informal listening experiences by a small number of 

colleagues, the processes are listed on table 7.2 in descending 

order of preference. OUr impressions were discerned more by 

listening quality performances rather than the intelligibility 

comparisons of the processed signals. Both the listings of the time 

waveform segmented SNR and the spectral SNR values show a decreasing 

trend, a trend which coincided with our subjective listening 

preferences. 
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Table 7.2 Comparison of Infonnal SUbjective Listening Tests 

Order of Time wavefonn 9"-SNRSEG Process 
Preference Segmented-SNR (dB) 

(dB) 

1 15.68 18.58 Adaptive frequency mapping 
(section 6.4.3.5) 

2 15.74 18.11 Fixed frequency mapping 
(section 6.4.3) 

3 14.35 16.83 HFR for Isl sounds using the 
W-transfer function plus 
spectral shaping (section 
5.4.1) 

4 13.99 17 .58 Random phase processing 
(section 6.4.4) 

5 13.93 17.57 Time domain Harmonic scaling 
(section 6.5) 

6 17.69 18.92 Voiced/unvoiced band 
switching system (section 
6.3) 

7 14.68 16.16 300 to 3400 bandlimited 
speech 

8 14.42 16.60 Low frequency synthesis by 
local oscillator driven at 
pitch frequency (section 
5.6.1) 

9 14.28 16.02 Extra formant synthesis at 
fixed frequency and 
amplitude (section 5.3) 

10 9.59 12.26 HFR by adding bandpass 
filtered noise controlled by 
in-band signal (section 5.1) 

11 13.44 15.19 HFR by adding bandpass 
filtered noise at fixed 
level (section 5.4.1.1) 
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However, in neither case are the trends monotonically decreasing, 

the most notable exception being that of the VUBS system (item 6) 

which produced the highest segmented SNR and spectral-SNR values 

over all the other systems listed. This may be because although the 

VUBS system preserves the most significant region of the spectrum 

(i.e. where the bulk of the signal energy resides), the spectral 

region with the lower signal energy is discarded and this could well 

be perceptually more detrimental than the simple VUBS algorithm 

would suggest. In retaining the spectral region with the highest 

signal energy, the time waveform is correspondingly well preserved 

as noted by the time waveform segmented-SNR, therefore, neither 

measurement bears a close relation to the relative subjective 

performance of the system. 

Another example worth mentioning is item 10, i.e. the high frequency 

regeneration by adding bandpass filtered noise controlled by the 300 

to 3400Hz received signal. In this case, the process is applied for 

the entire received signal during silence pauses and voiced speech 

as well as during unvoiced speech. By doing this we have impaired 

the signal time waveform and the spectrum to a greater degree than 

for any other scheme in table 7.2. However it was not shown to 

provide the least subjective impression. This was likely because 

varying the level of the added noise was found to produce a signal 

that was subjectively more "listenable" than that obtained by 

keeping the added bandlimited noise level fixed (item 11). The 

intelligibility of item (10) appeared to be very high in contrast to 

the degraded signal from process (11). 
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Having presented the SNR values and a brief indication of the 

informal subjective listening scores for the systems investigated, 

we cannot at this stage conclude whether the signal to noise ratio 

measurements based on the time waveform or on the short-time 

spectrum give a clearer indication to the perceptual impression of 

the processed signal. Obviously to arrive at any firm conclusion, 

what really needs to be done is to perform measurements upon a vast 

quantity of processed data and to conduct formal subjective 

listening tests on that data. One suggestion which may well be 

worthwhile is to weight the signal spectrum in accordance with a 

perceptual criterion before taking the spectral-SNR measurements. 

This could give the spectral readings the "edge" over the time 

domain segmented SNR measurements when attempting to correlate them 

to the subjective listening performance of the processes involved. 

If this is so then it would go a long way in justifying the 

additional processing involved in forming the SP-SNRSEG values over 

that involved in measuring the time waveform segmented SNR. 

7.4.3 Spectrographic Displays 

Another means of discerning the relative performances of the systems 

discussed is to inspect the temporal variation of the short-time 

power spectrum. This can be achieved by the utility of a 

spectrographic display (or spectrogram). To print out a spectrogram 

of a section of recorded speech material usually requires some 

specialised hardware; since no such device was available in the 

Department of Electrical Engineering at Loughborough, it was decided 

to attempt to produce a fairly approximate form of spectrogram 

display using the ICL 1900 computer lineprinter employing the 

character overprinting facility. 
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The procedure adopted for this process was to use a sliding block 

strategy and then to calculate the short-time power spectrum with 

the OFT. This is an alternative, although less flexible, approach 

to that of using a frequency sweeping digital filter.(refs 95-97) 

The method used to process our displays is shown in the flow chart 

of figure 7.1. The data is first segmented into a block of samples, 

the blocksize determining the approximate frequency resolution of 

the final display. In order to improve upon the accuracy of the 

spectral estimation by the OFT, a Hanning weighting window function 

is applied to the data as explained in section 6.4.1. The magnitude 

coefficients are converted into a dB scale in order to enhance the 

values of the less significant frequency components (e.g. those 

residing between the formant peaks of voiced speech). The natural 

roll-off of the voiced speech spectrum was compensated by an 

equaliser having a linear frequency response with a positive 

gradient. The equaliser was implemented by applying a 6dB per 

octave lift to the frequency components of the spectrum above 1kHz 

and leaving the components below 1kHz unaltered. This was found to 

bring the formants of the data roughly to the same height. 

When using spectrogram machines, one of the options that is 

available is the type of analysis required, i.e. whether the 

analysing filter should be of a wideband or narrowband limits; the 

typical specification might be 200Hz and 50Hz respectively. The 

advantage of using a wide bandwidth analysis filter is that the time 

resolution is increased compared to the narrowband filter, 

conversely, a narrowband filter would display a finer frequency 

resolution than its wideband counterpart. In order to observe the 
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pitch striations of voiced speech, a narrowband analysis would 

almost certainly be required. In our algorithm, we have attempted 

to duplicate crudely this facility of the wideband option by forming 

the spectral envelope of the frequency components. For the 

narrowband case, the spectral components are left unaltered. The 

spectral envelope is formed by selecting the local peaks in the 

spectrum (i.e. those points connecting a positive gradient on the 

left hand side and a negative gradient on the right hand side). The 

frequency samples between the peaks are then linearly interpolated. 

After this process is performed for the wideband analysis (or not 

performed in the case of narrowband analysis) the lower levels of 

the spectral values are bottom clipped by a preset marking depth 

(usually around 30-60dB). This is such that very low levels of 

frequency values, having large negative dB values will be ignored. 

Now that we have a finite range of values, the separation between 

these levels is emphasised before displaying the spectral line. 

This is achieved by raising these values to the third power, i.e. a 

cubic transfer function is applied. In order to plot the line 

representing the spectrum, the cubed values are divided into ten 

amplitude regions using eleven equally spaced thresholds. This 

includes the upper and lower limits of the spectral values to be 

plotted. If a particular value happens to fall within the lowest 

amplitude region, then it will be represented as a space character 

(or blank) on the line printer. If a value falls within the next 

region then this is represented as a '.' character. For a spectral 

value residing in the third region, this is shown as a '.' 

overprinted by a '"' character, and so on. For a value occupying 
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the uppermost region, this is written on the line printer by 

overprinting nine characters. In this way, a two dimensional plot 

is formed to represent the spectral section on the line printer. 

The vertical direction represents the frequency axis and the 

relative blackness of the line represents the intensity of the 

frequency coefficient. 

In order to incorporate the third dimension, i.e. the time axis, a 

sliding block strategy is used. The whole process is repeated on a 

block of data that is formed by shifting the new block along the 

signal by a preset time interval with respect to the first block. 

This time shift is termed the time resolution of the spectrogram. 

Incidentally, the frequency resolution is constrained by the 

displayed frequency range and the number of line printer characters 

per line, this being an inherent limitation of the OFT process. The 

minimum time resolution is set by the sampling interval of the data 

which corresponds to having a sliding block shift of one sample per 

displayed line. 

After the next line has been printed, the process is repeated until 

all the data is processed. In this way, a three dimensional image 

is built up of the frequency/time/amplitude distribution of the 

input signal. Figure 7.2(a) shows a displayed version of the 

utterance /s/-/ka/ from "5 K Harvey" using a wideband analysis to 

display the formant trajectories, and figure 7.2(b) shows the 

distribution of the same segment using narrow-band analysis to 

roughly display the pitch striations. The input signal was taken 

from our original speech data of 300 to 7600Hz bandwidth. 
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Apart from the problem of the limitations imposed upon the frequency 

resolution displayed, it was found awkward to indicate a frequency 

range much greater than from dc to 4kHz. This was because our 

equalisation strategy did not seem adequate for frequencies above 

this value for our data. If one considers the spectrum, for example 

of a voiced ITI sound from the data (shown in figure 5.14(b)(i)) 

then it can be seen that the spectral energy comprising the voiced 

speech is mostly confined to below 4kHz. Its trend has a steady 

roll-off which is tolerated by the equaliser. Unfortunately, above 

4kHz the spectral tilt flattens, which may be due to amplifier and 

ADC noise. If our equalisation strategy were used on the entire 

spectrum then this noise in the frequencies between 7 to 8kHz would 

be prominent in the final display due to the equaliser lift. This 

would give a completely unnatural distribution. The remedy to this 

would be to use perhaps some form of adaptive equalisation which 

would not destroy the original spectral distribution of the wideband 

speech (for both voiced and unvoiced sounds) and also prevent the hf 

noise from swamping the display. 

OUr final method for evaluating the results of the systems 

investigated was by plotting spectrographic displays from a custom 

machine designed to produce spectrograms. The displays were 

obtained by a SONAGRAPH spectrogram machine(ref 98) by courtesy of 

the Speech Pathology Department at Scraptoft Polytechnic, 

Leicester. These were used to give a clearer and more decisive 

output for comparison than the line-printer plots of figures 7.2(a) 

and (b). The Sonagraph spectrograms are all shown in figure 7.3; it 

is pointed out that since these are only photographic copies, the 

inherent high contrast gain and the inconsistency of reproduction 

must be taken into account when comparing the plates. 
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The original signal is shown in sub-figure (a) for the utterance 

"fist". The signal is displayed from 0 to 8 kHz and is linearly 

scaled in frequency by the calibration bar on the left hand side. 

It can be seen that the If I signal appears very feint due to its 

comparatively low amplitude. 

The 0.3 to 3.4 kHz version of the signal "fist" is shown in 

sub-figure (b) where it can be seen to be absent from frequency 

components above 4kHz. There is some overload distortion at the 

centre of the III sound due to the incorrect setting of the 

recording level of the signal. 

Sub-figure (c) shows the 0.3 to 3.4 kHz transmitted signal of the 

Voiced/Unvoiced Bank Switching system (VUBS), here the heterodyned 

Isl signal now replaces the bandlimited Isl signal. In sub-figure 

(d), the Isl sound re-occupies the 3 to 6 kHz range in the output 

signal from the VUBS receiver. 

The output from the random phase processor is shown in sub-figure 

(e) where some of the lf components of the Isl Signal appear to be 

present. The signals from both the random phase processor and the 

VUBS method appear to show that the It I is bandlimited in comparison 

to the original signal in figure 7.3(a). 

The transmitted signal from the fixed frequency mapping algorithm is 

shown in sub-figure (f) where unfortunately the recording level 

perhaps is too low to offer a clear picture to represent this 

signal. When the marking depth of the spectrogram was increased 

then this produced a noisy background. 
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The output signal from the FMAP receiver is shown in sub-figure (g) 

where it seems that the hf components of the Is/ signal are again 

produced well. 

For the output signals of the systems shown so far, the abrupt 

switching between the hf components of the /s/ signals and the 

bandlimited voiced signals seems evident. This effect is seen to be 

alleviated by the adaptive frequency mapping algorithm, the output 

signal from this latter method is shown in sub-figure (h). Here the 

signal seems to compare more favourably with the original signal 

than do any of the other signals as it shows a gradual blending when 

the signal changes from voiced to unvoiced speech and vice versa. 

It also seems to reproduce the hf components of the It I sound. 

The next two.plates show the original signal and the output signal 

for the word "sister" processed by the high frequency regeneration 

system of section 5.4.3. It can be seen that the hf components of 

the Isl sounds appear to be synthesized with a relative amplitude 

distribution similar to the original except for an attenuation 

factor. The added hf components were attenuated in order to make 

the output signal were "listenable". 

Finally, the results for the baseband synthesis system using a 

single oscillator driven at the pitch frequency are shown in 

sub-figures (k), (1) and (m) respectively for the original, 

bandlimited and processed signals. The frequency scale displayed is 

now 0 to 4 kHz which has been linearly divided into 500Hz steps by 

the calibration bar on the left hand side of each picture. The 

sounds represented are the utterances "sister" and "Father" where 
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the original signal is lowpass filtered from 0 to 7.6 kHz, the 

bandlimited signal is filtered between 0.3 and 3.4 kHz and the 

processed signal occupies a bandwidth of 0 to 3.4 kHz. Although 

there is some spurious If components shown on all the three plates, 

it should be possible to discern that the attenuated fundamental 

component in the bandlimited example of sub-figure (~) seems to be 

replaced by a low frequency tone in the processed Signal of 

sub-figure (m). This was indeed supported by our informal 

subjective listening tests in section 7.4.2. 
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7.5 Closing Remarks 

In this thesis we have discussed techniques to enhance the quality 

of speech that is required to be conveyed via a telephonic bandwidth 

channel. The techniques described have been categorised into 

bandwidth compression/expansion methods and bandwidth extension 

processes. All of the methods described are based upon source 

and/or sink coding, rather than using bit rate reduction techniques 

at the channel encoding stage. Some of the techniques have in fact 

used the readily available digitiser strategies such as APCM, ADPCM 

and ADM. 

We have developed the systems described in an attempt to overcome 

one of the limiting factors imposed upon telephone speech. Although 

none of our methods have yet been tested upon "real" telephone lines 

using extensive formal conversational speech, we would like to 

believe that our research has laid down some foundations for 

applications in this area, particularly with the audio­

teleconferencing systems and the "phone-in" speech post-processing 

described in Chapter 11. 
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ERRATA 

E.1 Section 5.3.3. 

It is acknowledged that the type of filter used to synthesise an 

additional formant for voiced speech was not implemented as 

intended. This is shown by the filter response curve in figure 

5.12{a} which displays a very narrow peak. The effect of the 

sharpness of the peak was evident in the informal subjective 

listening tests of the processed speech; i.e. the added formant 

sounded like a spurious whistle. The reason for this was possibly 

due to parameter error in the program. The intended filter response 

should have been two proximate but resolvable poles with a greater 

bandwidth than that in figure 5.12{a}. It is believed that this 

would have produced a better quality processed signal, however, 

time did not permit us to investigate this. 

E.2 Section 5.4.3. 

The filter program was also used in section 5.4.3 to shape the 

spectrum of the regenerated high frequencies of the /s/ spectrum. 

Again the filter response curve in figure 5.30{a} shows that it 

was not implemented as intended. The spectral peak at about 3kHz 

should not have been present, however, the effect upon the processed 

signal did not appear to be too detrimental. The required filter 

response curve was expected to have a single broadband peak at 

4.8kHz with monotonically decreasing slopes. The effect of this 

filter upon informal listening experiences of the processed speech 

was not investigated. 
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Appendices 

In this section, we propose to itemise some of the subroutines that 

have been frequently used throughout the experiments performed in 

this project. We will briefly review the background of the 

subroutine followed by a listing of the same. We will not discuss 

the details regarding the full computer program of each of the 

experiments nor the methods used for the computer job control and 

file management; we only wish to present a 'flavour' of our 

programming structure. It is presumed that the interested reader 

who wishes to continue with any of the experimentation will be able 

to originate his own computer programs from the thesis description 

to suit the machine that is available to him. 

A.I Digital Filtering(ref 99) 

The filtering operations that are performed by the algorithms 

discussed in this thesis are implemented as programmed digital 

filters (except for the anti-aliasing filters applied before and 

after analogue to digital, and digital to analogue conversion 

respectively). Some of the advantages of digital filters are: (a) 

accuracy, (b) flexibility and (c) freedom from drift. 

Two types of digital filter have been used in this thesis i.e. the 

recursive and non-recursive types. The non-recursive filter was 

generally used to model an ideal telephone channel where we 

preferred to know the delay characteristics of the signal exactly. 

When this consideration was not important, the recursive filter was 

applied which is more economical in terms of computing time. 
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A.I.l Recursive Filter Design 

The recursive filters used in our simulations were designed with a 

Butterworth characteristic (Rader and Gold 1967). The gain 

characteristic of an NB th order Butterworth filter is given by the 

expression 

IH(j 2rrft) I = 1/11 + r.Tan(rrfT) 12NB )1/2 
lTan ( rrf eT) 

where T is the sampling interval 

For frequencies less than the cut-off frequency fe' 

(A.I) 

[Tan (rrfT)/Tan(rrf T)] is fractional and the gain is approximately 
e 

unity. For frequencies exceeding fe' where (tan rrf TItan lifeT) 

becomes large, the gain is close to zero. The higher the value of 

NB' the order of the filter, the better is the approximation to the 

ideal brickwall lowpass characteristic. The gain of a Butterworth 

filter falls unifonnly as the freCJJency is increased from zero to 

one half the sampling frequency. At the cut-off frequency, the gain 

lies at precisely 3dB below its value at zero freCJJency. 

A Butterworth filter of NB th order has NB poles which lie on a 

circle in the z-plane. The poles are given by the value of S rn 
which fall within the unit circle where the real and imaginary 

parts, Urn and Vm are given by 
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Urn = ( 1 - tan 2 
1TfeT) Id 

V = 2 tan 1Tf T sin(m1T NB) Id m e 

where d = 1 - 2 tan 1TfeT eos(m1T/NB) + tan lTfe T 
(A.2) 

If fI\J is even, m 1T /~ should be replaced by IT (2m + 1 )I2NB in 

(A.2). An NB th order Butterworth filter has NB zeros which are 

all situated at z = -1, i.e. at half the sampling frequency. 

The Fortran subroutine BUTTER(ref 99) which is given in List 1, 

computes the poles and zeros of a Butterworth filter of specified 

order N and cut-off frequency Fe. After execution of the Fortran 

statement CALL BUTTER (N, FC, ALPHA, BETA), the complex arrays ALPHA 

and BETA contain the zeros and the poles of the required transfer 

function. The arrays COEFF in List 3 which will then yield the 

coefficients of cascaded second order transfer functions in a serial 

realisation of the Butterworth lowpass filter. 

A serial form of cascaded second order sections is used such that 

the order of the denominator of the transfer function of each 

section never exceeds two. The reason for this is that for higher 

values of NB the digital filter which results can be excessively 

sensitive to the effects of arithmetic rounding error~ Small 

variations in the denominator coefficients produced by the finite 

word length of the computer can produce surprisingly drastic changes 

in the transfer function poles, and can even result in filter 

instability. 
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The general structure of a stage in the serial formation of the 

filter is shown in figure A.l. The section has a transfer function 

of: 

H(z) 

-1 z 
(A.3) 

which produces two zeros and two poles in the z-domain. The gain 

coefficient, ao ' is determined by applying a normalising boundary 

condition which will be discussed shortly. 

A.l.l.l Frequency Transformations 

A frequency transformation (Constantinides 1970), enables a filter 

of one type to be transformed into some other type. In our case, we 

design a prototype lowpass filter and then apply a 

lowpass-to-bandpass frequency transformation from the lowpass filter 

to produce a bandpass design. If a bandpass filter with lower and 

upper cut-off frequencies f1 and f2 is required then the design is 

produced by taking a lowpass filter whose cut-off frequency f is 
c 

f2 - f1 and replacing z-l in its transfer function by the expression 

-1 -1 ( -1) -z (z -a)1 1-az • The parameter a is given by the formula 

(A.4) 

The transformation results in a filter whose order is double that of 

the prototype. If the lowpass-to-bandpass transformation is applied 

directly to a second order section of a lowpass prototype, a fourth 
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order second results. To avoid the problem of numerical accuracy, a 

final design consisting of second order sections is required. This 

difficulty can be resolved by applying the transformation to the 

poles and zeros of the lowpass prototype. If the lowpass prototype 

has a zero at z = a , then the bandpass filter must have zeros at 

values of z which satisfy the equation 

(A.5) 

This is a quadratic equation in z which can be solved by the usual 

quadratic equation solution. The solution shows that the bandpass 

filter must have zeros at 

1 {l 2 2 }1/2 z = 2" (l+a)a ± 4" (l-a) a-a (A.6) 

A similar formula gives the poles of the bandpass filter in terms of 

the poles of the lowpass prototype. Subroutine BPASS (List 2) 

accepts as its input the poles and zeros of a lowpass prototype in 

arrays as delivered by the subroutine BUTTER. It computes the poles 

and zeros of the resulting bandpass filter by the use of expression 

(A.6). The bandpass filter is then realised as a cascade of second 

order sections by the use of subroutine COEFF (List 3) operating on 

the output of subroutine BPASS. 

A.l.l.2 Gain Normalisation 

In order to specify the filter gain at a particular freQ-Jency, it is 

necessa ry to fix the value of a in expression (A .3) ac~ording to 
o 

the required boundary condition. For a multiple stage serial filter 



- 428 -

(i.e. a filter whose order NB is greater than 2) the gain 

coefficients, a , are combined into a single gain coefficient which o 
preceeds the whole filter network. 

Initially the gain coefficient is set to unity and then the boundary 

condition is applied whereby it is required to set the mid-band gain 

of the filter to zero-dB (or unity gain) by the use of the expression 

H(zll =G 
z=exp(jw T) 

m 

(A.7) 

where H(z) is the transfer function of the complete filter 

and T is the sampling interval. 

The value of a is then given by l/G such that the filter now o 
conforms to the specified boundary condition. If it is required to 

set the d.c. gain of a lowpass design to zero-dB then the above 

expression is applied by allowing wm = 0, i.e. z = 1. 

Now that the filter has been designed, the gain and phase response 

of the filter may be computed by a call to subroutine FREQ (List 4) 

which evaluates the transfer function H(jwkT) for a number of 

frequency values of wk; 129 in our case. 
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The magnitude and phase characteristic for a 300 to 3400Hz filter 

employing 15 cascaded second order stages (i.e. a 30th order 

filter) is shown in figures A.2(a) and (b). The sampling frequency 

is 16kHz. It can be seen that the mid-band gain is in fact zero dB 

with transition bands that rapidly roll-off monotonically from the 

passband. The phase response is plotted for values between ±180o 

and as expected, it is non-linear especially at the transition bands. 

So, to summarise, the design of the filter is implemented by 

specifying the cut-off frequencies, the sampling frequency and the 

order of the filter which is equal to the order of the filter for a 

low-pass design and equal to half the order of the final bandpass 

design. SUbroutine BUTTER computes the poles and zeros of the 

lowpass prototype; subroutine BPASS applies the necessary frequency 

transformation to those poles and zeros followed by a call to COEFF 

to yield the coefficients of the realisable filter. Finally a call 

to FREQ checks the gain and phase response of the filter design. 

The complete design of the filter is performed by a call to 

subroutine SETUP (List 5) which applies all of the above procedure. 

Once the filter coefficients have been computed they are stored in 

function HIIR (List 6) and subsequent inclusions of the function in 

the main program perform the filtering process required. The 

variable SIGNAL represents the input sample on entry and the 

filtered sample is represented by the value of HIIR on exit. 
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Non-Recursive Filter DeSign(ref 100) 

Recursive filters are adequate in most purposes for filtering speech 

signals. However, if it is important to minimise the waveform 

distortion produced by the filter then the non-linear phase 

characteristics of recursive filters can result in an unacceptable 

modification of the waveform. A non-recursive filter can easily be 

designed to give completely linear phase characteristics and hence 

produce the minimum modification of the signal waveform compatible 

with a given gain characteristic. An essential feature of a 

non-recursive filter is that its weighting sequence is of finite 

length. The filter, therefore, has a finite memory so that the 

effect of a large spurious input such as a switching transient 

disappears completely after a known length of time. Also the delay 

of the input sequence can be exactly compensated if the filter is 

used in one branch of a systen and not another. The other advantage 

of non-recursive filters is that, because there is no feedback 

involved, there is no possibility whatsoever of instability 

occurring. 

The principal disadvantage of non-recursive filteres as compared 

with recursive designs is that to achieve a given specification they 

generally require more computer memory and more arithmetic 

operations per clock pulse than recursive filters. However, for 

filters of large orders, fast convolution techniques using the fast 

Fourier Transform (Gold and Rader 1969) can speed up the filtering 

process. 
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A.l.2.l Design by the Window Method 

This method enables non-recursive filters to be designed to produce 

a frequency characteristic as close as required to an arbitrary 

specification. To start with, the method choses the ideal frequency 

response function to which an approximation is to be realised by 

considering N equispaced frequency points from dc to the folding 

frequency. The passband frequency samples are then set to unity and 

the stop band samples are set to zero. Since this ideal brickwall 

filter has abrupt discontinuities between the pass and stop bands, 

the corresponding impulse response is of infinite duration. If the 

impulse response is truncated to produce a non-recursive realisation 

of the filter then there will be an error or overshoot in the 

frequency response in the vicinity of the discontinuity. This is 

usually referred to as the Gibbs phenomenon. If the ideal frequency 

response is smoothed by the multiplication of a window function then 

careful choice of the window can result in a frequency response 

function with appreciably less in-band and out-of-band ripple. 

A.l.2.2 Design by the Sampling Method 

Design of non-recursive filters from frequency response 

specifications has been considered by Martin, noted in ref.100, who 

specified initial values of the frequency response at selected 

frequencies, leaving unspecified values of the frequency response in 

pre-selected transition bands. He then used a minimisation 

procedure to solve for final values of the frequency response at 

equally spaced frequencies. The criterion used for the minimisation 
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was that the maximum deviation of the continuous frequency response 

from the ideal frequency response be minimised for both in-band and 

out-of-band frequencies. 

When using the frequency sampling method for filter design, the 

designer need never be concerned with the impulse response. This is 

intuitively appealing for filters with long impulse responses where 
, 

the fast convolution techniques can be used (using the fast Fourier 

Transform). The sampling procedure is capable of being exploited to 

yield an "optimum" filter as discussed above whiCh results in a 

trade off between ripple height and transition bandwidth. Once the 

frequency samples, Hk, have been specified for k = 0, 1, ••• Nl2 

then the interpolated (continuous) frequency response may be 

formulated(ref 100) as 

H(jwT) = 

ex{ ¥I [1 - ~)] 
N 

N-1 
I 

n=O . [WT TTk) 
Sln 2" - N 

(A.8) 
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It is seen that H(jwT) consists of a sum of elementary functions of 

the form sin(W~T)/sin(~T -m. In the design of a lowpass or bandpass 

filter, one needs to choose the value of the frequency samples in 

the transition bands according to some criterion to minimise the 

ripple caused by these elementary functions. It is possible that 

the ripples caused by the frequency samples within the transition 

bands can be made to cancel the ripples caused by the fixed 

samples. As the number of transition values is increased, one can 

produce a finer cancellation. 

(a) The Minimisation Algorithm 

To start with, most of the Hk values are preset and the remaining 

few (transition coefficients) will be varied until the maximum 

sidelobe is a minimum. Figure A.3 shows a typical specification for 

a lowpass filter. In this example, there are NB samples preset to 

1.0, M transition samples, and the remaining samples are preset to 

0.0. The transition samples are denoted by Tl ,T2 and T3• The 

following search procedure is then adopted 

1. First, a one-dimensional search is conducted by setting say 

T3 = T2 = 1 and the value of Tl in the range 0.0 to 1.0 is 

iteratively determined which gives the minimum value of the 

first sidelobe in equation (A.8). This value is labelled as 

point A in figure (A.4). 
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2. Two dimensions are now used in which T2 is slightly perturbed 

from its preset value of unity (to a slightly smaller value) and 

the one dimensional search is repeated, varying TI , as 

before. The two dimensional point (point B) along with point A 

determines the path of steepest descent along which to do the 

two dimensional search. 

3. A search is made along the line found in step 2, yielding a 

minimum of H(jwT) corresponding to point C. A new path of 

steepest descent is obtained by varying TI and keeping T2 

fixed at the value of point C, yielding point 0; then perturbing 

T2 slightly and again varying yielding point E. A further 

search is made to yield point F. If the difference between the 

values of H(jwT) at the minimum of the searches along the lines 

of steepest descent (points C and F) is less than some 

prescribed threshold, the search is ended and point F is the two 

dimensional solution. Otherwise, the procedure of step 3 are 

re-iterated to yield refinements of the path of steepest descent 

until two. consecutive searches yield minima whose difference 

satisfies the threshold condition. Practically it has been 

found(ref 100) that a two dimensional search always terminated 

within three iterations when the threshold was set to D.ldB. 

4. When three dimensions are invoked, T3 = 1.0 and then is 

perturbed to a slightly lower value and steps 1 to 3 are 

repeated. This defines two points on a three dimensional line 

along which a search for a minimum is conducted. The search 

procedure is terminated when the difference in minima between 

two consecutive three-dimensional searches is less than a 

prescribed threshold. 
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The results of the method explained are published as a set of tables 

in the reference (100) and may be applicable as a "cook book" for 

designing the finite impulse response filters. The type of data 

selected for our use is taken from the table III page 93(ref 100) 

and is applied for the case where there are 256 impulse response 

coefficients (129 frequency samples) and 3 transition points. The 

transition values are presented here as table A.l which shows that 

the highest sidelobe (minimax) can be made as low as between 85.5 

and 113.1 dB below the passband gain. It may be noted that not all 

of the possible number of bandwidth points are tabulated and if 

other corresponding transition points are required then approximate 

values of these transition coefficients may be obtained by linear 

interpolation of the tabulated values. It is found(ref 100) that 

the deviation of the result obtained by linear interpolation will be 

less than 6dB from the optimum response. 

(b) Bandpass Filters 

The procedure discussed so far describes an optimum selection of 

transition coefficients for lowpass filters only. If similar 

optimum transition coefficients are required for bandpass filters 

then one may re-apply the optimisation procedure for such a case, 

bearing in mind that twice as many transition coefficients are 

required as there are two transition bands in the filter response. 

It will generally be found that the coefficients in each transition 

band will not be symmetrical, although one may run the optimisation 

process by choosing symmetrical coefficients and perhaps obtaining a 

slightly sub-optimum result. 
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A second approach in the design of bandpass filters is to define 

sub-optimum bandpass filters, which are derived very simply from the 

lowpass prototypes by appropriately rotating the lowpass frequency 

samples (including the optimised transition coefficients) to the 

desired centre frequency. The sampled passbands of the derived 

filter are identical with those of the lowpass, but at different 

locations. Experimentally(ref 100) the results show that a 3dB 

loss of sub-optimum relative to the optimum is the usual case. 

(c) Programming Considerations 

The subroutines FILTER, TR and INTERP (Lists 7, 8 and 9 

respectively) are used together to compute the impulse response of 

the required lowpass, bandpass or highpass filter according to the 

following strategy. 

(1) The upper and lower cut-off frequencies are specified by the 

variables FL and FU respectively and the sampling interval is 

stored as the variable DT. 

(2) The passband and stop band(s) are specified by the real array 

'A' according to the filter bandwidth and the three transition 

points Tl, T2 and T3 are selected from subroutine TR which 

stores all of the transition values that are tabulated in table 

A.l. Those values which are not tabulated are linearly 

interpolated by subroutine INTERP. 
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(3) The imaginary array 'B' is set to zero such that the cartesian 

frequency arrays A and B can be inverse Fourier transformed by a 

call to FFT (not listed) to yield the impulse response of the 

filter which is again stored in array A. This array is 

cyclically rotated so that the peak of the impulse response now 

falls at the centre of the array. This produces the linear 

phase characteristic of the filter corresponding to a fixed 

delay equal to one half of the filter length. 

(4) Finally, the impulse response, h(i), is normalised to set a 

unity gain at the mid-band frequency of the filter. This is 

achieved in a similar manner to the Butterworth design, where 

where wm = 2n( FU - FL) 

and T is the sampling interval. 

h' (i) = h~i) , i = 1,2, .•. ,N ( A.9) 

N is the order of the filter which is 256 in this case. 

The time waveform of the array 'A' corresponding to {h'(i)} is shown 

in figure (A.5) for a bandpass filter set to 300 to 3400Hz and a 

sampling frequency of 16kHz. 
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The interpolated frequency response is computed by multiplying 

{h' (; )} by a Hanning window weighting sequence 

a;;w;h'(;) for ;;1,2, ... ,N (A.lO) 

where wi ; t [1 - cos (2~i)J 

The sequence {ail is expanded to 2N samples by the inclusion of a 

further N zero valued samples, i.e. 

and then the whole array is cyclically rotated by N/2 samples to 

render it a zero phase sequence. 

bi -N/2 
; a. i ; N/2+ 1 , N/2+2, .•. ,2N 

1 

and 

bi +3N/ 2 
; a. i ; 1,2, ... ,N/2 (A.ll) 

1 

The whole sequence {b
i

} is transformed by a 2N-point OFT to yield a 

representation of its interpolated frequency response. 

B ; 1 2~ b
1
. exp[-j TIkNi) 

k N i ~1 
( A.12) 

The magnitude and phase spectrum of the complex sequence {B k} is 

illustrated in figure A.6(a) and A.6(b) respectively. Notice that 

for a comparatively narrow transition band, the minimum attenuation 
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is 90dB or greater. The phase response shows that the sequence {B k} 

is wholly real which has positive valued elements when the phase 

~ is zero and negative valued elements when~ is ±ISOo. 

A.I.2.3 Sectioned Convolution 

Once the impulse response has been determined by the above strategy, 

it now becomes appropriate to implement the filter by convolving 

this impulse response with the input signal to yield the filtered 

output signal. If the input sequence has a length of NI samples 

and the filter impulse response has N2 samples, then the convolved 

sequence will be comprised of L = NI +N 2-1 samples. In many of 

our filtering situations, we are interested in computing the 

convolution of these two finite duration sequences where one 

sequence is much longer than the other sequence, i.e. NI » N2 

in the above case. Of course, we can always use a value 

L = NI +N2-1 but this is generally inefficient and impractical 

for several reasons. First, the entire longer sequence must be 

available before the convolution can be carried out, and furthermore 

since no processing occurs before the entire sequence is available, 

this implies long delays before the output is obtained. To 

alleviate these problems, a technique can be used to section the 

larger sequence and compute partial results that can be pieced 

together to form the desired output sequence. 

The method used is called the overlap-add segmentation method; for 

simplicity we assume that the input sequence {x(n)} is effectively 

of infinite duration and the duration of hen) is N2 samples. The 
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sequence x(n) is sectioned into pieces, each of duration N3 

samples. The value of N3 is generally chosen to be of the order 
(ref 101) of N2 • Thus the input sequence can be represented as 

(~.13) 

! '(0) ; kN3 s; n s; (k+l )N3-1 
(~.l4) where xk (n) = 0 

otherwise 

The linear convolution of x(n) and h(n) thus can be written as 

n 
y(n) = L h(m) x (n-m) 

m=O 

n '" 
= L h(m) L xk(n-m) 

m=O k=O 
(A.l5) 

00 

= L h(n) * xk(n) 
k=.O 

00 

= L Yk(n) 
k=O (A.16) 

where Yk(n) = h(n) * xk(n) 

The durations of each of the convolutions of equation (A.16) 

comprises of (N2+~-l) samples. There is a region of (N2-l) 

samples over which the kth and the (k+l)th convolution overlap 

and the appropriate sequences must be added to produce the output 

sequence Y (n ) . 
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The convolution operation is performed by a call to the subroutine 

FCONV (X, NI, A, N2, L) in List 10, where 

'X' contains the input sequence of NI samples on entry, and 

contains the output (delayed) sequence on exit. 

'A' contains the filter impulse response (or any finite length 

sequence) of N2 samples. 

Since it is required to store the overlapping samples in the 

two-dimensional array 'Z', L refers to the row of 'Z' in which these 

samples are stored. This is such that the same subroutine may be 

used for 'parallel' filtering by calling FCONV more than once in the 

same program for different filtering operations, without causing 

confusion of.the data. The array 'V' is a working array in which 

the convolution process of computing Yk(n) in equation (A.16) is 

performed. The result of successive calls to FCONV subroutine is 

that the output sequence 'X' (= Yk(n)) may be concatenated to form 

the entire sequence yen) according to the equation (A.16). 

Examples of the results of this type of filtering process can be 

found throughout Chapters 5 and 6 of this thesis. Specifically 

there are some illustrations shown in figures 5.27(b) and 6.5(b). 

A.2 High Frequency Regeneration 

The high frequency regeneration operations, described in section 

5.3, for speech quality enhancement are performed by calling the 

subroutines LOGCOM and 'W' from Lists 11 and 12 respectively. The 
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LOGCOM routine applies logarithmic compression and the 'W' routine 

simulates the W-transfer function. These are illustrated in figure 

5.6(a) and (b) respectively. 

A.2.1. Logarithmic Compression 

The subroutine LOGCOM (List 11) employs the equation (5.14) to apply 

logarithmic compression, i.e. 

x' = 4a sgn(x) 10ge [clxl + 1] (5.14) 

where a = l/log. [clxl + 1] e max 

sgn(x) = x/lxl 

and c is the.compression factor (and equal to 5 in our case). 

The transfer function is set up in array 'X' of 1000 points which is 

then used as a look-up table for the input block of samples 

contained in array 'A' of dimension N. ZM is the maximum absolute 

value that array 'A' is likely to have and this value is initially 

assigned from the main program segment. The maximum value of G * 

A(I) in line 17 is equal to 500, thus the value of J ranges from 1 

to 1000. This corresponds to the number of points in array 'X'. 

Thus line 18 provide the resultant value of x' for the input sample 

x according to the equation (5.14). 
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The 'w' Transfer Function 

The routine 'W' (List 12) is called immediately after the LOGCOM 

routine where it is now known that the values of the input array 'A' 

range between -1.0 and +1.0 only. The W-transfer function is stored 

in array 'V' of 1000 points according to equation (5.13): 

y=1-4Ix'I.lx'I,0.5 

= 41x'l - 3 .0.5 < Ix'I' 2.0 

= ° elsewhere (5.13) 

The values of 'V' are then used as a look-up table for processing 

the irput array 'A'. Again, the range of 'J' in line 22 varies 

between 1 and 1000 which corresponds to the number of points in 

array 'V'. Line 23 yields an output value of y, corresponding to 

the 'V, array, for every logarithmically compressed sample x' , 

denoted by the 'A' array. 

A.3 Spectral Peak Synthesis 

The routine 'FORMANT' (List 13) simulates a 4-pole resonant filter 

and is used to synthesise an additive formant to bandlimited voiced 

speech, or to generate a spectral peak in a regenerated /s/ 

spectrum. The detailed description of these two operations can be 

found in sections 5.3.3 and 5.4.1.5 respectively. The recursive 

network is shown in figure 5.10 and the z -plane representation is 

shown in figure 5.11. From these we had formulated the following 

expressions i.e. 
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the filter transfer function H (z) = H
1

(Z). H
2

(Z) 

where Hl (z) = 1 

1 + a
1 

-1 -2 z + a2 
z 

and 
1 

(5.18 ) 
H

2
(z) = 

1 + b1 
-1 

+ b
2 

-2 z z 

The filter coefficients were determined from the centre frequency, 

the pole separation and the damping factors of the poles in the 

s-plane representation in figure 5.10. 

a1 = -2 exp (a
1 

T ) cos(w
1 

T) 

a
2 = exp (2°1 T) 

b
1 = -2 exp (02 T ) cos(w

2 
T) 

b
2 = . exp (202 r) (5.21) 

where T = l/F 5' the reciprocal of the sampling fre Q,Jency. 

To generate the extra formant for addition to bandlimited voiced 

speech, the parameters were selected such that 

fe = 4kHz 

and ~f = 200Hz = O.2kHz. 

Such that in equation (5.21), w1 = = 21T(f + M). 
e 
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To regenerate the spectral peak for the /5/ utterance, the 

parameters were adjusted to 

°1 = °2 = - 1 .1005 -1 

fe = 4.8kHz 

and M = 400Hz 

The 'filter in both cases was implemented as two cascaded second 

order stages as shown in figure A.7(a) and (b) respectively. The 

variable 'INPUT' in routine FORMANT is a sample generated from the 

high frequency regeneration subroutines 'LOGCOM' AND 'W'. The 

variable 'OUTPUT1' from the network in figure A.7(a) is precisely 

the input variable applied to the network in figure A.7(b) at any 

one time instant. The 'OUTPUT2' samples emerging from the second 

network comprise the filtered signal whose spectrum is modified by 

the resonant network. The method used for checking the spectral 

transfer function of the designed resonant circuit is to evaluate 

the transfer function H(z) around the unit circle in the z-domain. 

The gain and phase response can be computed from I H(jwT) I and 

!H(jwT) respectively for a number of frequency points. Subroutine 

'RESPONSE' (List 14) is used to carry out this task using 100 values 

of w between dc and 7TF 5 The gain and phase response of the two 

types of resonant filter discussed are shown in figures 5.12 and 

5.30 respectively. 
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SUBROUTINE BUTTER (N, FC, ALPHA, BETA) 

THIS SUBROUTINE cm,PUTES THE POLES AND ZEROS OF A 

BUTTERWORTH RESPONSE LOWPASS DIGITAL FILTER 

INPUTS ARE: N = 
FC = 

ORDER OF FILTER REQUIRED 

REQUIRED CUTOFF FREQUENCY 

AS A FlN:TION OF THE CLOCK 
FREQUENCY 

OUTPUTS ARE: ALPHA = COWLEX ARRAY CONTAINI~ 

BETA = 

THE TRANSFER FUNCTION ZEROS 

IN ITS FIRST N LOCATIONS 

(ALL N ZEROS LIE AT Z=-l.O) 

COWLEX ARRAY CONTAINI~ 
THE TRANSFER FUNCTION PU.ES 

IN ITS FIRST N LOCATIONS. 

COWLEX POLES OCCLPY ADJACENT 

LOCATIONS; IF N IS ODD THE 

REAL POLE IS IN LOCAT ION 1 

COWLEX ALPHA{30} ,BETA(30} 

WC=3.141592654*FC 
TAN2=2.0*SIN(WC}/COS(WC} 

TANSQ=0.25*TAN2**2.0 
IF(N.EQ.l} GOTO 2 

IN~OD(N,2} 

Nl=N+IN 

N2-{3*N+IN}I2-1 

DO 1 M=Nl, N2 

A=3.141592654*FLOAT(2*M+1-IN)/FLOAT(2*N) 

ANUM=1.0-TAN2*COS(A)+TANSQ 

U=(l.O-TANSQ}/ANUM 

V=TAN2*SIN(A}/ANUM 

I =(N2-M )*2+1 
BETA(I+IN}=CWLX(U,V) 

LIST 1 
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1 BETA(I+IN+l)=CMPLX(U,-V) LPF Poles 

IF(IN) 3,3,2 

2 BETA(I)=CMPLX«(l.0-TANSQ)/(l.0+TAN2+TANSQ))),0.O) 

3 DO 4 I=l,N 
ALPHA(I)=(-l.O,O.O) 

4 CDNTINUE 

Nl=N+l 
DO 5 I=Nl, 30 
ALPHA(I)=(O.O,O.O) 

BETA(I)=(O.O,O.O) 
5 CCNTINUE 

RETURN 
END 

Position of LPF Zeros 

LIST 1 (Cont'd) 
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SUBROUTINE BPASS (N.F1,F2,ALPHA,BETA) 

C 

C THIS SUBROUTINE COM"UTES THE 2N POLES AND ZEROS OF A 
C BANOPASS OIGITAL FILTER FROM THE N POLES ANO ZEROS 

C OF A LOW PASS PROTOTYPE. 

C 

C 

C 

C 

C 

C 

C 

It-PUTS ARE N = 
F1 = 

F2 = 
ALPHA = 

BETA = 

ORDER OF LOW PASS PROTOTYPE 
LOWER CUTOFF FREQUEt-CY 

UPPER CUTOFF FREQUEt-CY 

ARRAY CONTAINING THE ZEROS 

OF LOW PASS PROTOTYPE 
ARRAY CONTAINING POLES OF 

C LOW PASS PROTOTYPE 
C (THE LOWPASS SHOlJ..D HAVE A CUTOFF FREQUEt-CY AT 

C FC=F2-F1. ALL FREQUEt-CIES ARE EXPRESSED AS A FRACTION 

C OF THE CLOCK RATE.) 

C 

C 

C 

C 

C 

OUTPUTS ARE ALPHA = ARRAY CONTAINING THE ZEROS OF 

THE BANDPASS FILTER 
BETA = ARRAY CONTAINING THE POLES OF 

THE BANDPASS FILTER 

COM"LEX ALPHA(30),BETA(30),Z,S 

P=3.14159265359 

A=COS(P*(Fl+F2) )/COS(P*(F2-Fl)) 

IM=MOD(N,2) 

N1=N-1 

N2=N 
10 DO 20 IA=l,2 

S=CM"LX«FLOAT(2*IA-3)),O.0) 

IB=2-IA 

DO 20 I=l,N1 

J=N2-I+1 
K=N2(I+IB)-I+1+IM*(IA-1) 

Z=(0.5,O.0)*«1.O,O.0)+ALPHA(J))*CM"LX(A,O.0) 
ALPHA(K)=Z+S*CSQRT(Z*Z-ALPHA(J)) 

LIST 2 
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Z=(O.5,0.0)*«l.0,0.0)+BETA(J)*CMPLX(A,0.0) 
BETA(K)=Z+S*CSQRT(Z*-BETA(J» 

CONTINUE 

IF(Nl.EQ.N2) RETURN 

Nl=l 

N2=1 

IM=O 
GOTO 10 
END 

LIST 2 (Cant 1 d) 

Transformation of Pol~ 
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SUBROUTINE COEFF (N,ALPHA,BETA,A1,A2,B1,B2,AO,NO,FL,FM) 

SUBROUTINE COMPUTES THE COEFFICIENTS IN A SERIAL 
C FORM REALISATION OF A DIGITAL FILTER 

C 

C INPUTS ARE N = NUMBER OF SECTIONS IN FILTER 

C ALPHA = ARRAY HOLDING FILTER ZEROS 

C BETA = ARRAY HOLDING FILTER POLES 
C (CONJUGATE PAIRS MUST BE LOADED IN ADJACENT 

C LOCATIONS 1,1+1 WHERE I IS AN ODD NUMBER) 

C 
C OUTPUTS ARE A1,A2,B1,B2 ARRAYS HOLDING SECTION 

C COEFFICIENTS 

C AO = GAIN COEFFICIENTS FDR UNITY 

C GAIN AT ZERO FREQUENCY FOR LPF 

C OR AT MID-BAND FREQUENCY FOR BPF 

C 

COMPLEX ALPHA(3D) , BETA(30) 

DIMENSION AMOD(30), A1(15),A2(15),B1(15),B2(15) 
COMMON/BI5IDT 

COMPLEX/AN ,AD 

PI=4.O*ATAN(1.0) 

FM=(FL+FU)/2. 

IF(FL.EQ.O.O) FM=O.O 

AG-2.D*PI*FM*DT 

AO=1.0 

DO 200 I=l,N 

11=2*1-1 

12=2*1 
A1(I)=REAL(-ALPHA(I1)-ALPHA(I2» 

A2(I)=REAL(ALPHA(1)+ALPHA(I2» 

B1(I)=REAL(-BETA(I1)-BETA(I2» 

B2(I)=REAL(BETA(I1)*BETA(I2» 

AMOD(I1)=CABS(BETA(I1» 

AMOD(I2)=CABS(BETA(I2» 

Compute Coefficients 

LIST 3 
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AM=(1.0,O.0)+CMPLX(A1(I)*COS(AG),-A1(I)*SIN(AG» 

+CMPLX(A2(I)*COS(2.0*AG) ,-A2(I)*SIN(2.0*AG» 
AD =(l.O,O.O)+CMPLX(Bl(I)*COS(AG),-Al(I)+SIN(AG» 

+CMPLX(B2(I)*COS(2.0*AG),-B2(I)*SIN(2.0*AG» 
RAT=CABS(AN)/CABS(AD) 

AO=AO*RAT 
C AD=AD*(1.0+Al(I)+A2(I»/(1.0+Bl(I)+B2(I» 

200 CONTINUE 

IF(ABS(AO).LT.l.OE-6) AD=0.lE-5 

AO=l.O/AO 
WRITE(2,21l NO 

CALL WRITE (AMOD, 2*N) 

21 FORMAT (! ,lOX,' THE MAGNITUDE OF THE POLE POSITIONS', 

1 'FOR FILTER', 13 , ' 

C AO=0.lE-4 

RETURN 
END 

ARE:' ) 

LIST 3 (Cont'd) 

Gain 

Normali­

zation 
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LIST 4 

SUBROUTINE FREQ(N,NF ,Al,A2,Bl,B2,AO,GAIN,PHASE,XAXIS) 

COWLEX WJ,WJ2,H,AO,AN 

OIMENSION Al(N),A2(N),B2(N),GAIN(NF),PHASE(NF) 
DIMENSION XAXIS(NF) 

C=180.0/3.141592654 

DO 403 J=l,NF 
OMEGA=3.141592654*(10.0**(4.0*FLOAT(J)/FLOAT(NF»)/IDOOO.0 

XAXIS(J)-(10.0**(4.0*FLOAT(J)/FLOAT(NF»)/20000.0 

WJ-CWLX(COS(OMEGA),SIN(OMEGA) 

WJ2=WJ*WJ 
H=CWLX(AO,O.O) 

DO 403 I=l,N 
AN=(1.0,O.O)+CMPLX(Al(1),0.0)*WJ+CMPLX(A2(I),O.0)+WJ2 

AD=(1.0,O.O)+CWLX(Bl(1),0.O)*WJ+CMPLX(B2(I),O.O)*WJ2 
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X=CABS(AN) 

IF(X-l.OE-6) 404,404,401 

401 X=CABS(AO) 

402 

IF(X-1.0E-6) 405,405,402 

H=H*ANlAD 
GAIN(J)=20.0*ALOG10(CABS)(H» 

PHASE(J)=C*ATAN2(AIM AG(H),REAL(H» 

403 CONTINUE 

RETURN 

404 GAIN(J)=-120.0 

PHASE (J)=O.O 

GOTO 403 

405 GAIN(J)=120.0 

PHASE(J)=O.O 

GOTO 403 
END 

Gain and 

Phase 

Response 

LIST 4 (Cont' d) 

Le. IH{jwt)1 and /H{jwt) 
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LIST 5 
SUBROUTINE SETUP(FL,FU,FS,NR,NO) 

C 

C THIS SUBROUTINE COMPUTES THE COEFFICIENTS OF THE 

C SERIAL REALISATION OF A BANIPASS TIME DISCRETE 

C FILTER OERIVED FROM A LOW PASS BUTTERWORTH 
C RESPONSE PROTOTYPE. THE GAIN AND PHASE CHARACTERISTICS 

C ARE PLOTTED FROM DC TO HALF THE CLOCK FREQUEN:Y. 

C 

C THE npUTS ARE FS = SAMPLING FREQUEN:Y 

C FL = LOW BAND CUTOFF FREQLEN:Y 

C FU = HIGH BAND CUTOFF FREQUENCY 
C NR = ORDER OF THE LOW PASS PROTOTYPE 

C 

C THE OUTPUTS ARE Al,A2,Bl,B2: ARRAYS HOLDING THE 
C SECTION COEFFICIENTS 

C AO = GAIN COEFFICIENT FOR UNITY 

C GAIN AT ZERO FREQLEN:Y 

C 

DIMENSION AAO(6),AAl(15,6),AA2(15,6),BBl(25,6),BB2(15,6) 

INTEGER ORDER(6) 

COMMON/BL50/AAO,AAl,AA2,BBl,BB23/BL63/0RDER 

REAL LOW 

COMPLEX ALPHA(30),BETA(30) 

DIMENSION Al(15),A2(15),Bl(15),B2(15) 
DIMENSION XAXIS(2OO),GAIN(2OO),PHASE(200) 

FM=(FlJ+FL)/2.O 

CLOCK=FS*lOOO.O 

LOW=FL*lOOO.O 

HIGH=FU*lOOO.O 

NF=129 

LOW=LOW/CLOCK 
HIGH=HIGH/CLOCK 

FC=HIGH-LOW 
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LIST 5 (Cant' d) 

N,OROER(NO)=NR 

CALL BUTTER (ORDER (NO) ,FC,ALPHA,BETA) LPF Prototyp 
IF(LOW.NE.O.O) CALL BPASS(ORDER(NO),LOW,HIGH,ALPHA,BETA) Transformatio 
CALL COEFF(NR,ALPHA,BETA,Al,A2,Bl,B2,AO,NO,FL,FU) Compute 
WRITE (2,100) Coefficients 

100 FORMAT(lHl, THE FILTER SECTION COEFFICIENTS ARE: -1,/) 

WRITE(2,101)(Al(I),I=1,NR) 
WRITE(2,102) (A2(I) ,l=l,NR) 

WRITE(2,103)(Bl(I),I=1,NR) 
WRITE(2,104) (B2(I) ,l=l,NR) 

101 FORMAT (lH/,I, 'Al:- ',5E14.4,1,5E14.4) 
102 FORMAT(lH/,I, 'A2:- ',5E14.4,1 ,5El4.4) 
103 FORMAT(lH/,I,'Bl:- ',5E14.4/,5E14,4) 
104 FORMAT(lH/,I'B2:- ',5F14.4/,5E14.4) 

CALL FREQ(NR,NF,Al,A2,Bl,B3,AO,GAIN,PHASE,XAXIS) Compute gain and pha 

characteristics. 
DO 105 K=l,NF 
XAXIS(K)=XAXIS(K)*CLOCK/IOOO.0 

C XAXIS(K)=ALOGIO(XAXIS(K» 
105 CONTINUE 

CALL PLOTFILE(XAXIS,GAIN,NF) 
CALL PLOTFILE(XAXIS,PHASE,NF) 

AAO(NO)=AO 
DO 10 1=l,OROER(NO) 

AAl(I,NO)=Al(I) 
AA2(I ,NO)=A2(I) 

BBl (I ,NO)=Bl (I) 
BB2(I,NO)=B2(I) 

10 CONTINUE 

IF(LOW.EQ.0.0)ORDER(NO)=NB/2+1 
WRITE 2,106) IO,AAO(NO) 

106 FORMAT(lH,1 ,10X, 'AAO{' ,11,')= ',El4.4) 
RETURN 
END 
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LIST 6 

FUNCTION HIIR (SIGNAL,NO) 
C 

C THIS FUNCTION REPRESENTS AN N STAGE CASCADED 
C FILTER WITH EACH STAGE CONTAINING 2 POLES AND 
C 2 2EROS. THE ZEROS ARE DEFINED BY THE ARRAYS 
C Al AND A2. THE POLES ARE DEFINED BY THE ARRAYS 
C Bl AND B2. 
C 

C SIGNAL = lIP SAMPLE 
C HIIR = O/P SAt-A...E 
C NO = FILTER NO. (MAX=6) 
C 

DIMENSION AO(6),Al(15,6),A2(15,6),Bl(15,6),B2(15,6),Y(16) 
DIMENSION Xl(15,6),X2(15,6),X3(15,6) 
INTEGER N(6) 
COMMON/BL50/AO,Al,A2,Bl,821BL63/N 
Y(l)=SIGNAL 
DO 1 I=l,N(NO) 
Xl(I,NO)=Y(I)-(Bl(I,NO)*X2(I,NO)+B2(I,NO)*X3(I,NO» 
Y(I+l)=Xl(I,NO)+Al(I,NO)*X2(I,NO)+A2(I,NO)*X3(I,NO) 
X3(I,NO)=X2(I,NO) 
X2(I,NO)=Xl(I,NO) 

3 NFO:NO 
1 CONTINUE 

HIIR=AO(NO)*Y(N(NO)+l) 

RETURN 

END 

Feed the 

signal 
through 

the filter 
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LIST 7 

SUBROUTINE FILTER(FL,FU,A) 
C 

C THIS SUBROUTINE SETS UP IFF IR IN ARRAY 'A I WITH 
C CPTIMIIL VALUES OBTAINED FROM LPF PROTOTYPE 

C 

DIMENSION A(256) ,B(1025) 
COMMONIBL4IB/BL5/DT/BLIOIFMAX (Folding Frequency = FS/2) 
COMPLEX HX 
LffiICAL FT 
PI=4,O*ATAN(I.O) 
FM: (FlJ+.FL) 12 . 0 
AG=2.0*PI*FM*DT Mid-band frequency. 

N=256 
FN=FLOAT (N/2+1) 
NFL=NINT(FL/FMAX)*FN) 
NFU=NINT«FU/FMAX)*FN) 
NFC=(NFL+NFU)/2.0 
I'SW=NFU-NFC 
IF(NFL.EQ.O) NBW=NFU 
CALL TR(NBW,TI,T2,T3) Select 3 transition points 

C COMPILE F -RESPONSE OF BPF 
IF(NFL.LF.4) GOTO 7 

Ml=NFL-4 
A (MI+l)=Tl 
A(MI+2)=T2 
A (MI+3)=T3 
DO I hl,MI 
A(I)=O.O 

I CCNTINUE 
7 CONTINUE 

IF(NFL.LE.4) NFL=1 

DO 2 l=NFL,NFU 
A(I)=l.O 

2 CONTINUE 

Lower 
Transition 
Band 

Pass Band 
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IF«NFU+4).GE.(N/2+1» GOTO 8 

A (NFU+3)= Tl Upper 

A(NFU+1)=T3 Transition 
A (NFU+l)=T3 Band 
DO 3 I-NFU+4,Nl2+1 
A(I)=O.O stop Band 

3 CONTINUE 
8 CONTINUE 

DO 4 I=1,N/2+1 

B(I)=O.O Set the imaginary components to zero 
4 CONTINUE 

C lOFT 
FT=TRUE 
CALL FFT(A,B,N,FT) 

C IR NOW IN ARRAY 'A' 

DO 5 I=l,NI2 
B(I)=A(I+NI2) 
B(l+Nl2)=A(I) 

5 CONTINUE 
A (1)=0. 0 
HX=(O.O,O.O) 

Rotate IR 

LIST 7 (Cont'd) 

DO 10 K=l,N Gain 
HX=HX=CMPLX(A(K)*COS(AG*FLOAT(K»,-A(K)*SIN(AG*FLOAT(K») Norma-

1 CONTINUE 
GM=l.O/CABS (HX) 
WRITE(2,21) FL,FU,GM 

lisation 

21 FORMAT(lH ,I ,10X, 'GAIN FOR' ,F5.2, 'TO' ,F5.2, 'FILTER IS ',El4.4) 

DO 11 l=l,N 
A (I) =A (I) *GM 

11 CONTINUE 

RETURN 

END 
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SUBROUTINE TR(NDW,Tl,T2,T3) 

C 

C THIS SUBROUTINE HOLD ALL TRANSITION VALUES FOR LPF 
C PROTOTYPE FILTER TYPE 1 DATA N=256 

C C.F. TABLE III PAGE 93, RABINER ET. AL. (REF 100) 

C 

DIMENSION A(130.3) 

Ll=124 

L2+3 
IF(I.NE.O)GOTO 1 

Id 

A(1,1)=0.10647949 

A(1,2)=0.19387524 

A(1,3)=0.67664281 

A(2,1)=0.01963501 

A(2,2)=0.22197911 
A(2,3)=0.70144920 

A(3,1)=0.01908569 

A(3j2)=0.22085960 

A(3,3)=0.69990539 

A (5,1)=0.02305298 

A(5,2)=0.24117076 

A(5,3)=0.71635813 

A(8,1)=0.02479248 

A(8,2)=0.24843111 

A(8,3)=0.72164702 

A (9,1)=0.02329712 

A(9,2)=0.24253562 

A(9,3)=0.71679420 

A (16,1)=0.02444458 

A(16,2)=0.24629538 

A(16,3)=0.71900030 

A(32,1)=0.02577896 

A(32,2)=0.25163493 

A (32,3)=0.72307099 

LIST 8 



A(48,1)=0.02421875 

A(48,2)=0.24359358 

A(48,3)=0.71550480 

A (56,1)=0.02345581 

A(56,2)=0.23957232 

A(56,3)=0.71177494 

A(64,1)=0.02396851 

A(64,2)=0.24199281 

A(64,3)=0/71380179 

A(80,1)=0.02351685 

A (80,2)=0.23926844 

A(80,3)=0.71103085 

A(96,1)=0.02435913, 

A(96,2)=0.24219392 

A (96,3)=0.71293931 

A(104,1)=0.02552490 

A(104,2)=0.24590992 

A (104,3)=0.71524908 

A(112,1)=0.02607422 

A (112,2)=0.02607622 

A(112,3)=0.71857490 

A (120,1)=0.02683105 

A(120,2)=0.25909273 

A (120,3)=0.73130690 

A(121,1)=0.02561035 

A(121,2)=0.25523207 

A(121,3)=0.72018388 

A(122,1)=0.02344360 

A(122,2)=0.24778644 

A(122,3)=0.72456966 

A(123,1)=0.01946196 

A(123,2)=0.23070314 

A(123, 3)=0. 71099759 

A (124, 1)=0. 01351929 
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LIST 8 (Cant' d) 



A(124,2)=0.20394843 

A(124,3)=0.69037794 
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C ALL OTHER VALUES ARE INITIALLY 0.0 

C INTERPOLATE THE REMAINING VALUES 

CALL INTER(A,L1,L2) 
1 CONTINUE 

Tl=A(NBW,l) 
T2=A(NBW,2) 

T3=A(NBW,3) 
RETURN 

END 

LIST 8 (Cont'd) 
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SUBROUTINE INTER(A,Ll,L2) 

C 

C INTERPOLATOR SUBROUTINE 

C 

DIME NSION A (Ll, L2) 

00 1 J=1,L2 
00 1 l=l,Ll 
IF(A(I,J).NE.O) GOTO 1 

00 2 K=l,lOO 
IF(A(I+K,J),EO.O) GOTO 2 

Kl=K 
GOTO 3 

2 CONTINUE 
3 CONTINUE 

Gl=(A(I+Kl,J)-A(I-l,J»/Kl+l) 

00 4 K=l,Kl 
A (I-l+K,J )=A(I-l ,J)+K*Gl 

4 CONTINUE 
I=l+Kl 

1 CONTINUE 
RETURN 

END 

LIST 9 

Gradient between adjacent 
non-zero valued samples. 
Straight line interpolation. 



- 463 -

SUBROUTINE FCONV(X,Nl,A,N2,L) 

C 

C THIS SUBROUTINE PERFORMS SE(}.1ENTEO CONVOLUTION 
C ON INPUT 'X' TO YIELO OUTPUT 'X' BY FILTER IR 'A' 
C liP BLOCK SIZE = NI 

C IIP BLOCK SIZE = N2 
C L REFERS TO FILTER NO 
C 

DIMENSION A(N2) ,X(Nl) ,Y(1300) ,Z(6,256) 
COMMON/BLl4/Y 
N3=Nl+N2-l 
CALL RESET(Y,l300) 
DO 1 l=l,N2-l 

LIST 10 

y(I )=Z (L, I) Load previous overlapping sequence in working 
1 CONTINUE 

DO 2 I=l,NI 
DO 2 J=l,N2 
K=l+J-l 

array. 

Y(K)=Y(K)+X(I)*A(J) Segmented Convolution 
2 CONTINUE 

DO 3 l=l,Nl 

X(I)=Y(I) 
3 CONTINUE 

C STORE OVERLAPPlf\G SEQUENCE IN Z(L,I) 

DO 4 l=l,N2-l 
Z(L, I)=Y(I+Nl) 

Y(l+Nl)=O.O 
4 CONTINUE 

RETURN 
END 

Store current overlapping sequence in working 
array. 
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LIST 11 

SUBROUTINE LOGCOM(A,N) 

C 

C LOGARITHMIC COMPRESSOR 

C 

OIMENSION A(N),X(1000) 

COMMON/BL23/ZM 

IF(M.NE.O) GOTO 1 

M=l 
CALL RAMP (X,lOOO) Ramp generator; X increases linearly from -1 to 

C=5.0 in 1000 points. 
ALPHA=1.0/(ALOG(C*500.0+1.0) 

00 2 1=1,1000 
X(I)=SGN(X(1»+ALOG(C*ABS(X(I)+1.0)*ALPHA Logarithmic transfer functJ 

2 CONTINUE 

1F(ZM.EQ.O.O) GOTO 4 

G=1000.0/(2.0*ZM) 

G=G.0.998 
CONTINUE 

DO 3 1=l,N 

J=N1NT(G*X(1»+500 

A(I)=X(J) 

3 CONTINUE 
4 CONTINUE 

RETURN 

END 

Scale input samples. 
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LIST 12 
SUBROUTINE W(A,N) 

C 

C THIS SUBROUTINE CAUSES SPECTRAL SPREADING OF EXCITATION SIGNAL 

C BY A NON-LINEAR DISTORTION ALGORITHM: 

C 

C 

C 

C 

C 

C 

C 

1 * * ALPH 

* * * * 
* * * * 

-1 * * 
-4 -2 0 2 4 

DIMENSION Y(10OO) A(N) 

IF(M.NE.O) GOTO 5 

00 1 1=1,1000 
Y (I)=FLOAT (I) 

1 CONTINUE 

ALPH=1.0 

Gl=2. 01250.0 

G2=(1.O+ALPH)/250.0 

C1=-(ALPH+2.0) 

C2=3 . 0+ ALPH+2 .0 
00 2 1=1,250 

Y(I)=1.0-G1*Y(1+250) 

Y(I+250)=C1+G2*Y(I+250) 

Y(I+500)=C2-G2*Y(I+500) 

Y(I+250)=-7.0+G1*Y(I+750) 

CONTINUE 

M=l 
5 CONTINUE 

Z=499.5 

0061=1,N 

J=NINT(Z*A(I))+500 

A·(I)=Y(J) 

6 CONTINUE 

RETURN 

END 

Store the ' W' 
function in 

array 'Y' 

SAW-TOOTH 

TRANSFER FN. 
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SUBROUTINE FORMANT(X,N) 
C 

C THIS SUBROUTINE SYNTHESISES AN AODITIONAL FORMANT TO 
C THE SPEECH SIGNAL PROVICl:D 'X' HAS A FLAT SPECTRUM 
C WITH PRESERVED FINE STRUCTURE 
C 

C THE FORMANT IS SYNTHESISED USING 2 CASCACl:D 
C 2ND ORDER ALL-POLE RECURSIVE RESONANT NETWORKS 

C FC=CENTRE FREQUENCY OF POLES 
C D& TF =POLE SEPERATIDN 

C SIIJ.IA=POLE DAMPING FACTORS 
C G=RESONANCE GAIN FACTOR 
C 

DIMENSION A(2),B(2),W(2),Y(2),X(N) 
REAL INPUT 
CO~ONIBL5 /OT 
IF(JC.EO.l) GOTO 1 

JC=l 
PI=4.0+ATAN(1.0) 
FC=4.0 
D&TF=0.2 

WC=2.0*PI*FC 
D&TAW=2.0*PI*D&TF 
SIGMA=O.l 
Wl=WC+DEL TAW/2 

W2=I'tC-D&TAW/2 

Centre frequency and 

Separation of poles 

G=0.lE-2 

A(1)=-2.0*(EXP(-SIIJ.IA*DT»*COS(Wl*DT) 

LIST 13 

B(1)=-2.0*(EXP(-SIGMA*DT)*CQS(W2*Dl) 
A (2)=EXP(-2.0*SIGMA*DT) 

B(2)=EXP(-2.O*SIGMA*DT) 

Recursive filter 

coefficients 

WRITE(2,20) A(1),A(2),B(1),B(2) 

20 FORMAT(lH ,1,10X,4F14.4) 
CALL RESPONSE(A,P,2) 

1 CONTINUE 
DO 2 I=l,N 
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SUBROUTINE RESPONSE(A,B,N) 
C 

C THIS SUBROUTINE DETERMINES THE GAIN AND PHASE 
C RESPONSE OF A RECURSIVE FILTER WITH N CCEFFS 
C AND 2-STAGES. 
C 

2 

DIMENSION A(N),B(I) ,G(100) ,PH(lOO) ,H(2) 
COMMON/B1.5/DT 
COWLEX H, Z,Z.J 
PI=4.0*ATAN(1.0) 
C=180.0IPI 
NFP=lOO 
DO 1 I=1,NFP 
OMEGA=(PI*FLOAT(I-1»/FLOAT(NFP) 
Z=CMPLX(COS(OMEGA),SIN(OMEGA» 
H(1),H(2)=CWLX(1.0,0.0) 
DO 2 J=1,N 
AMAG:CABS(Z)**FLOAT(-J) 
ARG=ATAN2(AIMAG(Z) ,REAL (Z) *FLOAT (-J) 
ZJ=CMPLX(AMAG*COS(ARG),AMAG*SIN(ARG» 
H(1)=H(1)+CMPLX(A(J),0.0)*ZJ 
H(2)=H(2)+CMPLX«B(J) ,O.O)*ZJ 
H(l)=H(l)*H(2) 
H(1)=(CMPLX(1.0,0.0»/H(1) 

CONTINUE 
G(I)=CABS(H(l) ) Gain and 
PH(I)=C*ATAN2(AIMAG(H(1»,REAL(H(1») Phase 

1 Response 

LIST 14 

CONTINUE 
FS=l.O/DT i.e. IH(eJwt) I and !H(eJwt ) 
CALL SAMPAR(FS,2*NFP) 
CALL FPLOT (G ,PH ,NFP) 
RETURN 
END 
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Fig 6.44(d) 

The input waveform to the post-processor 

in the bandwidth compression system of 

Fig 6.43(c) using CVSD at 16 kb/sec. (ref.89). 
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Fig 6.44(e) 

The output waveform from the post-processor 

in the bandwidth compression system of 

Fig 6.43(c) using CVSD at 16 kb/sec. (ref.89). 
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Fig 6.44(f) 

Output waveform from the wideband system 

of Fig 6.43(bl using CVSD at 16 kb/sec. 
(ref.89). 
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Fig. 7.3 Spectrograms of the signals from some of the processes developed 

in this thesis 
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Processed signal from the baseband.synthesis system using 

a single oscillator driven at the pitch frequency 
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Ampl. 

J:1:r l 
J _. 

) 

2. 

-I 

N 256 

NB L(dB) Tl T2 T3 

I -92.07104015 0.106-17949 0.19387524 0.67664281 
2 -93.63089275 0.01963501 0.22197911 0:701445120 
3 -87.43575478 0.01908569 0.220S5960 0.69990539 
5 -89.86921692 0.02305298 0.24117076 0.71635813 
8 -89.21122360 0.02479248 0.24843111 0.72164702 
9 -88.34475231 0.02329712 0.24253562 0.71679-120 

16 - 88.42712784 0.024-14458 0.24629538 0.719000JO 
32 - 87 . 89452744 0.02577896 0.25163493 0.72307099 
48 -87. 84D68012 0.02421875 0.24359358 0.71550480 
56 -86.96756554 0.02345581 0.23957232 0.71177494 
64 - 87 . 60656548 0.02396851 0.24199281 0.71380179 
80 -87.11819744 0.02351685 0.2J926844 0.7110;085 
96 - 86.78892708 0.02435913 0.24219392 0.71293931 

104 -85.55295181 0.02552490 0.24590992 0.71524908 
112 -85.86081982 0.02607422 p.24926456 0.71857490 
120 -88.45293331 0.02683105 0.25909273 0.73130690 
121 - 90.09288883 0.02561035 0.25523207 0.729163S8 
122 -93.23881817 0.02344360 0.24778644 0.72456966 
123 -99.37811375 0.01946106 0.23070314 0.71099759 
124 -113.12398720 0.01351929 0.20394843 0.69037794 

Table A.l 

The optimum transition values Tl , T2 and T3 obtained for 

different pass-band samples.N
B

. L(dB) shows the level of 

the highest sidelobe (minimax) with respect to the main 

lobe height (ref. 100). 

·:h---·---·--;-----T---+h---..,e;-------ic,";;------;,";2---tcl.~;------;Ih 
t(U1S) 

~ Impulse respon,e of ... 0.)-).4 kH~ FIR bandp8u filter. 
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