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ABSTRACT 

The objective of this thesis is to explore the application of artificial intelligence 

(AI) techniques for modelling in flexible manufacturing. The work consists of three 

main parts. In the first part, the structure and performance of various types of flexibly 

automated batch manufacturing systems are discussed, the modelling challenge for the 

design of these types of manufacturing systems is identified, and the currently available 

modelling techniques are examined and comparatively assessed. 

In the second part, the research into the structure and design of a knowledge 

based modelling system is reported. Potential advantages of AI techniques for 

manufacturing systems modelling are identified. The modelling system is then 

developed using the LOOPS knowledge engineering language on the Xerox 1186 AI 

Workstation. Major features of the modelling system include its knowledge driven 

requirement to enable evaluation of alternative systems with different criteria, the , 
capability of modelling over multiple levels of detail, the transparency of its solution 

procedure, and the modularity of the system structure to allow convenient modification 

and extension. 

The third part is concerned with the evaluation of the AI based modelling method .. 

Parallel experiments are conducted on an extended case study cell by using the 

knowledge based modelling system, the emulator and the tool flow modelling system. 

Merits of the AI based method are then critically assessed, drawn on the comparison of 

the results obtained from the three studies. Conclusions drawn from this research and 

directions for future work are finally indicated. 
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Chapter 1 

INTRODUCTION 

Automated manufacturing is becoming an increasingly significant feature for most 

of the industries. Flexible manufacturing concepts have been introduced to increase the 

productivity of the batch production sector of industry. 

Although there are tremendous benifits, such as higher machine utilisation, lower 

unit costs, shorter lead times, higher quality and quick response to market changes, to 

be gained from the introduction of flexible manufacturing concepts, these potential 

advantages have to be set against the high capital cost and acquisition risk. In addition, 

the complexity of the system and the novelty of flexible manufacturing technology 

involve some measure of adventure into the unknown. 

As a result, if the potential benifits of a system are to be adequately realised, a 

systematic and structured analysis and evaluation of the system design is required. 

Hence there is a great demand for models that can be used to predict, evaluate and 

assess the performance of the system, but it is impossible to develope models and to 

attain valuable results without the aid of methods. Recently there is evidance that these 

methods have been supported by software tools. 

Drawn on an assessment of a range of currently available modelling methods, it is 

identified that there is scope for improvement of these techniques. Therefore this 

thesis explores the application of artificial intelligence (A.I.) techniques for modelling in 

flexible manufacturing, with a know lege-based modelling system being successfully 

developed. Major features of this knowledge-based modelling system include its 

knowledge driven requirement to enable evaluation of alternative systems with 

different criteria, the capability of modelling over multiple levels of detail, the 

transparency of its solution procedure, and the modularity of the system structure to 

allow convenient modification and extension. 

This work was made possible by the departmental aquisition of the Xerox 1186 

Workstation shortly after the start of the research. The knowledge based modelling 

system described in this thesis is the author's work unless explicit references to the 

Xerox Workstation Manual [187] and the LOOPS Manual [27]. 
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Following this introduction, a literature search is conducted to provide a 

representative coverage of relevant current knowledge in Chapter 2. Chapter 3 

describes the structure and performance of system variants for batch manufacturing. 

This is followed by a discussion of the modelling challenge in the field in Chapter 4. In 

Chapter 5, major currently available modelling methods are discussed and 

comparatively assessed. 

In Chapter 6, the scope for this research is identified and highlighted. The 

research into the design and structure of the knowledge-based modelling system is 

reported in Chapter 7. Chapter 8 describes the modelling knowledge embedded within 

the system. The user interface and the system outputs are presented in Chapter 9 and 

Chapter 10 respectively. In Chapter 11, the workstation constraints associated with the 

work are indicated. 

Chapter 12 introduces the three machine cell which is used for the comparison of 

the three levels of modelling, the data being provided by a British company. Then the 

behavioural rules corresponding to the basic operation of the three machine cell are 

described in Chapter 13. After this, the decision rule and data input of the three 

machine cell model is presented in Chapter 14. In Chapter 15, results of the knowledge 

based modelling of the three machine cell are discussed and compared against the three 

levels. 

The extended cell is then introduced in Chapter 16 to allow a more critical 

assessment of the knowledge based modelling system based on the three machine cell, 

with the input to the modelling system being illustrated. Chapter 17 summarizes and 

discusses the results obtained from the knowledge based modelling of the cell. In 

Chapter 18, merits of the AI based method are then critically assessed drawn on the 

comparison of the results with those obtained from the Emulator based study and the 

tool flow modelling of the extended cell. 

In Chapter 19, the major issues arising from the research work, the experience 

obtained from the case studies and the the potential value of the modelling system are 

highlighted. Finally, specific conclusions drawn from this research and 

recommendations for further work are given in Chapters 20 and 21 respectively. 

2 



2.1 Introduction 

Chapter 2 

LITERATURE SURVEY 

This literature review is conducted with the emphasis placed on locating valuable 

contributions in each relevant topic to provide a representative coverage of its state of 

the art. Major problems are identified and the approaches adopted are examined. 

An overview is offered of the overwelming flexible manufacturing technology. 

Design methodologies and the process required for a complete study of flexibly 

automated batch manufacturing systems are discussed. Some light is shed on the 

control systems that are utilised for the efficient operation of the system. Finally major 

effort is spent on a cross section of modelling techniques inclusive of AI and expert . 
systems, which can be applied during all stages of system development. 

2.2 Flexible Manufacturing 

The primary purpose of reviewing the concept and functional aspects of flexible 

manufacturing in the context of this research, is to identify the significant system 

characteristics and objectives that should be taken into account. 

So far as low-volume and high-volume production are concerned, the automation 

of the production process has attained a high level. Between these two. fields of 

production, flexible manufacturing has been offering the potential for achieving a high 

level of automation as well as productivity in the field of batch manufacturing [285] 

(Figure 2.1). The effect of major economic and technological change is becoming 

dramatically evident in the field. In addition to the improvement in automation and 

productivity, flexible manufacturing technology is capable of producing substantial 

benifits, such as reduced work in progress, high equipment utilisation, short lead time, 

high quality and improved flexibility [24]. However, these advantages can only be 

realised through careful system design and evaluation [98]. 

A comparison [179] [169] bt:tween flexible manufacturing and other production 

methods can be made in a number of dimensions (Figure 2.2, Figure 2.3). Other 
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relevant influential factors for comparing the feasibility of flexible manufacturing 

technology with that of conventional manufacturing systems are listed in Figure 2.4 

[216]. 

The first ever attempt in flexible batch manufacturing was introduced by 

Williamson [297] some twenty years ago. The System 24 provided a tremendous 

challenge to conventional thinking in system configuration, machine tool design, 

workpiece and tool flow and in computer control. In the intervening years development 

in computer technology has made available both a hierarchy of computers suitable for 

use in real time control and a whole range of mechanical elements coupled with 

relatively flexible software controls [40]. CNC machine tools are now supported by 

readily available automated conveyors, pallet transfer devices and industrial robots 

[125]. This range of hardware plus the computer technology needed for 

communication between individual equipments constitute the core of advanced flexible 

manufacturing technology. 

Development of modern flexible manufacturing has made it possible to design 

manufacturing systems using available building blocks (Figure 2.5). Specification of 

the system is chosen to match manufacturing need which is expressed in terms of part, 

quantity and variety [198] [15] [190]. Bell [40] has built a typical graphical 

representation of the interplay between volume, variety and manufacturing system 

configuration (Figure 2.6). Three major categories of systems are possible for batch 

manufacturing: the unmanned station(UMS), the flexible manufacturing cell(FMC), and 

the flexible manufacturing system(FMS). In addition, multi-cell flexible manufacturing 

(Multi-Cell FM) and large-scale DNC systems have come into being [156] [270] as a 

result of recent development in flexible manufacturing technology. 

The UMS is a stand-alone CNC machine tool equipped with a robot or muti-pallet 

ch anger, and machining monitoring system to allow it to operate without direct 

manning for the majority of its productive time [23] [275] [197] [14] [103] [125]. 

An FMC is in general terms a group of processing modules supported with the 

automation of workpiece flow to bring a family of parts to desired level of completion 

without leaving the cell [33] [17] [78] [125]. It is considered as a system concept for 

production with limited routing ranges of batches and with a small number of 

operations [158] [135] [159] [20] [120] [12]. 
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The FMS is a highly automated variant with greater capability to respond to short 

term changes in manufacturing requirement. In addition to the automated work flow, it 

possesses advanced auxiliary functions for machining operations, monitoring function 

and a comprehensive computer control function; and requires NC data control, and 

production scheduling and control [25] [126]. An FMS installation offers varying 

degrees of flexibility in workpiece variety, batch size and batch distribution [149] 

[155a] [298] [66] [16] [127] [157] [96] [214] [213] [210] [147] [57]. 

A Multi-Cell system is a large automated processing network, in which different 

types of cells are linked by material handling devices, all under computer control. 

Typically, it consists of cells for fabrication, machining and assembly [103] [206]. 

Therefore the system is capable of au tomaticall y processing workpieces of varying 

shapes, sizes and materials [156] [290] [129] [17] [82] [95]. 

The large-scale DNC system is the latest development in the field of batch 

manufacturing. It is a highly integrated manufacturing configuration comprising various 

work stations all under central computer control. The work stations can be any forms of 

manufacturing units, e.g. individual machine tools, DNC cells, automated 

manufacturing cells, or FMSs. This type of system provides a solution for the 

automation of a total manufacturing sector [13] [163] [21] [22] [28] [30] [19] [11] 

[29]. 

To date, hundreds of these systems have been implemented in the world (Figure 

2.7) [47]. Most of the flexible manufacturing aspects are covered by the annual 

International Conference on Flexible Manufacturing Systems, the FMS Magazine and 

papers presented at almost every conference in manufacturing, automation and similar 

fields. Ranky [217] published the first book on flexible manufacturing, which provides 

an insight into how to set up and run a flexible manufacturing system slIccessfully. The 

broad sweep of current flexible manufacturing technology has been comprehensively 

reviewed by Hartly [125]: The striking feature of this contribution is the extensive 

illustration of applications which are currently in operation. 

2.3 Design of Flexible Manufacturing Facilities 

One of the early contributions to the design of flexible manufacturing systems is 

made by the Charles Stark Draper Laboratory Inc. [71]. The handbook aims to answer 
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the following questions: 

- Why an FMS? 

- Will an FMS best serve your application? 

- What problems might be encountered? 

- How do you design an appropriate system? and 

- What is required to operate a system? 

Seven steps for implementing an FMS are recoganised: selection of parts and 

machines, design of alternative system configurations, evaluation of the alternatives, 

writing of a Request-for-Proposal, evaluation of the vendor proposals, installation and 

debugging of the system and the eventual operation of the system (Figure 2.8). 

Barash, et al. [35] reports on the planning of computerised manufacturing 

systems. The overall process is divided into six major steps. First of all, parts 

belonging to the same family are selected on the basis of production needs. Next the 

machining content of each part and the typical batch size are determined. After that 

system functional elements, including the numbers and types of machine tools, are 

determined. Then the various feasible system configurations inclusive of material 

handling devices are composed. After a simulation of the operation of the variants is 

conducted to test their general performance, the best system can then be identified and 

the operating rules for the system be justified. 

Warnecke and Scharf [285] in this early paper, discuss the significant criteria that 

should be considered in the development of integrated manufacturing systems. 

Industrial studies emphasising the design aspects of FMS can be found in the theses of 

Bilalis [49], Parris[204] and Newman [192a]. 

Warnecke and Vettin [286] have formulated a classification scheme to categorise 

FMC configuration with respect to the modes of material handling devices deployed 

and the operational inclusion of the flexible buffers to cope with variations of work in 

progress. Afentakis [5] and Afentakis, et al. [6] have described a modelling framework 

for the determination of the optimal physical layout for FMS. 

Chan and Rathmill [69] present an integrated systematic approach to the design of 

FMS. The whole process involves three stages: planning, design and implementation 

(Figure 2.9). Within the planning phase, the components which are to be manufactured 
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and their process plans and batch sizes have to be determined (Figure 2.1 0). The design 

phase involves detailed design of the FMS to meet the requirements identified in the 

planning phase. This is accomplished by firstly selecting the type of FMS most likely to 

be suitable, and secondly determining the detailed design issues relating to the number 

of machine tools, the type of material handling systems, the location and size of WIP 

buffers, the type of computer control and the scheduling system (Figure 2.11). 

In the third ph~se, the system software and the actual production system are 

designed and implemented (Figure 2.12). The system sofeware includes the ONC 

software, the scheduling software, and the software to provide WIP control, process 

monitoring and in process inspection. The implementation of the actual production 

system consists of the specification and installation of machine tools, robots and 

automatic pallet changers, the design and construction of special purpose fixtures and 

pallets, design and implementation of the material handling system, the inspection 

system, the tooling strategy and the maintenance strategy. 

Sarin and Chen [233] have formulated a systematic procedure for designing and 

selecting the best mix of manufacturing systems subject to the production demands at 

minimum overall manufacturing costs under various operating conditions. Four 

possible system configurations are considered: job shop, NC job shop, FMS and 

transfer line. The selection decision is made on the basis of an integer programming 

model. Results have shown that a mixed system configuration can be better than one 

system alone in meeting the desired production requirements. 

Kumar and Vannelli [160] discuss the issue of redesigning the traditional 

production system into a disaggregated cellular production system using group 

technology techniques. The disaggregation process is accomplished by evaluating 

critical strategical decisions regarding subcontracting of parts as well as balancing of 

capacity between the various cells. 

Azadivar and Lee [34] propose a procedure for determining the optimum number , 
of buffer spaces for each work station so that for a desired level of machine utilisation 

the overall WIP is minimised. 

Stecke [255] defines the FMS design problems which involve the making of 

decisions in two stages: the initial specification and the subsequent implementation. 

Figure 2.13 shows the decisions that are made in these two stages respectively. 
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Another integrated design system is illustrated in Figure 2.14, which consists of an 

analysis stage and a design stage [90]. 

2.4 Control of Flexible Manufacturing Facilities 

The operational control aspects of flexible manufacturing have been addressed by 

a number of researchers. Warnecke and Scharf [285] and Eversheim and Westkamper 

[104] were among the earliest to recognise the need for a hierarchical structure for 

controlling flexible manufacturing facilities, based on their research in West Germany. 

Succeedingly, Buzacott and Shanthikumar [59] in their paper on the analysis of FMS, 

which has been cited by many others, indicate that the complexity of the overall control 

problem necessitates the system analysis at the following three levels (Figure 2.15): 

- The pre-release planning is concerned with the selection of suitable parts for 

production over a medium term time interval compatible with overall system resources. 

- The release or input control is to determine the sequence and timing of the 

release of jobs to the system. 

- The operational control deals with the movement of parts between machines, 

route management and resource disruptions. 

This hierarchical approach to the overall control problem is also supported by 

other researchers, notably Bell and Bilalis [41], Canuto, et al. [62], Kimenia and 

Gershwin [152], Solberg [250], Stecke [254], Suri and Whitney [269]. 

The level one pre-release planning problem is significantly addressed by Menon 

and O'Grady [183] [182]. A linear programming model is put forward which takes 

tools required, machine capacity, tool availability and due dates into account and selects 

jobs which should be loaded. ~he model's objective function is an summation of the 

weighted deviations from the desired level of these parameters. By varying the 

weighting factors 4ifferent solutions can be obtained. Figure 2.16 shows the 

operational considerations contained within the model. 

The sequence of the release of orders to the system in the rclease or input control 

level is best performed by the use of priority rules [143] [196] [49] [41]. These rules 
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can be categorised into either static or dynamic ones. The former makes the decision by 

examining the state of the system at the decision time without considering the impact of 

the decision on the system, while the latter considers not only the current system state 

but also the state resulted from the decision being made. 

Rules can also be developed on the basis of either the orders to be released into 

the system or the system status [262]. Rules based on orders are mainly concerned with 

the properties of the orders, such as due dates or processing times [51], whereas rules 

based on the system status examine mostly the workload of each station. The workload 

includes the total machining time of the parts which are currently being machined or are 

to be machined at the work station, and parts which are waiting in the temporary stores 

to visit this work station [49]. 

The timing of the release of new orders to the system at the release or input 

control level depends in great measure upon the mode of operation (manned or 

unmanned) and the corresponding preparation strategies. Three strategies are proposed 

in [49]: 

- Release a new batch when the previous batch has been introduced into the 

system and a new palletisation function starts. 

- Orders are released at the beginning of each shift until the capacity of each work 

station has been fulfilled. 

- Release orders each time the workload of a machine tool drops below a certain 

limit. 

Consideration of a range of priority rules for loading and scheduling at the 

operational control level of flexible manufacturing has been undertaken by a number of 

researchers. Prominent among these was the work by Stecke and Solberg [257]. Based 

on an industrial situation, an experimental investigation of operating strategies for an 

FMS was established, and policies for loading and real time flow control were 

determined and tested. The resul ts showed the high level of dependence of system 

performance on the policies chosen for the loading and control. Altogether five loading 

rules and sixteen scheduling rules were tested, and from the results loading and control 

methods were identified that dramatically improved the production rate of the system. 
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In the study by Bell and Bilalis [41] concentrating on the choice of control 

strategies for rotational part FMS, it was concluded that different measures of 

performance will require the development of different rules and completely different 

results must be anticipated. 

Hutchinson [138] has considered the issues and problems associated with the 

control and efficient operation of FMS. The control mechanisms are viewed in the 

contex of the general problem of allocating scarce resources so that multiple conflicting 

objectives can be achieved simultaneously. The overall system control includes both 

automatic and adaptive control mechanisms and is organised in a five-level hierarchy 

ranging from the second by second decisions up to the whole structural level (Figure 

2.17). 

Whitney [292] reports on the control concepts and principles in flexible 

manufacturing. Extractions are made from the FMS application of whatever 

requirements and proposed solutions may be of general interest. 

Sackett [232] proposed control policies for realising high performance in a mixed 

flexible and' conventional manufacturing system. Conclusions were drawn on the 

implications of the control strategies for the effective total operation in such an FMS 

inclusive environment (Figure 2.18). 

Edghill and Cresswell [97] consider the current research dealing with the control 

of FMS, in particular the production scheduling and tool management. It is concluded 

that generalised control strategies for FMS are not currently feasible with regard to both 

the diversity of system design and the sensitivity of system performance to the 

optimising criteria used. 

2.5 Modelling 

So far as the analysis of conventional manufacturing systems is concerned, the 

methodologies for asingle CNC machine tool and automatic transfer lines have been 

considered to be fairly clear and their applications have been well-established. 

However, the problems posed in the design of flexible manufacturing facilities are far 

more difficult to be solved and traditional design techniques for conventional 

manufacturing systems have been proven largely ineffective when they are applied to 
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flexible manufacturing [166]. Therefore there is great demand for models which can 

assist the design process of flexible manufacturing. 

There are many different kinds of decisions to be made in the design and control 

of flexible manufacturing. Hence there exist many different ways to model a 

manufacturing system, depending upon the emphasis given to the different aspects. 

Classification of the models, as a result, can be conducted along several dimensions 

[265a]. Solberg [250] has classified models· according to the form, the system 

objective, the time nature and the variability. Wilhelm and Sarin [295] and Looveren et 

al. [171] have provided classifications on the basis of various decisions to be made in 

the models. 

Another classification system for models is presented by Doumeingts et al. [91] 

based on the level of abstraction, the nature of the model and the various steps of the 

life cycle. For the purpose of this thesis, modelling is broadly classified into 

approximate modelling, simulation based modelling and knowledge based modelling in 

terms of the complexity of logical details and the level of intelligence contained within 

the model. 

2.5.1 Approximate Modelling 

Approximate modelling provides a quick estimate of how a manufacturing system 

behaves and how its components interact, or provides decisions arising in the design 

and operation of a manufacturing system. The basic requirement of approximate 

modelling is that firstly the system performance output should be realistic and be 

effective, secondly, the modelling process should be efficient. The use of such a model 

helps to determine appropriate procedures to set up a system or strategies to help run a 

system efficiently. 

Techniques which can be considered as approximate methods include static 

capacity analysis, queueing networks, mathematical programming, hybrid queueing 

networks/mathematical programming, heuristic algorithms, semi-Markov process and 

Petri nets. 

2.5.1.1 Static Capacity Analysis 
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To set up targets for the capacity and performance of manufacturing systems 

being designed, a static capacity analysis can be conducted [217] [31]. 

Lenz [165] reports on a computer program called SPAR which is part of an 

advanced manufacturing system design tool. The program is used for aggregate 

capacity planning of manufacturing systems. Typical inputs to the program include 

component identification, production requirements, cycle times, transpoIt~times and 

pallet load/unload times. By running the model, the production capacity of lute system is 

given with the number of stations, transporters and pallets needed for feasible 

production levels. 

2.5.1.2 Queueing Networks 

The preliminary theory of queueing networks was established by Jackson [144] 

where he identified the criteria for the construction of a network of queues. It is 

assumed that a network of queues consists of a certain number of stations, each of 

which has one or more identical servers, and a customer may leave one station and 

proceeds to another. This work was subsequently extended in Jackson [145] to a 

broader class of networks. Further extent ion of this theory was presented by Gorden 

and Well [118] to pertain to the detennining the steady state distribution of customers in 

a general class of closed queueing networks in a product fonn. 

The most general model was developed by Baskett et al. [39] where solutions can 

be provided for closed, open and mixed networks of queues with different classes of 

customers. Graham [119] showed that open models are usually easier to solve than 

closed ones, but closed queueing networks are of en better representation of real 

systems. Based on the two-dimentional iterative techniques, Buzen [60] presented 

efficient computational algorithms for solving these queueing models. 

Throughput, one of the most important performance measures of queueing 

networks, was studied by Schweitzer [235]. It was concluded that the maximum 

possible throughput in a finite- capacity system is equal to the arrival rate which just 

saturates the slowest station in a corresponding infinite-capacity system, and a system 

with a infinite capacity can have a strictly greater throughput than that with a finite 

capacity. 
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As a result of the complexity of the real systems, queueing models can, in some 

cases, be inordinately expensive to attain exact solutions. Thus approximate methods 

are required which can retain the qualitative behaviour of the actural system while 

permitting adequately good estimates of the quantities of interest, such as the average 

queue length. The principal techniques are decomposition and diffusion [70] which are 

of a heuristic nature and computationally feasible. 

Because of the equivelance between queueing networks and flexible 

manufacturing systems where machine tools and transporters can be considered as 

stations of a queueing network, and parts as customers flowing in the network, a cross 

section of models have been developed based on this theory. 

Solberg [248] [249] [251] developed the first model for FMS design drawn·on 

the theory of closed queueing networks. The CAN-Q (Computer Analysis of Queues of 

Networks) model allows the user to predict, with great ease and efficiency, a number of 

system performance figures, such as production rate, machine utilisation, queue length 

distribution, flow time and output sensitivity. 

Although features like finite storage space, workpiece blocking and time or state 

dependent routing and scheduling could not be modelled by this early version of 

queueing model, recent research by Vinod and Solberg [282] [283] has greatly 

enhanced the capability of the model. Issues, such as the optimum system 

configuration subject to the operation cost and the maximum productivity have been 

addressed. Using the proposed partial implicit enumeration algorithm the optimum 

number of machines in each group and the minimum WIP can be determined. Other 

extentions have been presented by Diehl and Suri [87] [88] which take into account 

both tool sharing and workpiece blocking due to the finite local storage. 

Models based on the open queueing networks have been developed by Buzacott 

and Shanthikumar [59]. They are used to study in particular the part selection and 

release problem and the effect of various buffer storages. It is concluded that if the 

release of jobs to the system can be controlled, the more the diversity of job routing, 

the higher the production rate that can be achieved. 

Buzacott [58] studied the.control strategies using open queueing network models. 

It was shown that the production capacity of a system depends in great measure on the 
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release rules which are determined based on the feedback from the system at each 

control level. 

Based on Little's formula [170], an alternative method called Mean Value 

Analysis for analysing queueing networks was introduced by Reiser et al. [225] and 

Bard [36]. Without computing the product terms and normalization constants, which is 

required by the CAN-Q model, performance measures like mean throughput, mean 

utilisation and mean queue length can efficiently be obtained using this approach. 

Suri and Hildebrant [268] developed the MVAQ model for FMS design based on 

the methods of Hildebrant [130] and Cavaille and Dubois [67]. The MV AQ model is 

proven to be an efficient tool for determining the optimum number of machines in each 

machine group, the minimum number of pallets/fIxtures, the best routings for multi part 

types and many other issues. Moreover the algorithm used in the model has a 

physically meaningful interpretation that can be considered as a basis for further 

heuristic extensions [292]. Recently Shalev-Oren [239] has extended MV AQ to PMV A 

which models various non-preemptive priority service disciplines as well as multiple 

product types and parallel machine stations. 

Notably, Solberg's CAN-Q model, Buzacott's opening queueing network model 

and the MV AQ model of Suri and Hildebrant are all based on unrealistic assumptions, 

such as exponential processing times and probabilistic part routing [91]. To alleviate 

this problem, the Operational Analysis approach of Denning and Buzen [86] can be 

adopted. Based solely on operationally testable assumptions, this approach does not 

begin with stochastic hypotheses which are impossible to validate. This makes it 

possible to model features, such as bottlenecks and load dependent behaviours, which 

have to be ignored in models like CAN-Q and MV AQ. Use of such an approach for 

FMS modelling is reported in [172a]. 

2.5.1.3 Mathematical· Programming 

As a well-established quantitative method, mathematical programming is of 

particular signifIcance for the optimum decision-making involved in the design and 

operation of FMS. The primary techniques available include linear programming, non

linear programming and dynamic programming [171]. 
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Afentakis [5] has employed linear programming method to detennine the optimum 

physical layout of flexible manufacutimg systems. A similar approach is used by 

Azadivar and Lee [34] for the determination of optimum number of buffers for each 

machine station of the system. 

Stecke [254] formulated the machine grouping and loading problems as 

non-linear mixed integer programs subject to the constraints of part operation 

assignment and tool magazine capacity. The objective of machine grouping was 

expressed as maximising the pooling of all machines of the same type into one group, 

while several objectives were recoganised for the loading problem. To solve the 

computational problem, heuristic algorithms, rather than a direct attempt to achieve the 

objectives, were utilised for each problem. 

To minimise the machine utilisation losses due to the batching of parts, Luca 

[172] solved the batching problem as a linear program using the simplex method. 

2.5.1.4 Hybrid Queueing Networks/Mathematical Progarmming 

There is evidence that queueing networks and mathematical programming can be 

used together as an enhanced method [138] [139], in which aggregate work flow, 

rather than the movement of individual pans, is modelled. 

Based on The CAN-Q model, Kimemia and Gershwin [151], [153] employed a 

non-linear programming approach for non-detenninistic systems (i.e.,the arrival and 

processing times are stochastically distributed) and a linear programming approach for 

deterministic systems to optimise the production rate and WIP inventory of the system. 

Characterised by the investigation of the aggregate work flow rather than the movement 

of individual parts, this model solved the problem of choosing an optimum mix of 

operating strategies for an FMS. A similar approach to Kimemia and Gershwin was 

adopted by Suardo [264] to optimise the resource assignment problem. 

The approach of Micheletti [184] also relied on the closed queueing network 

theory. The model was formulated as a non-linear program to maximise the production 

rate of the system by distributing the operations of parts among available machines in a 

way consistent with the capacity of each machine. 
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2.5.1.5 Heuristic Algorithms 

The complexity of the FMS modelling problem encorages the consideration of 

heuristic methodologies which facilitate an efficient determination of solutions which 

are feasible and acceptable [296] [256]. 

Stecke studied the loading problem for FMS using heuristic algorithms [146]. 

Five situations were considered and efficient algorithms were proposed. A similar 

approach was employed by Shanker and Tzen [241] to investigate the loading problem 

in the context of FMS scheduling. 

Iwata et al. [142] considered the application of heuristic algorithms for the 

scheduling of FMS which consists of machine tools, buffer storages, and material and 

cutting tool transportation systems. The algorithm consists of three main steps: 

selection of machine tools, selection of cutting tools and selection of transport devices. 

It was concluded that the proposed heuristic procedure, using decision rules, may be 

used as a powerful tool to control the operation of an FMS. Nakamura and Shingu 

[192] also consider the scheduling of FMS using a two- stage algorithm based on a 

heuristic approach. 

Kusiak and Cyrus [162] solved the routing and scheduling problems for 

automatic guided vehicles. Conclusions were drawn that the algorithms developed 

could help in determining the number of vehicles required for the system. 

De Souza [84] [42] and Zhang [304] [305] [306] both use a heuristic approach to 

investigate the modelling of tool flows in flexible manufacturing facilities for prismatic 

and cylindrical parts respectively. As shown in Figure 2.19, the total tool flow in a 

factory has been represented as a hierarchy of levels of tool flow automation, with each 

level having its own focal point of tool supply. For the defined machine, cell and 

factory levels, the primary tool store, the secondary tool store and the central tool store 

are the corresponding focal points. 

The input structure for the prismatic parts model is closely related to the 

specification of a tool flow network for a specified level of automation, and is based on 

the use of interactive data insertion. The network considered is a tool transport 

network, interlinking a hierarchy of tool stores, coupled with tool exchanges, 
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automated or otherwise, at the machining stations, so as to allow the movement of tools 

around the flexible; machining installation, including the central tool store and 

refurbishment facility. The cylindrical parts model covers the same area but the 

distinction is drawn with the modelling of live tools and the more complex automation 

at the machine level (Figure 2.20). These two projects have been carried out in 

collaborative interaction with this research work and are the subjects of complementary 

theses. 

2.5.1.6 Semi-Markov Process 

A semi-Markov process is a random process, where the successive state 

occupancies are governed by the transition probabilities of a Markov process but the 

stay in any state is described by a random variable which depends on both the state 

presently occupied and the next state to which transition will be made [71]. , 

The first application of this approach in modelling FMS was presented by 

Seidmann and Schweitzer [237] to study the part selection policies. 

Seidmann and Nof [236] developed a capacity model that incorporated the 

influence of stochastic feedback flow on the productivity of a single-part FMC. This 

work was soon extended to describing the productivity capacity of special multi-part 

manufacturing cells with stochastic activity times as well as random feedback flow. 

With this model, performance measures, such as total batch processing times, number 

of parts recycling, and cell productivity, can readily be obtained. 

Alam et al. [7] presented a semi-Markov model for the performance evaluation of 

FMS with both exact and approximate solution procedures considered. 

2.5.1. 7 Petri Nets 

Petri nets are useful to model systems whose behaviour can be described as 

interferences between asynchronous and concurrent processes [207]. While in the past 

Petri nets were mainly employed to answer qualitative questions, recent advances in 

timed Petri nets have enabled quantitative evaluation of system perfornlance [761. 
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The preliminary investigation of Petri nets (including timed Petri nets) to describe, 

model and analyze production processes is reported by Dubois and Stecke [93]. 

General modelling conven tions, based on the Petri nets modelling capabilities, are 

developed to enable the modelling of various realistic aspects of manufacturing 

systems. 

Martinez et al. [175] presented Petri nets and coloured Petri nets for the modelling 

and specification of'FMS. It was concluded that these tools could be used both in 

simulation and as control models. 

Alla and Ladet [8] investigated timed coloured Petri nets for the specification, 

validation and simulation of FMS. Conclusions were drawn that the same graphic tool 

could be used in all the phases of the system life, and the model could be changed from 

one operation to another without redefining. 

2.5.2 Simulation Based Modelling 

The term 'simulation' in the context of modelling for manufacturing systems 

refers specifically to computer-based discrete event simulation. This type of modelling 

mimics the detailed operation of a system through a computer program and/or other 

tools in order to provide adequately both operational and qualitative insights into how a 

manufacturing system could be designed and operated, or what procedures to run the 

system are better than others. Compared with approximate modelling, models of this 

class are capable of making detailed decisions and the information obtained from the 

models is greatly realistic and of significant practical use. However, considerable effort 

is required to acturally develop these models, and the data and computational 

requirements can be substantial. 

To develop simulation models, four major approaches are available [209]: 

- The event based approach. With this approach a program segment is written to 

define every event in the model. This involves defining the states the considered entity 

may enter following fhe event. Time does not advance within an event and the system 

behaviour is simulated by state changes that occur as events happen. 

- The activity based approach. Here every activity that the entities in the model 
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may do is defined by using two related events. This includes tests to determine whether 

the activity can be initiated at any point in time, and the state into which each entity 

passes after the activity is completed. 

- The process based approach. It involves the construction of a process for each 

temporary entity within the model. A process is defined as the sum total of activities 

and events that the entity passes through whilst it is in the system. This approach can be 

considered as a combination of the event and activity based approaches to simulation. 

- The three phase approach [276] [79]. This method consists of three basic phases 

at each time advance. First the clock is updated, and then the activities that can finish 

are finished. Finally,' in a defined order, all activities that could start are tested, and if 

appropriate, they are started. 

Shires [244] reviews these approaches and assesses their relative merits when 

applied to simulation of manufacturing systems. 

Tools that have been developed using these approaches and can be applied for 

flexible manufacturing modelling can be broadly categorised as general-pupose 

simulation languages, generalised manufacturing system simulators and specific 

simulation models. 

2.5.2.1 General-Purpose Simulation Languages 

The general-purpose simulation languages can be defined as a class of packages, 

which can be used for a wide variety of purposes not merely manufacturing system, 

and usually consist of the basic functions together with an executive program within an 

event-based structure or is a specially developed high-level language with its own 

vocabulary and grammar dedicated to simulation [189] [188]. They all incorporate 

interactive graphics capabilities, and most are supported by code generators [176]. 

Accordingly, systems can be modelled to whatever degree of detail is necessary, 

though this power and flexibility requires experience and skill. Typical examples of this 

class of tools are SIMAN [205], GASP [211], SEE-WHY [10], FORS SIGHT [136], 

ECSL [74], SIMULA [131] and SIMSCRIPT [173], with the first four being collection 

of subroutines and procedures, and the last three being statement description 

languages. 
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2.5.2.2 Generalised Manufacturing System Simulators 

Generalised simulators are a new form of simulation tools for manufacturing 

engineers. These may be defined as a class of simulators which can be rapidly 

configured, and usually consist of a validated model which the user configures to his 

own input data [161]. This is in contrast to the general-purpose simulation languages 

where the user must do some programming. In this approach the user provides only 

numerical data that is usually available in a data base or from feasibility data, therefore 

these simulators are usually referred to as data driven. More advanced users can also 

incorporate patches of code into the model to allow special features to be handled. This 

option can only be done with extreme care, and a thorough understanding of the model 

and its underlying assumptions is required. 

Major commercially available generalised simulators include GCMS [271], 

SIM-FACTORY [61], WITNESS [141), MAST [164] [165], SAME [31] and those 

reported by among others EIMaraghy [100], Warnecke [287], Spur [253] and Iwata 

[143]. FigureU@'i shows the relationship between some of these generalised 

simulators [189). More detailed descriptions and comparisons of these simulation 

packages are given by Bevans [48] and Carrie [64] [65]. Figure 2.21 shows the 

relationships between some generalised simulators with regard to the generality of the 

tools [189]. 

The GCMS simulator allows a wide range of manufactuirng systems to be 

modelled. It can model various types of material handling systems and user defined 

assignment and scheduling rules. 

Evolved from GCMS, the MAST simulator has been enhanced to incorporate 

SPAR and BEAM modules to provide an integrated simulation environment. It is 

relatively easy to use in the sense that within its capability no programming skill is 

needed. To design a model, the user, however, must be capable of editing a data , 
structure by manipulating numbers corresponding to the type of resources and the 

problems the user has in mind. SPAR is a static analysis package which pre-processes 

data ready for MAST itself, and with BEAM the user can draw a physical layout of the 

model and see the dynamic movemcnt of carts, parts, machines working in a colour 

graphic animation. A special feature which currently makes MAST quite unique in this 
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class of modelling tools, is its capability of modelling control algorithms that the user 

selects from the library. 

Similarly, WITNESS has defined a variety of input and output rules which the 

user enters through the detail menus. It is outstanding, however, that the push/pulI 

manufacturing strategies can also be modelled by WITNESS. 

When sufficiently detailed aspects of the real system are modelIed by the 

simulators, they can be termed as emulators [60]. A major example of generalised 

manufacturing emulators developed to date is LUTE reported by BeIl [43]. It is actuaIIy 

an integrated design system consisting of an evaluation phase and an emulation phase 

(Figure 2.22). In the evaluation phase, a rapid appraisal of system performance using 

average measures is facilitated based on a closed queueing theory model [251]. The 

emulation phase generates detailed dynamic information which allows fine tuning 

decisions to be made concerning system configuration and operation. The entities 

defined include part storage buffers, loading/unloading buffers, machines, tooling and 

automatic guided vehicles. Extremely detailed system characteristics like the direction of 

the rotation of a rotary buffer are modeIled by the system. It has been shown that in the 

emulation phase, the total model can possibly be decomposed into a series of modules 

which can then be processed in parallel [244]. 

Recent extension of LUTE has incorporated modelling of various manual 

operations [161], modelling of integrated part and tool flow [181], and modelling of 

highly detailed multi-cell systems [1] in the emulation phase. Waterlow [288a] reviews 

the five significant ACME funded simulation projects and compares LUTE with the 

others. 

2.5.2.3 Specific Simulation Models 

These are the models developed using general-purpose programming or 

simulation languages to study the performance of particular flexible manufacturing 

installations. Among the earliest to use simulation models in the analysis of flexible 

manufacturing configurations were Weck & Schuring [291], Warnecke & Gericke 

[284], Hutchinson [138], Chan & Rathmill [68], Nof et al. [196], and Stecke & 

Solberg [257]. 
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It was recoganised that simulation is an effective tool for evaluating various 

alternative FMS configurations. Simulation models which have been developed for this 

purpose are reported by among others Rathmill et al. [220]. Martin & Pritsker [174]. 

Carrie et al. [66]. Mills [187]. Browne & Rathmill [55]. Rathrnill & Chan [219] and 

Musselman [191]. 

Hutchinson & Holland [139] built a simulation model for evaluating systems with 

different degrees of flexibility. Wilhelm & Shin [296] concluded. by using a few 

simulation experiments that specifying an aggregate routing mix at the pre-release 

planning level may improve system performance. Stecke & Solberg [257] used 

simulation to validate their queueing network analysis [126] and indicate that pooling of 

machines may improve system performance and balancing machine workloads is not 

always the best loading policy. 
, 

I 

Simulation also appears to be an appropriate tool for anal using the effect of 

various control policies. Release policies have been studied by Nof et al. [196]. Iwata 

et al. [143]. EIMaraghy [100] and Bilalis [49]. Loading and dispatching rules for the 

efficient operational control were tested by Nof et al. [196]. Steche & Solberg [257] 

and Bell & Bilalis [41]. The interaction of vehicle dispatching rules and machine to 

vehicle allocation rules was studied by Egbelu & Tanchoco [99] based on an 

experimental simulation. 

2.5.3 Perturbation Analysis 

It has been recognised that both analytical method. such as queueing networks. 

and simulation have their inherent weekness as well as strength for analysing FMS 

[130]. As a result. p~rturbation analysis. which was initially developed by Ho et al. 

[132] [133] [134]. has been introduced to the analysis of FMS. 

Perturbation analysis is a hybrid method based on both simulation and 

mathematical analysis [266]. It retains the precision of a detailed simulation run while 

incorporating the efficiency of analytical techniques. 

Suri and Cao [266] extended the early version of perturbation analysis approach 

to discrete event systems to model flexible manufacturing. The model can be used to 

derive gradients with respect to processing times and buffer sizes. To optimise the 
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number of pallets/fixtures allocated to the production of a particular part type, the 

marked customer method and the phantom customer method were introduced [132]. It 

has been shown that the use of such a model enables efficient and accurate optimisation 

of FMS performance, particularly with respect to those factors that are not adequately 

covered by queueing networks models. 

2.5.4 Artificial Intelligence in System Modelling 

Artificial intelligence (AI) is the study of how to design and program computers to 

accomplish tasks that are accomplished by people using their intelligence [234a] [72] 

[226]. In many areas, this methodology is increasingly coming to be seen as an 

alternative to conventional approaches. 

AI encompasses many different ideas and disciplines [234a] [226] [195] [37] [38] 

[77]. According to the scope of the domain knowledge, AI systems can also take the 

forms of knowledge based systems [3] and expert systems [106]. The relationship 

among these system variants is shown in Figure 2.23 [289]. Figure 2.24 [234a] shows 

a generic AI system architecture and a functional structure of AI is depicted in Figure 

2.25 [186]. 

The main characteristics of AI systems are that they deal mainly with symbolic 

representations. They also use heuristics, cope with incomplete data, and often show 

leaming abilities [234a]. It can thus be seen that AI attempts to model complex systems 

by making use of subjective and heuristic methods similar to those used by humans. 

Elzas [101] [102] has discussed the relationships between artificial intelligence 

tools and mdelling and simulation techniques and concluded that a large degree of 

similarity exists between knowledge-strcturing paradigms for modelling and simulation 

and their conterparts in AI. In addition, there are mutual benefits for these two fields 

when the techniques of one field are applied in another field. These conclusions were 

supported by a more general comparison between AI techniques and operational 

reserach methods [208]. 

To highlight the similarities, Doukidis [89] has shown that the three-phase 

simulation model can be considered as a rule-bascd model. In fact, both simualtion 

models and knowledge based systems can be viewed within a common framework for 
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modelling [27]. Both kinds of systems have a state characterization, state 

transformation operators, and input/output interfaces. 

However, there are also differences between simulation and AI approaches [279]. 

One of these differences is that each field maintains a slightly different emphasis: 

dynamic behaviours for simulation and logical inference for AI. In traditional 

simulation, state representation has largely been numeric, while in AI is has been 

symbolic. 

Recent development in both fields has shown that the two can be intergrated [121] 

[303]. Simulation has developed statistical and graphical output presentation while AI 

has focus sed on explanatory output and natural language input. Besides, traditional 

simulation model processing has employed the forward chaining mode, whereas the 

inference engines of AI systems can run under both forward and backward chaining 

control. Time ordering and dynamic processes have been at the centre of simulation 

modelling, but AI has opened up the possibility of integrating traditional dynamic 

modelling with other symbolic forms of state transition representation such as causal 

inferencing [148] [201]. For a discussion on the potential use of AI in modelling and 

simulation, refer to [203]. 

2.5.4.1 AI Approac/les to Modelling 

The need to develop models within AI has led to the application of both AI 

methods and AI software tools to this develop-ment. These approaches to modelling 

include knowledge based simulation, planning, qualitative modelling, hierarchical 

abstruction, temporal reasoning, intelligent front-ends and expert decision-makers, and 

learning [200] [46] [245]. 

2.5.4.1.1 Knowledge Based Simulation 

The application of AI programming paradigms in simulation has led to the 

development of knowledge based simulation systems. The simulation is constructed by 

using a knowledge based framework, with the system being simulated represented 

within a typical knowledge structure [45]. The inference mechanism commonly 

employed within the knowledge structure is extended by the addition of a time flow 
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mechanism [245]. 

Oren [201] explored the use of AI to enhance simulation methodology and 

technology to make it a powerful tool for designing different types of complex systems. 

The application of programming with rules, logic and objects within simulation has 

been discussed by Bememann et al. [46]. It is concluded that an integrated knowledge 

programming environment can make the process of modelling, simulation and analysis 

easier and more flexi ble. 

Figure 2.26 summerizes the characteristics of major software tools that have 

arisen from AI efforts in simulation. ROSS [178] was developed by the Rand 

Corporation and is probably not only the first but also one of the most fully developed 

AI based simulation tools. It is a LISP implemented, highly interactive system. Object 

oriented programming serves as a basis for ROSS, where real world systems are 

modelled as objects, messages are passed between objects describing actions that are to 

be taken, and IF-THEN rules are used to describe behaviours each object may assume 

[154]. This system aids the user during model execution by displaying a trace of all 

messages passed during the simulation. Through selective filtering of trace information, 

the user can determine if the model is behaving appropriately. The user can at any time 

halt the simulation, investigate and modify the model, and continue the somulation. 

Developed at Carnegie-Mellon University, KBS is also a LISP based discrete 

simulation system [223] [113] [221]. Outwardly similar to ROSS, it incorporates an 

object-oriented paradigm to describe the real world system to be modelled. Rules are 

used to describe the behaviours of each object. Unlike ROSS, KBS employees the use 

of a sophisticated knowledge representaion scheme. All entities in KBS are represented 

as SRL (a frame-based knowledge representation language) schemata which 

incorporate inheritance relations. Goals describing the performance criteria of model 

components may be attached to objects and KBS informs the user whether goals are 

met. KBS has also been designed to be used interactively, enabling the user to examine 

the designed model and its behaviour. This includes model creation and alteration, run 

monitoring and control, and graphics display. It also allows the user to model a system 

at different levels of abstraction [180], and to check the completeness and consistency 

of the model. In addition to the above capabilities, KBS has incorporated an automatic 

analysis mechanism to fine-tune the input parameters of a model in order to bring the 

values of output variables within a desired range [224]. An application of KBS for the 

modelling of a corporate distribution system in a large manufacturing organization is 
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reported in [222]. 

IntelliCorp has developed SIM-KIT [123] which is written on the top of KEE (the 

Knowledge Engineering Environment) [161]. Frames are defined to represent 

simulation objects and then are used to build a simulation. As SIM-KIT runs on a 

dedicated[I1fsP,\machine, icons have been developed for visual displays by using the 

high-resolution bit-mapped display. Generic simulations can be constructed [105], 

where specific instances can be created by manipulating icons representing classes of 

simulation objects. The behaviours of objects are represented by rules and methods. 

T-PROLOG has been designed to provide a logic programming basis for 

simulation [114]. It is based on an underlying theory of simulation that is quite different 

from the previously described systems. The time handling primitives of simulation have 

been combined with the symbolic processing of AI into a PROLOG superset. The 

resulting system allows the user to construct a simulation model by writing first order 

predicate statements using available features ofT-PROLOG, and to execute the model 

with the non-deterministic problem solving methods of PROLOG. Since PROLOG 

programs can backtrack, T-PROLOG is capable of backtracking in time so as to attempt 

different paths through the simulation. This allows for some simple goal-directed 

simulation, where the user can specify multiple model parameters and goals the model 

is to achieve. The system can automatically modify the model until the simulation 

exhibits some desired behaviour. 

Developed by Artificial Intelligence Ltd., STEM is constructed on top of LOOPS 

[53], a knowledge erigeering language which runs on the Xerox Workstation [302]. In 

STEM [32], libraries of classes have been defined for different types of nodes and 

processes for discrete event system. The user can develop a model by identifying the 

appropriate nodes and processes, placing the corresponding icons on the screen and 

connecting the icons interactively. Monitors can also be attached to these icons so as to 

collect particular performance statistics of the objects. Similar to SIM-KIT, STEM 

allows for animated flow of tokens through the connected network. An outstanding 

feature of this system is that a single node on the screen can be expanded to a more 

detailed network, or a complex network can be considered as a single node and be 

linked to the other parts of a simulation. This makes it possible for the user to develop 

large-scale simulation models using both top-down and bottom-up approaches, and 

especially meta models can be developed which may be applied for different purposes. 

The behaviours of nodes are represented using LISP procedures which are less , 
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comprehensible than rules. 

An example of using an integrated object and logic oriented programming 

environment for modelling of complex systems is SIMYON [228] [229]. By 

employing the advan'ced knowledge representation methods. this system provides the 

ease-of-use characteristic of network simulation languages. and at the same time 

incorporate user-specific decision processes in a complex and flexible format by 

defining a library of logic objects. These objects. which are analogous to the nodes of 

network simulation languages. are the building blocks for modelling. 

Other systems exist. such as HIRES [110]. BLOBS [185] and V-GOSS [242]. 

but these are either experimental or not widely available. For an overview of 

object-oriented simulation environments. refer to [4]. 

2.5.4.1.2 Planning 

Planning is concerned with deciding on a course of action before acting [77] 

[226]. An example which is frequently used in the AI context to demonstrate planning 

techniques is the modelling of movement of blocks in the blocks world. This is 

functionally equivelant to the problem of modelling work and/or tool flow in a 

manufacturing system. 

There are mainly four distinct approaches to planning [77]: hierarchical planning. 

non-hierarchical planning. script-based planning. and opportunistic planning. For a 

full review of planning techniques. see [274]. 

Hierarchical planning generates a hierarchy of representations in which the 

highest levels provide a simplification or abstraction of the plan and the lowest levels 

provide a plan sufficiently detailed to solve the problem. The advantage of the 

hierarchical method is that the search involved is greatly reduced by focusing 

exclusively on critical subgoals before attending to detailes. Examples of hierarchical 

planners include GPS [193]. AB STRIPS [230]. NOAH [231]. MOLGEN [259] [260] 

and NONLIN [273]. 

A non-hierarchical planner develops a sequence of problem- solving actions to 

achieve each of its goals. It may reduce its goals to simple subgoals. or it may use 
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means-ends analysis to reduce the difference between the current state of the world and 

the desired goal state. Examples of non-hierarchical planning systems are STRIPS 

[109] [l08] and INTERPLAN [272]. 

Script-based planning makes use of skeleton or stereotype plans that are 

prestored. The prestored plans contain outlines for solving many different kinds of 

problems, ranging in detail from extremely specific plans for common problems to very 

general plans for broad classes of problems. The planning process proceeds by first 

finding a skeleton plan for the given problem and then filling in the abstract steps in the 

plan with problem- solving operators from the panicular problem context [234]. 

The opportunistic planning approach was devised by Hayes- Roth [128], based 

on the blackboard control structure. It uses the blackboard as a clearing house for 

suggestions about plan steps that are made by planning specialists. The ordering of the 

operators is developed piecewise, and parts of a plan can be developed independently. 

An example of using AI planning techniques in FMS modelling is suggested by 

Smith [247]. 

2.5.4.1.3 Qualitative Modelling 

Qualitative reasoning is concerned with understanding and automating the 

techniques by which a human being reasons about the physical world. Qualitative 

modelling is the process of describing all possible behaviours of a system when given 

any valid situation for that system [215]. It models a system by representing the 

relationships between parameters, identifying the effects of any actions in the system, 

and distinguishing between different states of the system. 

In some sense qualitative modelling can be perceived as an approach to system 

dynamics when relationships are qualitative and can be incomplete. However, whether 

qualitative modelling will have an impact on the modelling of manufacturing systems is 

still uncertain [200]. 

2.5.4.1.4 Hierarchical Abstraction 
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A similar idea that has been carried over from AI into modelling is abstraction 

[226]. Human thinking can reason about a system over a number of different levels of 

abstraction. Thus it is possible to model a system over these various levels. 

Ben-Arieh [45] applied this idea in his know ledge based simulation. Five main 

events were considered in the simulation: next-arrival, process-finish, end-assembly, 

machine-failure and machine-repair. Each event can trigger hidden lower level events, 

such as add-to-queue (Q), remove-from-queue (Q), choose-next- machine and so on. 

These lower level events can further be decomposed until the lowest level events are 

reached and directlly change the data structures. Each level also has a set of primitive 

events that the modeller can apply, and therefore the user is able to determine the 

various levels of modelling detail according to his needs. 

2.5.4.1.5 Temporal Reasoning 

Considerable interest in modelling human abilities to reason about time has led to 

the development of AI temporal-reasoning techniques. Charniak and McDermott [72] 

discuss two main approaches for reasoning involving time: Temporal System Analyzer, 

and Time Map Manager which can be either point-based or interval-based. 

Vere [280] used ideas found in traditional PERT methods to allow a time window 

to be specified for any goal or action. External events are described as having some 

effect at a constant time. The planning system propagates the temporal links between 

these time windows and narrows them progressively as they become constrained by 

other actions. Vilain [281] and AlIen [9] employed a time-interval logic to reason about 

temporal events. The approach can be considered as a general theoretical framework for 

modelling actions and their consequences. 

Representing temporal knowledge and reasoning involving time are necessary in 

systems containing process modelling, and the use of the temporal-reasoning 

techniques in system modelling can be fruitful. 

2.5.4.1.6 Intelligent Front-Ends and Expert Decision-Makers 

The earliest use of AI approach to modelling is to produce intelligent front-ends 
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for existing modelling packages or to combine conventional modelling methods with an 

expert decision- maker. 

An intelligent front-end usually sits between the modelling package and the user. 

It is capable of generating necessary instructions or code to use the package, and 

interpreting and explaining results from the package [199]. However this approach can, 

in no way, result in any progress on adding intelligent behaviour to the model, since 

any flaws in the target package must be accepted. Examples of such a system can be 

found in [293], [111], [150] and [212]. 

Khoshnevis and Chen [150] reported on the construction of an intelligent 

interface for building SLAM [212] simulation models. Icon facilities were developed 

which aid the user with little or no knowledge of simualtion model building to construct 

a model. 

Wichmann [293] reports on the integration of a simulation software with a 

knowledge based system. The intention of the knowledge based system is to reduce the 

complexity of the design process, to alleviate the risks in the FMS design, and to allow 

the user to easily and quickly model a proposed or an existing FMS by providing expert 

advice and consistency wherever necessary. Three knowledge bases have been built up 

corresponding to system capacity analysis, setting up of simulation goals and analysis 

of simulation results. The overall system structure is shown in Figure 2.27. 

An expert decision-maker is usually embedded in an existing model to play the 

role of decision-making when required. This approach is very often used to model the 

decision mechanisms of a system or to develop control rules for the operation of the 

system. Examples of this type of systems include MPECS [301] and VISUALPLAN 

[246]. 

Wysk et al. [301] describe a cell supervisor control system which is a discrete 

module in a hierarchical control system. The objective of the system is to create good. 

control strategies and to make control decisions during system run-time. The system 

consists of an integrated scheduling module, a simulator and a cell control module. The 

intelligent scheduling module generates potential scheduling alternatives based on 

real-time shop information and the scheduling knowledge. The simulator then evaluates 

alternative scheduling rules and selects the "best" one on the basis of the system 

performance. The cell control module finally receives a series of execution commands, 



which are generated according to the selected scheduling rule, to actually move the part 

in the system. 

For a overall taxonomy for integrating simulation and expert systems, refer to 

O'Keefe [199]. 

2.5.4.1. 7 Learning 

Learning is a process through which explicit knowledge can automatically be 

acquired and therefore the performance of the system is improved [77]. This can be 

achieved, albeit in a rather limited sense, by adding some reasoning to an existing 

model. The result is that the model becomes really efficient and intelligent, e.g., the 

model itself can help identify important aspects that may not be obvious to the user, or 

automatically determine, in some sense, a "best" system design. 

There are basically two approaches available to learning: man teaching approach 

and exarnples learning approach (Figure 2.29). In the first situation, the exact rules, 

procedures and data structures necessary for problem solving are presented to the 

knowledge base of the system and can be reoieved directly for subsequent use [77]. 

The second situation involves induction, in which the system is at first provided with 

various examples, and then the specific pieces of knowledge are generalised into 

higher-level rules, patterns or concepts [299]. 

Oren [202] developed a taxonomy of AI learning techniques and explored their 

implications in modelling and simulation. 

An example of the man teaching approach is reported in [111] where learning is 

achieved by adjusting parameters based on the user's knowledge. Wysk et al. [301] 

employed the examples learning approach to induct generalised scheduling rules. First, 

systrem characteristics are attained from the status information. Then training instances 

are generated which relate the rules, the performance measures and the system 

characteristics together. After a series of inductive learning processes, a generalised rule 

is produced and sent to the knowledge base. 

2.5.4.2 Applications of AI in Manufacturing System Modelling 
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Although not fully developed, there are applications of AI in implementing 

manufacturing system modelling tools at an experimental stage. On pridicting the trends 

in the development of these tools for mnaufacturing systems, Wichmann [294] has 

categorised them into the following: 

- Expert system as a separate advisory system, 

- Expert system integrated and interfaced with an existing manufacturing system 

simulator, 

- Knowledge based manufacturing oriented simulators. 

An expert advisory system is a decision support system which can give advice to 

the user about the use of a particular simulation language or contain knowledge about a 

problem domain which a modelling system is used to analyze. 

An example of such a system is reported in [115], where a concept is described 

for the development of an FMS knowledge advisory system combining expert system, 

data base and simulation techniques. 

When integrated with a manufacturing simulator, an expert system should have 

structural knowledge about the simulator, its data structures, formats and models in 

order to allow the simualtor to read or write data and check model consistency. In 

addition, it should contain strategic and heuristic knowledge about the manufacturing 

system, and this would allow the user to perform a goal driven simulation, where the 

objectives of the user will dictate the appropriate design of the model, the experiment to 

be run with it and the analysis to be performed [293]. 

Developed by Ford and Schroer [112], EMSS (Expert Manufacturing Simulation 

System) has incorporated a Natural Language Interface, a Simulation Writer and a 

Simulation Analyzer with the SIMAN simulation language. The Natural Language 

Interface accepts input in normal English sentence form. The Simulation Writer is used 

to convert the output of the Natural Language Interface into the SIMAN simulation code 

by using the modelling knowledge about the manufacturing environment, debugging 

techniques, and the simulation language itself. After processing the SIMAN code, 

results are returned to the Simulation Analyzer which chekcs for model efficiency, 

needed improvements and general what-if situations, and revises the necessary 

parameters and code and then executes the new simulation program. 
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An expert system for FMS design has been developed on a SYMBOLICS 3670 

LISP Workstation [277] using KEE [161] as a software development tool. The system 

[177] analyzes the output (such as utilization, queue length and cost estimates) from an 

FMS simulation model, determines whether operational and financial objectives are 

met, identifies design deficiencies, and proposes designs which will overcome 

identified deficiencies. 

Knowledge based manufacturing simulators are one step further away from 

conventional manufacturing simulators [164] [43]. They usually have a structure 

similar in concept to the knowledge base of an expert system, where for example, the 

control logic of a flexible manufacturing system is represented as rules. They also have 

a separate data base with the description of entities in the model represented as objects, 

and a separate control structure which works similar to the inference engine of an expert 

system. 

There has been a strong trend toward developing knowledge based simulation 

models for the design and operation of flexible manufacturing. Ben-Arieh [44] [45] 

reports on an investigation into the routing of jobs in a multi-cell FMS using a 

knowledge based system approach. 

The methodology employed by Shivnan and Browne [245] is similar to 

Ben-Arieh's, though they use OPS5, a rule based language, to implement their 

simulation. The usefulness of this AI based simulation is demonstrated in the real-time 

control of advanced manufacturing systems. Conlusions are drawn that, unlike 

conventional simulation, the emphasis of knowledge based simulation is on information 

flow rather than entity flow. 

Strandhagan [263] reports on the use of SIMULA object-oriented programming 

language in simulation of manufacturing systems. The system has incorporated five 

components around the simulation kernel which executes the simulation process. These 

components are the layout modeller, the entity flow modeller, the analysis and 

computational tools, the knowledge based layout analyzer and the knowledge based 

entity flow analyzer (Figure 2.28). The layout modeller allows the user to define the 

physical structure of a system by picking resource and requisite objects from an icon 

library. The icons have a set of parameters associated with them, and the user is asked 

to enter the values for these parameters. With the entity flow modeller, entity objects are 
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identified and parameter values specified. The interrelations between the entity and 

resource or requisite objects are defined. 

The analysis and computational tools are used to perform the statistical analysis of 

the results. The knowledge based layout and entity flow analyzers (Figure\2~28) are 

expert advisory systems for model modifications, where rules are applied to the objects 

in turn in order to serch for the ones which need to be modified and the system 

automatic all y implements the modifications in the model. 

2.5.4.3 Software Tools 

To construct an AI system, tools are required that can aid the building process. 

These tools consist of the languages, processes, and constructs that allow the 

acquisition, representation, storing, transformation, and other manipulation of concepts 

and relationships by information processing machines [234a]. They range from very 

high-level programming languages to low-level support facilities, and can be divided 

into four major categories [289] as shown in Figure 2.30. 

The programming languages used for AI applications can generally be placed in 

the categories of either problem-oriented languages or symbol-manipulation languages. 

Examples of the former are FORTRAN, PASCAL and other conventional numeric 

programming languages, whereas LISP [300] [73] and PROLOG [75] are the major 

instances of the latter. Symbol-manipulation languages are especially designed for AI 

applications [234a] [72]. 

A knowledge engineering language is a sophisticated tool for developing AI 

systems, which consists of an AI building language integrated into an extensive support 

environment. Knowledge engineering languages fall into two classes: skeletal systems 

(or expert system shells) and general-purpose systems. A skeletal knowledge 

engineering language is simply an AI system with its domain-specific knowledge 

removed, leaving only the inference engine and support facilities [278] [94]. A 

general-purpose knowledge engineering 'language is an AI building tool which 

incorporates features that make it applicable to different problem areas and types. 

Typical examples of this type of system include LOOPS [53] [also see Appendix IV] 

and KEE [161]. 
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The system-building aids are programs that help acquire and represent the 

domain-specific knowledge, or programs that help design an AI system under 

construction [289]. These programs address very differnt tasks, but major existing aids 

can be classified as either design aids, such as AGE [194], or knowledge acquisition 

aids, such as TEIRESIAS [83]. The former helps the knowledge engineer design and 

build an AI system by providing him with a set of building blocks which support 

various AI frameworks, while the latter helps transfer knowledge from a domain expert 

to a knowledge base of the system. Compared with programming and knowledge 

engineering languages, quite a few system-building aids are available. 

The last category of tools, the support facilities, are tools associated with a 

knowledge engineering language for helping with programming or for enhancing the 

capabilities of the finished system. These may include sophisticated debugging aids, 

friendly knowledge base editors, and advanced built-in input/output and explanation 

devices [289]. 
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Chapter 3 

STRUCTURE AND PERFORMANCE OF 

FLEXIBLE MANUFACTURING FACILITIES 

3.1 Introduction 

This chapter is concerned with the major forms of flexibly automated batch 

manufacturing systems which are currently in use. Each of the particular system 

variants is examined with examples being quoted of current installations. In particular 

the emphasis of the chapter is directed toward studying the structure and the 

corresponding performance of these system configurations. 

3.2 Concepts of Manufacturing System Configuration 

Today's ever changing manufacturing requirements and the resultant need for , 
flexibility make part variety and volume a fundamental concern in the design of a 

manufacturing system [40]. The development of new technology, including machine 

design, material handling methods and control techniques, has provided a solid 

fundation for meeting the requirements. 

In principle, the basic choices of system design are dictated by the production 

volume per part number and production variety, whereas the size, configuration, 

commonality and life cycle of parts determine the processing, tooling, fixturing and 

machinery of the system (Figure 3.1) [15]. Apart from this, the phased implementation 

of equipment, such as machinery, material handling and controls, is a significant 

consideration in the design process. 

To build a manufacturing system that is coherently flexible to meeting the 

changing production needs, the modular adaptability of the technological building 

blocks is of great importance. Manufacturing equipment modules, workpiece 

management modeules, tool management modules, auxiliary equipment modules and 

software tool modules should be able to be individually selected for varying degree of 

sophistication and adaptability, yet possess the ability to interrelate with each other at 

a level beyond individual capabilities (Figure 3.2) [198]. 
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The type and number of each of these modules as well as their physical 

arrangement, is determined by the manufacturer's objectives, method of production, 

size of parts and a number of other factors. In the following sections six design 

choices for the manufacturing system configuration are described and discussed on the 

basis of the established flexible manufacturing concepts. 

3.3 The Unmanned Station (UMS) 

A UMS is a machine tool with tool and workpiece magazines and has the 

capability to operate without direct manning for relatively long periods and to machine 

a variety of components in this mode of operation (Figure 3.3) [198]. The 

manufacturing equipment employed in an UMS can basically take two forms: CNC 

lathes or machining centres. In a typical CNC lathe, there is a slant-bend with one or 

two turrets carrying tools for turning outer peripheries, bores or for boring and drills 

(Figure 3.4). There are two common types of machining centres, those with vertical 

and those with horizontal spindles. The horizontal type is used most though, owing to 

their greater flexibility, and because swarf falls naturally away from the workpiece. 

To check tool wear and warn of tool breakage, some form of probe is required to 

support the unmanned station [275] [197]. The probe is inserted in the chuck at the 

beginning of the machining sequence, and is brought to position the workpiece or to 

detect tool wear and whether a tool has been broken. 

If the station is required to carry out unmanned operation for relatively long 

periods and machining a variety of components in this mode, the concept of detachable 

tooling has to be introduced. The basic idea is that a magazine of tools should be 

mounted near the machine, and that some form of machanism should change the tools 

as needed [146]. Figure 3.5 shows the block tooling concept employed by Sandvik 

[125]. 

To achieve high level of unmanned operation in an UMS, the machine is equipped 

with mechanical handling devices which can take the form of either a multi-station pallet 

carrier or an automatic pallet changer (APC)[197]. Once multiple pallet carriers are 

used, a device that identifies which workpiece is coming on to the table is required. 

Where the machining cycle time is fairly short, and multiple pallets would not provide 

sufficient stock to justify their use, twin-pallet APCs are adopted. 



Since lathes generally operate with short cycles, robot handling and a buffer store 

at the machine are needed. An alternative is the CPC system developed by SMT 

Machine Tools in Sweden [197] (Figure 3.6). 

Control systems for this type of installation include multi- part programme 

storage, tool management software, support for contact probes. In addition, conditional 

programming is essential to allow complex and high capacity fixtures. 

A typical example of this type of workstation is reported in [23]. The unmanned 

system consists of a CNC lathe combined with an automatic chuck jaw ch anger, and a 

robot to allow for turning out mid-size parts in large variety, small and medium volume 

production. Since the CNC lathe can accommodate 30 turning tools and secondary 

machining tools, parts requiring secondary processes can be machined through all 

processes in two chuckings. This results in a significant enhancement of system 

productivity . 

An example of the UMSs for prismatic parts is shown in Figure 3.8. The 

interesting feature of the station is that the tool kitting concept is used for the 

management of tool flows. The pallet is so designed that it can accommodate four 

workpieces, three tools and a memory card. 

Unmanned stations are not only installed for milling, drilling or 'lathe' 

machining, but also for gear cutting. The aim is to increase productivity and flexibility. 

The example shown in Figure 3.7 consists of a hobbing machine with a six-axis 

multiple processor control; a six-axis loading gantry for hob changing, fixtures and' 

workpieces; storage areas for changable grippers; tool and workpiece clamping devices 

and a magazine for the accommodation of pallets for disc and shaft-shaped raw and 

finished parts. The station is designed for the lot size ranging from one to two hundred 

[103]. 

3.4 Flexible Manufacturing Cells (FMC) 

An FMC is made up of a small number of CNC machine tools combined 

through automatic and unidirected work handling. It is considered as a system concept 

for medium volume manufacture with very restricted variety. 



Figure 3.9 and Figure 3.10 show the structure of this type of system for 

cylindrical and prismatic components respectively. In the former case, the cell can be 

based on a group of existing individual machine tools supported by local ~ 
and an inspection station. An industrial robot is used for workpiece transfer. The cell 

layout is dictated by the robot specification. This type of cell is justified on the basis of 

zero variety but ease of configuration and Iow capital cost. In the latter case, the cell 

construction is superficially similar to a transfer line. Its status as a manufacturing 

system is determined by the system's software specification. The cell is highly 

mechanised with uni-directional workpiece flow and can offer some degree of 

workpiece variety [198]. 

Due to the variation of manufacturing requirements, these type of cells can also 

take the following forms [15]: 

- The automated cell is applicable to high-volume production of a small, 

well-defined and homogeneous family of parts (Figure 3.11) (Figure 3.12) [33] [135] 

[159] [20]. Robotics or specialized material handling links a small number of flexible 

CNC machine tools (Figure 3.13) (Figure 3.14) [78] [125]. The cell normally has a 

fixed process, and parts flow sequentially between operations. Its high productivity 

is achieved through the application of the specialized work handling device, power 

clamping of parts, special tools and other forms of automation. Generally this type of 

installation is economically viable in its own right, and does not have any systems 

implication [15]. 

- The FMS cell satisfies a manufacturing requirement for medium volume output. 

It can be either a self-contained manufacturing unit, or a step in the automation of a 

manufacturing area since several cells may be linked to form a large scale multi-cell 

system [156]. The distinguishing characteristic of this type of cell is the automated flow 

of raw material to the cell, total machining of the components across the machines 

within the cell, and finally the removal of the finished parts. 

An example of the automated cell for cylindrical parts is the Okuma turning cell 

[125]. It consists of two CNC lathes supported by an industrial robot. The cell is set up 

to machine flanges, housings and shafts. The minimum batch size is 20 pieces and the 

typical cycle time is about 4 minutes. The cell can operate unmanned for up to two 

shifts provided pallets can be supplied and removed automatically, one man being 
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required on the day shift. It is claimed that the metal cutting time during the three shifts 

has been increased to 80% from 50-55% where two machines are used independently 

and loading/unloading is facilitated manually and the cell's productivity/man is 4.4-4.8 

times that of manually-operated two machines. 

Examples of the FMC for prismatic parts are shown in Figure 3.15, Figure 3.16 

and Figure 3.17 respectively [158] [120] [12]. The FMC Pegard has installed for 

Caterpillar incorporates the Pegy tool changing robot. The two machining centres in the 

cell are both partnered by a Pegy, putting 160 tools at the disposal of each. Though 

essentially horizontal machines, the two machining centres are equipped with right 

angle heads so that they can machine all five faces of the part without relocation. A 

rail-guided pallet shuttle transfers parts between machines. Similar to the Pegard cell, 

the Lheon FMC also consists of two machining centres, each equipped with an ATC 

that hold sixty tools in order to meet the requirements for machining a great variety of 

workpieces. 

In contrast to the above mentioned cells, the Werner Kolb FMC has a particularly 

sophisticated tooling system. It includes a numerically controlled double-portal 

handling system, which is responsible for the transfer of tools between the machine 

tool magazines and the central tool storage. A double gripper capable of pivoting on 

two axes is used to help speed-up the tool change cycle. A similar tooling solution is 

used by the Howden cell (Figure 3.13) [78]. 

An example of the FMS cells can be found in [206]. It incorporates a machining , 
centre and a turning centre, supported by two gantry robots. An AGV system delivers 

parts and tools to the machining cell and to the robotic deburring station and washing 

station. The tool preparation area is also equipped with a gantry robot. 

3.5 Flexible Manufacturing Systems (FMS) 

An FMS is normally made up of a group of CNC machine tools which are 

unordered in a process-independent layout, and therefore can offer varying degrees of 

flexibility in processes and routing (Figure 3.18). In general, auxiliary equipment like 

deburring, washing and inspection machines are also provided. Automatic transport 

and loading/unloading of workpieces are necessary features and in considerable cases 

bi-directional work flow is of evidence. Recent development in manufacturing software 
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has demonstrated the frequent inclusion of automatic tool management systems in most 

of the installations [298]. In addition, this type of system accommodates a 

comprehensive computer control function and requires NC data control, scheduling and 

production control. It is possible that in some particular cases dynamic variations be 

dealt with by the system's software [40]. 

It has widely been recognised that an FMS installation can be built with 

significant capability to respond to short-range changes in manufacturing requirements, 

the status of manufacturing equipment or the system extension. Tremendous flexibility 

in workpiece variety, batch size and batch distribution is capable of realisation [40]. 

There is evidence of wide application of FMS technology all over the world [98]. 

The example depicted in Figure 3.19 is a system to machine pump bodies for large 

automotive engines and industrial units [126]. This installation is primarily justified on 

the attainment of high flexibility of components variety and batch sizes, though only 

five machining centres are utilised. During the three shifts of production allowed, 

merely two men are needed in just one shift. As a result, manning level is greatly 

reduced. Work flow is accomplished by a rail guided AGV, while no automatic tool 

transport is applied since adequate tools can be provided manually for the A TC of each 

machine to carry out all required operations at the beginning of the manned shift. 

The Normalair-Garrett system (Figure 3.20) has the distinction of being the first 

FMS built and operated in Britain [298]. It has been designed to produce a product 

consisting of a kit of parts. The. staff support the manufacturing operations, carry out 

inspection of the components produced, and assemble the final product. The interesting 

technical feature of the system is that it is also the first system in the UK to use a 

secondary chain magazine to support the primary disk magazine of the machining 

centres. 

As shown in Figure 3.21, the FMS installation at Strathclyde consists of five 

horizontal machining centres and one special contour boring and facing head machining 

centre [66]. The components are fed to each of the machines by two flow-through pallet 

stands linking the machine tables with the main run of the work transportation track. In 

contrast, the SCAMP system (Figure 3.22) uses a roller conveyor system to transfer 

components between buffer stores and machines [16]. Each machine is served by a 

industrial robot for the loading/unloading of components. A vision system is also 

employed for checking the asymmetry of particular components prior to those 
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components being loaded into individual machines. 

For large-scale FMSs, automatic warehouses can be included. Figure 3.23 and 

Figure 3.24 show two examples [149] [155a] [127]. Although AGVs are the most 

common material handling devices, Figure 3.25 illustrates the use of a computer 

controlled gantry crane for the handling of very large and heavy workpieces [157]. In 

addition to the standard tool magazine of 80-tool capacity, each machine in the WMW 

system also has a supplementary tool magazine with 20 tools to provide additional 

capacity. Designed for the production of printing frames as one~offs or in small 

batches, this system'is expected to achieve the following efomoni'c'~ 58% 
~ (-------

reduction in number of machine tools, 76% reduction in labour force, and 70% 

reduction in throughput time. 

A more sophisticated system installed by RenauIt Machine Outils is shown in 

Figure 3.26. It is justified on the achievement of the manufacturing flexibility, the 

product flexibility and the inventory control flexibility [96]. Another FMS built in 

France is the Citroen FMS for prototype automobile parts (Figure 3.27). An interesting 

feature of the system is its work and tool flow control strategies as shown in Figure 

3.28 and Figure 3.29 respectively [214] [213]. The AGVs are used for the transfer of 

both workpieces and tools. A kitting strategy is employed for the management of tools, 

i.e. all tools have to be changed between operations for two successive parts [18]. 

An installation :-vhich demonstrates the potential for flexible manufacturing at one 

extreme of performance, i.e. large volume, short cycle time, is introduced by Cross 

International (Figure 3.30). It can machine 80 variants in four families and eventually 

may be able to process 140 different parts. The line will produce parts at the rate of 

780/hour. The cycle time for each component is 9.2 seconds [210] [147]. This is in 

contrast to the classic 'batch of one' FMS based on machining centres which do more 

complex work but require more sophisticated control. 

The AIMS project at Rolls Royce, Derby, has been designed and evolved by the 

company over a number of years. The layout is shown in Figure 3.31. Only 12 of the 

26 machine tools are CNC. The achievements are quoted for all perfonnance: lead time 

reduced by 60%; machining operations reduced from 21 to 5; inventory reduced by 

24%; number of machine tools reduced from 57 to 26; types of machine tools reduced 

from 17 to 8; and scrap reduced by 39%. 



3.6 Multi-Cell Flexible Manufacturing 

Multi-cell flexible manufacturing facilities are a large- scale automated processing 

network, in which a number of cells are linked functionally through a common material 

handling system. Usually work flow within cells is possible, its features being similar 

to those of FMCs. In most cases, varying functions such as fabrication, machining and 

assembly are performed by different cells separately. Auxiliary equipments like 

inspection machine and washing machine are also typically employed to form individual 

cells. 

The control of this type of manufacturing configuration is of a hierarchical nature, 

with cell processors being coordinated by a host computer. Scheduling and control of 

production can play a key role in the efficient and effective operation of the system. 

Figure 3.32 illustrates a generic structure of these types of systems. 

A typical example of multi -cell systems for machining and assembly is depicted in 

Figure 3.33 [103]. The workpiece spectrum being produced is comprised of a 

collection of various sized backflow prevention valves. The chip formming machining 

of the caseparts is carried out on a CNC lathe and a CNC machining centre with 

changable pallets, a measuring station, and a washing station. A six-axis industrial 

robot performs workpiece handling with the assistance of an automatic 

gripper-changing system. In the assembly area, a five-axis gantry robot equipped with 

a gripper and tool changing system does the work for all handling and assembly tasks. 

Work flow between the two cells and the system storage is performed by inducting 

guided transportation vehicles. 

Figure 3.34 shows the control structure for a system formed by several FMCs 

[129]. In such a multi-cell system, tasks are divided among the individual cell 

computers and the coordination computer. Machine-related functions, such as NC 

program supply and the machine tool programs, any material flow control within the 

cell and the associated data storage facilities remain at the cell level. Execution of the 

higher functions, such as job scheduling, tool requirement management, material flow 

control and the dialogs with the setting-up and clamping locations, etc. are the 

responsibility of the coordination computer. 

A similar control hierarchy can be seen in Figure 3.35. The three cell computers 



are all under the control of the plant host computer. The flexible machining cell is 

designed to produce more than 60 parts, mostly as one-offs, whereas the-automated 

assembly cell is intended to handle nine sub-assemblies in batches of one. For a 

detailed layout of the machining cell, see Figure 3.36 [206]. 

Multi-cell systems can also be used just for machining. An example is the 

multi-cell facility consisting of seven grinding cells for blade manufacture (Figure 

3.37). Each cell is made up of two grinding machines served by a industrial robot. The 

cell also has its own automatic blade cleaning and inspection equipment. Major 

advantages this approach offers are reduced cost, shorter lead times, improved product 

quality, consistent levels of output, simplified shop control, lower manning levels and 

the ability to react to changes in demand or specification [17]. 

A recent multi-cell system shown in Figure 3.38 is installed to produce shafts and 

wheel assemblies for turbochargers [156] [290]. The system comprises seven cells, 

each accommodating two or three machines and a five-axis gantry robot (Figure 3.39). 

The gantry robot can also be used to change tools, fixture parts and change 

workholding jaws in some cells. Work transfer between cells is accomplished by three 

wire-guided AGVs. Each cell has its own local area controller which co-ordinates all 

the activities in the cell as shown in Figure 3.40. Communications between cell 

controllers is also possible. This system is justified to produce 50 part numbers in small 

batches or even one-offs. 

The multi-cell system approach can also be used purely for assembly. The 

installation shown in Figure 3.41 is designed for PCB production [82] [95]. Figure 

3.42 shows the materials flow, control and communications in the multi-cell system. 

3.7 Large-Scale DNC Systems 

A large-scale DNC system is the latest development in the field of batch 

manufacturing. It is a highly integrated manufacturing installation comprising various 

work stations all under central computer control. The work stations can be any forms of 

manufacturing units, e.g. individual machine tools, DNC cells, FMCs, or even FMSs. 

This approach provides a solution for the automation of a total manufacturing area 

(Figure 3.43). 
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The advantages of such a large-scale DNC system are obvious (Figure 3.44). 

Firstly each of the unit is functionally self- contained, and this makes the control of 

each of the units and the total manufacturing area simple. Secondly, the manufacturing 

units can be put into operation at different times. In the third place, these units have a 

standardized interface to the coordination computer. Fourthly the units can be supplied 

by different machine manufacturers. And lastly, since the incorporation of autonomous 

units into the system can be staggered, furthur extension of the system is very 

convenient. For a generalised structure of large-scale DNC systems, see Figure 3.45. 

A large-scale DNC system made up of two FMCs is installed at Takisawa 

Machine Tool [21]. The first FMC (line A) consists of three horizontal machining 

centres, a track type unmanned trailer and fifty pallet stands, and is designed for 

machining 80 types of large-sized components. The second FMC (line B) is installed 

for the production of 20 types of medium and small-sized parts, and consists of 2 

horizontal machining centres and a trackless type unmanned trailer (Figure 3.46). As 

can be seen in Figure 3.47, the work flow within the system is of a parallel nature for 
, 

the two cells. 

Control of the system is performed at three levels (Figure 3.48). The host 

computer handles synthetic data processing, such as engineering and business as well 

as management control. The process computer, on the other hand, manages a wide 

range of processing from the machining scheduling, control data, controllers for the 

two FMCs and outgoing parts, to the output of controlling conditions. The controllers 

for the two FMCs control the transfer, incornming and outgoing parts to and from the 

warehouse, and the automatic operations of machining centres. 

The large· scale DNC systems manufactured by Yamazaki are very sophisticated 

in terms of the manufacturing units contained. Figure 3.49, Figure 3.50 and Figure 

3.51 show the three systems installed at Oguchi, Minokamo and Worcester 

respectively. The installation at Oguchi consists of two FMS lines called A and B 

[163]. The machine tools used in each line include eight and ten units respectively. 

Each line employs a track type AGV for the transfer of workpieces between machine 

tools. The line A has a machining capacity of 800 workpieces per month of 23 parts for 

headstocks of NC lathes and machining centres, whereas the line B machines 51 types 

of parts, totalling 600 workpieces on a monthly basis. This system represents a major 

early investment in system software and is highly automated, with both work flow and 

tool management being computer controlled. 



The Minokamo system, introduced for CNC lathe manufacture, has a main 

manufacturing area which consists of five FMS lines [22] [124]. The plant layout 

makes it possible to coordinate ancillary manufacture, FMS, unit assembly and 

machine tool assembly by means of AGVs and a digitally controlled warehouse. It is 

well justified on the reduction of equipment and labour requirement, and lead times. 

The Yamazaki factory at Worcester can be regarded as a development of the 

installation at Minokamo in a number of areas. It is a more compact plant than the 

Minokamo plant and the factory level control system is more developed. Flexible 

machining is concentrated in three lines, i.e. small prismatic parts line, large prismatic 

parts line and rotational parts line, using seven, three and three machine tools 

respectively [28] [30]. The turning line is of particular interest as it uses turning 

systems with live tooling in contrast to the Minokamo plant which employed CNC 

lathes and small vertical machining centres. The rotational part palletising and work 

handling is also more sophisticated. 

An equally influential impact has been made by the construction of a family of 

factories to produce electrical servomotors, industrial robots and machine tools in small 

highly integrated combinations of manufacturing and assembly areas. Figure 3.52 and 

Figure 3.53 depict the two large-scale DNC systems installed by Fanuc for the 

production of motors, and robots and CNCs respectively [\9] [11]. These installations 

have given the lead on the use of flexible manufacturing technology for medium batch 

manufacture with significant variety. The use of a major DNC type network approach 

to overall control (Figure 3.54) is a powerful feature [29}. 
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Chapter 4 

THE MODELLING CHALLENGE 

4.1 Introduction 

This chapter investigates the modelling challenge arising in the design of flexibly 

automated manufacturing systems. Firstly specifications for these advanced 

manufacturing systems are discussed. Then the requirements of modelling in flexible 

manufacturing are identified and examined. Following this, some consideration is given 

to the examination of the difficulties associated with the modelling of advanced 

manufacturing systems. Finally the need for this work and the framework for the study 

are indicated explicitly. 

4.2 Manufacturing Specifications 

The high capital cost and complexity of work are now accepted features of the 

design of flexibly automated manufacturing systems. The design study requires a large 

commitment of manpower and skill for the correct specification and integration of 

manufacturing elements to enable efficient operation of the system. 

Figure 4.1 shows the design process for manufacturing systems. The first step is 

to specify the present and future manufacturing needs the system has to satisfy. This 

influences the choice of manufacturing system configurations and prevents the system 

from being under or over designed. Specifications for flexible manufacturing can be 

categorised into three major groups: mission specifications, performance specifications 

and system elements specifications [71]. 

Mission specifications are the most important needs that the system has to meet. 

They include: 

- Drawings of the parts to be produced. 

- Process plans and fixturing concepts. 

- Production requirements and available production time,or system throughput, 

and surge capacity required. 

- Delivery date. 
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Perfonnance specifications are concerned with the behaviour of the system , 
desired. They are: 

- Part manufacturing costs. 

- Part lead times. 

- System WIP inventory level. 

- Capability to produce spare parts or change product mix as market requirements 

demand. 

- System availability. 

- Desired redundancy. 

- Accuracy requirements. 

- Level of skilled labour required. 

System elements specifications are the optional infonnation on specific attributes 

of the elements to be used. These include the following: 

- Physical capacity of the system, such as horsepower, tool storage capacity, 

maximum part dimensions and weight, etc. - Machinery desired, e.g., horizontal 

or vertical machining centres, dedicated machines, head changers, etc. 

- Auxiliary equipment, such as inspection machines, washing stations, etc. 

- Desired pallets and fixtures. 

- Description of material handling devices to be used. 

- Desired software capabilities. 

- Control strategies for the operation of the system. 

- Controllers that are to be adopted. 

- Applicable industrial standards, such as those for NC part programs and 

languages, and the needed computer interfaces. 

4.3 Requirements of System Modelling in Flexible Manufacturing 

In the increasingly competitive world of manufacturing, modelling has begun to 

tbe accepted as very powerful tool for the design and control of complex production 

systems. In the last few years, modelling has gone from a tool of 'last resort' to being 

viewed as an invaluable design and problem solving methodology which is used more 

and more by engineers, designers and managers. 



Today, as a result of fierce, world-wide competition, industry is being forced to 

turn to expensive factory automation and careful re-examination of existing operating 

policies and procedures. Unfortunately, even the most careful analytical design of these 

highly automated, computer-controlled manufacturing facilities sometimes fails to 

prevent major and expensive blunders such as AGV s that pile up in traffic jams and 

major mismatches in capacities between different parts of a proposed system. The 

complexity of these highly integrated manufacturing systems has caused organizations 

to increasingly turn· to modelling for dynamic analysis of these systems prior to 

implementation. The stakes are too high and the costs too great to do otherwise. 

Traditional design and analytical methods have too often proven inadequate to study the 

complex interactions and dynamic behaviour of integrated manufacturing systems. 

Although extensive research has been carried out on the design tools for flexible 

manufacturing and a cross section of modelling methods have become available, the 

potential benifits the technology promises to offer still can not be fully realised as a 

result of the difference between the design performance and the actual performance 

[166]. Thus it is of crucial significance to establish a new methodology for designing 

and modelling much more efficient and high productive advanced manufacturing 

systems [43]. 

In the following two sections, the requirements for the modelling of these 

advanced manufacturing systems are examined with respect to the modelling functions 

and modelling method attributes, based on the discussion on the manufacturing 

specifications in the previous section. 

4.3.1 Modelling Functions 

By modelling it is meant that a simplified description is abstracted from a 

relatively complex reality for the purpose of gaining insight into the behaviour of the 

system or testing of particular hypotheses [107]. Thus, in addition to the specification 

of modelling objectives, modelling consists of the process of abstraction, the 

conducting of experiments using the model and the analysis of results obtained from the 

experiments. This process is illustrated in Figure 4.2. 

, 
The functions that have to be included in a model for a flexible machining cell can 
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be summarised as follows (Figure 4.3) [2]. based on the discussion on the , 
manufacturing specifications: 

(1) Modelling of alternative flexible manufacturing configurations: 

Depending on the specification of different production requirements by different 

manufacturing organizations. there can be differing design solutions [15]. Even with 

the same specification. alternative configurations are possible [54]. Therefore. a 

modelling ~thodOlogy must be able to allow for the modelling of alternative system 

configurations. 

(2) Modelling of machining stations: Since the cap~ilities of a ~iexible 
machining cell are uniquely identified by the machines it contains. careful modelling of 

the variety of machines is of vital importamce. In general. horizontal-spindle machining 

centres are the key metal-removing machines in a machining cell. though any particular 

line may employ a variety of special-purpose machines to support these basic machines. 

Typical examples are multiple-spindle machines (such as head changers) to most 

efficiently produce hole patterns and special single-purpose machines (such as 

broaching. planing. hobbing. turning and even grinding machines) to accomplish 

machining operations not performed by machining centres [15] [1251. 

For prismatic parts. the usual choices of machines for a machining cell are 

between various vertical and horizontal machining centres and special-purpose 

machines. such as head changers and head indexers. To accommodate a mix of strictly 

prismatic parts with other prismatic parts requiring large bores or circular bearing 

surfaces. vertical turret lathes can be used. 

With respect to strictly rotational parts. i.e. bars and shafts. standard CNC lathes 

with both bar and chucking ability can be integrated to form a rotational machining cell 

[125] [161. but currently this concept only exists on a small scale in flexible machining 

cells [275] [197]. 

To perform the required operations, all the machining centres must have tool 

storage capabilities. either in the form of a drum [120] [163] or tool chain [2981. 

Tooling requirements for the workpiece variety of a machining cell usually put extreme 

demands on storage capacity. It is not uncommon to need more than 100 pockets in a 

tool magazine [84]. 
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Vertical turret lathes must be equipped with pallet shuttles before they can be 

integrated into a flexible machining cell. External turning, facing and boring operations 

can all be performed with little need for a tool changer. Usually a four to six tool 

block-indexable turret with dedicated tools is more than enough to complete the 

necessary truning work content. Tool changers have to be provided, however, if there 

is a need for a variety of different turning and grooving tools. 

(3) Modelling of auxiliary stations: In addition to the machining stations, 

auxiliary stations need to be incorporated into the cell in order to support the main 

machining functionality of the cell. These stations include load/unload stations, 

inspection stations and washing stations. The principal requirements of a load/unload 

station include a clean support for the pallet in a position accessible to the transporters, 

access around the pallet to permit the loader to remove and load workpieces [125] [12]. 

The inspection process can be performed on- or off-line and each has its 

advantages. An on-line inspection machine can be programmed to identify machining 

errors and implement tool offset changes directly through the central computer 

[2l4].The greatest benefit of an on-line inspection system is the quick identification of 

manufacturing problems. An off-line system has inherent lags due to remote location, 

part fixturing or locating delays and perhaps lack of automated inspection. 

The washing stations mayor may not be separate entities in a machining cell, 

because they could be integral with the load/unload stations. Here, washing is 

considered chip removal from the parts, fixtures and pallets [96]. 

, 
(4) Modelling of different material handling systems: There are two 

prinsipal forms of part transport: parts must be introduced into the cell, and they must 

be transferred between stations within the cell. It is usually not convenient to combine 

. these two functions because movement into the cell involves raw parts whereas within 

the cell involves part, fixture and pallet assemblies. 

Since mounting parts on fixtures is usually a manual operation, introduction of 

parts into the cell. . . is performed manually. Various cranes and robots can be 

empoyed to maneuver parts too heavy to lift manually. These facilities would be located 

near the load/unload stations; and bins, magazines, or pallets of raw parts should be 

stacked nearby to fac\litate the loading function [66]. 



With the cell, there are three major pallet-movement designs, i.e. AGVs [l35] 

[158] [120] [12] [298] [66] roller conveyors [33] [16] and robots [125] [157]. 

Guidance and control of AGVs can take three basic forms: rail-, antenna- and tow 

chain-guided. For the rail-guided AGVs, sensors located at appropriate points along the 

rail identify the precise location of the vehicle and can be used to position it to the 

required tolerance to transfer pallets to a machine or unload station. The 

antenna-guided vehicles are usually battery-powered and can move along a flat floor. A 

wire embedded below the surface is detected by the antenna on the AGV. Position 

sensors still must be used to control pallet transfer. The third AGV design uses a tow 

chain in a trough under the floor. The chain moves continuously and the AGV 

movement is controlled by extending a drive pin from the vehicle down into the chain. 

At specific points along the guideway, computer-operated cam-type stop mechanisms 

raise the drive pins tohalt the AGV movement. 

A roller conveyor system can be designed to move pallets from the load stations 

to pallet changers located on the machines. Individual sections can have separate drives 

to control placement of pallets near machines. In contrast to wire- or tow-guided 

AGVs, a conveyor system limits access to the major elements of the cell because it must 

be raised above the floor level so that it is aligned with the pallet changers on the 

machines. 

Robots are a special consideration for workpiece transfer and are generally 

applicable where spacing between machines is short and workpieces plus fixtures are 

relatively lightweight. They are mostly used when machines are clustered in a circular 

work cell so that one robot can serve several machines. They are often used with 

unfixtured rotational parts [125] [198]. 

(5) Modelling of various temporary buffer storages: In addition to 

on-shuttle and off-shuttle queues at stations, several different kinds of buffer storages 

can be incorporated into a cell. These storages are necessary to gain flexibility in 

sequencing production through the cell and to allow for contingencies on the line, such 

as machine or tool failure. A obvious form of buffer is a separate loop of track or 

conveyor where pallets can be shuttled to allow others to proceed past them on the 

direct route [71]. 

In addition-to the separate temporary storages; empty transporters can also be , 
used to serve to buffer unwanted pallets. Extra loading stations also can act as buffers 



of limited capacity. 

(6) Modelling of various control functions and decision rules for the 

management of work flow in the cell: The control of a machining cell with 

regard to the work flow is usually facilitated at the following three levels [59] [41] 

[250] [254] [269]. and therefore rules concerning these functions have to be modelled: 

- Level 1: The decisions that are made at this level include the selection of part mix 

for a particular time interval. planning of the production requirement compatible with 

cell capacity. 

- Level 2: This level is mainly concerned with the batching of components. 

balancing of workload assignment to the cell resources. and the timing and sequencing , 
of parts relaesing into the cell. 

- Level 3: At this level. decisions have to be made with respect to the 

workpiece/transporter movement. route management and reacting to disruptions. 

(7) Modelling of the tool flow strategies in the cell: Since economic 

and effective solutions to the tool flow requirments of flexible machining cells are 

becoming increasingly important and there is clear evidence of major hardware 

developments by machine tool builders towards increasingly sophisticated networks for 

. the flow and exchange of preset tools between tool stores [214]. modelling of tool life 

checking. too stores. tool transport system and tool flow stratagies can be of crucial 

importance in these installations. 

The tool stores are usually organized in a three-level hierarchy. i.e. the machine 

primary tool store. the cell secondary tool store and the factory central tool store. In a 

flexible machining cell. the first two types of tool stores must be modelled. 

Tool transfer is mostly between the primary tool stoares and the secondary tool 

store at the cell level. It may accomplished either by using the workpiece transfer 

system or a separate tool transfer system. A number of alternatives may be possible 

depending on the nature of the tool flow and the machining installation under 

consideration. The tool transfer devices mainly take the form of either an AGV [26] 

[214] or gantry robot [28]. 
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The difficulties encountered in managing the tool flow, point to the need for 

strategies to deal with specific operational problems, such as tool assignment and tool 

issue in the activity flow networks. Each of these operational strategies and their 

relationships with the loading, scheduling and tool management strategies contribute to 

a total tool management solution [84] [304]. Thus methodologies must be developed to 

allow for the modelling of these strategies and their interactions. 

4.3.2 Modelling Method Attributes 

As shown in Figure 4.1, modelling plays a key role in the design of a 

manufacturing system after the specification of manufacturing goals and system 

elements. It helps in designing and evaluating alternative configurations. The design of 

alternative configurations is carried out by choosing the type and number of 

workstations, the work/tool transport devices and work/tool storage facilities, and 

laying out physically all the elements chosen [227]. The evaluation of these 

configurations is realised through the following procedures [71]. Firstly an evaluation 

matrix is constructed to show all the criteria which are considered important to the 

evaluation process. Then operational strategies have to be developed, such as loading, 

release and control rules. Next the operatin of particular configurations should be 

modelled in order to provide performance measures for economic analysis. And finally 

the economic analysis itself is performed to estimate return-on-investment, payback 

period and other economic factors. 

With the above end in view, the attibutes a modelling methodology should 

possess can be brought together into the following (Figure 4.4): 

- Flexibility with model building: The approach should allow alternative 

systems to be modelled with different criteria. This, for example, is required when the 

specifications of the system design need to be modified as a result of the unsatisfaction 

of the performance output. 

- Details contained within the model: As a result' of the complexity of the 

design process and the need for a structured design system, models can be required to 

run at various levels of detail for different purposes. For example, in the very initial 

design stage, modelling is usually required at an aggregate level, while for the 

subsequent implementation, detailed decisions have to be made by the model. 
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- Efficiency of the modelling process. Since flexible manufacturing 

systems are complex systems and a large number of variables can be involved in the . 

\ 

design and modelling process, the modelling methodology needs to be efficient in order 

to provide an adequately quick estimation of the system performance with the available 

I computing equipment. 

I _ Transparency of the modelling process. To establish the credibility of 

the model, knowledge embedded in the model should be able to be entered by the user, 

and the modelling process should be transparent to enable the user to understand what 

the model is trying to do and how it is trying to do. 

_ Confidence associated with the system outputs. To enable the 

fullfillment of the potential benifits offered by the system, unrealistic assumptions 

should not be made in the model and the modelled performance should be as consistant 

as possible with the realised performance. 
l __ -____ - .-----.- .. --------. - -- - ----- ----

4.4 Difficulties of Modelling in Flexible Manufacturing 

It is universally accepted that modelling plays an essential and crucial role in the 

design of advanced manufacturing systems. However, modelling is of value only if the ~' 
in sights generated in the process can be used to imp'act reality. This is achieved by 

ensuring that the right features of the system are captured and the model results make 

sense [107]. 

With regard to the modelling of flexible manufacturing installations using 

powerful computer hardware and complex software, it is evident to point to the 

following difficulties (Figure 4.5) [45]: 

(1) A system model for flexible manufacturing typically contains many types of 

knowledge that collectively represent a real system. Some types can be easily 

represented and are understandable, e.g., properties of system elements like the size 

and capacity of a machine. Other types of knowledge, such as how system elements 

behave, how they interact with each other, and how decisions are made, may be very 

difficult to be represented and understood. Some of the information can also get lost in 

the translation to computer code. Therefore, approximation is always required for 

modelling. This makes it impossible to formulate an exact model for flexible 

manufacturing. 
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(2) Since knowledge is usually neither explicitly represented nor well structured 

in a model, it is frequently difficult for the user to truly understand what the model can 

do and how it can do it. Embedded assumptions tend to be hidden, scattered, and 

fragmented throughout the computer program. The initial structure of the first version 

of a model is often lost as more complexity is added or modifications are made. As a 

result, it is difficult to assure that the model is an adequate representation of the 

dynamic system. The user can have little confidence in either the predictions or the 

design advice the model might suggest. 

(3) As the system designer proceeds from aggregate analysis through more and 

more detail down to the level of control system design, models are required to allow 

smooth transitions. However there is little evidence that existing models can reason 

over multiple levels of detail. It is often necessary to start over with new data formats, 

conventions and terminology at each step. 

(4) Because of the mathematical nature, the modification of analytic models 

requires considerable expertise and effort. As for discrete event simulation models, 

usually the potential problem is that the system elements are hidden in masses of code, 

or worse, distributed across the code. As a result, users of the model will require very 

large degree of effort to alter them in a coherent fashion. The model may thus inhibit 

rather than promote the easy changes required to provide a good environment in which 

to investigate alternatives. Many commercial systems, however, have user friendly 

interfaces and powerful graphics support that reduce the problem [165]. 

(5) Although some models can be expected to produce adequate data that describe 

the behaviour of the modelled system, if the data are not presented effectively, it can be 

difficult to see the most important behavioural properties of the system. For example, 

large manufacturing system simulations can generate enormous output data. 

Determining the main global features of the system's performance from such output 

may not be easy, and important trends may be overlooked. 

i 

4.5 Framework for the Study 

Based on the recognision of the above modelling challenge, this thesis explores 

the possibility of developing a new method for the modelling of advanced 
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manufacturing systems. This can be achieved by assessing the currently available 

modelling methods and then identifying techniques that can be applied. 

The emphasis of the study will be placed on the structure and design of a modem 

modelling system based on the identified techniques. This new modelling system 

should meet the above discussed system modelling requirements and overcome the 

difficulties posed by conventional modelling approaches. 

The potential value of the new modelling method is to be assessed by conducting 

realistic experiments on the new system, and comparing the results with those obtained 

from the existing modelling methods. 
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5.1 Introduction 

Chapter 5 

COMPARATIVE ASSESSMENT 

OF MODELLING METHODS 

This chapter assesses the major modelling methods that are currently available for 

the analysis of flexible manufacturing facilities. A classification scheme is proposed for 

these methods along several dimensions and the criteria to be used in the assessment are 

outlined. The techniques to be discussed include static capacity analysis, queueing 

networks, Petri nets, simulation and perturbation analysis. Each of these techniques is 

examined and comparison among them is then conducted according to the identified 

criteria. 

5.2 Classification of Modelling Methods 

Models and the corresponding techniques can be classified with regards to 

different criteria. Solberg [60] classifies models in terms of the form, the system 

objective, the time nature and the variability of the model (Figure 5.1). Wilhelm and 

Sarin [295] and Looveren et al. [171] conduct classifications based on the various 

decisions that can be made by the models (Figure 5.2) and (Figure 5.3) . 

. Drawn on the requirements of modelling for the design of advanced 

manufacturing systems, modelling methods can be classified along the following 

dimensions (Figure 5.4): 

- Modelling Objectives: evaluative, hybrid evaluative and generative, and 

generative. The distinction is conducted according to the way models are used to deal 

with the system objective. 

In considering the modelling methods for the design of manufacturing systems, it 

is vitally important, from the practical user's point of view, to distinguish between 

generative methods which find 'good' candidate decisions, and evaluative methods 

which evaluate a given set of dicisions. With generative models, certain variables of the 

system description are left unspecified initially and some specific algorithms are 
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employed to detennine what they should be; while with evaluative models, input 

parameters, control rules and the like are either built into the structure of the models or 

are taken as given. Although an experienced analyst might be clear about this 

distinction, models which are built with these different types of methods can well be 

mis-used by industrial engineers. 

Essentially, models based on the generative methods can help to quickly resolve 

complex situations, but on the other hand they suffer from the 'black box' syndrome. 

Besides, they may not work well in some contexts and do not allow easy modification 

of decisions. These models also appear to remove the decision maker from the 

decision-making process and may be threatening. Typical examples are the static 

capacity analysis [165] [217], and the linear and non-linear programming techniques, 

such as those used by [254] [182]. For the purpose of designing a manufacturing 

system, these techniques may be used to detennine the number of cell elements and the 

number of buffer spaces [34], and especially they can be very useful when financial 

factors are considered in the analysis [233]. 

Evaluative methods, in contrast, are more a tool to help the designer to make 

decisions by sharpening his intuition about the system, i.e. they provide insight rather 

than decisions. With evaluative models, usually decisions can be more easily modified 

by the user through trying out different input parameters. However, it may take a long 

time to find 'good' decisions using these models. Most design tools developed for 

advanced manufacturing systems are based on evaluative methods, such as the 

queueing network method [248] [249] [268], heuristic algorithms [84], semi-Markov 

process [237], the discrete event simulation method [43] [164] and the Petri nets 

method [52]. 

There are some important exceptions to these two methods. For example, 

evaluative models can be integrated with generative models, that is, the output from an 

evaluative model can be used to modify the decisions chosen by a generative model 

[292] [151] [184]. These types of methods may be classified as hybrid evaluative and 

generative methods . Another interesting exception is the purturbation analysis 

technique which generates directions for improving the existing decisions that are 

evaluated by a simulation model [132]. 

- Abstraction Level: structural, approximate and detailed. Here modelling 

methods vary in terms of the logical details which can be contained within the 
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corresponding models. 

A structural method can be used to design models from the static point of view. 

These models are useful for describing and formalizing manufacturing systems in terms 

of concepts and relationships. They can be used as a reference and a guide all along the 

design process. A typical example of structural modelling methods is the GRAI method 

[91]. Recently, research into the use of IDEFO concepts for designing structural factory 

models is underway on the Xerox Workstation in close link with the work reported in 

this thesis [145a]. 

Approximate modelling methods may be defined as a class of tools which can be 

used to design models for providing a quick estimate of how a manufacturing system 

behaves and how its components interact, or provide decisions arising in the design of 

a manufacturing system. The basic requirements of these methods are the effectiveness 

of the system performance output provided and the efficiency associated with the 

modelling process. Methods of this class can either be static or dynamic. The static 

capacity analysis [164] [217], mathematical programming [254] and heuristic 

algorithms [84] [304] are the examples of static methods, whereas queueing networks 

[248] [268], Petri nets [175] [8], semi-Markov process [237] and simple simulation 

approaches [85] are dynamic methods. 

Theoretically, every modelling method could be used to design a model 

containing the desired details. However, this is con trained by two major factors. One is 

the current status of the theory of the method, and another is the computational 

requirement. A detailed modelling method should be a tool which can be applied to 

develop detailed models with its current thoery and available computational vehicles. 

The current status of theory for a method is characterised by its capability to fully 

represent the structure and interactions of a manufacturing system. Therefore the 

queueing network is not a detailed method because its current thoery does not allow for 

the building of complex models. On the other hand, since some complex mathematical 

programming models [254] can not be solved easily, their application in detailed 

manufacturing system modelling is limited. Recently, conventional simulation 

techniques have been extended to allow modelling of manufacturing systems in 

full-scale details, and this method has been termed emulation [60] [43]. For some 

large-scale mathematical programming models [182], if the computational constraint 

can be resolved, they can also be classified as detailed methods. 
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- Modelling Formalisms: algorithm, graph, Markov chain, simulation 

techniques, and artificial intelligence. The categorisation is made based on the way in 

which manufacturing knowledge is represented. 

An algorithmic approach [84] concentrates on the development of computer 

algorithms which deal with the scheduling of the chain of activities in a manufacturing 

system. Unlike the simulation approach, the decision making within these modelling 

algorithms is of a hierarchical structure. At each level, the start and finish times for 

particular activities of certain entities are determined, and this result is used as given 

parameters at the next level. I wata [142] structured his scheduling model at three levels. 

At the first level, the parts' machining schedules are determined by selecting an 

appropriate machine tool from candidates for each machining operation and 

simultaneously determining the loading sequence of parts on each selected machine 

tool. The decision making at the second level is to determine the schedule of tool 

allocation and tool delivery by considering the tooling availability at each machine and 

tool provision from the central tool store. At the third level, transport devices are 

selected and scheduled for transferring parts between machines. 

The graph approach uses graphic tools to describe and formalise a manufacturing 

system's operation. With this approach, graphic conventions have to be defined, 

analysis procedures be developed, and the modelling principles for manufacturing 

applications be formalised. A typical example is the Petri nets approach, in particular 

the timed Petri nets [52]. Although in its infancy, this approach has the potential of 

providing quantitative indicators with respect to the performance of a manufacturing 

system. There are also graphic tools developed for assisting building simulation 

models, such as the activity cycle diagram [65] and the network diagram [188]. These 

tools, though graphic in nature, can not be used to provide quantitative insight into the 

behaviour of a manufacturing system, and therefore they should not be classified as 

graphic modelling methods. 

The Markov chain approach is based on probability theory, which represents 

manufacturing processes in terms of mathematical queueing network egif~~j~~s. 
Although robust in its underlying theory, models based on this approach have to make 

certain unrealistic assumptions, and normally they can only be used to study the steady 

state of a system. Major examples include all the queueing network models developed 

to date [248] [282] [87] [59] [239], the operational analysis approach [172a] and the 

semi-Markov process approach [237]. 
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The simulation approach uses computer programs to imitate the system's dynamic 

behaviour by taking advantage of the high processing speed of a computer. Various 

conventions have been developed to allow for the writing of these programs, such as 

the event based approach, the activity based approach, the process based approach and 

the three phase approach [209]. Based on these approaches, many general-purpose 

simulation languages, generalised manufacturing system simulators and specific 

manufacturing system simulation models have become available [65] [64]. 

Artificial intelligence has come to be seeing as an alternative to conventional 

modelling approaches. It uses more advanced knowledge representation methods to 

describe the operation of a system so as to allow for full-scale modelling of different 

aspects of the system. The major differences between the conventional somulation 

approach and the AI approach are the following: 

- Numeric versus symbolic knowledge representation, 

- Explicit versus non-explicit solution procedures, 

- Integrated data and control structure versus separated knowledge and control 

structure, and 

- Modelling of entity flow versus modelling of information flow. 

Typically, the AI approach uses frames, objects, rules, logics, etc.[46] to 

represent the structure and modelling knowledge of a system and the use of the 

modelling knowledge is organized around a general control structure. 

5.3 Criteria for the Assessment 

Different modelling methods have different characteristics and address different 

aspects of the problem, and thus they can be used for varying purposes. With regard to 

the requirements of the application of these modelling methods in design of flexible 

manufacturing systems, the following criteria are proposed as being pertinent in the 

overall contex of this assessment: 

- Principal characteristics and modelling capabilities. 

- Limitations of the method. 

- Typical model inputs and outputs. 

- Application experience. 
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- Further developments. 

In the following sections, major evaluative modelling methods will be compared 

according to these criteria. These include static capacity analysis, queueing networks, 

Petri nets, simulatin and perturbation analysis. 

5.4 Principal Characteristics and Modelling Capabilities 

Static capacity analysis is a technique which simply adds up the total amount of 

work allocated to each resource, and estimates the performance from these totals, or 

computes the gross requirement for the resource. A common example is to add up the 

processing time of all operations assigned to a station in order to estimate its utilisation, 

or determine the minimum number of stations for each station group. Figure 5.5 shows 

a static capacity model which can be used to determine the station requirement, 

transporter requirement, pallet requirment and storage requirement. Models based on 

this technique are static and simple. 

Queueing networks can be used to develop models which account for dynamics, 

interactions and uncertainties in the system, but in an aggregate way. Both the input 

data required and the output measures produced are average values which assume a 

steady state operation of the system. However, these models tend to give reasonable 

estimates of perfomlance and are extremely efficient. They can model stations, buffer 

storages, simple control rules and system features like tool sharing and workpiece 

blocking [88] [92]. In addition these models require relatively small amount of input 

data and do not use much computer time. Figures 5.6 and 5.7 summarize the single 

pallet type queueing network model [248] [251]. A more powerful queueing network 

model is shown in Figures 5.8 and 5.9. It takes into account multiple pallet types and 

parts routing proportions, which heavily influence the performance of the system 

[268]. 

Figure 5.10 and Figure 5.11 illustrate the Petri net approach to system modelling 

and the basic concepts of timed Petri net models [52]. Petri nets are useful to model 

systems where behaviour can be described as interferences between asynchronous and 

concurrent processes. The current theory of Petri nets applied to flexible manufacturing 

systems permits a dynamic, deterministic model of the system. Timed Petri nets, in 

conjunction with certain modelling conventions, appear to be a quite useful modelling 
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tool (Figure 5.12). In particular activities requiring many different resources, such as 

machine tool, AOV, robot and cutting tools, can be modelled (Figure 5.13). Due to 

their graphical nature, Petri nets give clear and legible models which facilitate the 

dialogue between designers and users. 

The simulation method mimics the detailed operation of the system through a 

computer program. Four basic approaches are available for developing these type of 

models~, i.e. the event based approach (Figure 5.14), the activity based approach 

(Figure 5.15), the process based approach (Figure 5.16) and the three phase approach 

(Figure 5.17). Depending on the amount of information that is built into a particular 

model, simulation has the potential of allowing as much detail as desired or necessary 

to mimic the reality. Simulation can and has been used for all problem types. At the 

advanced stage of the system design, simulation is very useful to get a precise view of 

the behaviour of the system as a function of various candidate scheduling and operating 

policies. More detailed questions can be analysed and answered and system parameters 

determined [166]. 

Perturbation analysis is a technique which can provide additional information to 

that normally provided by a simulation model. The basic idea is to observe the detailed 

behaviour of the system, whether through simulation or from the actual system, for one 

. set of system parameters. By doing some additional calculations, this technique can 

predict the system behaviour from the initial observation if these parameters were 

changed (Figure 5.18). The important advantage of the technique is that it is not 

necessary to re-run the simulation or system with modified system parameters. 

Therefore, it is a useful tool for fine' tuning design decisions. Figure 5.19 illustrates the 

modelIing process using such an approach. 

Figure 5.20 summarises the major characteristics and capabilities of these 

methods. 

5.5 Limitations of the Method 

Since static capacity analysis ignores all dynamics, interactions and uncertainties 

which appear in real systems, the main drawback of the technique is that for more 

complex systems it can be much too coarse a tool and seriously overestimates system· 

performance, leading to the inability to help to make realistic decisions. 
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I 
Although optimistic results have been obtained from the comparison between 

queueing network models and simulation models, there are severe limitations within a 

queueing network model. First, certain assumptions (e.g. exponential service rates, 

FIFO queue, no station breakdowns, etc.) necessarily made in the model formulation 

are unrealistic for most of the systems [249] [251]. S-condly it is clear that this method 

is inherently unsuitable to answer many of the detailed design questions, such as the 

transient effects of infrequent but severe disruptions and the assessment of various 

control policies. 

Because of the graphic nature, applications of Petri nets are potentially limited by 

the inefficiency after incorporating detailed system features, such as many machines 

with finite buffers and real-time routing policies. Although this problem has recently 

been alleviated by the advent of coloured Petri nets [8] [175], the techniques for model 

construction, analysis and realisation are not yet fully developed as a result of the tool's 

newness. In addition current models also do not consider any uncertainties. 

While the simulation method is potentially a powerful tool for modelling, 

understanding and designing advanced manufacturing systems, large-scale simulators 

do not provide the capabilities necessary to allow simulation to achieve its potential. 

First present simulators are justified by their inability to verify the, completeness and 

accuracy of the models. Secondly models embedded in simulations can not be easily 

modified, and thus simulation may inhibit rather than promote easy changes required to 

construct alternative models. Thirdly contemporary simulation techniques fall well short 

on the dimension requiring comprehensibility of the results. Furthermore, although , 
simulation models can be made very detailed, the price has to be paid is in terms of the 

programming time to create the model, the input time to generate detailed data 

requirements, and the computer time each time the model is run [178]. 

The main disadvantage of perturbation analysis is that it currently can not predict 

the effects of large changes in parameters. For example, the addition of a new machine 

tool can not be analysed using this technique. Therefore, it is of limited value for the 

evaluation of preliminary designs. 

Figure 5.21 summarises the major limitations of these methods. 
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5.6 Typical Model Inputs and Outputs 

The data input requirements for static capacity analysis are very simple and 

typically include production quantities, the system description, the planning horizon, 

and part routes. Major outputs that can be produced are the minimum number of 

machines needed, the expected system utilisation, and and the required number of 

pallets, etc. This can be seen in Figure 5.5. 

A queueing network model requires quite simple data items to be input. They are 

number of paIIets within the system, number of station groups and stations at each 

group, number of transporters, paIIets' visiting frequencies to a station group and the 

probability of the use of transporters, and average station processing times and the 

average transport time [248]. The typical outputs include the average steady-state 

expected production rate, mean queue lengths, and mean machine utilisation figures 

[251]. Figure 5.22 shows the layout of the benchmark manufacturing cell used by the 

Emulator project [43]. The input information to the multiple paIIet type queueing 

network model for this ceII is shown in Figures 5.23 and 5.24 in the format which is 

used by the model. The output results are depicted in Figure 5.25. 

Depending on the amount of information that is built into a particular simulation 

model, the data inputs and outputs can vary for different models. BasicaIIy the input 

information requirements are part data, machine tool data, transporter data, process data 

and control strategies. The outputs are statistics on the throughput of parts, machine 

and transporter utilisation, and part performance figures. Figure 5.26 illustrates the 

input and output requirements from the Emulator at Loughborough University [43]. 

Basically the input and output information requirements for Petri net models are 

similar to those of simple simulation models [52]. Whether this approach can provide 

additional information will depend on the development of the technique as a result of 

the tool's novelty. 

Since perturbation analysis is performed based on a simulation model, it has the 

similar input and output requirements to those of a simulation model, i.e., it can 

provide performance measures for the modeIIed system. In addition, it is capable of 

generating directions for improving the existing decisions. For example, the technique 

can be used to study finite buffer situations to help determine the suitable size of the 

buffers. 
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Comparison of static capacity analysis, queueing network and simulation with 

regards to production rate is shown in Figure 5.27 [31]. Rathmill [218] compares 

these modelling methods according to the logic details which can be built within the 

models (Figure 5.28). 

5.7 Application Experience 

Static capacity analysis has been used to study the feasibility of an preliminary 

design and can help to quickly screen out many decisions. For instance, for a given 

design alternative, if even the maximum performance produced from the analysis is not 

accepted, it is not necessary to evaluate that alternative with a more detailed model 

[165]. 

Queueing network models can provide more realistic performance estimates than 

static capacity models. They can in general provide approximate indications of the 

adequacy of particular systems, which may be sufficient as a preliminary solution. 

These models are becoming popular in manufacturing system design and operation as a 

good compromise between the efficiency of the model and the accuracy of the 

predictions. They have shown to be especially useful in situations where management 

requires quick turnaround on initial designs [43]. 

At present, simulation is perhaps the most widely used computer based tool for 

performance evaluation of advanced manufacturing systems. It plays a crucial role in 

the successful implementation of the system and thus is well recommended after the use 

of static capacity models or queueing network models. 

While the application of Petri nets in the modelling of flexible manufacturing has 

not been well established, Perturbation analysis has been used to help a system 

manager to improve his decisions without having to experiment on the actual system 

[266]. It is useful for fine-tuning design decisions, and therefore can be conducted after 

simulation experiment. 

5.8 Further Developments 
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~~ough simple in nature, it can be foreseen that static capacity analysis would 

be extended to answer many other questions, such as tool management [50] and 

detennination of WIP storages, as a result of the ease of its implementation. 

Since the advent of the CAN-Q model, there has been considerable interest in the 

development of queueing network models. Future developments of these type of 

models would include the incorporation of various control strategies, multiple pallet 

types, tool management, workpiece blocking and uncertainties. Additionally queueing 

network models for multi-cell flexible manufacturing will be required as a result of the 

development of the manufacturing technology [81]. However, from the viewpoint of 

practical users, further development of these type of models is inhibited by the 

requirement of expertise in the field. 

Due to their unique graphic nature Petri nets have the potential for realistic 

applications in flexible manufacturing. But the current theory needs to be further 

developed, and it seems necessary to computerise the use of the tool in order to solve 

large-scale probleI?s. 

In recent years computer simulation has been widely accepted as a necessary tool 

to succeed in designing a flexible manufacturing system, that will actually operate the 

way it is designed to do. However, so far this very complex design task has been made 

even more complex because of the complexity of just using the various simulation tools 

existing on the market. Therefore, there exists the need to develop user-friendly 

simulation packages that will reduce the complexity of this design task [64]. 

Additionally it is necessary to develop techniques, such as parallel processing [227], to 

increase the speed of execution of large-scale manufacturing simulation models. 

Rathmill [218] has concluded that there is a trend towards developing data driven 

generalised manufacturing simulators (Figure 5.29). 

As a result of the novelty of the technique, there have not been many perturbation 

analysis models developed for the design of manufacturing systems. Hence, 

formalisation of the technique and the way it can actually be applied to impact system 

design need to be further investigated. 

5.9 Conclusions 
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From the above assessment it can be concluded that each of the major currently 

available modelling methods has certain disadvantages when applied to manufacturing 

system modelling. Static capacity analysis is too simple to significantly influence the 

system design. The application of queueing networks, Perti nets and perturbation 

analysis is mainly constrained by the immaturity of the techniques themselves. 

Simulation is the most useful and widely applied method but there are certain limitations 

associated with the currently established techniques. 

Recently, AI has come to be seen as an alternative to conventional methods in 

most of the fields. Shortly after the start of this work, the department aquired the Xerox 

Workstation and LOOPS knowledge engineering environment. All these have made it a 

valuable and possible research direction to explore the application of AI techniques in 

the modelling of advanced manufacturing system. 
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Notation: 

p. I 1. 2 •...• PI port types. 

s. 11. 2 ..... SI station groups. 

ops. 10. 1. .... cPs I operations of port p to be done on station s. 

BSp botch size of port p. 

ET s pallet exchange time at station s. 

IT average transport time between stations, 

WTp total waiting time of port p in 0 cycle. 

PH planning horizon. 

t~~s processing time of operation oPs of port p on station s. 

COTs cummulative operation time of station s. 

NSs number of .tations in station group s. 

CTT cummulative transport time. 

NT number of transporters. 

CTp cycle time of port p. 

NP number of pallets. 

NB number of buffer spaces. 

The Model: 

Figure 5.5 

P cps ps 
COTs = L B~' L (toPs + EI.) VS. 

p=l aPs=O 

NSs= COT /PH V s. 

P S P 
CTT = TT(LBSp' LOps-L BSp). 

p=l s=l p=l 

NT = CTT / PH. 

P 
NP = L BSp' CTp / PH. 

p=l 

S 
NB = Max(O. NP - L NSs - NT). 

s=l 
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The Static Capacity 
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Notation: 
N totol number of pallets. 

i E 11. 2 •...• M) station group number. and M represents the transporter group. 

si number of stations in group i. 

tj average processing time of on operation by 0 station in group i . 

vi total number of visits of ports to group i. 

p E 11. 2 ..... P) port type. 

api E 10. 1 ..... d'i) operation os port p on station i. 

BSp botch size of port P. 

a normalising constant, 

qi visit frequency of ports to station group i. 

wi work load assigned to group i. 

P production rate, 

T average flow time, 

Uj overage utilisation per station of group i. 

I i average queue length at group i, including port waiting and in 

Iqi overage number of pallets in queue at group i. 

dj idleness of group i, 

G(M. N) normalising constant. 

"j number of pallets at group i at some system state, 

n = (" • '2' .... 'M) state of the system. and ~ n i = N. , 
The Model: 

Vi = ~ 
P . 
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L 85 • (L OP' - 1) i = M. 

p=1 P i=1 

M M 
a = 1 / L (vi / L vi) V i. 

i=1 i=l 
M 

qi =a • '1 /L "I v i. 
i=l 

P = qM / \l' G(M. N-1) / G(M. N). 

T = NtM / qM' G(M. N) / G(M. N-1). 

u' = ( qiti / Vi' G(M. N-1) / G(M. N) viA i ""M. 

, (1 / sM' G(M. N-1) / G(M. N) i = M. 

The Single Pallet Type 
Oueueing Network Model 

(j) 

LUT-FMS 
Figure 5.6 

I 
123 

Research 
Group 



N k 
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Notation: 
pe 11. 2 •...• PI part type. 
i e 11. 2 ••..• 1.11 station group number. and M represents the transporter group. 

si number of stations in group i. 
N(p) number of pallets for port type p. 

r(p) E 11. 2 ••••• R(p)1 route number of port P. 
o r«p)~i e 10. 1 •...• Or(p)i I operation of port p at station group i in route r(p). 
r p I 

<~(Jii processing time of operation or(p)i • 

rp~~~)i. routing proportion of operation or(p)i. 

a approximation factor for station pooling. 

V(P. i) mean number of visits to group i by port P. 
T(p. i) mean processing time of part p at station group i. 

R(p. i) mean response time (waiting + processing) of part p at station group i. 

Q(P. i) mean queue length at station group i for part p jobs (including jobs in 

process). 

QNEW(p. i) new mean queue length at station group i for part p jobs. 

w(P. i) number of part p jobs waiting at group i. 

b(p. i) number of part p jobs in process at group i. 

w(i) number of jobs waiting at group i. 

B(i) number of jobs in process at group i. 
Q(i) mean queue length at station group i. 

u(P. i) utilisation of station group i by part p jobs. 

Uti) utilisation of station group i. 

The Model: 
R(p) Or(p)i . 

V(P. i) = r r rpr~)1 i 
r(p)=1 or(p)i =0 0 (p) 

" P A " i. 
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Figure 5.8 
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R(p, i) = T(p, i) + /s. [(N(p) - 1) / N(p) • Q(p, i)T(p, i) + L Q(k, i)T(k, ill 

v p A Vi, 
M 

X(p) = N(p) /L V(p, i)R(p, i) v p, 
i=l 

QNEW(p, i) = V(p, i)R(p, i)X(p) v p A v i, 

u(p, i) = V(p, i)T(p, i)X(p) v p A v i, 
p 

u(i) = L u(p, i) v i, 
p=l 
P 

Q(i) = L QNEW(p, i) v i, 
p=l 

w(p, i) = [R(p, i) - T(p, i) 1 / R(p, i) • QNEW(p, i) 
p 

W(i) = L w(p, i) v i, 
p=l 

b(p, i) = T(p, i) / R(p, i) • QNEW(p, i) 
p 

8(i) = L b(p, i) v i. 
p=l 

Flow Chart for the Computer Program: 

Set 
Q(p, i) = QNEW(p, i) 

Start 

l 
Initialise 
Q(p, i) 

1 

Compute: 
R(p, i) 
X(p) 
QNEW(p, i) 

k "'P 

No QNEW(p, i) -
Q(p, i) < c ? 
v P A v i 

where e is the computation 
precision foctor. 

Figure 5.9 
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A Pert} Net Approach 
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Timed Petri Net (TPN) = (P. T. I. O. M. D) where: 

- P = !Pl' P:z. .... Pml set of places, 

- T = !t" t2' .... 1nl set of transitions. 

- I: (P • T)- N input function that defines directed arcs from places 
to transitions (N is a set of 011 non-negative 
integers). 

- 0: (P • T)- N output function that defines directed arcs from 

transitions to places, 

- M: P-N marking. i.e. labelling of the element. of P by non-negative 

integers, 

- D = !dl. d20 .... d"J enabling lime" vector. 

State of TPN = S(M. R) where: 

-M o marking. 

- R = !rl' r2' .... rnl remaining firing time vector. 

Concepts of Timed LUT - FMS 
Figure 5.11 

Petri Net Models Research Group 
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(1) Transitions represent the set of activities to be performed in the system. 

(2) Durations of the activities ore represented by the enabling time vector. 

(3) Input places of 0 particular tronsition indicate the conditions or resources 

or buffers associated with the firing of the activity. 

(4) Output places specify the activities that ore required next and the release of 

of certain resources. 

(5) Tokens of various types represent available resources and ports which flow 

through activities according to the system control rules. 

Principles of Manufacturing LUT - FMS 
Figure 5.12 .. 

Modelling by Petri Nets Research Group 
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State Space Representat10n 

Input Functions - Internal clock Vi (~ 
- Queue cantent Ci t) 

- Service time Si(n) - System state X 
- Queue Copac~ bj - Activation index ki (t) 
- Destination D I (n) - Ready to output indicator hi (t) 

- Full output indicator fi (t) 
- No input indicator ni (t) 

State Evolution 

Input: Si(n). Dr(n). _ 
bj. nj = 1. 2, .0. , 

Evaluote: . 
X T= [Vl (t) ... VI(t~ 

k !~t~. ~i~t). fi(t). .-
n l t. I - 1 •.... I 

cl(t) ... c I(t)] to update: 
Y i(t). c i(t). 
I = 1, ...• I 

t~t+l 
I 

" Representat10n of State 
Space Trajectory 

. Event sequences 
. Similarity of event sequences 

• Perturbat10n Generat10n 
. Generation rules 

" Perturbat10n Propagation 
. Propagation rules 
. Gain function 

" Predict10n of perforaanc9 
aaasures w1th perturbed 
1nput parameters 

Macro Process of LUT-FMS 
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Method Characteristics Capabilities 

Static Static and simple; Feasibility/Sizing 
Analysis Easy to implement 

Queueing Aggregate and dynamic; Design/Operation 
Networks Steady state 'BaIlP&' decisions 

Petri Nets Deterministic and dynamic Design/Operation 

Simulation Detailed and dynamic Design/Operation 
Make detailed decisions 

Perturbation Actual dynamics plus Design/Operation 
Analysis analysis; efficient Fine-tuning 

Characteristics and Capabilities LUT - FMS 
Figure 5.20 of Existing Modelling Methods Research Group 

Method Limitations 

Static Ignore dynamics, interactions and uncertainties; 
Analysis Overestimation of system performance 

Queueing 
Unrealistic assumptions, unsuitable for detailed decisions Networks 

Petri Nets Inefficient for large-scale complex systems; 
Not fully developed, no uncertainties 

Simulation TIme consuming to develop, debug and run; 
Difficult to modify 

Perturbation 
Analysis Unsuitable to analyze large changes in system parameters 

Limitations of Currently LUT - FMS 
Figure 5.21 

Available Modelling Methods Research Group 
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Benchmark Cell 

LUT - FMS 

****** MODELLING OF THE BENCHMARK CELL ****** 
. BASED ON THEORY OF HVA 

********************************************* 
***** System Size **** 

Research Group 

No. of Part Types 
8 

No. of Stn. Groups 
8 

***** Calculation Requirements **** 

Calculation Precision 
0.001 

Calculation Coefficient 
1.38 

***** Hachi~e Group Information ******* 

Hachine Group No. 
1 
2 
3 
4· 
5 
6 
7 

No. of Machines 
8 
1 
1 
1 
1 
I 
I 

**** Transport Information ****** 

Hachine Group No. 
8 

No. of Carts 
3 

**** Total No. of Pallets/Fixtures for Each Part Type **** 

Part Type No. 
I 
2 
3 
4 
5 
6 
7 
8 

No. of Pallets/Fixtures 
I 
I 
I 
I 
I 
I 
I 
I 

LUT-FMS 
Figure 5.23 
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**'1<** i.'arl Routing Intonllat lon -.~"',,",\ 

Part No. Route No. Op. Mach. Gl-OUp Proc. Rout. 
Type No. Routes No. Ops. No. No. Time Propn. 

1 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 2 12.6 1 
4 8 1.0 1 
5 6 2.0 1 
6 8 1.0 1 
7 1 2.0 1 

2 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 2 9.2 1 
4 8 1.0 1 
5 7 1.0 1 
6 8 1.0 1 
7 1 2.0 1 

3 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 3 7.3 1 
4 8 1.0 1 
5 6 3.0 1 
6 8 1.0 1 
7 1 2.0 1 

4 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 3 10.0 1 
4 8 1.0 1 
5 7 0.6 1 
6 8 1.'0 1 
7 1 2.0 1 

5 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 4 13.2 1 
4 8 1.0 1 
5 6 2.0 1 
6 8 1.0 1 
7 1 2.0 1 

6 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 4 6.7 1 
4 8 1.0 1 
5 7 1.0 1 
6 8 1.0 1 
7 1 2.0 1 

7 1 1 7 1 .1 2.0 1 
2 8 1.0 1 
3 5 21.7 1 
4 8 1.0 1 
5 6 2.0 1 
6 8 1.0 1 
7 1 2.0 1 

8 1 1 7 1 1 2.0 1 
2 8 1.0 1 
3 5 13.8 1 
4 8 1.0 1 
5 7 1.0 1 
6 8 1.0 1 
7 1 2.0 1 

Input to the Multi- LUT-FMS 
Figure 5.24 Pallet Oueueing Model Research 

- Part Routing 
Group 
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Figure 5.25 

Part No 

1 
2 
3 
4 
5 
6 
7 
8 

SYSTEM PERFORMANCE MEASURES 

*** PRODUCTION RATE *** 

Parts per shift(8 Hours) 

18.03 
18.01 
21.78 
18.94 
17.18 
21. 39 
12.59 
12.91 

Total Parts/Shift = 140.83 

Part No 

1 
2 
3 
4 
5 
6 
7 
8 

***AVERAGE TIME IN SYSTEM*** 

Time(Minutes) 

******UTILIZATION****** 

26.62 
26.65 
22.04 
25.34 
27.94 
22.44 
38.12 
37.19 

Machine Group Machine Uti!. 

1 
2 
3 
4 
5 
6 
7 
8 

0.15 
0.82 
0.73 
0.77 
0.94 
0.34 
0.13 
0.29 

***AVERAGE QUEUE LENGTH (AT MACHINE GROUP)*** 

Mchine 
Group No 

1 
2 
3 
4 
5 
6 
7 
8 

No of Parts No of Parts 
in Process Yai t ing 

1.17 0.22 
0.82 0.35 
0.73 0.27 
0.77 0.31 
0.94 0.44 
0.34 0.18 
0.13 0.05 
0.88 0.41 

Output from tne Multj
Pallet Oueueing Model 
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Figure 5.28 

Figure 5.29 
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LUT FMS Comparison of Modelling Tools 
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Chapter 6 

SCOPE OF THE RESEARCH 

6.1 Introduction 

This chapter presents the scope of the research on the application AI techniques in 

the modelling of flexible manufacturing facilities. The research task is indicated first. 

After this, the operational structure of the proposed modelling system is highlighted. 

6.2 The Research Task 

The objective of this thesis is to explore the use of AI techniques for modelling in 

flexible machining as a competition for conventional discrete event simulation systems 

[43] [165] [187]. 

With this end in view, it was decided to develop a knowledge based modelling 

system with the following features (Figure 6.1): 

(1) Although there are many system variants in flexible manufacturing, it was 

choosen to develop the modelling system which is domain specific to the design of 

flexible machining cells, but the modelling method should be able to be easily extended 

to other fields. The flexible machining cells usually consist of machining stations, 

load/unload stations, pallets, part buffer storages, tools, tool stores, work and tool 

transporters, and control functions for the management of both work flow and tool 

flow in the cell [15] [40]. 

(2) With the advanced knowledge representation facilities provided by the LOOPS 

environment, the modelling system is to be built within a typical knowledge system 

structure, where the general control structure should be separate from the modelling 

knowledge specific to flexible machining and be separate from the application specific 

information [234a] [45]. As a result, the modelling system should be able to be 

conveniently extended to the modelling of other discrete event systems, such as 

assembly systems, by employing the same general control strategies. 

The general control structure' can be implemented by designing an inference 
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engine which uses metarules to control the application of domain dependent modelling 

knowledge which makes decisions by applying the application specific information. 

The domain dependent modelling knowledge should be expressed in terms of rules. 

Among these rules, the transformational rules should be developed and stored in a 

knowledge base, but the decision rules which handles the conflicts arising from the 

application of transf~rmational rules can be specially developed in a decision centre. 

The application specific information can be stored in two connected data bases, the data 

base browser which contains the static data and the working memory which stores the 

dynamic data. 

(3) Since the object-oriented programming paradigm provides a close 

correspondence between modelled objects and real world objects, it is natural to 

represent the elements of a flexible machining cell using objects [178] [223] [123] [46] 

[263]. The interactions among these elements are therefore modelled as message 

passing. As rules can be defined around objects, behaviours of each element are best 

defined as rules which are more comprehensible than procedures [178] [46]. The 

connection between the static data base and the dynamic data base can be represented 

using the access-oriented programming method so that any modification in the static 

data base can automatically be sent to the dynamic data base. In addition some of the 

graphic facilities may be developed using this approach. For most of the auxiliary 

functions, in particular those that do not need to be explicitly represented but are 

iterative or recursive in nature, they are more easily represented as procedures. 

(4) Most manufacturing modelling systems using conventional methods are data 

driven, but it was decided that this AI based modelling system should be knowledge 

driven, i.e., both data and rules are used in the formulation of a model [289]. The 

advantage of this method is that it allows the user to design alternative models easily by 

entering the data which define the physical structure of a manufacturing cell, and the 

operational rules which govern the behaviour of the cell elements [178]. 

T~e data driven requirement is similar to that of generalised manufacturing 

simulators [43] [164), but the rule driven requirement is to be defined at two levels. 

The first level is to be concerned with the expression of decision rules which are 

normally defined in manufacturing terms [164]. A decision rule can be defined as a rule 

which is used to handle the conflict between certain actions of objects, such as the part 

release rule, the station loading rule, etc. [165] [143] [196] [41]. To enable entry of 

these rules, decision points must be designed so that the related data structures can be 
-. " 
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accessed. In addition, a rule language is required, which has been provided by LOOPS 

[53]. 

The second level is to require more experience with the modelling system, where 

the existing behavioural rules can be accessed by the user. A behavioural rule may be 

defined as a rule which changes the system state (or rather the state of the working 

memory) as the modelling proceeds. There can be two types of behavioural rules, i.e. 

the transformational rules and the descriptive rules. The former are the rules which 

describe the actions that make up the model and are concerned with the interactions of 

the objects. The latter are the rules which are used to model the details of the objects, 

such as those for accessing and changing particular attributes of an object or for 

collecting statistics. The user should be able to modify these rules or to specialize them 

in order to incorporate user-desired logic details. All the transformational rules should 

be built aournd the corresponding objects [178]. 

(5) As a result of the complexity of the design process' and the need for an 

structured design approach, this modelling system is intended to be capable of 

modelling a cell over multiple levels of detail (Figure 6.2). This can be made possible 

by applying the AI hierarchical abstraction concepts [226]. 

Since each transformational rule can be defined to model one or a chain of actions 

associated with the system elements depending on the level of abstraction and 

transformational rules can be hierarchically structured such that each higher level rule 

triggers hidden lower level rules, the lower the level the more detailed the modelling, 

and the less hidden the assumptions [200] [44]. Therefore, each level can be defined to 

have a set of self- contained primitive rules for the modelling system to apply, and this 

creates the various levels of detail that are determined by the user's needs [45]. For a 

flexible machining cell, the actions to be considered are palletisation, unloading, 

loading and depalletisation at the load/unload stations; loading, empty running, load 

running and unloading of the work transporter; part loading, tool change, cutting and 
~.n~ 

part unloading at machining stations; empty running, tool loading atfS;1l~tool transfer 

tobm;t~:Ji(ool exchange at PTS, tool transfer to STS and tool unloading at STS for the 

tool transporters [43] [165] [238]. 

(6) Since the design and analysis of flexible manufacturing systems has to take an 

integrated systematic approach, the levels of abstraction have to be consistent with the , 
decisions made at the various stages during the design process [43] [165]. At.the early 
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stages, modelling is required at an aggregate level, while for the subsequent 

implementation, detailed decisions have to be made by the model. 

There can be many possibilities for abstracting a flexible machining facility with 

varying modelling methods. This topic has been discussed in Chapter 5. According to 

the decisions a manufacturing system designer has to make during the design process, 

it was intended to define three levels of modelling detail in this modelling system 

(Figure 6.3). At the first level, the primary objective is to provide a quick estimation of 

the performance of the designed system. This estimation should help identify the 

sufficient numbers of machines, transporters, load/unload stations and pallets. In 

addition, assessment is to be provided with regard to the work in progress at each 

station, and this helps to determine the size of the local buffer for each station. 

Once these numbers have been accepted, the user is able to enter the next level. 

The major objective of level 2 is to study the flexible integration effects resulting from 

integrating the above system elements with buffers and temporary storages of specified 

capacities [167]. Additionaly tool requirements planning can be conducted in order to 

give preliminary indi~ation on the strategies of tool management. 

Since tool availability can have considerable influence on the performance of a 

system [63], the third modelling level is intended to assess this effect. This helps to 

determine the appropriate tool management strategies, the actual tool requirements, the 

size of major tool stores, and the number of tool transporters. 

(7) In order for the modelling system to be able to be used by industrial 

engineers, a user-friendly interface is intended to be developed. Menu driven software 

should be developed which enables the selection of desired level of modelling detail 

from defined options, with explanations being provided with regard to the selection. 

The machining cell data should be able to be interactively input and manipulated 

using a menu driven· data base management system. Unlike the conventional data file 

approach [43], instance objects are to be created to organize and store pieces of 

information relating to a single concept into a single location. The pieces of information 

include attributes about the object and with whom the object interacts. Since the number 

of objects created to describe a machining cell can be considerable. For example, the 

number of tools involved in a cell tend to be hundreds [84]. Thus there must be an 

effective method for organizing and managing these objects. The simplest approach is 
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to store all the objects in a list [32], but this suffers from the inefficiency on object 

searching and the difficulty on identifying subject to the user's access. 

A more effective way is to group objects according to the class they belong to 

[161]. With the LOOPS facilities, data base browsers are to be developed which 

organize objects by grouping them hierarchically so that a class of objects can be 

stored in an item collector which is specially designed for that particular class. This can 

be achieved by specializing the LOOPS LatticeBrowser class [53]. 

The logic of the model is defined by entering decision rules for the defined 

decision points occuring within the model. This can be realised through two ways. One 

is to select the built-in decision rules from the rule libraries via an interactive menu 

driven editor. To help the selection of these rules, each of the decision rules should be 

paraphased using English. Another is to express the rules, using the LOOPS rule editor 

[53], by calling to the primitive rules which have been built around each of the objects 

or by building new ~rimitive rules which access the data structures directly. For the 

modification of behavioural rules, menu driven software should be developed which 

can guide the user through to any part of the model and can provide the option for the 

user to define new rules. 

(7) Another feature of the interface that the modelling system should take into 

account is that the user be able to con figure the physical structure of a model by 

manipulating user-friendly icons and other powerful graphics capabilities. To allow 

structural choices, a library of icons representing standard and generic classes of cell 

elements and transport routes can be provided. The user should be capable of 

interactively selecting icons from the library, placing them on the screen and connecting 

them as needed [178] [123] [32]. In addition, options should be provided to allow the 

user to modify the layout structure of a model by deleting and moving the icons placed 

on the screen and to edit or define new icon images. 

I 

Since not all the objects should be placed on the screen [123], such as the 

components and the tools, the defined physical structure should be automatically linked 

with the data base browsers so that a fluent specification of the objects can be facilitated 

via these data base browsers. 

In addition to the graphic objects representing the images of the cell elements and 

transport routes, facilities should be developed which allow the status of each cell 
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element to be dynamically displayed by using the 'split- screen' technique [223]. These 

facilties should help the user to understand the operation of a designed model and to 

debug and modify the model as desired. Besides, menu driven software should be 

developed which allow the LOOPS gauges [53] to be attached to specific objects so as 

to show the change of a particular parameter of a specific object during model running 

as desired by the user. 

The animation of the operation of the designed model will not be considered 

within the scope of this thesis, but this aspect will be fully covered in the further work 

(see Chapter 21). 

(8) Although most conventional modelling systems do not have explanation 

facilities with regard to the modelling process, it was decided that this knowledge based 

system should be capable of providing explanations about its inference process [106] 

[178] [223] (Figure 2.19). This can be achieved by tracing the specific rules which are 

applied during the running of the model. Facilities should be developed which enable 

trace of the specific object as desired by the user. As a result, the relationship between 

the computer code and the immediate behaviour of the model can be made explicit, and 

this enables convenient and straight-forward debugging and modifications of the 

model. 

(9) It should be able to provide with confidence rapid feedback of system 

performance parameters as desired by the user. As this modelling system is domain 

specific to the modelling of flexible machining cells, default statistics should be 

collected and provided automatically with regard to the major aspects of the 

performance of the cell [165] [43]. At this stage, presentation of the results is to be in a 

text form, but further research will cover more powerful graphic facilities, such as bar 

charts, histograms, etc. [165]. 

Since the user can be guided through to all the behavioural rules of a model, he 

can then specify performance parameters he desires to collect by inserting new 

descriptive rules [45]. 

(10) Since LOOPS has only reached the stage as a research system [289], the 

computational time for a run in certain cases may be considerable, but in this research 

priority is given to the support environment of the software and the Xerox Workstation 

rather than the run time. 
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6.3 Operational Structure of the Modelling System 

With the available Xerox Workstation [302] and LOOPS software [53], and AI 

techniques, decisions are made to develop an integrated multi-level modelling system 

[294] [223]. Figure 6.4 shows the user's requirements in flexible manufacturing 

modelling and the expertise to be embedded in the knowledge based modelling system. 

Four major areas have been identified by the author as being pertinent to the application 

of AI/expert systems in solving the manufacturing modelling problem: model 

configuration and data specification, control rules formulation, model running and 

analysis of results [168]. 

For a modelling system specialised in flexible manufacturing, there is great 

demand for software to be constructed which provides a user-friendly method for the 

physical configuration of a model and a logical method for the definition and collection 

of the data needed to run the model [263]. This can be achieved by developing the icon 

facilities and the data base browser, and applying the AI hierarchical abstraction 

concepts which enable models of different levels of details. 

Once the data has been provided for a model, the next step is to describe how the 

manufacturing system is to operate. These include decisions of part scheduling, station 

selection, queue priorities, transporter selection, operation sequencing and traffic 

control [165]. The facilities to be embedded in the knowledge based modelling system 

should allow the users to review the default rule which has been selected, to change to 

another rule from a library of existing rules and to express their own rules using the 

LOOPS rule language. 

After an operational model is established, the user requires facilities to be 

provided to help understand the behaviour of the model and the computer code behind 

this behaviour during the running of the model [178]. This can be met by developing 

graphics and textual output facilities using the Xerox graphics techniques and the 

LOOPS rule oriented programming method. Another feature which can be fruitful with 

regard to the running of a model is the application of the concept called rule 

composition [89]. It uses an automatic learning mechanism to combine the rules which 

are executed sequentially during a run in order to speed up the run, Although this 

feature is not to be implemented within the scope of this research, it will be considered 
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in the further research (see Chapter 16). 

In order for a modelling system to become an effective tool for solving 

manufacturing problems, it must provide expertise not only in the above mentioned 

three areas, but also in the evaluation and understanding of the results [168] [224]. This 

can be achieved by representing the knowledge of manufacturing evaluations as a set of 

rules. In addition, the perturbation analysis (see Chapter 5) technique can be applied to 

develop a separate module to assist in the analysis of the relationship between the input 

parameters and the modelling results. Again this area is only to be considered in the 

future work (see Chapter 16). 

Figure 6.5 shows the proposed operational structure of the integrated modelling 

system. On entering the modelling system, the user is required to choose the 

appropriate level of modelling detail first. As mentioned before, three levels are to be 

defined. 

At the first level, each machine station is assumed to have an infinite local buffer 

so that no blockage could occure. Temporary storages and tool availability are ignored. 

These requirements are similar to those of CAN-Q [248], MVAQ [268l, PMVA [239] 

or SIM-Q [85]. 

Level 2 allows more system details to be modelled. Each machine station or 

load/unload station has a specified buffer type and size. Part temporary storages, and 

tool requirements with regard to the whole cell or particular machine stations are 

considered [50].Decision rules with respect to the availability of buffers and allocation 

of parts or resources. Models containing similar system features to this level can be 

found in [43] [165]. 

At level 3, in addition to the features considered at level 2, influence of tool 

availability on the performance of the cell is modelled [63] [142]. Primary tool stores, 

cell secondary tool stores, tool transporters and tool flow strategies [42], are all 

considered in the modelling. In particular, control rules for work flow subject to 

tooling availability should be modelled. As for similar studies using different methods, 

see references [142] [238]. 

Once the appropriate modelling level is chosen, the user is required-to configure 

the cell layout by manipulating the library-provided icons representing each of the major 
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cell elements. Then the user can enter the cell data within the data base browser, which 

define the physical structure of the modelled system. After this, 'decision rules have to 

be entered to define the behaviour of the system, and if desired, the user can modify the 

existing behavioural rules or express new ones. Next the user can determine the special 

output results he desires to collect by entering new descriptive rules, and this will result 

in an operational model which is ready to run. 

During the running of the model, two options are to be provided for 

understanding the behaviour of the model. One is to provide graphic outputs on the 

screen showing the dynamic updates of the status of each of the major cell elements. 

Another is to invoke the trace option by displaying the applying rules in order to follow 

the line of inference within the model. Gauges can also be attached to specific objects at 

any time point to dynamically display the value of particular variables of an object. 

When the running of the model is completed, the model can give the default 

results in the desired forms. The user specified outputs can only be displayed or 

retained by attaching gauges at this stage. If the results from the model are 

unsatisfactory, the user may want to initiate further runs, and this can be realised by re

configuring the cell layout, re-entering/editing the cell data, or re-selecting/entering the 

cell operational rules to produce a new specification, and re-run the established model. 

Once the outputs from the model are satisfactory, the user can exit from the selected 

modelling level [43] .. 

; 

If a detailed analysis is required, the user can choose a lower modelling level, 

enter the required data and operation rules in order to design a more detailed model. 

Once the new model is established, the user can run it and analyse the results obtained 

from it, and can repeat the analysis process as the previous level until the results are 

satisfactory [165]. 

The results from a run can be displayed on the screen by invoking the various 

options on the output results menus. Hardcopies can be made on the linked printer. 

Similar ways can be used for the presentation of the input information. 

As can be seen from the figure, the rule composition and the analysis of results 

are not to be considered in this thesis, but will be covered in the further work as two 

integral parts of the modelling system. 
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7.1 Introduction 

Chapter 7 

FUNCTIONAL STRUCTURE OF 

THE MODELLING SYSTEM 

This chapter presents the functional structure of the knowledge based modelling 

system. First the proposed system structure is discussed. Then each of the major 

system elements, i.e., the data base, the working memory, the knowledge base and the 

inference engine, is examined. The knowledge for the three levels of modelling and the 

user interface are presented more closely in the following chapters. 

7.2 System Structure 

As shown in Figure 7.1, the overall modelling system has been functionally 

designed to consist of two basic parts like many other modelling systems [293] [43] 

[263]: 

. - the user interafce, and 

- the logic elements part. 

The user interface is constructed to provide all the facilities required in the user's 

interactions with the system. These interactions include model configuration, data 

input, rule entry, control of simulation runs and presentation of simulation results, 

which are involved in the modelling of a manufacturing system. The links between the 

components of the interface are of a control nature. For example, the model 

configurator, the rule entry editor, the graphics and textual output facilities, and the 

statistics output facilities are all under the control of the global menus, and the data 

browsing and editing facilities can only be accessed through the model configurator. 

The structure of the interface and each of its components are more closely described in 

Chapter 9. 

The logic elements part is the main functional component of the modelling system 

in the sense that all the modelling knowledge is formulated there. kincludes the 

management and maintenance of manufacturing data and modelling procedures, and the 

151 



logic data structures and functions for the dynamic execution of the designed model. 

Four components have been logically constructed and integrated to constitute this 

part, i.e. the data base, the working menwry, the knowledge base and the inference 

engine [234a] [44] [89] [245] [243]. Through the interface, the user can access the data 

base, the knowledge base and the working memory. The data base is accessed to input 

and manage the machining cell data, the knowledge base to enter rules and define 

classes, and the working memory to attach graphic and textual devices for model 

verification. 

The data base is designed to manage the flexible machining cell data associated 

with a designed model, including the production requirement data, the cell elements 

data and the part process data. By interactively inputing, editing and managing these 

data in the data base, the structure of different cell configurations can be specified and 

modified. 

The working memory is constructed to represent the dynamic state of the 

modelled system. It contains all the objects which are created to represent the 

corrensponding cell elements as defined in the data base. In addition, it acts as a 

blackboard [226] for storing all the temporary information which is generated and 

shared by the other components of the system during the simulation process. As part of 

the working memory, the decision centre is specially designed to maintain and resolve 

the conflicts arising from the simulation process (Figure 7.2). 

As shown in Figure 7.1, the working memory is created from the data base, and 

there is information flow from the data base to the working memory. This is effectively 

facilitated through the access-oriented programming paradigm [53]. 

The knowledge base contains the knowledge which is either domain dependent 

or application specific [242], except the model specific data as stored in the data base. 

The former, although used in a particular application, is general to the domain of 

flexible machining. The latter has to be defined and entered by the user subject to the 

requirements of specific applications. 

The inference engine is a general structure for controlling the overall functioning 

of the logic elements part. This is characterized by the information communications' 

between the inference engine, the knowledge base and the working memory. The 
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inference engine determines what rules in the knowledge base should be applied when 

and how. These rules in the knowledge base are then used to update the state of the 

working memory. The termination of the inference process is dependent upon the state 

of the working memory [234a] [226]. 

It is evident that this structure provides the modelling system with the following 

advantages: 

(1) The four modules of the logic elements part are distinct, and except the 

inference engine, the other components are accessable by the user through the designed 

interface. The user can modify any of them without affecting the others. This increases 

the modularity of the system, its comprehensibility and uniform structure. This is in 

significant contrast to conventional simulation techniques where the information and 

control functions are integrated [43] [165] [187]. 

(2) Since the working memory elements inherit the information from the 

corresponding objects in the data base browser, the user can flexibly modify or edit the 

data associated with the objects in the data base browser without affecting the structure 

of the working memory, and the inference engine can conduct inferences by directly 

using the information contained in the working memory without communicating with 

the data base browser. Thus data management for alternative models can be achieved, 

and this enables convenient modelling of different system configurations. 

(3) Since the modelling knowledge with regard to the interactions of cell ellements 

can be represneted as rules in the knowledge base and rules be organized in various 

layers of increasing detail, it is possible to represent the state transformations in a 

hierarchical way. This then brings the hierarchical modelling capability to the system. 

In addition, the inference process of a model can be based on pattern-directed searches, 

and no explicit steps are required, which have to be defined in conventional simulations 

[43]. 

(4) Due to the explicit representation of conflicts in the decision centre, 

complicated decision rules can be represented and modelled. This brings the capability 

of allowing the user to enter his own desired rules. 

(5) The state of the modelled system can be dynamically displayed by associating 

gauges, status windows or other graphic facilities to the objects contained in the 
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working memory. This is useful for model verification and debugging. 

(6) The generality of the inference engine can extend its use to the modelling of 

other type; of discrete event systems, such as assembly systems. 

(7) As the major components of the user interface are separately designed, each of 

them can be conveniently enhanced and be brought under the total organization by the 

global menus. 

(8) The user can specify the output required for decision making or understanding 

of the designed system by entering rules to the knowledge base, which collect these 

statistics. 

7.3 The Data Base 

As mentioned in Chapter 6, instance objects are created to represent the part 

spectrum, the cell elements and the part processes. The classes which have been 

defined as templates for these objects are shown in Figure 7.3. Among these classes, 

DEntities, DStation and DTransporter are abstract classes, DResourceMixin 

is a mixin class, and therefore they can not be used to create instance objects. All these 

class definitions start with 'D' to indicate that they are used to create the data base 

elements. The construction of this hierarchy is based on the consideration that more 

general classes should be defined first, and then the special ones. The following is the 

definition of a typical abstract class DStation: 

[DEFCLASS DStation 

(MetaClass AbstraetClass Edited: (* edited: 

doe (* Slalion muinfor dala entry)) 

(Supers DResoureeMixin DEntities) 

(ClassVariables (PossibleBufferbms (TwoPosRPBulf-BM FourPosRPBuff-BM 

DualPExehange-BM LinePBuff-BM , 

SquarePBuff-BM) 

) 

doe (* Possible buffer images for a slalion)) 

(Gate-Deseriptors ((work 1 24 0) 

(tool 118 85)) 

doe (* Graphic paramelers fOrlhe work an 
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tool palhs » 
(inils ((image SelBilMap (@ : :Defaultlmagebm» 

(bujJer SetBujJBm (- seifChooseBujJbm») 

doe (* The iniJialisation commands» 

(parlLisl ((image Graphielmage -12 26) 

(bujJer Graphiclmage 00» 

doe (* The graphic compOnenl parts of a 

station») 

[lnslaneeVariables (DefauIIBu[ferbmNIL doe 

(BujJerType NIL doe 

(BujJerSize NJI doe 

(* Default buffer image for a station» 

(* Part buffer or exhange store» 

(* Rotational buffer size of 

'.,~ .. --. ". . 
(Inpulllu[ferSize NIL doe 

(OulpullliifferSiie NlLiloc 

(BlndexTime NIL doe 

(BExehangeTime NIL doe 

station» 

(* Size of input buffer» 

(* Size of output buffer» 

(* Buffer index lime a/station» 

(* Buffer exchange time of station)JJ 

In this definition, the class variables specify the parameters and functions for the 

graphical display of the object in the model configurator (Figure 7.1). Among the 

instance variables defined, DefaultBufferbm is also a graphic parameter used to 

represent the buffer image specified when placing the object in the model configurator 

on creation. The other instance variables have to be specified in the data base. An 

example which inherit these variables is the class DMachineStation: 

(DEFCLASS DMaehineSlalion 

(MelaClass Class Ediled: 

(Supers DSlalion) 

(Class Variables (super NIL doe 

(* edited: » 

(* Super stack of the machine» 

(Deseriplion "Machine Slation" 

[nslaneeVariable 

doe (* Logical description of machine station))) 

(PTSCapacity NIL doe 

(TExehangeTime NJI doe 

(TIndexTime NIL doe 

(MExehangeTime NIL doe 
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As can be seen, more instance variables have been defined. These variables 

together with those defined in DStation, DResourceMixin and DEntities 

constitute the complete definition of a machine station. Depending on the selected 

modelling level, not all these variables have to be specified. For instance, the 

PTSCapacity of a machine does not need to be defined at level I. 

. Since the detailed definitions of all these classes represent the structural 

knowledge of a machining cell and each modelling level requires the specification of 

different set of variables defined in a class, the parameter definitions for each object 

for each level are to be more closely presented in the next chapter. 

the created instance objects, the LOOPS class - LatticeBrowser has 

being defined. major definitions 

include the functions associated with the title bar menu, the left and middle button 

menus [53], which are the interface facilities. See Chapter 9 and Appendix V for 

details. 

. 
The organization of the instance objects within the browser is realized in a three 

level hierarchy. The first level acts as a root list which points to the next level which 

consists of a list of stacks for the different types of objects as shown in Figure 7.3. 

These different types of objects constitute the third level in the hierarchy. The class 

which has been defined for the first level is called DBase: 

(DEFCLASS DBase 

(MetaClass Class Edited: 

(Supers Object) 

(InstaneeVariables (subs NIL doe 

(Identity NIL doe 

(ModellingLeve/ NIL doe 

(PlanningHorizon NIL doe 

(* edited: )) 

(* Successors of node)) 

(* Identity of the root stack)) 

(* Level at which the model is constructed 

andrun) 

(* Planning horizon/or the mode/le 

system) 

(SpeeifiedSequenee NIL doe (* Specified sequence in which 

(FixedPalletsFlg T doc 
• 
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of pal/els in Ihe syslem is ]ued or 

nol)) 

(TemporarySlOrageFlg NIL 

doe (* Fig showing whelher 10 use the 

temporary work storage specified in the dala 

base)))] 

The variable whose value can point to a list of objects is subs. It is this variable 

that links all the instance objects together to form the hierarchy in the browser. The 

other variables are defined for storing special machining cell parameters which are not 

represented using objects. 

The class defined for the second level is ItemStack which is specialised from 

DBase with a number of additional variables being defined to distinguish the different' 

stacks at this level. 

Three data base browsers have been defined corresponding to the three modelling 

levels. For each modelling level, a different set of item stacks are created from 

ItemStack to store a particular type of instance objects. Figure 7.4 shows the item 

stacks defined for the level-l data base browser. These include part, pallet, transporter, 
I 

load/unload station, machine station and process. As shown in Figure 7.5, the level-2 

data base browser contains additional categories of objects: temporary storages and 

tools. In the data base browser for the level-3 modelling (Figure 7.6), more types of 

objects are contained which are tool transporters and the secondary tool store. 

In each of the data base browsers, the data base icon is the root node which points 

to the different item stacks representd by the corresponding elements icons. For the 

instance objects defined with the browsers, their identities are shown as labels. It is 

apparent that this structured organisation of instance objects is obviously more effective 

than a single list collector which is used in [260]. A similar method has been used in 

KEE [88], where the class definition in the class browser is used as the instance stack. 

7.4 The Working Memory 

The working memory is a dynamic data base which stores the current knowledge 

about the tasks being performed. Figure 7.7 shows the structure of the working 
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memory. It consists of four different types of elements: facts, goals [203], conflicts 

[206] and statistics collectors. Refer to Appendix II for the complete definition of the 

class WorkingMemory. 

The first are represented using dynamic instance objects of classes defined within 

the class browser (Figure 7.8). Variables and variable properties adhered to the objects 

are used to describe the state of system elements. 

As shown in Figure 7.8, all the classes for creating dynamic instance objects are 

specializations of the classes defined for the data base. Three abstract classes, i.e. 

Entities, Station and Transporter, and a mixin class- ResourceMixin, are 

added. All the other classes can be instantiated to create the dynamic instance objects for 

the working memory. These include Operation, SubOperation, PartType, 

ToolType, Part, Tool, Pallet, Storage, SecondaryToolStore, 

InspectionStation, LoadUnloadStation, MachineStation, WashingStation, 

ToolTransporter, WorkTransporter, HMachiningCentre, VMachining 

-Centre, and Lathe. See Appendix II for the definition of these classes. The 

following is the definition of the abstract class Station: 

(DEFCLASS Slalion 

(MetaClass Class Ediled (* edited: ) 

(Supers ResourceMixin Enlities) 

(InstaneeVariables (PallelOnSlalion NIL doe 

(PallelslnBuffer NIL doe 

(*PaIlellhat is currcnJ/y residing on 

station)) 

(* Pal/ets that are in the buffer of the 

station)) 

(PallelsInInputBuf!er NIL doe (* Pal/ets that are in the input buffer of the 

station)) 

(PallelslnOulputBuffer NIL doe(* PI/ets that are in the outpUl buffer of the 

station)) 

(QueueLenglh NIL doe (* Current queue length in terms of 

pal/eJsOO 

(MaxQueueLenglh NIL doe (* Maximum queue length of station)) 

(SlationaryTime NIL doe (* Time that the station is stationary with a 

pal/et)) 

(Loading Unloading Time NIL 

the (* CummuiaJive time that the station is 
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lIX1ding/unJoading»)] 

In this definition, all the instance variables change dynamically during the running 

of the model. Among these variables, PalletOnStation. PalletslnBujjer. 

PalletslnInputBuffer andPalletslnOutputBuffer are used to describe the state of a 

station. whereas QueueLength. MaxQueueLength. StationaryTime and 

LoadingUnloadingTime are statistics indicators or collectors for a station. A sample 

class which is specialized from Station is MachineStation: 

(DEFCLASS MaehineStation 

(MetaClass Class Edited: (* ediJed: » 
(Supers DMaehineStation Station) 

(ClassVariahles (ResoureeType MaehineStation 

doe 

(InstaneeVariahles (ToolTimes NIL doe 

(* Type description og the resource» 

(* Tool and culting time list» 

(TooiRequirement NIL doe 

(TotalToorTypes NIL doe 

(* Tool types and times for this machine» 

(* Total tool types required by the 

machine» 

(TotalToolsNumber NIL doe (* Total number of tools required by the 

(ToolList NIL doe 

(ToolslnPTS NIL doe 

(UnusableTools NIL doe 

(ChangesOjWornTools NIL 

machine» 

(* Tools that are required by the machine) 

(* Tools that are in the PTS» 

(* Tools that are not required by the next 

job» 

doe (* Number of changes of worn tools» 

(ChangesOJUnusahleTools NIL 

doe (* Number of changes of tools that are not 

usable» 

(ChangesOfPositionTools NIL 

doe (* Number of changes of tools that are not 

the required types» 

(Machining Time NIL doe (* Time thaIlhe machine is in machining) 

Percentage NIL) 

(Culling Time Nil doe (* Time ,hat ,he machine is in cutling) 

Percentage NIL) 

(ToolChangingTime Nil doe (* Time thatlhe machine is changing 100ls) 
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Percentage NIL) 

(TimeWaitingForTools NIL 

doe (* Time ,hat the machine is wailing for 

tools) 

Percentage NIL) 

(ToolLoadUnloadTime NIL' 

dlJC (0 Time thaJ the PTS exchanges tools with 

tool transporters»)) 

Notably, in this definition, except the instance variable ToolslnPTS which is 

used to represent the state of the PTS of a machine, all the others are various statistics 

indicators or collectors. The class variable ResourceType is defined to distinguish a 

machine station from other stations, such as load/unload stations. 

Goals are the scheduled bound events which provide a direction to the system's 

processing by sketching the situations that must be achieved [89] [200]. Two instance 

variables ( FinishTime and GoalStatus) of a working memory element are used to 

represent the goals. They help ensure that the most appropriate aspects of a task are 

searched and processed first. 

In the level-l and level-2 modelling, since only work flow is considered, these 

two variables are only defined for the class Pallet. However, they are defined for both 

the class Pallet and the class ToolTransporter at level 3 as both work flow and tool flow 

are modelled at this level. Refer to the next chapter for more detailed discussions on this 

issue. 

The third type of elements in the working memory, which are also represented by 

objects, are the various conflicts among the actions of system elements with regard to 

the selection of resources for a component or the sharing of a resource by several 

components [243]. Figure 7.9 shows the classes of conflicts defined in the class 

browser. Here, the classes ConJlictSet, PalletConJlictSet and ResourceConJlictSet are 

abstract classes, while the seven specialised classes, OperationConflictSet, 

ToolingConflictSet, ReleaseConJlictSet, LUStationConJlictSet, NextStationConJlict

Set, ToolTransporterConflictSet and WorkTransporterConflictSet, are used to create 

instance objects which act to record the different types of conflicts generated in the 

modelling process. Refer to Appendix 11 for the detailed definition of these classes. The 

following lis~s the variables defined for ReleaseConflictSet: 
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(DEFCLASS ReleaseConflictSet 

(MetaClass Class Edited: 

(Supers ConflictSet) 

(. edited: ) 

(ClassVariables (Type #$ReleaseConflictSet 

doe 

(CandidateType "Part" doc 

(. Logical type of the conflicl sel)) 

(. Type of candidates)) 

(Rule Library (("Specified Sequence" SpecifiedSequence 

"Will se/ect specified sequence rule." 

'This rule selects the part type according to a pre-specified 

list. ") 

("Earliest Due Date" EarliestDueDate 

"Will select earliest due date rule." 

'This rule se/ects the part type that has the earliest due date. 

It intends to minimise the lateness of the order.")) 

doe (. Release rule library)) 

(SpecijiedRule SpecifiedSequence 

doe (* Rule that has been specified or selected 

by lhe user for parlicular applicaJion.))) 

(InslanceVariables (PartTypeSelected NIL doc (. Pari type lhat is selecled by Ihe 

applicaJion oflhe release rule)) 

(partTypes NIL doc (. Pari Iypes Ihal compele for lhe same 

pallet.)) 

(FilteredPartTypes NIL doc ('Parl types lhal are left afler inilial 

fillering)) 

(Pallet NIL doc ('Pallellhalparls arecompelingfor)))] 

Here, the class variable Type is used to distinguish this type conflict set from the 

others in the decision centre. The class variable CandidateType is a logical description 

of the candidates in the conflict set. The class variable RuleLibrary is the key parameter 

for a conflict set, which contains all the information and functions for setting up the 

rule library menu and activating the rule entry on invocation. For conciseness, only two 

rules are shown in the above definition. The strings "Specified Sequence" and "Earliest 

Due Date" are used as item labels on the rule library menu. The next parameter, 

SpecijiedSequence or EarliestDueDate, is the actual decision or conflict-resolution rule 

which is defined around this conflict set. The next string is the help information to 

appear in the prompt window on selection of the rule. The last string is the English 
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paraphase for the rule, which is displayed in the summary window (see Chapter 9 for 

details). It is appareni that this structured definition provides a very flexible framework 

for addition of other rules. 

As mentioned before, the conflicts are contained in the decision centre which is 

defined as follows: 

(DEFCLASS DecisionCentre 

(MetaClass Class Edited: 

(ReleaseConjlietSets NIL doe 

(OperationConjlietSets NIL doe 

(LUStationConjlietSets NIL doe 

(WorkTransporterConjlietSets NIL doe 

(NextStationConjlietSets NIL doe 

(ToolingConjlietSets NIL doe 

(ToorFransporterConjlietSets NIL doe 

(*ediJed: ) 

doe (* Decision centre defmedfor decision 

making)) 

(* List of release conflict sets)) 

(* Lisl of operation conflict sets» 

(. List of loadJunJoad station conflict sets)) 

(* List of work transporter conflict sels» 

(* List of next station conflict sets» 

(* Ust of tooling conflict sets)) 

(* List o[tool transporter conflict 

sets)))] 

Since the number of conflicts of each type generated in the suimulation process is 

problem-dependent, a machanism is required which can create new conflict sets if there 

are not enough in the decision centre (Figure 7.2). These newly created conflict sets 

should be automatically put into the decision centre and be used afterwards. To make 

the most efficient use of these data structures, the conflict sets are cleared after 

conflict-resolution so that they can all be used again. 

In addition, the working memory contains information about sampling and 

recording, which will provide the statistics of the system performance [203]. This is 

facilitated by th instance variables and the variable properties defined for the system 

entities (refer to the definitions of Station and MachineStation ) and the working 

memory (Appendix II). See Chapter 10 for a more detailed discussion on the collection 

and computation of the system performance statistics. 

7.5 The Knowledge Base 
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The knowledge base is the main component of the modelling system in the sense 

that all the knowledge about the system being modelled is formatted there. It is built 

mainly around the LOOPS class browser [53]. According to the way that knowledge is 

represented, there are three basic types of modelling knowledge, i.e. classes, rules and 

procedures (Figureiii). Rules are defined in the class browser around the classes, 

which are used to create the instance objects for the data base browser or the working 

memory. Procedures are either LOOPS methods which are defined for classes, or LISP 

functions which are of general use. 

The classes and methods defined for the data base browser elements can be 

accessed through the model configurator, and new classes be defined. The classes for 

the working memory elements are accessable through the rule entry editor, because 

they provide the work spaces for all the rules defined. 

The rules can be divided into three main groups (Figure 7.10) according to their 

functions in the modelling system: 

- Inference rules: These are the metarules contained in the inference engine, 

which are to be more closely described in the next section. 

- Decision rules: These are the conflict-resolution rules which select a resource 

from alternative available ones for a component, or a componet from a list for allocation 

to a resource [165] [41] [89a] [257]. Examples are the LWL (least work load) rule 

which selects a station with the least work load for the subsequent operation on a 

component, and the FTU (fewest tools unavailable) rule which selects a part with the 

fewest required tools being unavailable in the magzine for the next loading, etc. 

- Behavioural rules: These rules are defined around the classes for the 

working memory elements to describe the behaviour of particular objects, such as a 

machine station, a transporter, etc.[178]. 

According to whether these rules interact with the inference rules or not, 

behavioural rules can be further divided into transformational rules and 

descriptive rules. The transformational rules are the set of statements which describe 

the actions that make up the model, and in particular, the interactions between the 

obejcts in the working memory. The application of these rules triggers the change of 

the state of the working memory. 
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Depending on the functionality of the transfonnational rules in the simulation 

process, these rules can further be divided into the following (see next chapter for more 

details): 

- Start-action recognition rules: In these rules, various actions that can be applied 

are recognised by matching the rules with the individual or combinations of elements in 

the working memory, and the conflicts concerning alternative available resources for an 

action are detected and automatically put into the working memory. 

- Start-action rules: In these rules, the states of the system elements in the 

working memory are changed by starting the vaious actions whose conflicts have been 

resolved and setting the goals to be achieved by the actions. For example, Start

Processing corresponds to loading the part from the buffer onto the machine; setting the 

status of the machine to busy; setting the time of the goal to the addition of the current 

. time and the expected processing time, and the status of the goal to active; etc. 

- End-action rules: These rules change the state of the relevant elements of the 

working memory by ending the actions in order to achieve the goals. For instance, 

End-Processing will load the part into the local buffer, set the status of the machine to 

idel, set the status of the goal to dead, and update the cummulative busy time of the 

machine, etc. 

The descriptive rules are the rules which are used or called by the 

transfonnational rules to directly change the data structure or the details of the objects, 

or to collect the statistics of the objects. The following is an example of descriptive 

rules, which is defined around the class MachineStation to describe the state change of 

a machine station upon starting part loading and processing at the station: 

WorkSpace Class: Machine Station; 

Compiler Option: A; 

Temporary Vars: ; 

Control Structure: DOALL; 

Rule Class: MyRule; 

*"'******* . . 
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IF :BufferType='PartBuffer 

THEN .CollecudleTime 

:Slalus-'LoadingAndProcessing 

.schedulePallelOperalion 

.CollectLoadingUnloadingTime 

:PallelsInBujfer-(REMOVE :Pal/elOnSlalion :Pal/elslnBujJer); 

IF :BufferType='ExchangeSlore 

THEN CollecudleTime 

:Slalus-'LoadingAndProcessing 

.SchedulePallelOperalion 

.CollectLoadingUnloadingTime 

:PallelslnInputBujfer-(REMOVE :PallelOnSlalion :Pal/elslnInpUJBujfer); 

In this ruleset, two rules are actually defined. The first rule handles the case 

where t1ie machine station has a PartBuffer -type buffer, and therefore the state changes 

include the updating of the status of the machine and the transfer of the pallet selected 

from its local buffer. The other three rules, i.e, .CollectldleTime, 

.SchedulePalletOperation and .CollectLoadingUnloadingTime are themselves 

descriptive rules for collecting statistics. The second rule does the same function, 

except that it handles the case where the machine has a ExchangeStore-type buffer. 

For efficiency, some of the methods of objects are developed using the 

procedure-oriented programming paradigm of LOOPS. Although they are less 

comprehensible, these methods are functionally self-contained and can be used .as 

general utilities. An example is the LISP function definition called PickLowObj . It 

takes an object, a method and a list of candidate objects as arguments, and selects the 

one from the object list which returns the lowest value on applying the method (see the 

use of this function for new rule definitions in Chapters 14 and 16). Although no 

facilities have been built for the access or application ~f these procedures, they can be 

called directly when they are needed. 

7.6 The Inference Engine 

The inference engine of the modelling system is responsible for the execution 

process by controlling the termination, goal searching, end-action calls, identification of 
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start of actions, conflicts resolution and start of actions. It specifies control explicitly by 

using metarules (rules which determine how to apply other rules) [200]. The following 

is the class definition of InferenceEngine: 

(DEFCLASS InfereneeEngine 

(MetaClass Class Edited: 

(Supers Object doe 

(InstanceVariables (ModellingLevel NIL doe 

(MasterClock NIL doe 

(BloekTime 0 doe 

(DisplayFlg NIL doe 

(StartTime NIL doe 

(FinishTime NIL doe 

(RunTime NIL doe 

(* edited: » 
(* Diflnition of inference engine» 

(* Level at which the model is to be run» 

(* Master clock of the engine» 

(* block time of the simulation process» 

(* Fig showing whether simulation is 

displayed or not» 

(* Start time of the run» 

(* Finish time of the run» 

(* Run time of the model)))] 

As can be seen above, the class definition of the inference engine is fairly simple. 

The main variables are the M odellingLevel and M asterC lock. The former is required to 

be specified by the user, and the latter functions as a clock for keeping the current time 

as simulation proceeds. 

This inference engine has been designed to have eight metarules for controlling 

the running of a model, which are all contained in the top metarule RunM odel: 

WorkSpaee Class: InfereneeEngine; 

Compiler Option: A; 

Temporary Vars: ; 

Control Structure: WHILEALL; 

While Condition: T; 

Rule Class: MyRule; 

.******** 

IF .TerminationCondition 

THEN (Stop T'Done); 

THEN NextGoal; 
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THEN EndAcrions 

.U pdareS raresDispluy; 

IF FindFreePa//ers 

THEN .TestReleaseOfParrs; 

IF ResolveReleaseConflicrs 

THEN ReieaseParrs; 

THEN .TesrSrarrOjActions; 

IF ResolveSrarrAcrionConflicrs 

THEN .SrartAcrions 

.updareDisplay; 

THEN .BlockModelling; 

As shown in Figure 7.11, only the first seven metarules are used as the control 

executive for the whole simulation process, which are executed in the following order. 

The termination metarule first checks if the execution can. terminate. The goal 

identification metarule then searches the most recent goal which can be achieved. 

Following this, the end-action I?etarule accomplishes the goals identified above by 

ending relevant actions [89]. 

Next, the parts-release recognition metarule checks the release of parts into the 

system and detects the conflicts with regard to the release of different part kits. After 

this, the parts-release metarule resolves the conflicts detected above and allocate part 

kits to available pallets. 

Following this, the start-action recognition metarule checks each of the actions 

which are waiting to be started and detects the conflicts with respect to the competition 

of resources for the same work. Finally, the start-action metarule resolves the conflicts 

identified above, detects the conflicts with regard to the sharing of resources by 

different components, and immediately executes the conflicts-resolved actions. 

Refer to Appendix ill for the detailed definition of these metarules. 
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The eighth metarule is used in the above definition to block the simulation process 

so that a simulation can be suspended, resumed, or stopped under the control of the 

user. The .UpdateStatesDisplay and .updateDisplay are two rules for updating the 

status windows of the objects during the simulation. They are not used for state 

transformations but the dynamic display of the state of the modelled system. 

There are two basic types of termination conditions for a simulation. One is to 

simulate a system for a specific time period [165], and another is to terminate the 

simulation when a specified production requirement is completed [43] [142] [89a]. The 

latter has been considered in the modelling system, and the former can easily be 

implemented. The NextGoal metarule is actually implemented in a LISP procedure, 

the logic flow of which is shown in Figure 7.12. 

Since in modelling there are many equally acceptable goal states but only one 

single initial state, the author chose a forward-chaining rather than a 

backward-chaining method [3] [226] [234a] for the inference engine of the modelling 

system. Another point that supports the forward-chaining strategy is that even in very 

simple systems, there is no predetermined final state, and the purpose of modelling is 

really to discover what the future will look like [279]. Furthermore, an irrevocable 

search strategy should be used by the inference engine for the purpose of evaluting 

rather than optimising the performance of a designed system. Therefore, many tentative 

search strategies [3] [226] are not appropriate. 
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Chapter 8 

THE MODELLING KNOWLEDGE 

8.1 Introduction 

The main objective of this chapter is to introduce the modelling knowledge' 

embedded in the modelling system. First, the work and tool flow in a single-cell 

flexible manufacturing facility and the corresponding system states are discussed. Then 

the information flow hierarchy is examined. After this, each of the three modelling 

levels is described in detail, with the emphasis being placed on the operational strategies 

considered at each modelling level. 

8.2 Work/Tool Flow and System States 

In a single-cell flexible manufacturing installation, the entities that flow through 

the system can be considered as two types. One is work, i.e. parts or components, and 

the other is tool (Figure 8.1). Although work and tool transporters, such as AGV s or 

robots, are also moving entities, they can be considered as being attached to work and 

tools since it is the work and tools that demand for transporters in order to be 

transported to their next destinations. The workstations like load/unload stations, 

machine stations, washing stations, inspection stations and the work/tool stores are all 

stationary elements, and they are requested by workpieces and tools. 

Thus it is natural to view the system elements as being connected by workpieces 

and tools while they are flowing through the system. However, workpieces are usually 

carried by pallets, and tools are transported by tool transporters according to the parts' 

tool requirements at particular machine stations. As a result, a manufacturing system 

can be seen as having pallet and tool transporter flows. The state transformation of the 

system can then be effectively described through work pallets and tool transporters 

which link the other system elements. 

In a normal event based simulation approach [209], an event list is required, 

where each event contains the time at which this event is due to occur, the identity of 

this event and the extra record to identify which entities are involved in this event. The 

disadvantage of this approach is that the event routines can get rather complex and this 
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can make enhancement and debugging somewhat tortuous. In addition, 

decision-making is usually embedded in the event routines [243]: On the other hand, 

the activity based approach suffers from the fact that the activity scan is always 

complete and this is clearly inefficient and a waste of time. The process approach, 

however, usually requires a rather complex executive, and the processes are 

considerably complex to program [209]. 

Depending on the rules to be used for handling the interaction between work and 

tools, there are three basic work and tool integration strategies, i.e. work-oriented, tool

oriented and hybrid work and tool oriented (Figure 8.2) [84]. The work-oriented 

strategy can be defined as that tools are provided to meet the work's tool requirements. 

The tool-oriented strategy is at the other extreme, that is , work is scheduled through 

the system subject to the tool availability constraint at each of the machine stations. The 

hybrid strategy is a combination of the above two extremes, i.e. workpieces and tools 

can be influenced by each other. 

8.3 The Four-Level Control Strategy 

To deal with all these cases in the modelling system, it was decided that the 

control within the knowledge based modelling system should be facilitated in a 

hierarchical way, with four basic levels being defined, i.e. the inference level, the 

decision level, the state transformation level and the state description level (Figure 8.3). 

The inference level is the highest level, which is responsible for sequencing the actions 

and conflict resolutions which occur as the modelling proceeds. It controls not only the 

decision level but also the state transformation level. The decision level receives the 

conflicts arising at the transformation level, resolves these conflicts, detects and 

resolves further conflicts which can occur between the pre-conflict-resolved actions, 

and finally sends the non-conflicting decisions to the working memory which are then 

used at the transformation level. 

The transformation level is the set of statements which describe the actions that 

make up the model. These are the explicit rules about the interactions of the cell 

elements. The state description level is the set of rules used by the transformation level 

to model the details of the cell elemments. It consists of rules for accessing and 

changing those particular attributes of the cell elements, and for collecting statistics. It 

has been designed to consist of a number of sub-description levels, i.e. rules have 
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been written which can be called by higher level rules. 

Within this hierarchical framework, work pallets and tool transporters are to be 

modelled independently at the state transformation level, with their interactions being 

hanafit:d at the decision level. At the transformation level, it is adequate to use indexing 

vhi{bles [226] to represent the state of work pallets and tool transporters, and hence 

the state of the associated system elements. For example, if a pallet has a status value 

Processing, then this indicates that the workpieces on the pallet are currently being 

processed at the station pointed from the pallet, and the involved station is no doubt in 

the state Busy which means that the pallets waiting for this station can not be loaded. 

The advantage of this index method is that the status of system elements is explicitly 

represented, and this reduces the rule matching time significantly [226]. Another 

advantage of this method is that it is very easy to extend the modelling system to 

include the modelling of more complex behaviours. This can be achieved by adding 

new state indexes and defining the associated decision rules, transformational rules and 

descriptive rules. 

The following is the list of variables defined in class Pallet (see Table 11.27 of 

Appendix IT for a complete definition of this class): 

[DEFCLASS Pallel 

available 

(MelaClass Class Ediled: 
(Supers DPallel Emilies) 
(InslaneeVariables (AvailablePartTypes NIL doe 

(SeleeledParlType NIL doe 

(AlloealedParls NIL doe 

(PartsOnPallel NIL doe 
(TransporlerArrivarrime NIL 

doe 

(SubOpsDuration NIL doe 
(FinishTime NIL doe 
(SlartTimeForTools NIL doe 

(GoalSlalUS NIL doe 

(CurrentLoealion NIL doe 
(NexlOperalion NIL doe 

(OperalionLisl NIL doe 
(CurremOperalion NIL doe 
(AvailableNexlSlalions NIL 

doe 

(·edited: )) 

(* Part types tha! are available for pallet) 
(*Part type that has been selected/or 
release) 
(·Parts of the selected type that are 

for pal/et)) 
(* Parts tha! are on pallet)) 

(* Time that the transporter TUns from a 
slalian to its next destination» 
(* Time to fmish the sub-operalions)) 

_(* Finish time of pal/et)) 
(* Time when pal/et starts waiting for 
tools)) 
(* Status of the gosl showing whether it is 
active or not» 
(* Location of pal/et)) 
(* OperaJion that is onsideredfnext or lhe 
allocaled parts)) 
(* Operalion listfor allocaled parIS)) 
(* Currem operation for parIS on pallet)) 

(* Next stations tha! are available)) 
(SeleCledNexlSlalion NIL doe (* Selected next station for pallet when it 
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is 

PTS)))/ 

transferred)) 
(AvailableResourees NIL doe (* Available resources for considered 

operalion)) 
(SeleetedResouree NIL doe (* Selected resource for considered 

operalion)) 
(AvailableToorTransporters NIL 

doe (* Available tool transporters for pallet)) 
(SeleetedToorTransporter NIL 

doe 
(TemporaryStorages NIL doe 
(UnavailableTools NIL doe 

(* Selected tool transporter for the pallet)) 
(* Temporary storages for this pallet)) 
(* Tools that are unavailable in the 

In the above definition, FinishTime in conjunction with GoaIStatus are used to 

represent the goal of the simulation. PartsOnPaIIet, CurrentLocation, NextOperation, 

OperarionList, CurrentOperation and TemporaryStorages are used to both represent· 

the state of a pallet and link to other objects. The other variables can be classified as 

three groups. The first group of variables are AvailablePartTypes, 

AvailableNextStations, AvailableResources, and AvailableTooITransporters, whose 

values are set at the transformation level and are used by the decision level for making 

decisions (i.e., resolving conflicts). SelectedPartType, AIIocatedParts, 

SelectedNextStation, SelectedResource and SelectedToolTransporter belong to the 

second group, which are set at either the decision level or the transformation level and 

are used at the transformation level for identifying the relevant objects whose states 

should be updated. All the others are the third group of variables which are both set and 

used at the transformation level, i.e., they act as temporary variables for passing 

information between the objects involved at this level. 

Similarly, the class TooITransporter has been defined to have the following 

variables for acting at the transformation level: 

arrive 

[DEFCLASS ToolTransporter 
(MetaClass Class Edited: (* edited: )) 
(Supers DToorTransporter Transporter) 
(ClassVariables (ResoureeType ToorTransporter 

doe (* Type of resource))) 
(InstaneeVariables (ToolsOnIt NIL doe 

(FinishTime NIL doe 
(GoalS/a/us NIL doe 

(ArrivalTime NIL doe 

(* Tools that are currenl/y carried by the 
transporter)) 
(* Finish time of transporter)) 
(* Status o/the goal showing whether it is 
active or not» 
(* Time it takes for the transporter to 
from its previous localion)))J 

Compared with the definition of Pallet, the above definition is much simpler. This 
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is because of that the work and tool integration strategy under the present consideration 

is mainly work-oriented, though the influence of tooling on work can also be modelled. 

As a result, much information has to be associated with work flow, or rather, Pallet. 

Again, FinishTime and GoalStatus are used to represent the simulation goal. 

ToolsOnlt is used to represent the partial state of the transporter, and ArrivaLTime is a 

temporary variable used at the transformation level. 

In the previous chapter, the decisions made at the inference level have been 

closely examined. The following sections will concentrate on the logic of the other three 

levels, with emphasis beling placed on the decision level and the transformation level. 

8.4 The Level-1 Modelling 

8.4.1 Operational Assumptions of Level 1 

As discussed in chapter 6, at this level, each work station is assumed to have a 

infinite local buffer so that no blockage could occur. Therefore, when a job is finished 

with its current processing, it can be unloaded immediately into its buffer. This means 

that the loading action, the actual processing action and the unloading action can be 

combined to form a single action. Equally, when a free transporter is requested to 

transport a job to its next destination, the transporter's empty run action, the 

transporter's loading action, the load run action and the unloading action can be 

considered as one action. Besides, temporary part storages, tooling availability and 

tool flow are not to be modelled at this level. 

8.4.2 State Transformation at Level 1 

As a result of the above assumptions, the actions of a work pallet at this level can 

be defined as the follows (Figure 8.4): 

- Palletisation, 

- Processing, 

- Transporting, and 

- Depalletisation. 
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Here, Palletisation means the action of fixturing a batch of parts onto a free pallet 

and unloading the pallet from the station off to the local buffer at the load/unload 

station. Processing indicates the whole action involved at a pallet's visit to a machine 

station, inclusive of work loading, cuttings, tool changes and work unloading. The 

action Transporting involves the arrival of a free transporter, loading of a pallet onto 

the transporter, load run of the transporter and finally the unloading of the pallet off the 

transporter. Depalletisation includes the loading of a pallet from the local buffer of a 

load/unload station onto the station and the actual depalletisation of the workpieces. 

The transformational rules which are built around the class Pallet for this level are 

contained in three rulesets called TestStartoJActionl (Figures IIT.15), StartActionl 

(Figures III.21 to Il1.24) and EndActionl (Figures IlI.27 to IlI.30) ( see Appendix 

III). 

As shown in TestStartoJActionl, before starting the four actions, the pallet can be 

in any of the four states, i.e., AwaitingForPalletisation, AwaitingForTransJer, 

AwaitingForProcessing and AwaitingF orDepalletisation. In each of these states, the 

availability is checked of the relevant resources. Notably, the order of the four rules in 

this ruleset can be deliberate because the status values have been uniquely defined. On 

checking the availability of load/unload stations (i.e., when the status of the pallet is 

AwaitingForPalletisation) (Figure Ill. 16), four rules have been defined corresponding 

to the four operational constraints: 

Rule 1: IF the station has an empty pallet (i.e .• the system has afixed number of pallets). 
THEN the station is set as the selected resource and the pallet is put to the 
working memory as an applicable pallet. 

Rule 2: IF there is only one station assigned to the considered operation and it is available. 
THEN the assigned station is set as the selected resource and the pallet is put to the 
working memory as an applicable pallet. 

Rule 3: IF there are alternative stations assigned to the considered operation but there is 
only one station available. 
THEN the available station is set as the selected resource and the pallet is put to 
the working memory as an applicable pallet. 

Rule 4: IF there are alternative stations assigned to the considered operation and more than 
one stations are available. 
THEN the stations are set as available resources and the pallet is put to the 
load/unload station conflict set of the decision centre. 

When the pallet is in status AwaitingForTransfer, two relevant resources have to 
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be checked. One is the next station (Figure III.l8) and the other is the transporter 

(Figure III.l9). When the status of the pallet is either AwaitingF orProcessing or 

AwaitingF orDepalletisation, the status of its residing station is checked (Figure m.20). 

The working logic of the rules in each of these three rule sets is similar to the above 

description for .CheckLoadUnloadStation. 

After all the above identified conflicts are resolved in the decision centre, the pallet 

can start its transformation actions. This is defined in the ruleset StartActionl (Figures 

III.21 to III.24). On starting the palletisation action, the following changes have to be 

made with regard to the state of relevant objects: 

Rule 1: IF the pallet is awaiting for palletisation, 
THEN remove the pallet from the startable pallet list of the working memory. 
change the state of the pallet, 
collect part peiformance statistics, 
set the new goal for the pallet. 
change the state of the load/unload station. 
collect the load/unload station peiformance statistics; 

As shown in Figure III.21, the state transformation involves the updating of 

many variables and parameters. Therefore, metarules can be defined to group the 

relevant statements in a rule so that a more formal and comprehensible rule definition 

can be achieved. This has been falititated for the two later designed modelling levels. 

The ruleset for setting the new goal for the pallet is shown in Figures III.25 and 

m.26 .. When the pallet is in status Palletisation, the following time handling procedure 

is performed: 

Rule 1: IF the pallet is in palletisation. 
THEN set goal status to active, 
compute the duration of the palletisation action, 
set the finish time of the pallet to the addition of the current time and this duration; 

The computation of the palletisation duration is done by Pallet. Find

PalletisationDllration: 

THEN duration-.FindOperationTime + .FindStationExchangeTime; 

That is, it ad9s the time of the considered operation with the time of the station 

exchange time. This coincides with the assumption of combining the palletisation and 

unloading actions together to form a single action. 
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When an action is due to end, the EndActionl ruleset is applied to change the 

state of relevant objects (Figure III.27 to 30). On ending the palletisation action, the 

following changes have to be made: 

Rule J: IF the pallet is in palletisalion, 
the current time as shown in the inference engine is greater than the finish time of 
the pallet, 
THEN update the state of the pallet by placing parts on pallet and unloading the 
pallet to the local buffer of the station, 
collect part peiformance statistics, 
update the operation list of the pallet, 
setthe status of the pallet to AwaitingF orTransfer, 
set goal status to NIL, 
change the state of the load/unload station, 
update the statistics of the station; 

Although not strictly a transformation action, the release of parts involves the 

identification of free pallets and the allocation of the parts to these pallets. Figure III.13 

shows the ruleset for testing the release of parts. The actual release of parts is done in 

the ruleset PalletReleaseParts as shown in Figure III.14. 

8.4.3 State Description at Level 1 

Many descriptive rules have been defined for application within the 

transformational rules. The objective of this is to simplify and formalise the statements 

used in the definition of a transformational rule. The following is the definition of a 

descriptive rule Pallet.LoadOntoTransporterl in rule 2 (Figure II1.22) of 

Pallet.StartActionl: 

THEN Remove FromBuffer 
.CollectPartsTimeAtBuffer 
.CollectPartsLoadingUnloadingTime 
:CurrentLocalion·:Se1ectedResource 
:CurrentLocation:PalletOnlt-se/f 
:CurrentLocation.CollectLoadingUnloadingTime; 

Here, direct data accesses are also used to set the pallet on a transporter. A 

sub-descriptive rule RemoveFromBuffer is used to update the state of the buffer of the 

station. The other rules are for collecting statistics. 

Another function of decriptive rules is to access the input parameters. Typical 
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examples are the two rules FindOperationTime and FindStationExchangeTime used in 

Pallet.FindPalletisationDuration as shown above. Figure 8.5 shows the data input 

requirement for parts. pallets. load/unload stations. machine stations. work transporters 

and processes at this level. Notably. the links between objects in the data base are 

represented indirectly using litatoms rather than directly using objects. This resolves for 

the user the problem of complicated links among objects when designing a model. 

8.4.4 Decision-Making at Level 1 

There are five categories of conflicts that have been defined for this level of 

modelling. These are the Release Conflict, Load/Unload Station Conflict, Next Station 

Conflict. Transporter Conflict, and Operation Conflict. A release conflict is defined as 

the competition of several part types to be allocated to a free pallet (Figure Ill. 13). The 

load/unload station conflict occurs when there are more than one stations for the initial 

fIXturing of parts onto a pallet (Figure Ill. 16). The next station conflict is defined as the 

availability of more than one stations capable of performing the next operation on a job 

(Figure III.18). The transporter conflict can be generated when there are more than one 

transporters available for a transfer action (Figure Ill. 19). An operation conflict can be 

defined as the competition of several pallets for a resource (Figure III.9). This is the 

only conflict at this level which is detected at the decision-making level rather than at the 

transformation level. Refer to Appendix II for the class definitions of these conflicts. 

Five categories of conflict-resolution rules or decision rules can be defined to 

resolve these conflicts respectively. These rules make decisions by accessing the 

information of the objects contained in the conflict sets. The release conflict-resolution 

rules select one of the available part types according to the orders information or the 

process characteristics of the part types (Table 11.8). The load/unload station 

conflict-resolution rule selects a load/unload station according to the performance of the 

stations or the operation details on the stations (Table 1104). The application of the next 

station conflict-resolution rules chooses a station from several available ones for the 

job's immediate operation based on the performance of these stations or the job's status 

and process details at the stations (Table II.5). The transporter conflict-resolution rules 

are used to manage the movement of the transporters and they select a free transporter 

from several candidates for a job waiting to be transported to its next destination (Table 

11.12). The operation conflict-resolution rule selects a pallet from several ones for 

allocation to a resource. which can be a load/unload station, a transporter or a machine 
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station (Table II.6). 

Generally speaking, a decision rule can be developed based on two sources of 

information. One is the local information, i.e. the attributes of the candidates, and the 

other is the global inform"ation, i.e. the attributes of not only the candidates but also the 

objects linked to the candidates. 

The standard form for a release conflict-resolution rule is as follows: 

WorkSpace Class: ReleaseConf/ictSet; 
Compiler Option: A; 
Temporary Vars: partselected; 
Control Structure: DOALL; 
Rule Class: MyRule; 
*.***.** 

IF partselected·(PickLowObj self'GetAttribute :FilteredPartTypes) 
THEN :PartTypeSelected-partselected; 

Here, the utility function PickLowObj is used to select a part type which returns 

the lowest value on applying the method GetAttribute. The method GetAttribute has to 

be defined by the user to retrieve the value of certain attribute of the part type. This 

attribute can either be a single parameter or a weighted combination of several 

parameters of the candidate, or its linked objects. An example of the single parameter is 

the batch size of a part type or its due date. The parameters of the linked objects can be 

the list of operations. Another utility function is PickHiObj which selects an item 

which has the highest value on applying the get-attribute function. 

Notably, any other form of release conflict-resolution rules can be defined so long 

as the variable :FilteredPartTypes is used as the argument and the variable 

:PartTypeSelected is set to a candidate at the end. 

The decision rules or conflict-resolution rules for the other types of conflicts take 

a similar form but have a different set of variables. Refer to the definition of these 

classes in Appendix IT for a detailed description. In the case studies in later chapters, 

these rules will be developed and applied to control the operation of the cells. 

Figure 8.6 summarizes the decision rules which have been built into the rule 

library so that the user can select for particular applications. 
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8.5 The Level-2 Modelling 

8.5.1 Operational Assumptions of Level 2 

At this level, each station has a specified buffer type of limited size(s). Therefore 

work can be blocked at a station, resulting in the necessity of considering the station 

unloading and transporter loading actions separately. The change of the state of a buffer 

or a station influences the jobs that are waiting for a position at the station. These jobs 

are either completed with their previous operations and waiting to be loaded off the 

table of the stations, or are at a station and waiting to be transported to its next station 

which has all its positions being ocuppied. 

Similarly, the transporitng action at this level can not be modelled in the same way 

as level 1. Although the transporter's empty run sub-action can be combined with the 

pallet's transporter-loading sub-action, this combined action can not be further 

integrated with the transporter's load run sub-action and its unloading sub-action. For 

the loading of the transporter will free a position for the pallet's current station, and this 

can cause other jobs to start their actions. In addition, the use of temorary storages is to 

be modelled and tool requirements planning considered. 

8.5.2 State Transformation at Level 2 

As a result of the above assumptions, a work pallet can be defined to have the 

following actions at this level (Figure 8.7): 

-Palletisation, 

- WaitingforTrallsporterandLoading, 

- TransportingandUnloading, 

- LoadingandProcessing, 

- Processing, 

- Unloading, and 

- Depalletisation. 

At this level, Palletisation only indicates the action of fixturing a batch of 

components onto a free pallet at a load/unload station. WaitingforTransporterand-
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Loading includes two sub-actions, i.e. the actual arrival of a selected free transporter 

from its current loacatio~ to the pallet's current location and the loading of the pallet 

from either the station or the_stations's buffer onto the transporter. 

TransportingandUnloading involves the load run sub-action of the transporter 

and the unloading of the transported pallet off to its selected destination which can be 

either a station without any buffers or a station's buffer. LoadingandProcessing is the 

process of work loading, and cuttings and tool changes involved at a job's visit to the 

station. Unloading is the action involved for a job which is waiting to be unloaded off 

the station to its local buffer. Processing is applied when a job is transported to a 

station which has no buffers. In other words, after the job is unloaded to the station 

from the transporter during the TransportingandUnloading action, the loading 

sub-action in the LoadingandProcessing action is no longer necessary. 

Depalletisation can be applied in two cases. One is that the load/unload station 

has a local buffer. In this case the execution of this action indicates the loading of the 

pallet from the buffer and the actual depalletisation of the work on the pallet. Another is 

that the load/unload station does not have any local buffers and the loading of the pallet 

to the station has already been done during the TransportingandU nloading action, and 

therefore Depalletisation only involves the depalletisation of the components off the 

pallet. 

The transformational rules that have been built around the class Pallet for this 

level are defined in three nilesets known as TestStartoJAction2, StartAction2 and 

EndAction2 respectively (Appendix Ill). 

In modelling the use of temporary storages in the cell, rule 3 has been 

incorporated in the ruleset Pallet.TestStartOJAction2 (Figure Ill.31). Here, the order of 

rules 2 and 3 is important. For the order shown in the figure implies the following 

operational constraints: 

Rule 2: IF the pal/et is awaitingfor transfer and the next station(s) is available. 
THEN check the availability of the transporter; 

Rule 3: IF the neXl station is not available but the temporary slOrage(s) is available. 
THEN check the availability of the transporter; 

If these two rules are ordered another round, the pallet will be first checked 
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against the temporary storages and then the requested stations. This will significantly 

influence the operation of the system. 

8.5.3 State Description at Level 2 

At this level, the parts and transporters information required for the modelling is 

identical to what is needed for level 1. The pallet description is similar to that of level 1 

, but has an optional information requirement on the temporary part stores that the pallet 

can go to (Figure 8.8). The data input requirements for load/unload stations and 

machine stations are also similar to those for the level-l modelling, except that the user 

is required to specify the type and size(s) for their local buffers. Additional information 

is required for part temporary stores and tools respectively. The process information at 

this level is much more detailed than that of level 1. A machining operation is defined as 

consisting of a list of sub-operations which are the tooling actions involved in the 

pallet's visit to the station. For each of the operations or sub-operations, the user can 

specify a tooling requirement in terms of a tool type identity. 

The tooling input information at this level is used to carry out the tool 

requirements planning [50]. The tool requirements planning is conducted as an integral 

part of the level-2 modelling at the state description level. However, if the user does not 

want to do this experim6t, he can simply ignore the tooling input requirements for the 

process information. The descriptive rules for carrying out this function are 

ScheduleSubOps2 and Cel/ToolRequirement in rule 4 (Figure I1I.39) and rule 5 

(Figure I1IAO) of Pallet.StartAction2. ScheduleSubOps2 is actually implemented as a 

Lisp procedure, which schedules each sub-operation, counts the tools required at the 

machine and returns the total operation time. CellToolRequirement is also a Lisp 

procedure which carries out the minimum tool requirement planning by updating the 

tool time list in the working memory. 

From Figure 8.9, it can be seen that the tool requirements planning simply counts 

the tools required for the work scheduled to a particular machine station or to the cell. 

For each of the tools required for a job, a check is made of all the tools at the station or 

in the cell. If a tool of the required type is not available or is available but does not have 

enough tool life left for this operation or sub-operation, then a new tool of the required 

type is created for the station; if a tool of the required type does exist and remains 

enough life for the considered operation or sub-operation within the limit of the 
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pennissible life value, the data of that tool is updated. 

For clarity, two basic types of buffers have been defined within the system. One 

is the part buffer which can take both the in- comming and out-going parts. Another is 

the pallet exchange store which consists of an input buffer for the in-comming pallets 

and an output buffer for the out-going pallets. For the pallet exchange store, the states 

of the input buffer and the output buffer are modelled separately. Notably, the above 

definitions can allow most of the real buffer types to ~e modelled. See later chapters for 

graphics representaions. 

8.5.4 Decision-Making at Level 2 

The decision points that are available at this level for entering control rules are 

identical to those of level 1 modelling, but those rules can be entered which take into 

account the position availabilities caused by the limited local buffers at the stations. For 

example, the next station conflict-resolution rules can be developed based on the spare 

positions available at each of the candidate stations (see the case studies). 

8.6 The Level-3 Modelling 

8.6.1 Operational Assumptions of Level 3 

As mentioned before, this level takes into account the influence of tool flow on 

the perfonnance of a manufacturing system. Although the additional consideration of 

tool flow also influences the work flow pattern of the system, the actions involved in 

the work flow are identical to those in the level-2 modelling. 

For the tool flow, the tool transporter's empty run to the secondary tool store and 

the loading of tools onto the transporter at the STS can be combined into a single 

action. The actual transporting of tools from the STS to a primary tool store and 

th1exchange of tools on the transporter with those at the PTS can be considered as one 

action. Equally, since the tools transporting action from the PTS to the STS and the 

unloading of tools from the transporter to the STS are executed sequentially, these can 

also be modelled as one action without affecting theperfommnce of the system. 
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8.6.2 State Transformation at Level 3 

As a result of the above considerations, the actions that a tool transporter takes 

can be defined as follows (Figure 8.10): 

-ArrivalandLoading, 

- TransportingandExchange, and 

-TransportingandUn[oading. 

I 
The ArrivalandLoading action means that a free tool transportejis requested by a 

pallet waiting for tools at a machine station to arrive at the STS and to load the tools 

according to the tool issue strategies [84]. 

TransportingandExchange is the process of tools' transporitng from the STS to a 

particular PTS and the exchange of these tools with the tools in the PTS subject to the 

constraint of the PTS's size. The following shows the tool change strategies at a PTS 

(rule set ToolTransporter.ExchangeTools): 

THEN .ExchangeWithWornTools 
.FitlSparePositions; 

IF ThereAreToolsLeft 
THEN ExchangeWithUnusableTools; 

As shown above, the tool exchange with PTS takes three possible steps. First 

worn tools in the PTS have to be taken away. Then if there are more tools, spare 

positions in the magazine should be filled. Finally, if there are still more tools to be 

exchanged, the tools which are not required by the next operation should be exchanged 

with those on the transporter. A tool is considered as worn if the cummulative cutting 

time of the tool has reached the maximum permissible limit [84]. The 

TransportingandUnloading action is very straightforward in a sense that all the old 

tools that have been loaded from the PTS onto the transporter in the exchange sub

action are just transported back to the STS, with the transporter being freed. 

The transformational rules that are oeveloped around Pallet for this modelling 

level are known as the following: TestStartoJAction3 (Figures 1l1.53 and 54), 

StartAction3 (Figures III.55 to 62) and EndAction3 (Figures III.63 to 67). 
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Transfonnational rules that have been built around the class ToolTransporter are the 

following: TesrSrartofAcrion (Figures III.68 and 69), StartAction (Figures III.70 and 

71) and EndAcrion (Figures 74 to 76). See Appendix III for a detailed description of 

these rules. 

8.6.3 State Description at Level 3 

The input information requirements for parts, pallets, work transporters, 

load/unload stations, part stores and tools are the same as those of the level-2 

modelling, whereas the machine stations have an additional input requinnent on the 

sizes of the PTSs (Figure 8.1l). In addition, specifications have to be made of the tool 

transporters and the STS. The process infonnation is also the same as that for level 2. 

An example of the descriptive rules for a tool transporteris LeavingForSTS as 

used in rule 1 ofToolTransporter.StartAction: 

Rule 1: IF :CurrentLoeation-=$InstWorkingMemory:SeeondaryToolSlOre 
THEN .ColleetIdleTime 

.ColleetEmptyRunningTime 
:ArrivaITime-.FindTransferTime; 

Rule 2: THEN .ColleetId/eTime 
:ArrivaITime-O; 

In the above ruleset, the second rule corresponding to the case where the tool 

transporter is already at the STS, and therefore the arrival time of the transporter is set 

to O. 

8.6.4 Decision-Making at Level 3 

As shown in Figure 8.12, the interactions between work and tool can take two 

fonns. The first is the influence of tool on work, where workpieces are usually 

scheduled to machines subject to tooling availability [63] [238]. In level 3 modelling, 

this is handled by the next station conflict-resolution rules. The second is the influence 

of work on tool, where tools are issued from the STS to the machine PTSs according to 

the the workpieces scheduled to the machines [84] [304] [146]. To model this aspect, 

tool issue strategies have to be carefully defined. De Souza has studied a cross section 
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of tool issue strategies, such as total tool changeover, tool kit, differential kit, single 

tool(s), resident kit, functional tool number, and tool cluster set [84]. In level 3 

modelling, the differential kit strategy has been incorporated at the present time. 

With differential kit strategy, tools are issued in kit for each pallet of parts, but 

common tools can be shared between tool kits at the same machine. Tool transporter 

will transfer the tools that are not available in the PTS of the machine for the next pallet. 

The use of this strategy can reduce the tool requirement [238]. 

As mentioned before, the interactions between work flow and tool flow has been 

modelled at the decision level (Figure m.ll). The DecisionCentre.DetectTooling 

Conflicts is defined as follows: 

Rule 1: THEN (- self ExeculeObjecls 'CheckToolsAvailabilily $lnsIWorkingMemory: 
SlarlablePallels); 

Rule 2: THEN (. self ExeculeObjecls TeSISlarlO/Aclion $lnsIWorkingMemory: 
Too/Transporlers; 

The first rule checks the tools present in the PTS for the pallet waiting to be 

loaded onto a machine and generates the tool requirements by identifying worn tools. 

A worn tool is defined as a tool whose used life has reached the maximum permissible 

life. The second rule is used to identify whether there are pallets waiting for tool 

transporters, and whether there are any conflicts with regard to the requesting of a 

transporter by several pallets. 

There are two additional conflicts available for the user to define rules at this level 

(Figure 8.13). One is the tooling conflict and the other is the tool transporter conflict. 

The former occurs when there are more than one pallets waiting for tools(flr their 

immediate operations. The latter is the case when there is a choice on the selection of a 

tool transportef~ several available ones. Definition of the decision rules or 

conflict-resoluti~'rul~s is similar to that of the other rules. 

Besides, the decision rules for work flow can be developed which take into 

account the tool availability constraint at the machine stations. For example, the next 

station conflict-resolution rules can be built according to the number of tools available at 

the PTS in comparison with the tools required for the next operation. 
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Chapter 9 

AN OVERVIEW OF THE USER INTERFACE 

9.1 Introduction 

This chapter presents an overview of tht!. user interface of the modelling system. 

First the user requirements of the interface is discussed. Then the overall structure of 

the user interface is described. After that, the facilities which have been developed 

according to these requirements are briefly illustrated. These facilities include the global 

menus, the model configurator, the data base browser, the interactive rule entry editor, 

and the graphics and textual output facilities. 

9.2 User Requirements of the Interface 

It is well recognised that the user interface can often be a critical feature of a 

knowledge based system. A system is not likely to be of much use if the user can not 

use it because of an ill-conceived interface. 

As shown in Figure 9.1, the first requirement of an interface is that the user 

involvement with the system should not be either too little or too much at all three 

stages. This is especially true in the modelling of manufacturing systems, where both 

manufacturing cell data and operational rules need to be entered, but the collection of 

data and definition of rules are non-trivial tasks [168]. Thus appropriate options should 

be provided which are adequate for the design of a model for a manufacturing system 

but are not cognitive overload to the user. As for the existing modelling tools, 

generalised simulators enable quick configuration of a model with the user-specific data 

but operational rules can not be conveniently entered by the user [164] [43]. On the 

other hand, general purpose simulation languages like SEE-WHY [10] and SIMULA 

[131] usually require extensive programming in order to develop a model for a 

manufacturing system. This may be overloaded to the user in some cases, because he 

has to know some special programming constructs which do not have any 

manufacturing meaning. 

Thus the interface of this knowlegde based modelling system for manufacturing 

system design is constructed with special considerations being given to the above 
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factors. Depending on the programming experience of the user, several choices are 

available for the building of models, i.e. purely data driven, data driven plus rule 

selection, data driven plus rule modification, and data and rule driven. In addition, two 

levels of rules have been defined for user's manipulation, i.e. decision rules in 

manufacturing tenns'and behavioural rules in modelling tenns. By providing all these 

flexibilities, the user can model a system according to both the modelling objectives and 

his modelling experience. 

The most important requirement may be the functionality of the interface, i.e. the 

tasks of the user as reflected in the interface [263]. So far as manufacturing system 

modelling is concerned, a user needs to interact with a modelling system at three basic 

stages, i.e. design of a model, running of the model and presentation of the results. 

When designing a model for a flexible machining facility, the interface should provide 

options for the cell physical layout, specification of the cell data and entry of operational 

rules. In the running of the designed model, graphics and textual facilities showing the 

perfonnance and behaviour of the model are required in order for the user to understand 

the operation of the model. Presentation of the results need also be performed in a fonn 

which is effective for the subsequent evaluation and analysis. 

In addition, the interface needs to be flexible in use so that the user can easily 

access any part of the data base and knowledge base. Friendliness [164] [43] is another 

requirement of a user interface, i.e. explanations should be provided against the 

selection of an option from a menu of available ones, and any prompts for the user's 

actions must be technologically meaningful. As addressed by Schanehchi [240], 

although user-friendliness reduces development time and increases the general 

acceptance of a technical package, it may well be conflicting with the generality of 

application and the flexibility that the package should offer. Therefore, both of these 

contrasting requirements need to be considered. Besides the interface should be 

adaptable, to some extent, to new options so that they can be conveniently included. 

It is obvious that any user's requirements are restricted by the hardware and 

software to be used. Since this work is based on the Xerox Workstation [302] and 

LOOPS software [53], the capabilities which can be provided by the user interface have 

to be confined to the facilities like windows, menus, browsers and bitmaps, etc. [302] 

[53]. 
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9.3 Overall Structure of the Interface 

With the facilities [302] provided by the Xerox Workstation, the interactions 

between the user and the modelling system can be of three types: menu driven, natural 

language based and graphics based [242]. Among these, the menu driven interaction is 

the easiest and the user is most confident when he is guided through the system. 

However, if all menus are displayed on the screen without logical organization, this 

friendliness will be lost. Therefore, an organized suit of menus should be provided 

which can guide the user throughout the whole modelling process. The facility which 

has been developed to play this role in the modelling system is called the global menus. 

As shown in Figure 7.1, the global menus should act as a control centre for accessing 

all the other interface facilities. 

To allow physical configuration of a model, the model configurator has been 

developed which is based on both menus and graphics capabilities [123] [32]. The data 

base browsingand editing facilities have been designed to offer all the required options 

for the entry and management of machining cell data [123]. It is highly menu driven, 

but also has limited graphics features as mainly provided by the LatticeBrowser of 

LOOPS [53]. The rule entry editor is a highly interactive facility which incorporates 

both menus and natural language based editors [178]. The menus are used to access 

the appropriate decision points, inspecting the structure and parameters of a particular 

decision point and invoke the natural language rule editor. The natural rule language 

editor is provided by the LOOPS package. 

The graphics and textual output facilities are a suit of sotware which involves all 

three types of interactions [223]. The graphics facility is used to setup the dynamic 

screen display for model running. The natural language facility is used for tracing rules 

and for interactively querying the relationship between the behaviour of an object and 

the rules applied on the object. The statistics output facilities are responsible for the 

static presentation and retaining of simulation results. They are mainly based on 

windows supported by limited menus. 

9.4 The Global Menus 

The global menus are a suite of menus which act as the control centre for all the 

user's activities with the modelling system. They provide the user with options to state 
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the modelling level entry, create or choose a model, edit a model, run a model and 

present the results (Figure 9.2). The options the user needs for manipulating model 

layout configuration, model data specification and editing, decision and behaviour rules 

entry, and graphics and textual outputs, are available through the other menus. 

The global menus consist of a hierarchy of menus for the level entry, for 

accessing the edit model menu, the run model menu and the output results menu at a 

particular modelling level, and for invoking all the options on the three menus. Flexible 

invoking of all the menus is possible, with both visual and audio help provided against 

the selections. 

The first menu in the global menus is The Modelling Master Menu which 

provides all the options for entering any of the three modelling levels. Help options are 

also available for explaining the selection of an appropriate modelling level for 

particular applications. In addition, option is provided for the user to invoke the Class 

Browser associated with the modelling system. 

With regard to each modelling level, there is a modelling master menu which 

controls the access to the corresponding menus for model editing, running and 

outputing results. The Edit Model Menu contains all the options for the design or 

modification of a model, including access of the Model Configurator, storage and 

retrieving of a model, hardcopying of model input information, specification of top 

level system parameters, and invoking of the rule entry editors for both behavioural and 

decision rules. 

The Run Mode,l Mellll provides the options the user needs to experiment with 

a designed model. There are options for creating a working memory for a particular 

model, setting up graphics and textual output facilities, initialising and running the 

model. Other options are for handling the clock gauge, the utilization gauge and the 

trace window; blocking, suspending, and stopping the run. 

The Output Results Menu contains the options for displaying and retaining 

the results of a particular run. These include the run time, cell performance, part 

throughputs, part lead times, part performance, machine performance, work transporter 

performance, load/unload station performance, station operation schedules and part 

operation schedules for the level I modelling; and the temporary storage performance, 

the minimum tool requirements, the PTS tool requirements and the tool performance as 
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additional outputs for level 2, and the temporary storage performance, the cell tool 

requirement, the PTS performance, the STS performance, the tool transporter 

performance and the tool performance as additional outputs for level 3. 

9.5 The Model Configurator 

The model configurator is invoked from the global menus, which provides the 

user with all the facilities for physically con figuring a manufacturing cell layout. The 

user configures a cell layout by interactively selecting the defined icons of the major cell 

elements, placing them on the screen, drawing the routes of the transporters and finally 

connecting the icons with the routes by adding paths [10] [123] [32] (Figureg@.Each 

of the graphics items on the screen is a LOOPS object which is automatically placed 

into the data base browser on creating. 

There are three menus associated with the configurator, i.e. the Title Bar 

Menu, the Conjigurator Object Menu and the COllfigurator Class Menu. The 

Title Bar Menu is, primarily concerned with creating icons on the screen and , 
assisting in positioning the icons. It also provides the option for invoking the data base 

browser. Other options available on this menu are for defining a specialized class for an 

existing one, setting up grid facilities, measuring distance or angle within the 

configurator, shifting all the items on the screen, flashing the regions occupied by the 

objects and inspecting the configurator by displaying the associated parameters. 

The COllfigurator Object Mellu provides, options for manipulating the 

objects or icons on the screen. Different options may be displayed for varying objects, 

but they are mainly for moving, changing, deleting and examining objects. Some 

objects have the options for adding, moving and deleting paths which connect the 

object with the routes defined. This menu is displayed when the user left clicks over a 

selected object on the screen. Objects are selected by clicking over them. Selected 

objects are marked by reversed corners of their images. Only one object can be the 

selected object at anyone time. Selecting an object de-selects any previously selected 

object. Other options on this menu include copying object, changing label of an object, 

changing image of the object, aligning buffer and the main images, stretching the routes 

and setting the line width of the routes. 

The Conjigurator Class Menu provides options for the user to edit and 
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change the class definition of a selected object. Notably, since the change of the class 

definition amy affect may other objects in the modelling environment and other models, 

it is recommended that the user always specializes a class and edits that specialization. 

The options on this menu include editing a class definition, adding a new method 

to a selected object's class, editing an existing method, changing the default image of a 

class, changing the default appearance of the routes on the screen and changing the 

default dashing of the routes. 

9.6 Data Browsing and Editing Facilities 

The data base browser is invoked form the title bar menu of the model 

configurator. It provides the user with the options for browsing and editing the static 

data associated with the production requirements, the machining cell data and the 

process data. A similar approach has been used by KEE [161] for managing instance 

objects. It is constructed by specializing the LOOPS class LatticeBrowser into the class 

DBaseBrowser through re-defining the three class variables: MiddleButtonltems, 

LeftButtonItems, and, Title/tern and the required functions. 

Each of the items in the browser has actions associated with the left and middle 

mouse buttons. When either button is clicked over an item, a menu of options is 

brought up, adn the user can make a selection of them. These options are mainly 

cqncemed with the specification, editing and displaying of the information of the 

objects, and the addition and deleting of objects and object colletors. In addition, there 

are options for manipulating the browser itself with the title bar menu (FigureWTh. 

The Title Bar Menu provides the options for creating a new data base browser 

or setting up sub-browsers of the existing browser. Depending on the selection of 

different modelling levels, the options vary. Setting up of sub-browsers does not dump 

any other objects shown in the browser, but eases significantly the management of the 

objects when the browser becomes considerably large. 

The Summary Menu is displayed corresponding to the left mouse button. At 

the present time, only one option is available on this menu, which prints a summary of 

all the variables and their associated values of an object. This helps the user to edit or 

change the values of the parameters. 
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The Edit Menu contains all the options for editing and changing each of the 

item in the browser. There are different actions associated with the options on this 

menu when clicking over the root dat base icon, the item stacks or the instance objects. 

The edit menu for the data base icon povides the options for adding, deleting or 

specifying the item stacks. The edit menu for an item stack icon contains the options for 

the user to create, delete or clear instance objects belonging to the type designated by 

the stack. The edit menu for an instance object in the browser provides all the options 

for specifying, editing and inspecting the object. When an option is selected, the user is 

prompted to type in the desired values for the parameters in the prompt window of the 

browser. 

To help retain the information in the data base, functions have been written to 

print the object related data in a text file, which can then be subject to hardcopying on 

the linked printer. 

9.7 The Interactive Rule Entry Editor 

The interactive rule entry editor of this modelling system has been developed to 

allow users to enter behaviour rules of cell elements and decision rules with regard to 

the operation of the cell. With this facility, the user can select a rule for the model to 

apply from a library of existing ones, modifying a particular rule, or express a new rule 

within the LOOPS rule language editor. 

As shown in Figure~, when entering rules by selecting, decision points with 

regard to the operation of a model have to be identified and rules concerning each of 

these points have to be established [165]. In this modelling system, these decision 

points are designed as conflict sets and the user invokes the rule entry editor through 

the edit model menu at each of the modelling levels. , 

When selecting a rule option from the edit model menu at any of the three levels, a 

library (or menu) of existing rules with regard to the decision point are displayed 

beneath the global menus, and the command menu is attached to the right-bottom of the 

rule library menu. To select a decision rule for a particular decision point, left click over 

. an option in the rule ·Iibrary. When a rule is selected, it is shaded into black in the 

library, and this updates the command menu of the decision point. 
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The Command Menu contains the options for explaining a particular selected 

rule, editing a selected rule or expressing a new rule. To actually edit a selected rule, the 

user needs to have certain knowledge about the rule editor. In addition, the user needs 

to inspect the class around which the edited rule is built. This is done because the user 
L 

has to know the variables that are access~ble within the rule. Besides, the user should 

have experience with the LOOPS rule langauge so that he can write statements using the 

variables of the class or any arguments in the rule editor window. 

When entering rules by expressing, the user requires the rule language, decision 

points and data access methods as the supporting facilities. In other words, the user has 

to know the variables of the decision point class. This can be done by inspecting a 

decision point or even editing a decision point through the command menu. After that, 

the user can select the Add New Decision Rule option. This results in the opening of 

the rule editor window and the user can use the LOOPS rule language [53] to express 

hislher own decisions. After defined, the new decision rule is placed into the rule 

library automatically. To define a rule which can be called within the new decision rule, 

the user can define a supporting rule by selecting the Add Auxiliary Rule option. 

The other options of the command menu are for deleting a decision rule or an 

auxiliary rule and stopping the entry of rules. 

Another option, which is available on the edit model menu for each of the three 

levels, is Enter Behavioural Rules. This option is suggested to be invoked only by the 

experienced users of the modelling system since it is concerned with all the methods 

which have been defined around each of the cell element at each level [240]. , 

When the user selects this option, a library of classes which have been defined for 

a particular level are displayed as a menu. If the user selects one from this menu, a 

library of rules for this class are displayed beneath the class library, with the command 

menu being attached to the rule library. The options available on the command menu 

include inspecting or editing a class, explaining, editing or deleting a selected rule, and 

adding a new rule. 

9.S Graphics and -Textual Output Facilities 
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When running a designed model, the user needs to be supported by the facilities 

which can demonstrate the operation of the model in order to understand the behaviour 

of the model [242]. Additionally, the user needs facilities which can show the 

relationship between the behaviour of the model and the computer code behind this 

behaviour [178]. 

In this modelling system, software has been developed to allow the user to setup 

windows to show the status of each of the major cell element (Figure V.IS). This 

methodology is similar to the approach used by KBS [223] 

When the user selects the Setup Display option from the run model menu for 

each of the three levels, the status windows for pallets, load/unload stations, machine 

stations, work transporters, temporary storages, tool transporters and the secondary 

tool store. In addition, there are two windows showing the current time and the next 

event (or next goal in AI terminology ). 

Once the status windows are displayed, the values of the variables depicted in the 

window can change dynamically during the running of the model. To query about the 

state of a particular object, the user can suspend the modelling and invoke the rule 

executive window [53] of the selected object. The user can then ask about the state of 

the object by typing Why followed by a particular variable in the window. This leads 

to the rule to be displayed, the application of which has caused the object to change to 

the current state as shown in the status window. This explanation facility helps the user 

to understand the relationship between the computer code and the immediate behaviour 

of the model and to debug or modify the model. 

Another facility which aids the user to examine the operation of the model is the 

modelling trace option. Since the changes of the behaviour of objects are represented 

using rules, they can be traced during the running of the model. This is achieved by 

first selecting the Trace Modelling option on the run model menu. To trace the major 

behaviour rules of a particular instance object, select the Trace Item option from the 

pop-up menu of the status window of the desired object. Then the rules which are 

applied by the selected object during the modelling will be displayed in the trace 

window. In addition to the screen displays for a cell element, various LOOPS gauges 

can be attached to the specific parameters of particular objects. 
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9.9 Statistics Output Facilities 

The statistics output facilities have been developed to statically present the results 

of a simulation run on the screen, and to retain these results in appropriate files so that 

they can be printed on the linked printer. 

Although there are many possibilities for this purpose, such as the bar charts, line 

graphics, histograms, scatter diagrams, pie charts, etc. [164] [242], the facilties which 

have been developed at this stage have taken the text form. This is achieved by printing 

the statistics collected by the working memory in the summary window. Two menu 

options, More and Abort, are provided to help scroll the results in the window. 

To retain results, functions have been written to open a text file and to print the 

desired results in the file. This file can then be hardcopied if so wish. 
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Chapter 10 

SYSTEM OUTPUTS 

10.1 Introduction 

This chapter focuses on the output from the modelling system. First the concepts 

of manufacturing system performance figures are discussed. Then the output 

information is presented for each of the three modelling levels with interpretations of 

the output being given. Use of the outputs from different levels is also indicated. 

10.2 Concepts of Manufacturing System Performance Figures 

As discussed in Chapter 4, the entire objective of modelling is to help to design a 

manufacturing system. This is avhieved by providing insight into the behaviour of the 

system through simulation experiments. The behaviour of the system, however, can 

only be measured by certain carefully defined performance figures [250]. Thus the 

relationship between the decisions to be made in the design and the performance figures 

defined should be established. Suri [265a] has related the design decisions with some 

typical performance figures: 

, 
Design Decisions Performance Figures 

- number and type of machines - utilization 

- number of load/unload stations - production rate 

- which part types - work in process 

- alternative routes - part flow times 

-tool allocation - queues at resource 

- number and types of fixtures - 'flexibility' 

- number of pallets - payback period 

- number of transporters - return on investment 

- system layout - net present value 

- buffer size 

- operating policies 

However, it should be realised that this type of side-by-side relation is, to some 
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extent, too rough to influence an actual design, because there is no such linear 

correlation between these two factors in practice. Although recent study of 

manufacturing systems using perturbation analysis techniques has shown that 

mathematical equations can be established to show the relationships [267], it is still 

unclear how these relationships can be developed if multiple variables are considered. 

In real systems, a particular performance figure is influenced by many design decisions 

[41] [66]. 

The basic requirement of defining these performance figures is that the difference 

between the actual performance of the designed system and the design performance as 

measured by these figures should be minimised. This is dependent on two factors. One 

is how closely the defined figure can be related to the design decisions. Another is how 

the defined performance figure is actually obtained in the simulation experiments. 

The accuracy of the collected statistics depends on the simulation time period and 

the time period over which these statistics are collected. The operation of a simulation 

model can be divide~ into three phases [49]. The run-in period~the time span from 

the introduction of the first part into the empty system until the steady state is reached. 

During the steady state period, a fixed number of pallets should be in the system. The 

run-out period is determined from the time that a pallet taken out of the system is not 

introduced again into the system with a new part. 

From the discussion on the manufacturing performance specifications in Chapter 

4, the performance of a system can be measured at three hierarchically related levels: 

- overall cell level 

- work flow level and 

- individual element level. 

At the first level, the criterion is how a given production requinnent can be met by 

the designed system [71] [257]. It represents the global capacity of the system subject 

to the specified production requirement. Depending on the simulation termination 

condition, there can be two different performance figures defined for measuring this 

aspect of the syetem. When a constant simulation run time is assumed which is 

normally less than the total time required for the complete machining of the production 

requirements, statistics should be collected for the total numer of parts completed by the 

end of the run [257] [165]. If the simulation run is not to be ended until the total 
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production requinnerit is completed, then the total throughput time or make span shorld 

be recorded [142]. ,When tool flow is modelled, the tool requirement is also a 

significant measure for the overall cell perfonnance. 

At the second level, the important criterion is the rate at which components flow 

through the system [165]. It detennines the components' delivery capability of the 

system. Two major perfonnance figures can be defined to measure this aspect of the 

system: the throughput rate and lead time for each part type. 

At the third level, the criterion is concerned with the activities of individual system 

elements over the simulated time period. Perfonnance figures can be defined for each 

type of the system elements, such as part, load/unload station, machine station, 

temporary storage, w,ork transporter, tool, tool transporter and tool store. 

, 

It is apparent that the perfonnance output which can be provided by a modelling 

system is constrained by the assumptions made in the modelling. In the following 

sections, the output is described for each of the three modelling levels, with references 

being also made to the rules which facilitate the collection functions for the statistics. 

10.3 Outputs of Level 1 

The outputs from this level have been divided into three main areas, i.e., the 

overall cell performance, the primary outputs and the secondary outputs 

corresponding to the three levels to be measured (Figure 10.1). 

The overall cell performance is concerned with the global capacity of the cell , 
being modelled. Perfonnance figures which have been defined to measure this capacity 

include the following: 

- make span, 

- total part throughput, 

- total lateness, 

- average part flow time and 

- average utilisation of cell elements. 

These figures are summaries of the collected statistics, which give an estimation 
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together on the adequacy of the cell to meet production requirements and performance 

specifications [39]. The make span is defined as the time period after the first part is 

introduced into the system till the last part is completed. Measures which are discussed 

below have been defined to support the make span. The total part throughput is 

measured in terms of the parts produced per shift. Given the production requirment, 

this measure is determined by the make span, but is another form I . 

capacity of the system. The total lateness ·is the difference ofthe make span and the 

planning horizon. This measure shows how close the actual system capacity is to the 

expected capacity.· 

The average part flow time is computed by taking the average over the flow time 

of all parts for all types. This is based on the part lead times which are collected at the 

second level. This measure demonstrates on average how long a component should 

stay in the system. The average element utilisation is defined as the average busy time 

of a major cell element over the make span. It shows the overall use of the cell elements 

on producing the specified production requirment. 

The primary outputs for cell assessment are concerned with the flow of parts 

in the cell. Two measures have been defined for assessing this aspect of the system. 
; 

One is the throughput rate for each part type, and the other is the lead time for each part 

type [165]. The part throughput rate is the ratio of the batch size of a particular part type 

to the time period over which this part batch is completed. This is useful for measuring 

the flow of a particular batch of components through the cell. 

The part lead time is defined as the time a component of a particular type spends 

in the cell. It is measured with regard to the average value, the maximum value, the 

minimum ,value, and the mean value for the part type. In addition, the lead time has 

been divided into the following according to the major activities the component takes 

when cycling through the cell: 

- time machining, 

- time transport~ng, 

- time waiting, and 

- time fixturing. 

These figures are u~eful for demonstrating the aggregate flow patterns of the 

components for a particular part type. 
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The Secondary outputs are used to support the overall cell performance and 

the primary output information, which are the actual recorded statistics. These include 

the following categories: 

- part performance, 

- machine station performance, 

- load/unload station performance, and 

- transporter performance. 

The part perfqrmance is converned with the flow patterns of an individual 

component in the cell. At this level, statistics can be collected with regard to the 

following major activites: 

- time at buffer, 

- time load/unload, 

- time at machine station, 

- time fixturing, and 

- time waiting. 

The machine s~ation performance is concerned with the activities with which a 

machine station is involved during the simulation experiment. Therefore, the utilisation 

of machine stations h~ve been defined to have the following categories: 

- time machining, 

- time load/unload, 

- time idle, and 

- spare capacity. 

The spare capacity is defined as the time since the last use of a station till the end 

of the simulation run and the idle time is the total time that a machine is not used. 

Besides, the maximum queue length at each machine can be recorded which helps to 

determine the size of the buffer for the machine [165]. 

Since each load/unload station is assumed to have' a infinite buffer at this level, the 

performance of a load/unload station can be measured with regard to the following: 
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- time fixturing, 

- time load/unload, 

- time idle, 

- spare capacity, and 

- maximum queue length. 

The transporter performance is concerned with the utilisation of a transporter 

during the simulation experiment. It is measured in terms of the following: 

- the load running time, 

- the empty running time, 

- the load/unload time and 

- the idle time. 

The load running time is collected when the transporter is transporting a pallet of 

pa~ to its next destination. The empty running time indicates the time that the 

transporter spends on travelling in order to pick up its next pallet, which shows the 

efficiency with regard to the transporter routing decisions. 

All the time values for the utilization of the above cell elements can also be shown 

in terms of percentages over the simulated time period [164]. 

Refer to figures III.20 to III.23 and III.26 to III.29 of Appendix III for rules 

which are used to perform the actual collection functions. 

10.4 Outputs of Level 2 

The outputs which can be provided at this level have also been divided into three , 
categories, i.e. the overall cell performance, the primary outputs and the secondary 

outputs. The definitions for each of the performance figures are similar to those of level 

2. However, since finite local buffer spaces, tool requirements and temporary part 

storages are additionally considered at this level, additional outputs can be provided 

(Figure 10.2). 

At first, in the overall cell performance category, the minimum cell tool 

requirement can be predicted with regard to the production requirements [42]. This is 
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useful for determining a necessary package of tools for the cell in order to ensure a 

smooth work flow within the cell. It also provides a starting point for determining the 

appropriate tooling strategies for the management of the cell. 

With respect to the machine station performance, tool requirements for each PTS 

can be predicted for the work scheduled to the station [50]. The statistics for the 

activities of a machine can be further divided into the 'following: 

- cutting time, 

- tool exchange time, 

- load/unload, 

- stationary time, 

- idle time, and . 

- spare capacity. 

The stationary time is defined as the time a pallet stays on the table of a machine 

before it is unloaded into the machine's local buffer. This figure is also useful for 

determining the buffer capacity of the machine. 

The performance of a temporary storage can be estimated according to the 

following: 

- stationary time, 

- load/unload time, 

- spare capacity, and 

- idle time. 

The stationary time of a temporary storage has been defined as the time that the 

storage is used, i.e. with pallets in the store. Further work is required on providing the 

WlP content of the store. 

Refer to figures IlL35 to IIIA2 and IlIA? to IlL5l for rules which are employed 

to perform the actual collection functions. 

10.5 Outputs of Level 3 

222 



Again, the outputs at this level have been categorised as the overall cell 

performance, the primary outputs and the secondary outputs. The definitions are again 

similar to those described for the other two levels. However, this level models the 

exchange of tools between the tool magazine and the spindle, and the transfer of tools 

to and from the cell secondary tool storage. Therefore, in addition to the outputs from 

level 2 (exept the minimum cell tool requirement and the PTS tool requirement), outputs 

can also be provided with respect to tool flow and the influence of tooling on the 

performance of the cell (Figure 10.3). 

As for the output on tool flow, this can include the perceived cell tool requirement 

under the specified tooling strategies, tool performance, tool transporter utilisation, 

PTS performance and STS performance [42]. 

The tool performance is concerned with the use of a particular tool during the 

simulated period. The figures which have been defined to measure this aspect include: 

- number of uses, 

- initial tool life, 

- permissible life, 

- used life, 

- final location. 

The number of uses is recorded each time when the tool is picked up from the tool 

magazine and inserted onto the spindle of the machine for performing the next operation 

or sub-operation. By keeping a record of the used tool life, the final tool life value can 

be provided. The final location of a particular tool can also be tracked by updating the 

location of the tool on transferring. 

The tool transporter performance is concerned with the activities of the transporter 

during the simulation run. The following measures have been defined to assess this 

aspect: 

- load running time, 

- empty running time, 

- load/unload time, and 

- idle time. 

223 



The load running time is collected when the tool transporter transfers tools from 

the STS to the PTS or from the PTS back to the STS. The empty running time is the 

time when an empty tool transporter travels back to the STS from a PTS in order to 

load requested tools. 

The PTS performance is concerned with the activities of the PTS subject to the 

tool provisions from the STS. The performance figures which have been defined are 

the follows: 

- initial contents, 

- final contents,' 

- changes of worn tools, 

- changes of position tools, and 

- load/unload time. 

The fmal contents show the number of tools present in the magazine by the end of 

the simulation run. The changes of worn tools indicate the number of tool changes due 

to tool wear, and the changes of position tools show the number of tool changes due to 

the capacity of the magazine [63]. These figures are useful for determining the effects 

of magazine capacities. 

The figures which have been defined to assess the STS performance include the 

following: 

- final contents, and 

- load/unload time. 

In addition to the above outputs, the part performance has been extended to 

include the cummulative time that a component spends on waiting for tools, and the 

machine station performance to include the cummulative time that a machine spends on 

waiting for tools [84]. These figures are useful for determining the influence of tool 

flow on the work flow and the cell performance. 

Refer to figures m.54 to III.66, III.69 to III.70 and III.73 to III.75 for rules 

which are used to do the collections. 
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11.1 Introduction , 

Chapter 11 

WORKSTATION CONSTRAINTS 

This chapter discusses the workstation constraints associated with the modelling 

system. A preliminary assessment is conducted first to show the major characteristics 

of the facility. Then the advantages of the environment for the development of this 

work are discussed. Finally, disadvantages of the equipment are also indicated. 

11.2 System Characteristics 

The Xerox 1186 Workstation is an artificial intelligence development workstation 

that combines Xerox hardware and software to provide a wide variety of user 

applications. It consists of a processor unit, a display screen, a keyboard, a 

three-button mouse,and a floppy disk drive as an optional feature [302]. Recently, 

there are software packages installed on the Workstation, such as the Common Lisp 

operating system and the STEM simulation package, which support the use of the 

equipment (Figure 11.1). 

The programming system which runns on the Xerox hardware is called 

Interlisp-D [302]. It consists of a programming langauge which is symbolic 

manipulation based, a large number of predefined functions and a programming 

environment. The language and predefined functions ofInterlisp-D are rich, but similar 

to those of other modern programming languages [300] [75]. The Interlips-D 

programming environment, on the other hand, is very distinctive. In addition to some 

basic programm~ng \ools, it also provides an integrated set of programming support 

mechanisms [302], such as the structure editor, the break package, the programmer's 

assistant, theinasterscope, the record/data type package, the file package, the 

performance analysis, the multiple processes, the windows and the inspector. 

LOOPS [53] [261] is an integrated knowledge engineering language developed at 

Xerox PARC and implemented in and as an extension on top ofInterlisp-D [302]. The 

language is based on object-oriented representation scheme but also supports rule

based, procedure-based and access-based representation methods. 
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The principal characteristic of LOOPS is the integration of its four programming 

schemes to allow the paradigms to be used together in knowledge system building. 

Procedure-oriented programming: In this paradigm, large procedures are 

built from small ones by the use of subroutines. Data and programs are kept separate. 

Most computer languages are like this. The procedure-oriented part of LOOPS is 

Interlisp-D which provides the solid foundation on which the rest of LOOPS is built. 

Object-oriented programming: In this paradigm, information is organized 

in terms of objects, which combine both instructions and data. Large objects are built 

up from smaller ones. Objects communicate with each other by sending messages. The 

conventions for communicating with an object by using messages constitute message 

protocols. Standardized protocols enable different classes of objects to respond to the 

same kinds of messages. Inheritance in a class lattice enables the specialization of 

objects. For the discussion on the use of this paradigm, see Chapters 6 and 7. 

Access-oriented programming: This paradigm is useful for programs that 

monitor other programs. Its basic. mechanism is a structure called an active value, 

which has procedure,s that are invoked when variables are accessed. A useful way to 

think of active values is as probes that can be placed on the object variables of a LOOPS 

program. These probes can trigger additional computations when data are changed or 

read, Chapter 7. For example, they can drive gauges that display the values of variables 

graphically (Chapter 9). 

Rule-oriented programming: This paradigm is specialized for representing 

the decision-making knowledge in a program. In LOOPS, rules are organized into 

rulesets which specify the rules, a control structure, and other descriptions of the rules 

(refer to Chapter 8). Two key features of the rule language are that it provides 

tecjniques for factoring control information from the rules, and also dependency-trial 

facilities, which provide mechanisms for 'explanation' and belief revision. 

Obviously, this integration provides the user with a great deal of flexibility. For 

example, rules and rule sets are considered LOOPS objects and can communicate by 

object- oriented message passing or by standard subroutine calls, methods can be either 

LISP procedures or rule sets and can be used with active values to display gauges [53]. 
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Appendix IV lists the major specifications of the Xerox 1186 Workstation and the 

LOOPS software. 

11.3 Advantages of the Facility 

As an advanced AI workstation, the Xerox 1186 provides the development of 

knowledge based systems with the following advantages: 

(1) In contrast to the numeric manipulation methods as used by conventional 

programming systems, such as FORTRAN and PASCAL, Obe of the basic 

requirement for buildJ1g knowledge systems is that the programming language should 

be symbol-manipulation based so as to allow for more comprehensible representation 

of the human knowledge. This is well satisfied by the Interlisp-D programming 

environment. 

(2) An important principle of knowledge programming is that different paradigms 

are appropriate for different purposes. This is in contrast with the use of a single 

programming paradigm for everything, be it logic programming as in Prolog [75], 

procedure- oriented programming as in Lisp [300], object-oriented programming as in 

Smalltalk [117], or rule-oriented programming as in OPS5 [245]. Purely rule-based 

representation scheme is inadequate in defining terms, describing objects, and 

identifying relationships [245]. Object-oriented representation scheme, on the other 

hand, has the shortcomming of being unsuitable to describe decision- making 

knwoledge, events or interactions between objects [178]. 

There are also various metrics of cost for applying a programming paradigm 

across a spectrum of applications. Examples of metrics are the cost of leaming, the cost 

of modifying, the cost of debugging and the cost of running. These costs vary across 

paradigms and applications because different programming paradigms provide different 

ways of organizing information in programs. For a given metric and application, some 

programming paradigms can be more cost-effective than others. By allowing for choice 

and combination of paradigms, a knowledge programming system enables various 

costs to be lowered. 

In LOOPS, these representation methods are integrated. The object-oriented 

method provides a rich structural language for describing the objects referred to in 
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rules. It siginificantly help with rule management by providing a means of 

modularising, organising, indexing, scheduling, and invoking rules according to their 

intended use. On the other hand, rules can be used to augment the effectiveness of 

object based representations [245] (Chapter 7). 

(3) It provides a very powerful programming environment for creating and 

debugging knowledge systems. Many of the facilities of InterIisp-D are extended to 

other paradigms [261], such as the display-oriented break package, editors and 

inspectors. In LOOPS, this extension has led to the same synergy that is exploited in 

using multiple paradigms for application programs. For example, the notion of 

'breaking' on access to a function is extended to breaking on access to a variable by 

using active values to invoke the break package, and the notion of tracing is extended 

to the notion of having gauges that can monitor the values of variables. 

(4) It has high resolution graphics facilities. Multiple scroll able windows allow 

many diffef9t processes or activities to be active on the screen at the same time [302]. 

'Bit maps provide the basics for building icons that represent real world object~105] 

[32]. Menus allow highly interactive software to be developed which enables firhdly 
'-' 

communication between the user and the computer. On the whole, a user-friendly 

interface can be developed by using all these facilities (refer to Ghapter 9). 

(5) Since many objects have been defined in LOOPS and these objects are 

accessable by any users, specialization of these objects can help in developing other 

knowledge systems, For example, the LatticeBrowser can be used to develop a 

specialized browser for managing instance objects (see Chapter 7). Window can be 

specialized to design a map for manufacturing system layout definitions (Chapter 9). 

(6) Compared with other available environments, such as KEE [161], LOOPS is 

fairly easy to learn and bring into effective use. This can be shown through the 

experience gained during the development of the knowledge based modelling system. 

11.4 Disadvantages of the Facility 

Based on the experience gained in the development of this work, the following 

shortages can be recognised for this facility: 
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(1) Since LOOPS has only reached the stage of development and emerge as a 

research system [289], it is still relatively slow and inefficient. Evidence can be found 

in the case studies to be presented in later chapters. 

(2) As a result of trying out many new ideas in LOOPS, it includes exotic features 

known only to a few. This makes the learning and training fairly costly. 

(3) The Xerox Workstation has not become widely available in industry, and the 

LOOPS package is at the present time dedicated to the Workstation though the running 

of the package on a SUN Workstation may be possible in the near future. Therefore, 

the application of the work reported in this thesis can be constrained by the computing 

environment. 

11.5 Conclusions, 
I 

The Xerox Workstation and the LOOPS knowledge engineering language, as 

used in the development of this work, have proven to be effective facilities for the 

modelling of complex manufacturing systems. The Workstation provides a very 

powerful programming environment for creating and debugging knowledge systems. 

The LOOPS package, on the other hand, has integrated multiple programming 

paradigms and enables representation of different types of manufacturing knowledge 

using appropriate programming schemes. 
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Chapter 12 

THE THREE MACHINE CELL 

12.1 Introduction 

A flexible manufacturing cell for an initial industrial case study is described in this 

chapter. The data is supplied by a British company. Major aspects to be covered 

include the components to be manufactured, the machining process for the pans, the 

system design and the operation of the cell. 

12.2 Initial Comments 

This cell is introduced in order to bring the established modelling system under a 

preliminary test with realistic industrial data and operational strategies. The emphasis of 

the test is to demonstrate the difference among the ,three levels of modelling by 

concentrating on the study of the physical structure of the cell. 

This chapter focuses on the description of the cell and the overview of its 

operation. The operational constraints are more closely described in the next chapter. 

12.3 The Components 

The parts concerned are of five families, all of which are specific to the final 

product that is assembled using these components. A fixed number of pans from each 

family are required for every product. Therefore cell output can be reliably predicted 

over a specified period. Seven pans are specified as candidates for the FMC in view of 

their complexity and size. One of the 7 pans has been split up into two because it entails 

two visits to a machine. Details of daily requirements of pans are summerized in Figure 

12.3. Appendix VI.I summarizes the process details for the seven components. 

All parts are cast iron castings. The operations involve the full range of work 

carried out on machining centres, such as milling, drilling, boring, reaming and 

tapping. 
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12.4 The Machining Process 

It is recognised that minimising the movement between stations and pooling 

machines into groups can maximise the performance of the system, such as station 

utilisation and production rate. Therefore, each part, except part 3, is to complete all its 

processes on just one machine tool. This can be achieved by holding inventory of 

partially machined components on each pallet which has more than one position in 

which machining is carried out. Part 3, however, requires refixturing at the load/unload 

station and carries out its second operation on the same machine. 

All components are produced on cube-type fixtures so that if necessary more than 

one machining operation may be carried out on the same fixture, or where batch sizes 

are greater than one, components may be located in a similar orientation on different 

faces of the cube for the same operation. In this study, one component per fixture is 

assumed, through the modelling system can handle the situation where any number of 

components may be specified for a fixture. 

All supporting activites, such as fixturing, defixturing, inspection and cleaning of 

finished pans, are performed by the cell operators. This makes the cell effectively an 

autonomous machining cell, which takes in raw castings and supplies finish machined 

components direct to the point of use. 

12.5 The System Design 

The cell, shown in Figure 12.1, comprises two load/unload stations and three 

Makino MC 1210 horizontal machining centres. Work fixturing and defixturing is 

performed manually at either of the two load/unload stations. The machines are tooled 

similarly and each part is assigned to two machines based on the considerations that all 

pans may still be processed if one machine breaks down, and that if a part can be 

processed by more than one machine, it should spend less time queueing. 

All three machining centres have a tool changer and a tool magazine of capacity 

120 tools. Tool change between the magazine and the spindle is performed by a 

double-ended arm, which selects the required tool from the magazine whilst machining 

is in progress, and then changes the tool when the spindle has stopped. 
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There are 18 pallets stands (which can be expanded to 22) used as temporary 

storages to park both loaded and empty fixtures until either of the load/unload stations 

becomes available, or the assigned machine, or rather its input buffer. Each pan has an 

individual fixture which is assigned to a pallet stand. Thus each pallet stand forms a 
! 

unique storage location for the pan assigned. 

Each machine is supponed by two pallet buffers, one for input and another for 

output. This frees the machine from waiting for the work transporter before pan 

load/unload can occur. 

Pans are transferred between the load/unload stations, pallet stands and machines 

by one automatic guided vehicle (AGV) following a vehicle track. There are altogether 

6 pallets in the system, one for each of the four pan families and two for the fifth 

family. Figure 12.3 shows the pallet type required for each pan type. 

Each machining centre is equipped with a Fanuc System 11 controller which has 
I 

sufficient memory to'accommodate the programs for all the pans to be produced at that 

machine. Tool life monitoring is also performed by the controller. A central computer is 

used to co-ordinate the cell's operation, which keeps track of all the pans in the system 

and schedules the machining operations. Tool flow management in the cell is totally 

manual, i.e. no computer is used to control the flow of tools between tool stores. 

12.6 0 peration of the Cell 

12.6.1 Initial Comments 

An overview of the operation of the three machine cell is given below. Both work , 
and tool flow management are considered. The description of the cell operational 

strategies both in the general statement form and in the exact rule language form is 

given in the next two chapters. 

12.6.2 Work Flow 

The work flow management of the cell is characterised by the the fact that only 
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one transporter is employed. each of the three machines has a dual pallet exchange 

buffer and twenty-two pallet stands are used as temporary work storages (Figure 12.2). 

This physical structure dictates that after a new part is released into the cell, it 

must be palletised at one of the load/unload stations. Since the machining operation of 

each part has been assigned to two machines, the control computer can then check if the 

input and output buffers of any of the two machines are clear. If so and the AGV is 

free, the loaded pallet is transported to the selected machine. The input buffer of a 

machine can be loaded even if the machine is In process, so long as the output buffer is 

empty. 

If none of the machines is available, the computer then requests the tranporter to 

move the pallet to the assigned pallet stand, and the pallet will be waiting at the stand 

until the required machine and the AGV become available. 

Once a loaded pallet has been transfered to the input buffer of the machine, it will 

be queueing there until the part, which is currently in process, has completed its 

operation and has been unloaded into the output buffer of the machine. 

As soon as a part is loaded onto the table of the machine, the machining process 

starts. When the machining of a part is finished. the computer then has to check the 

output buffer of the machine. If it is clear, the completed part can then be unloaded, 

otherwise it will have to wait at the machine table. 

When a part has completed its machining operation, the computer then checks 

whether there is a free load/unload station. If there is one, the part is moved to the 

load/unload station and the depalletisation process can starts. If not, the part is moved 

to the assigned pallet stand in order to free the output buffer of the machine. 

For any pallets waiting at the pallet stands, when the required stations become 

available, they are transported to these stations. 

Notably, since there is only one AGV, any transporting activities can not start 

until the AGV becomes free, even if the destinations of the pallets are available. 
: . 

12.6.3 Tool Flow 
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Since each machining centre is equipped with a very large capacity magazine 

which can accommodate a wide spectrum of tool types and sister tooling for critical 

tools, no tool flow was originally planned. The tool provision strategy is such that all 

tools required at each machine should be permanently assigned to the relevant 

magazines and attended to (changed, reground or reset) when their individual tool lives 

expired. 

Each tool has a fixed position in a tool magazine, and will always be replaced in 

the same tool pocket after removed for use at the spindle or tool attention. Therefore the 

cell is susceptible to errors is a tool is placed in a wrong pocket by an operator, as the 

machine makes no physical identification of a tool other than from its position in the 

magazine. 

Tool change is done manually and can be done while machining is in process. 

Before tools are replaced in a magazine, their lengths and diameters offsets are ente&, 

directly into the controller memory from the tool presetting station. 

Tool usage time is recorded for each tool within the relevant controller's memory. 

When a preset tool life limit is .exceeded for a particular tool, an alarm is triggered to 

notify the operator and the machine will not load that tool again until its life usage is 

reset. The tool life assigned to each tool is not a absolute machining time limit (although 

this would be so if sufficiently accurate data were known) but a maximum time between 

checks on the tool's condition. 

Often when a tool life alarm is set off, the operator will inspect the tool and find it 

to be capable of further use, and therefore will reset the tool life without changing the 

tool. As confidence is built up as to the performance of specific tools over time, the tool 

lives should be extended until they represent a true tool life limit, after which a tool 

should be reground or reset. 

As mentioned above, this cell does not have an automated tool flow management 

system. Thus the following cell level tool flow network is proposed for the , 
management of tool flow in the cell (Figure 12.4). It assumes that an STS is used as the 

store of tools transported to the PTSs and the destination of tools returned from the 

PTSs. However most tools use indexible inserts which are changed by the cell operator 

when required without returning to the STS. 
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12.7 Comments on MOdelling 

Modelling of the above described cell will be done in three chapters. In Chapter 

13, the behavioural rules that defIne the basic operation of the cell are given. Ch8ter 14 

concentrates on the decision rule and data input requirement of the cell model for each 

of the three levels. The results of the modelling are then presented in Chapter 15, which 

also discusses the difference among the three levels based on the results obtained. 
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13.1 Introduction: 

Chapter 13 

BEHAVIOURAL RULES OF THE 

THREE MACHINE CELL MODEL 

In this chapter, a description of the behavioural rules of the three machine cell 

model both in general statement form and in rule language form is given. These rules, 

obtained from the rule library, define the case study in the modelling system consistent 

with the description of the cell's operation given in chapter 12. 

13.2 Initial Comments 

The behavioural rules for both work and tool flow are given below, which dictate 

the basic operation of the cell. These rules are decribed in statement form in the text, 

whereas the exact rules that will be used in the modelling system for the cell study are 

given in figures. Fm'. those of the rules, which have been detailed in the Appendixes 

and are used in combination to represent a rule statement, they are listed in tables. 

The role of these behavioural rules has been discussed in Chapter 8. With regard 

to the user interactions involved in the entry of these rules, refer to Chapter 9. 

13.3 Work Flow Rules 

13.3.1 Scope of Work Flow Rules 

As discussed in the previous chapters, each level models a cell at a different level 

of abstraction or detail which involves the use of varying behavioural rules in the 

modelling system to represent the operation of the cell. Thus these rules are given 

below in separate sections against each of the three levels. 

The scope of the work flow behavioural rules is to model the basic work flow 

activities (or actions in the modelling terminology) in the cell. These include work 

fixturing and defixturing at the load/unload stations, work transporting between 
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stations, work queueing in buffers and work processing at machines during the whole 

cycle of work flow within the cell. 

13.3.2 Rules of Level 1 

The work flow managemen t of the cell is characterized by the following rules at 

this level: 

Rule 1: The cell has a fixed number of pallets, i.e. as soon as a pallet takes a part out of 

the cell, a new part is loaded on the pallet unless all the parts for the pallet have been 

completed (Table 13.1). 

Rule 2: If there is an empty pallet/fixture at the load/unload station, then a new part is 

palletised and unloaded into the local buffer of the station on completion of the 

palletisation (Table 13.2). 

Rule 3: After a new part has been loaded onto the pallet, the AGV will move the palle't 

to the infinite local buffer of the assigned machine when the AGV is available (Table 

13.3). 

Rule 4: When "a machine becomes free, one of the pallets waiting in the queue is loaded , 
and machined. On completion of the machining, the pallet is unloaded immediately into 

the buffer of the machine (Table 13.4). 

Rule 5: After the part on a pallet is machined, the AGV will move the pallet to the 

infinite local buffer of one of the load/unload stations when the AGV is available (Table 

13.3). 

Rule 6: When a load/unload station becomes available, the machined part (on pallet) is 

loaded to the station and is depalletised. This completes the cycle of the part in the cell 

(Table 13.5). 

Notably, since level 1 does not model the capacity of station local buffers, and the 

temporary storages, ;no rules are given above which describe the operation of these 

aspects. This is a violation of the cell operation described in Chapter 12. 
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13.3.3 Rules of Level 2 

The following rules are given which are used to manage the basic work flow 

functions in the three machine cell at level 2: 

Rule 1: The cell has a fixed number of pallets, i.e. as soon as a pallet takes a part out of 

the cell, a new part is loaded on the pallet unless all the parts for the pallet have been 

completed (Table 13.6). 

Rule 2: If there is an empty pallet/fixture at the load/unlod station, then a new part is 

palletised (Table 13.7). 

Rule 3: After the new part has been loaded onto the pallet, the control computer then 

checks to see if the input buffer of an assigned machine is available. If it is available, 

the AGV will move the pallet to the machine (Table 13.8). 

I 

Rule 4: A loaded pallet/fixture can not be placed in the input buffer of the machine until 

the output buffer is cleared. An input buffer may be loaded while the machine is in 

cycle, provided the output buffer is empty (Figure 13.1). 

Rule 5: If the input buffer is not available, the computer checks the assigned pallet 

stand. If the stand is available, the pallet is moved to the pallet stand by the AGV (Table 

13.9). 

Rule 6: If no pallet stand is available for the first pallet in the queue, the computer will 

repeat the process for the part waiting in the next full pallet/fixture (Figure 13.2). 

Rule 7: When a machine becomes available, the pallet in the input buffer of the machine 

is loaded and the machining of the part on the pallet starts immediately (Table 13.10) 
; 

Rule 8: Following machining of the part on a pallet, the pallet/fixture is moved to the 

output buffer if it is free (Table 13.11). 

Rule 9: If either of the load/unload stations and the AGV are available, the pallet is 

moved back to the load/unload station on completion of the machining of the part on the 

pallet/fixture (Table 13.12). 
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Rule 10: If no load/unload station is available but the assigned pallet stand is free, the 

machined part with the pallet is moved to the pallet stand (Table 13.13). 

Rule 11: If the required load/unload station or the assigned machine and the AGV 

become available, the pallet waiting at its assigned stand is moved to its destination 

(Table 13.14). 

Rule 12: After a pallet is moved back to the load/unload station, it is depalletised there 

immediately and the pallet becomes free (Table 13. IS). 

Notably these rules are totally consistent with the operation of the cell described in 

Chapter 12. 

13.3.4 Rules of Level 3 

The work flow pattern at this level is similar to that of level 2, but special 

considerations have to be given to the influence of machine's tool availability on the 

flow of work in the cell. Thus the work flow behavioural rule of the three machine cell 

at this level are given as the follows: 

Rule 1: The cell has a fixed number of pallets, i.e. as soon as a pallet takes a part out of 

the cell, a new part is loaded on the pallet unless all the parts for the pallet have been 

completed (Table 13.16). 

Rule 2: If there is an' empty pallet/fixture at the load/unlod station, then a new part is 

paUetised (Table 13.17). 

Rule 3: After the new part has been loaded onto the pallet, the control computer then 

checks to see if the input buffer of an assigned machine is available. If it is available, 

the AGV will move the pallet to the machine (Table 13.18). 

Rule 4: A loaded pallet/fixture can not be placed in the input buffer of the machine until 

the output buffer is cleared. An input buffer may be loaded while the machine is in 

cycle, provided the output buffer is empty (Figure 13.3). 

Rule 5: If the input buffer is not available, the computer checks the assigned pallet 
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stand. If the stand is available, the pallet is moved to the pallet stand by the AGV (Table 

13.19). 

Rule 6: If no pallet stand is available for the first pallet in the queue, the computer will 

repeat the process for the part waiting in the next full pallet/fixture (Figure 13.4). 

Rule 7: When a machine becomes available, a check is made of tools present in the PTS 

of the machine against the tools required by the part on a pallet waiting to be loaded in 

the input buffer of the machine. If some of the required tools are not available, then a 

tool requirement is generated for the part (Figure 13.5). 

Rule 8: If all the required tools are available, the pallet is loaded and the machining 

process starts (Table .13.20). 

Rule 9: Following machining of the part on a pallet, the pallet/fixture is moved to the 

output buffer if it is free (Table 13.21). 

Rule 10: If either of the load/unload stations and the AGV are available, the pallet is 

moved back to the load/unload station on completion of the machining of the part on the 

pallet/fixture (Table 13.22). 

Rule 11: If no load/unload station is available but the assigned pallet stand is free, the 

machined part with the pallet is moved to the pallet stand (Table 13.23). 

Rule 12: If the required load/unload station or the assigned machine and the AGV 

become available, the pallet waiting at its assigned stand is moved to its destination 

(Table 13.24). 

Rule 13: After a pallet is moved back to the load/unload station, it is depalletised there 

immediately and the pallet becomes free (Table13.25). 

13.4 Tool Flow Rules 

13.4.1 Scope of Tool Flow Rules , 

Since no rules are provided by the company with regard to the flow of tools, the 
I 

247 



rules described below are proposed to govern the behaviour of tool flows in the cell. 

Although tool flow modelling is facilitated only at level 3, level 2 considers tool 

requirements planning which generates the minimum and maximum cell tool 

requirements for a scheduled work list. Therefore behavioural rules for both of these 

levels are given. 

The scope of these behavioural rules is to model the basic tool flow activities 

between the STS and PTSs and the tool change startegies at the machine PTS. 

13.4.2 Rules of Level 2 

The maximum and minimum tool requiremnents planning is performed by the 

following rules: 

i 

Rule 13: When the machining process starts at a machine, update the machine's tool 

list, i.e. for each of the required tools, update the tool life used if an existing tool is 

usable, otherwise create a new tool for the machine and updates its life used (Table 

13.26). 

Rule 14: On start of the machining process on a part, update the cell's tool list. That is, 

for each of the required tools, update the tool life used if an existing tool in the list has 

enough life left, otherwise create a new tool for the cell and updates its life used (Table 

13.27). 

13.4.3 Rules of Level 3 

The management of tool flow in the three machine cell can be considered as 

characterized by the following rules: 

Rule 14: If a part is waiting for tools and there is a free tool transporter, the transporter 

is sent back to the STS and loaded with tools required by the part (Table 13.28). 

Rule 15: A loaded tool transporter then moves the tools to the machine where the part is 

waiting for tools (Table 13.29). 
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Rule 16: If there are any spare positions in the PTS, then the tools are loaded from the 
! 

transporter to fill these positions (Figure 13.6). 

Rule 17: If there are not enough spare positions in the magazine, worn tools or, if 

necessary, unrequired tools are taken out from the PTS and exchanged with the tools 

on the transporter (Figure 13.7). 

Rule 18: The transporter then transfers the tools, if any, back to the STS (Table 13.30). 
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Table 13.1: The Three Machine Cell Model 
at Level 1 

- Behaviural Rule 1 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

15 Pallet.TestStartOfActian 1 1 

16 Pallet.CheckLoadUnloadStatian 1 

Table 13.2: The Three Machine Cell Model 
at Level 1 

- Behavioural Rule 2 
Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

15 Pallet.TestStartOfActian 1 1 

21 Pallet.StartActian 1 1 

27 Pallet.EndAction 1 1 

Table 13.3: The Three Machine Cell Model 
at Level 1 

- Behavioural Rule 3 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

15 Pallet.TestStartOfAction 1 2 

22 Pallet.StartAction 1 2 

28 Pallet.EndAction 1 2 

Table 13.4: The Three Machine Cell Model 
at Level 1 

- Behavioural Rule 4 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

15 Pallet.TestStartOfAction 1 3 

23 Pallet.StortAction 1 3 

29 Pallet.EndAction 1 3 
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Table 13.5: The Three Machine Cell Model 
at Level 1 

- Behavioural Rule 5 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

15 Pallet. TestStartOfAction 1 4 

24 Pallet.StartAction 1 4 

30 Pallet. EndAction 1 4 

Table 13.6: The Three Mach ine Ce 11 Model 
at Level 2 

- Behaviural Rule 1 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 1 

16 Pallet.CheckLoadUnloadStotion 1 

Table 13.7: The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 2 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 1 

36 Pallet.StartAction2 1 

48 Pallet.EndAction2 1 

Table 13.8: The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 3 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 2&4 

37 & 38 Pollet.StartAction2 2&3 

48 & 49 Pallet.EndAction2 2&3 
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Table 13.9 The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 5 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 3 & 4 

37 & 38 Pallet.StartAction2 2 & 3 

48 & 49 Pallet.EndAction2 2 & 3 

InfersnclJEngJne. '8stSt8f'tOfPdlfltsActions2: 

THEN (- sell ExecuteObjects 

'TestStcrtOfAction2 

$lnstWorkingMemory· 
Rule 3 of Station.NextStationAvaJJab)e2; :AllocatedPallets); 

InfllrenceEnglne. StM'tP61 JetsActlons2: 

IF :BullerType='ExchcngeStore 

.lnputBufferAvcilcble 

OutputBufferAvcilcble 

THEN sell; 

THEN (- self ExecuteObjects 

'StartAction2 

$lnstWorkingMemory: 

:AllocctedPallets); 

Infer,nceEngJne.EndPalJetsActJons2: 

THEN (- self ExecuteObjects 

'EndAction2 

$lnstWorkingMemory· 

:Allocated Pallets); 

The Three Nachine Cell LUT-FMS The Tllree lIaelline Cell LUT-FMS 
Figure 13.1 at Level 2 Research 

- Behavioural Rule 4 Group 
figure 13.2 at Level 2 Research 

- Behavioura} Rule 6 Group 

Table 13,10: The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 7 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 5 

39 Pallet.StartAction2 4 

49 Pallet.EndAction2 4 
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Table 13.11: The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 8 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

32 Pallet.TestStartOfAction2 7 

41 Pallet.StartActian2 6 

50 PalleLEndAction2 6 

Table 13.12 The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 9 
Figure No.(s) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfActian2 2&4 

37 & 38 Pallet.StartAction2 2&3 

48 & 49 Pallet.EndAction2 2&3 

Table 13.1~ The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 10 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfActian2 3&4 

37 & 38 Pallet.StartAction2 2 & 3 

48 & 49 Pallet.EndAction2 2 & 3 

Table 13.1~ The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 11 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

31 Pallet.TestStartOfAction2 2 & 4 

37 & 38 Pallet.StartAction2 2 & 3 

48 & 49 Pallet.EndAction2 2 & 3 
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Table 13. 15: The Three Mach ine Ce 11 Model 
at Level 2 

- Behavioural Rule 12 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

32 Pallet.TestStartOfAction2 9 

43 Pallet.StartAction2 8 

52 Pollet.EndAction2 8 

Table 13. 16: The Three Mach ine Ce 11 Model 
at Level 3 

- Behaviural Rule 1 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStortOfAction3 1 

16 Pallet.CheckLoadUnloadStation 1 

Table 13.17: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 2 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfAction3 1 

55 Pallet.StartAction3 1 

63 Pallet.EndAction3 1 

Table 13.18: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 3 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfAction3 2&4 

56 & 57 Pallet.StartAction3 2&3 

63 & 64 Pallet.EndAction3 2&3 
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Table 13.19: The Three Machine Ce 11 Model 
at Level 3 

- Behavioural Rule 5 
Figure No.(s) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfActian3 3 & 4 

56 & 57 Pallet.StartActian3 2 & 3 

63 & 64 Pallet.EndAction3 2 & 3 

Infer9nc.Englne.TestSt.rtO'P611.tsActlons~· 

THEN (- self ExecuteObjects 

'TestStartOfAction3 

$lnstWorkingMemory 
RuJe 3 of StatJon.NextStatJonAvBiJabJe2 :AllocatedPallets); 

InferenceE.ngJne.5tartPel1'tsActiDns~ 

IF :BufferType='ExchangeStore 

.lnputBufferAvailable 

OutputBufferAvailable 

THEN self; 

THEN (- self ExecuteObjects 

'StartAction3 

$lnstWorkingMemory 

:AllocatedPallets); 

InferlmceEngJntl.EndPelletsActions~ 

THEN (- self ExecuteObjects 

'EndAction3 

$lnstWorkingMemory 

:Allocated Pallets); 

lhe Three Nac/line Cell LUT-FMS The Three Nachine Cell LUT-FMS 
Figure 13.3 at Level 3 Research 

- 8ehavioural Rule" Group 
Figure 13.4 at Level 3 Research 

- Behavioural RuJe 6 Group 

Table 13.20: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 8 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfAction3 5 

58 Pallet.StartAction3 4 

64 Pallet.EndAction3 4 

255 



RuJtI J of OscJsJonCtlntrtl.o.ttlctTooJJngConfJJcts: 

THEN (- self ExecuteObjects 

'CheckToolsAvailability 

$lnstWorkingMemory: 

StartablePallets); 

The Three Hachine CeJJ LUT-FMS 
Figure 13.5 at Level 3 Research 

- Behavioural Rule 7 Group 

Table 13.21: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 9 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

54 Pallet.TestStartOfAction3 7 

60 Pallet.StartAction3 6 

65 Pallet.EndAction3 6 

Table 13.22: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 10 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

53 Pallet. T estStartOf Action3 2&4 

56 & 57 Pallet.StartAction3 2&3 

63 & 64 Pallet.EndAction3 2&3 

256 



Table 13.23: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 11 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfAction3 3 & 4 

56 & 57 Pallet.StartAction3 2 & 3 

63 & 64 Pallet.EndAction3 2 & 3 

Table 13.24: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 11 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

53 Pallet.TestStartOfAction3 2 & 4 

56 & 57 Pallet.StartAction3 2 & 3 

63 & 64 Pallet.EndAction3 2 & 3 

Table 13.25: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 13 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

54 Pallet.TestStartOfAction3 9 

62 Pallet.StartAction3 8 

67 Pallet.EndAction3 8 

Table 13.26: The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 13 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

39 Pallet.StartAction2 4 

Pallet.ScheduleSubOps2 
(A Lisp procedure) 
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Table 13.2~ The Three Machine Cell Model 
at Level 2 

- Behavioural Rule 14 

Figure No.Cs) RuleSet Rule 
in Append. III Nome Number 

39 Pallet.StortAction2 4 
Pallet.CellTaolRequirement 
(A Lisp procedure) 

Table 13.2~ The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 14 

Figure No.Cs) RuleSet Rule 
in Append. III Name Number 

68 ToolTronsporter.TestStortOfAction 1 &2 

70 ToolTronsporter.StortAction 1 

74 ToolTronsporter.EndAction 1 

Table 13.29: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 15 

Figure No.(s) RuleSet Rule 
in Append. III Name Number 

69 ToolTronsporter.TestStortOfAction 3 

71 ToolTronsporter.StortAction 2 

75 ToolTronsporter.EndAction 2 
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RIll. J of ToolTr.n$port6r.FJllSpllr6PrJsJtJons: 

If" .RequlrodTools 

.RequlredPo8Itlon8>:CurrentlDeatlon.SporePosltlons 

THEN 8porepo8-:CurrentLoeatlon.SporePosltlons 

tooI8-( - aelf FindANumberOfTools sporepos) 

:CurrentLoeotlon:TooislnPTS-

(APPEND :Currentloeotlon:TooislnPTS tools) 

(ChangeToolLoeotlon tools :CurrentLoeatlon): 

RIll. I of ToolTr6l1sporter.Exch6ngfJTools: 

THEN .ExchangeWithWomTools 

.FiIISparePositions; 

RIll. 2 of ToolTrllnsportfJr.ExchMg.Tools: 

IF .ThereAreToolsLeft 

Ru19 2 of ToolTr6nsporter.FJllSpQfJPositions: THEN .ExchongeWithUnusobleTools; 

IF" reqdtools-.RequlredTools 

THEN :CurrentLoeatlon:ToolslnPTS-

(APPEND :Curronttoeatlon:ToolslnPTS reqdtools) 

:ToolsOnlt-(LOIFFERENCE :Tool80nlt reqdtools) 

(ChangeToolLoeotJon reqdtools :CurrentLoeatlon): 

Tool FlaN of 
Figure 13.6 the Three Machine Cell 

- oper8tion8l RUle 6 

LUT-FMS 
Research 

Group 

Taol FlaN of 
Figure 13.7 the Three Hachine CeJJ 

- Operational Rule 7 

Table 13.30: The Three Machine Cell Model 
at Level 3 

- Behavioural Rule 18 

Figure No.(s) RuleSet Rule 
In Append. III Name Number 

69 ToolTransporter.TestStartOfAction 4 

71 ToolTransporter.StartAction 3 

76 ToolTransporter.EndAction 3 
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Chapter 14 

. DECISION RULE AND DATA INPUT 

TO THE THREE MACHINE CELL MODEL 

14.1 Introduction 

This chapter focuses on the decision rule and data input of the three machine cell 

model for each of the three levels. These rules, which are not provided by the company 

and thus are not reflected in the description of the cell's operation in Chapter 12, need 

to be entered by the user through the Workstation keyboard. 

14.2 Scope of the Input 

As discussed in Chapter 8, each modelling level requires a different level of 

information input. However, to compare the three levels, the inputs of these levels have 

to be made mostly compatible to each other. 

It is obvious that the behavioural rules, as described in the previous chapter, are 

not adequate for the operation of the cell because non of the rules handles the conflicts 

among the basic work and tool flow activities in the cell. Thus decision rules have to be 

entered to control these aspects of the cell's operation. 

These decision rules, which are not available from the company, are proposed 

and given below in both general statement form and rule language form in which they 

will be used in the modelling system for the case study. 

Major aspects of the data input include the part and process information, and 

parameters of the cell elements modelled at each level. 

14.3 Decision Rule Input 

14.3.1 Initial Comments 

The decision rules for the operation of the three machine cell for each of the three 
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levels are given in this section. Although the modelling system allows the convenient 

entry of complex alternative decision rules, only one combination of rules are proposed 

below to cater for the comparison of the three levels. The full investigation of these 

rules will be done in the next case study given in Chapters 16 and 17. 

These rules are described in statement form in the text, while the exact rules which will 

be used in the modelling system for the cell study are presented in figures. 

The role of these decision rules is to model the interactions among the basic work 

and tool flow activities which are modelled by the behavioural rules as given in Chapter 

13. For a detailed discussion of this issue, refer to Chapter 8. The user interactions 

involved in the entry of these rules have been described in Chapter 9. 

14.3.2 Rule Input of Level 1 

Since a fixed number of pallets have been assumed for the cell, the load/unload 

station priority rule for the introduction of pallets into the cell does not need to be 

entered. Furthermore, the transporter priority rule is not necessary in this case as the 

cell only has one transporter. 

Therefore control of the three machine cell at this level is characterised by the 

following decision rules: 

(1) Part Release Rule: 

Parts are released according to the shortest machining time rule, i.e. pan that has 

the shortest total processing time on the assigned stations is released first if there are 

several pans waiting for a pallet in order to be released (Figure 14.1). 

(2) Pallet Priority Rule to Allocation to Transporter: 

If there are more than one pallets waiting to be transported, the pallet that has the 

longest waiting time is selected and allocated to the transporter (Figure 14.2). 

(3) Pallet Priority Rule for Station Loading: 

If there are several pallets in the local buffer of a station and are waiting to be 
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loaded, the one which has the longest waiting time is loaded ftrst when the station 

becomes available (Figure 14.2). 

(4) Station Priority Rulefor Assignment of Pallet: 

If there are more than one stations which can be assigned to an operation of the 

part on pallet, the station which has the least workload is selected. The workload of a 

station is computed by taking into account the cummulative busy time and the total 

processing time of the parts queueing in the buffer of the station (Figure 14.3). 

14.3.3 Rule Input of Level 2 

As mentioned above, since the cell has a ftxed number of pallets and only one 

work transporter, there is no need to enter the load/unload station and transporter 

priority rules. Beside~, as the input buffer of the three machines can only accommodate 

one pallet and the load/unload stations do not have any local buffers, the pallet priority 

rule for station loading is not necessary. , . 

Thus the following decision rules need to be entered to control the operation of 

the cell: 

(1) Part Release Rule: 

If there are several parts that can be released when a pallet becomes available, the 

one which has the shortest total processig time is released ftrst (Figure 14.1). 

(2) Pallet Priority Rulefor Allocation to Transporter: 

If there are more than one pallets waiting to be transported, the one that has been 
! 

waiting for the longest is selected and allocated the transporter ftrst (Figure 14.2). 

(3) Station Priority Rule for Assignment of Pallet: 

If there are several stations which can be assigned to a pallet, the station which 

has the least workload is selected. The workload for a machine is computed by taking 

into account the cummulative busy time of the machine and the processing time of the 
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part queueing in the input buffer of the machine. As for the load/unload stations, this is 

the cummulative busy time of the station (Figure 14.3). 

14.3.4 Rule Input of Level 3 

Again, the load/unload station and work transporter priority rules do not need to 

be entered. However, since there are three men in the cell which are used as tool 

transporters, the tool transporter priority rule has to be entered. In addition, the pallet 

priority rule for allocation to tool transporters are also required to be specified. 

As a result, the control of the cell at this level can be facilitated by the following 

decision rules: 

(1) Part Release Rule: 

If there are several parts that can be released when a pallet becomes available, the 

one which has the shortest total processing time is released first (Figure 14.1). 

(2) Pallet Priority Rule/or Allocation to Transporter: 

If there are more than one pallets waiting to be transported, the one that has been 

waiting for the longest is selected and allocated the transporter first (Figure 14.2). 

(3) Station Priority Rule/or Assignment a/Pallet: 

If there are several stations which can be assigned to a pallet, the station which 

has the least workload is selected. The workload for a machine is computed by taking 

into account the cummulative busy time of the machine and the processing time of the 

part queueing in the input buffer of the machine. As for the load/unload stations, this is 

the cummulative busy time of the station (Figure 14.3). 

Notably, this is one of the the decision points where the influence of tools on 

work flow can be represented as rules. However, to make the cell's operation of this 

level compatible to ihat of the other two levels, the above rule is entered. A detailed 

investigation of this aspect is to be conducted in the next case study given in later 

chapters. 
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(4) Tool Transporter Priority Rule for Assignment of Pallet: 

If there are several tool transporters available, the priority for the three 

transporters ( 1,2 and 3) is in decreasing order (Figure 14.4). 

(5) Pallet Priority Rule for Allocation of Tool Transporter: 

If there are a number of pallets waiting for transporters so that tools can be 

tranported for the part on the pallet, the one which has the longest waiting time is 

selected and allocated to the tool transporter (Figure 14.5). 

14.4 Data Input 

14.4.1 Scope of Data Input 

The scope of the data input for each of the three levels has been discussed in 

Chapter 8 and the user interactions involved in the data input process have been 

described in Chapter 9. 

As considerable data is involved in the modelling of the cell for each level, the 

detailed description of the information is given in Appendix VI.2. In the following 

sections, consideration is only given to the peculiar aspects associated with the data 

input requirement for each level. 

14.4.2 Data Input of Level 1 

The data input requirement of the three machine cell model at this level includes 

the production requirements information, the machine information, the load/unload 

station information, the transporter information, the pallet information and the process 

information (Appendix VI.2). For all the stations, the user does not need to specify the 

type and size(s) of the local buffers. And as the load/unload stations do not have any 

local buffers in the real cell, the station exchange time is specified as 0, though at this 

levelloadinglunloading activities are assumed for these stations. , 

264 



An average time value, rather than a distance matrix, is specified for the 

transporting activities between stations. This is one of the major approximations which 

have been made in the modelling system. 

For the process information, the first and the last operations correspond to the 

palletisation and depalletisation processes respectively. The time of the first operation is 

specified as 0, because no specific operation times were provided for palletisation and 

depalletisation, and only the total time for re-palletisation was available. 

A total time is required for each machining operation, which is obtained by 

summing up all the tooling operaion times and the associated tool change times given 

by the company. 

Figure 14.6 summarizes the system parameters and strategies necessary for the 

operation of the three machine cell at level 1. 

14.4.3 Data Input of Level 2 

The data input of the three machine cell model for level 2 consists of the 

production requirements information, machine data, load/unload station data, work 

transporter data, temporary storage data, pallet data, tool data and process information 

(Appendix VI.2). 

The production requirements and the transporter data are identical to what is 

specified for level 1, but special consideration has to be given to the specification of 

machines and load/unload stations. A dual-type pallet exchange buffer is specified for 

each of the three machines, and the two load/unload stations are specified to have no 

local buffers and therefore, the station exchange time is also O. Besides, tool exchange 

time and index time have to be entered for each machine. 

Since each pallet stand can only accommodate one pallet, the capacity of the 

twenty-two temporary storages is set to 1. For each of the tools, the tool life and the 

maximum percentage tool life utilisation are also need to be entered. Details of tool 

information can be found in Appendix VI.1. 
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As mentioned in the previous chapter, each pallet may be sent to a unique pallet 

stand. Therefore, a specific temporary storage has to be assigned to each pallet. This is 

not required at level 1. 

In addition to the above peculiar considerations, the process information for this 

level needs to be specially specified. For each machining operation, the total time is no 

longer required, in stead a list of sub-operations have to be defined. The sUb-operations 

of a machining operation are the tooling operations, and the cutting time and tool type 

identity have to be entered for each of them. 

For a summary of the major cell parameters and strategies at this level, see Figure 

14.7. 

i 

14.4.4 Data Input of Level 3 

To model the three machine cell at level 3, the following information is required: 

production requirements data, machine data, load/unload station data, work transporter 

data, temporary storage data, pallet data, tool data, tool transporter data, STS data and 

process information (see Appendix VI.2). 

As .can be expected, except the additional information on the machine PTS 

capacities, tool transporters and the STS, the other information is identical to what is 

specified for the level-2 modelling in the previous section. 

The PTS capacity of the three machines needs to be specified because the tool 

provision to a machine has to take into account the size of the magazine. For each tool 

transporter, the average time between tool stores is also required. 

Figure 14.8 summarizes the system parameters and strategies that are considered 

in the level-3 modelling. 

14.5 Conclusions 

It is evident, from the above discussion, that the input effort required foI' the three -

levels is significantly different from each other. This is due to the fact that first each 
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level models a different range of cell elements that need to be defined, secondly for the 

same element there may be a different list of parameters to be specified at each level, 

and thirdly there can be a differing number of decision rules to be entered for each level 

and the complexity of these rules can also be varying from level to level. 

It was estimated, based on the author's experience, that the input time for level 1 

was about 30 minutes, whereas 90 and 110 minutes were required for level 2 and level 

3 respectively. The difference between level 1 and level 2 or 3 is mainly caused by the 

requirement of differing levels of process information, and the extra tool information 

required for level 2 and 3. The difference between level 2 and level 3 is not as 

significant as the above because the additional input effort required for level 3 is only 

used for the specification of tool transporters and the STS, plus the entry of some 

additional decision rules. However, if tool requirements planning is not to be conducted 

at level 2, the difference between level 2 and level 3 will be considerable since there will 

be no need to enter the enormous tool data for level 2. 
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Chapter 15 

RESULTS OF THE KNOWLEDGE BASED 

MODELLING OF THE THREE MACHINE CELL 

15.1 Introduction 

The work reported here is the results of the modelling of the three machine cell. 

The operation of each of the three levels is described. The results obtained are 

summarised and discussed against the major aspects of the cell. The emphasis is to 

compare the results of the three levels. Criteria are then identified which help the user to 

select an appropriate modelling level for particular applications. 

15.2 Initial· Comments 

As mentioned in Chapter 12, the purpose of this case study is to compare the 

three levels of modelling. Thus only one run is planned for each level, based on the 

operational rules and data input described in the previous two chapters. 

Since the operational conditions have been made compatible among the three , 
levels, the results presented here are expected to be able to demonstrate the effects of 

those assumptions which are made within each of the three levels. In the meanwhile, as 

each level is functionally self·contained, the relative merits of each level can also be 

shown through the comparison of the insight provided by the three levels. 

15.3 Operation of the Multiple Levels 

15.3.1 Initial Comments 

Basically speaking, the computational performance of a particular level depends 

on the speed of rule matching and execution. However, rule matching and execution is 

determined by the number and complexity of the rules which are used to represent the 

operation of the lev·el. The number and complexity of the rules contained wit~h 
aparticular level, on.the other hand, are mainly influenced by three factors, i.e. the 

number of objects contained in the working memory, the number of considered 
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parameters of the objects in the modelling and the number of modelled states of the cell 

elements. 

This section discusses the operation of the three levels, with emphasis placed on 

the investigation of the difference among the computational performances of the three 

levels. 

15.3.2 Operation of Level 1 

There are altogether six cell elements which are considered in the modelling at this 

level (Figure 15.1). The parameters modelled for each of these objects have been 

described in Chapter 8. As discussed in Chapter 14, a pallet can be in any of the eight 

states, i.e. AwaitingF orPal/etisation, Pal/etisation, AwaitingF orTransfer, Transfer, 

AwaitingF orProcessing, Processing, AwaitingF orDepal/etisation and Depalletisation. 

Therefore, there are twelve transformational rules used in the modelling. Among these 

rules, four are used for the testing of start of pallets' actions, four for the start of 

actions, and four for the end of actions. 

As a result of the above considerations, the computer run time of the three 

machine cell model has been found to be 12 minutes. Compared with the 24 hour 

planning horizon, this figure offers a very promising potential for using level 1 to 

quickly estimate the performance of a cell. 

15.3.3 Operation of Level 2 

Although twenty-two temporary storages and ninety-three tools are contained in. 

the working memory of level 2 besides the elements modelled at level 1, only lz, 
temporary storages have been assigned to pallets. Thus there are altogether 105 cell 

elements which are modelled (Figure 15.2). The parameters of each of these objects 

have been described in Chapter 8. 

At this level, a pallet can be in any of the eleven states, i.e. 

AwaitingForPalletisation, Pal/etisation, AwaitingFor- Transfer, ReadyForTransfer, 

TransferAndllnloading" AwaitingFor· Processing, LoadingAndProcessing, 

AwaitingF orU nloaqing , Unloading FromStation, ReadyF orDepalletisation and 
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Depalletisation. There are nineteen transformational rules to be used for the modelling 

of these states. Among these rules, seven are used for testing the start of pallets' 

actions, six for the start of actions, and six for the end of actions. 

Due to the above factors considered in the modelling, the computer run time of the 

three machine cell model at this level has been shown to be 43 minutes for the 24 hour 

period production. In comparison with level 1, this is 31 minutes slower. However this 

run time is still more than 30 times faster than the real production. 

15.3.4 Operation of Level 3 

At this lev9bI. four more cell elements are added to the working memory, that is, 

the STS and three tool transporters (Figure 15.3). For a detailed description of the 

parameters of these objects modelled, refer to Chapter 8. 

In addition to ~he eleven states of a pallet, the tool transporter can be in six 

possible states, i.e. Idle, Arriving- AndLoading, ReadyForPTS, 

TransferAndExchange, ReadyForSTS and TransferAndUnloading. This results in ten 

more transformational rules to be used in the modelling. Among these rules, four are 

used for testing the start of tool transporters' actions, three for the start of actions, and 

three for the end of actions. 

As a result, 53 minutes are required to run the model at this level for the 24 hour 

production. This is 41 minutes and IO minutes longer tahn level 1 and level 2 

respectively. 

15.4 Summary and Discussion of Results 

I 
15.4.1 Initial Comments 

A summary and disscusion of the results obtained from each of the three levels of 
v 

modelling follows. In particular, the results are interpreted against the structure and 

operation of the cell. The detailed listing of these results is presented in Appendix VI.3. 
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15.4.2 Output of Level 1 

A summary of the results obtained from the level 1 modelling run is given in 

Figure 15.4. It is found that the make span is 1447.35 minutes, and the total lateness is 

therefore 7.35 minutes. This production lateness is caused by the third component of 

part 6. From the station or part operation schedules, it can be easily seen that this is 

mainly due to the successive release and assignment of the components ·of part 6, which 

has a very long machining time, to machine 3. In addition, since only one pallet is 

assigned to parts 5 and 6, part 6 can not be released into the cell until all the 

components of part 5 have been completed even if machine 1 is available. 

As a results of the long machining time for all parts, the average part lead time is 

154.33 minutes. Amqng the eight part types, part 4 has the highest throughput rate, i.e. 

4 components can be completed with tin a shift. This is because of the fact that part 4 

has the shortest machining time. As part 6 has the longest machining time and is 

released after part 5, its throughput rate is the lowest (0.99 part/shift), though the 

waiting time of this part is the shortest (1.78 minutes on the average). The lead time of 

part 5 is the longest, because it has a very long machining time and waiting time in the 

cell and the sequence of parts' release into the cell has little influence on the part lead 

times. 

From the part performance figures it can be seen that the time a part is at a station 

is equal to its machining time. For the part can be immediately unloaded into the 

machine's infinite local buffer on completion of the part's operation . 

. 
Since the selection of a station for operation assignment is done according to least 

workload rule, the use of the three machines and two load/unload stations is found to 

be well- balanced, with the slight longer use of machine 3 being caused by the long 

machining time of part 6. Besides, the utilization of the three machining centres is 

above 77%, leading to the conclusion that there is not much redundancy on the use of 

three machines in the cell. 

The utilization of the two load/unload stations is fairly low ranging from 34.2% to 

36.27%. Even if only one AGV is used, its utilization is still extremely low (4.42%). 

This is because the average transfer time between stations is assumed to be 0.8 minutes 

which is far shorter than the machining time of the components. 
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The maximum queue lengths of the three machines are 3, 2 and 3 respectively, 

and the two load/unload stations also have 2 and 3 pallets at maximum in their local 

buffers respectively. However, as pans have much longer processing time at machines 

than at load/unload stations, from the part operation schedlues it can be found that the 

queueing time of parts at the load/unload stations are far shorter than at machine 

stations. Therefore if a tow-position buffer is to be provided for the three machines, 

without blockage, no buffers will be needed at the two load/unload stations because 

there are only six pallets in the cell. This conclusion coincides with the structure of the 

actual cell. 

15.4.2.1 Long-Term Manufacturing Performance Forecast 

From the above results it can be seen that the level 1 modelling is fairly efficient , 
as a result of the major assumptions made in the modelling. Thus level 1 may well be 

I . 

applicable in the prediction of long-term manufacturing performance. 
! 

In this case, the production requirement is typically planned for 1 to 6 months, 

and the total production requirement is usually introduced into the system in batches. 

Modelling of this type of production calls for an adequately efficient modelling process, 

with certain approximations accepted. Therefore, experiments can be planned for the 

three machine cell by increasing the total production requirement from daily to 1 

month's, 3 months' or 6 months', other parameters unchanged. Unfortunately, due to 

the technical problems of the Workstation, these experiments were not completed and 

no results could be presented here. Further work will fully cover these experiments. 

15.4.3 Output of Level 2 

A summary of the results from the modelling run at level 2 is shown in Figure 

15.5. The make span for the specified production requirement is 1522.09 minutes, and 

this indicates that the production requirement can not be met within 24 hours under the 

selected decision rules. This lateness is caused by a component of part 3 and one of part 

6. 

As a result of the long processing time, part 5 has the longest lead time (196.09 

minutes). Although part 6 has no waiting time, its throughput rate is the lowest (0.95' 
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parts/shift) as the components have the longest machining time and are released after the 

components of part 5. 

From the part performance listing, it can be seen that only four components have 

been sent to the temporary storages though all components can be assigned. This 

indicates that unless more pallets are introduced for the cell, the twenty-two pallet 

stands can not be adequately utilized. Additionally seven components stayed at the 

machine stations longer than the machining times because they could not be unloaded 

until the output buffer of the stations became clear. 

Again the workload assignment to the three machining centres or the two 

load/unload stations are well-balanced. The stationary time of the machines is no longer 

zero as a result of the influence of the limited output buffer capacity. Compared with the 

three machines, the load/unload stations have a longer stationary time because these two 

stations do not have any local buffers. Since some components have been sent to the 

temporary storages, more movements were involved and thus the AGV has a longer 

load run time. 

From the temporary stoarge performance listing it was found that only three pallet 

stands have been used and the utilization of these three stands is very low ranging from 

0.14% to 2.35%. Thus it can be concluded that with only six pallets in the cell, there is 

little need for the use of temporary storages. 

The minimum cell tool requirement is 91 tool types and 118 tools. According to , 
the work schedlued to each machine, the tool requirement for the three machines are 

85, 54 and 74 tools respectively, resulting in a total of 213 tools required at the 

maximum. This indicates that if a 120-tool magazine is provided for each machine with 

all the required tools loaded at the begining of the 24 hour production period, there will 

be no need for an expensive tool flow management system for the cell. 

15.4.4 Output of Level 3 

Figure 15.6 summarizes the results obtained from the level-3 modelling run. It is 

found that the make span is 1737.62 minutes, causing a total lateness of 297.62 

minutes. The total throughput rate is eleven parts per shift and the average part lead time 

is 171.19 minutes. 
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. . 
As a result of the influence of the tool availability on the work flow, part type 5 

has the longest lead ti,me (236.73 minutes on the average) even though they are released 

before part 6. The waiting time of part 6 is still the shortest (4.64 minutes on the 

average). 

From the part performance listing, it can be seen that more components were sent 

to the temporary storages. This is simply because most components have to wait in the 

input buffer of the machines until the required tools are transported to the PTS. The 

time that components spent on waiting for tools ranges from 0 to 48.72 minutes. 

For the three machining centres, although the use of them is also well-balanced, 

their utilization is relatively low since each of the machines has to wait for tools before 

loading and machining can start. 

The utilization of the two load/unload stations and the AGV is fairly low, but the 

workload assigned to the stations is balanced. From the temporary storage performance 

figures it is found that all six assigned pallet stands have been utilized (ranging from 

0% to 6.44%). It is interesting to see that one component of part 4 was re-loaded onto 

the transporter immediately after it was unloaded to the pallet stand since one of the 

machines became available by then. Therefore the stationary time of pallet stand 12 is 0 

but the load/unload time 0.54 minutes. 

Under the differential kitting tool issue strategy, the cell tool requirement 

generated was 92 tool types and 212 tools. This is similar to the maximum tool 

requirement produced at level 2, because all the cutting tools necessary for the 

machining of the components can easily accommodated within the 120-tool capacity 

magazine. Very little tool flow was evident in the cell. This can be more easily seen in 

the machine PTS perfomlance listing. 

A maximum of 81 tools are required on anyone machine over the 24 hours. 

Neither worn tools nor position tools were changed at each machine, leading to the 

conclusion that no tools flew back to the STS (therefore the final content is zero). This 

implies that no tools were shared across the three machines. Thus it can be suggeted 

that a magazine of 90-tool capacity would be adequate for each of the three machining 

. centres. 
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The utilization of the tool transporters is extremely low, ranging from 0.09% to 

0.92%. Thus it can be concluded that with these low utilizations .the operators can 

easily perform tool load/unload and transportation. 

No tools were found to be worn on completion of the production requirements, 

though a number of tools, not classed as worn, possess tool life insufficient for funher 

use. 

15.4.4.1 The Machine PTS Capacity 

From the above results, it can be seen that the 120-tool magazine capacity for the 

three machines has resul ted in no tool sharing between machines. To enable 

comprehensive tool flow between tool stores (i.e. from the PTSs to the STS), the 

magazine capacity need to be varied, and it can be foreseen that different values of this 

parameter should bring differing tool flow performance. 

Experiments using the level 3 with varying sizes of magazine capacity specified 

for the three machines have been performed. Description of these experiments and 

discussion of the results obtained are presented in Appendix VIA. 

I 
15.5 Comparison of Results 

15.5.1 Scope of the Comparison 

In this section, a comparison of the results obtained from the three levels of 

modelling is conducted. First the work flow patterns within the three levels are 

critically compared, with the difference interpreted. Then the performance of the cell 

and cell elements is compared in order to show the measure of consistency of the three 

levels on providing insight of the modelled cell. 

15.5.2 Work Flow Patterns 

To compare the work flow patterns of the three levels, pallet 1 (i.e., pan types 1 

and 2) were selected and brought under consideration. For each of the parts 1 and 2, 

the three major operations defined were represented graphically by nanow right hatch 
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bars, while the empty bars were used to represent all the other activities, such as 

load/unload, transport and waiting. 

As shown in Figure 15.7, part 10001 was palletised 5.35 minutes later at levels 2 

and 3 than at level 1. This was because at level 1 , parts which were released before part 

10001 could be immediately unloaded into the assumed local buffers of the load/unload 

stations without delay on completion of palletisation.At the other two levels, however, 

part 10001 had to wait until the two earlier released parts (parts 40001 and 80001) were 

finished palletisation and transported to their next destinations. 

The machining operation of part 10001 at levels 1 and 2 was staned at the same 

time and at the same machine. At level 3, however, since a pallet can only be loaded 

after the required tools have been transported and the time that the palllet should stay in 

the input buffer of the machine depends both on the availability of the tool transporters 

and on the number of tools to be transported, part 10001 was assigned to machine 2 

rather than machine 3 as a result of the fact that machine 3's input buffer became 

available later than that of machine 2. For part 80001 was residing at machine 3 and 

part 40001 was at machine 2, and they requested 17 and 12 tools to be transported 

respectively though the tool transporters did not cause any delays. The depalletisation 

activity of part 1O~01 was performed 4.14 minutes after the completion of the 

machining operation at all three levels. 

Following the completion of part 10001, part 10002 was released and allocated to 

pallet 1. From Figure 15.8 it can be seen that this part was assigned to machine 2 at 

levels 1 and 3, but machine 3 at level 2. The reason for . this was that at level 1 the 

assignment of machines was puerly based on the workload of the machine, and 

therefore machine 2 was selected even though machine 3 was the first candidate 

considered. At level 3 part 10002's machining operation was not delayed due to tools 

availability, because the tools transported for part 10002 can also be used for this part. 

However, the reson that machine 2 was selected in stead of machine 3 at level 3 was 

that machine 2 had less workload than machine 3 at the point that the decision was 

made. Notably at level 2 large delay existed for. the machining operation, which was 

caused by the fact that although machine 3 had the least workload, the operation time of 

pallet 6 (i.e., part 80002) which was scheduled just before part 10002 happened to be 

so long (109.92 minutes) that part 10002 had to wait in the input buffer of machine 3. 

As shown in Figure 15.9, part 10003's machining operation was significantly 

279 



delayed at level 3. This was mainly due to that it was the first component of part type 1 

assigned to machine 3 and therefore it had to wait at the machine's input buffer until the 

unavailable tools had been transported to the machine. In addition, this part stayed at 

the temporary storage for a considerable time before being transported to the machine, 

and thus it had an extra transport activity between the temporary storage and the 

machine. 

The last component of part type 1 was part 10004, which spent most of its 

waiting time in the local buffer of machine 3 at level 1 before being loaded to the 

machine. Although at level 3 this part did not wait for tools, it still waited at the input 

buffer of machine 3 (Figure 15.10). 

Since pallet 1 can only take part types 1 and 2, the first component of part 2 was 

released into the cell immediately after the four components of part 1 were finished. 

Part 20001 spent fairly similar amount of time queueing at the three levels before it was 

loaded for the machining operation. As part type 2 only required four more tools than 

part 1 (Table VI.1 and VI.2), part 20001 only spent 6.16 minutes on waiting for tools 

(Figure 15.11). 

Although part 20002 was assigned to machine 2 rather than 3 at level 3, it could 

still use the tools of part type 1 and therefore it only took 6.16 minutes for part 20002 

to wait for the transport of unavailable tools (Figure 15.12). Apart from this, this 

component did not queue for a long time in the machine's buffer at all three levels. 

As shown in Figure 15.13, part 20003 was also smoothly scheduled through the 

cell without ant delay at levels 2 and 3, whereas at level 1, it spent 11.90 minutes 

queueing before its machining operation was started. Although all the tools required by 

part 20004, the last component for pallet 1, were available at the PTS of machine 2, this 

part had to request some new tools because the tools in the magazine did not have 

sufficient tool life left for the complete machining of the component. This was shown in 

Figure 15.14. At level 2, part 20004's machining operation was considerably delayed 

at machine 2 as a result of the use of the least workload station selection rule which 

selected machine 2 though machine 3 became available 22.75 minutes earlier than 

machine 2. 

15.5.3 Comparison of the Cell Performance 
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As a result of the difference in the work flow patterns at the three levels, the cell 

performance provided by these levels can be expected to be diffrent. In this section, the 

measure of the diffrence of the three levels with regard to the cell performance will be 

shown by comparing the performance figures collected. Besides, tool requirements 

obtained from the level 2 and level 3· modelling are compared, with tool usage 

frequency and tool life utilization being indicated as well. 

15.5.3.1 Overall Cell Performance 

The comparison of the overall cell performance is shown in Figure 15.15. As can 

be expected, for the same production requirements, the make span at level 3 was the 

longest due to the influence of tool flow on the work flow in the cell. Level 2's make 

span is 74.74 minutes longer than that of level 1. One of the reasons was that the 

limited buffers of the stations are a constraining factor for work flow. Although at level 

2 the provision of temporary pallet stands can reduce this constraint, the use of these 

stands has to rely on the availability of the work transporters. 

The total throughput rate of level 1 is the highest, and the level 2's is higher than 

that of level 3. The explanations for this diffrenec in make span also applies here. Due 

to the same reason, the total lateness and the averagepart flow time are different for the 

three levels, with level 1 having the shortest and level 3 the longest. 

As shown in Figure 15.15, the average utilization of the major cell elements is the 

highest at level 1 and, the lowest at level 3. This is mainly due to the fact that at levels 2 

and 3 the utilization of the stations was constrained by the limited buffers and by the 

arrival of tools respectively. A detailed comparison of the utiliozation of the major cell 

elements will be given in the later sections. 

15.5.3.2 Part Throughput and Lead Times 

As shown in Figure 15.16, the throughput rate for each part type at level 1 was 

generally higher than that of the other two levels. The only exceptions are part types 4 

and 7. From AppendixVI.3it can be found that part 4 generally spends more time on 

waiting at level 1 tha\1 at the other two levels, and part 7 spends more time on waiting at 
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level 1 than at level 2. The reason for this can be that at level 1, parts tend to queue at 

stations bu the FIFO station loading rule can delay parts 4 and 7 which have the 

shortest machining times. At levels 2 and 3, however, since the input buffer size is 1, 

the FIFO rule had no chance to be applied. 

From Figure 15.16 it can also be seen that the throughput rate for each part type at 

level 2 was higher than that of level 3, with parts 2 and 3 being two exceptions. Again 

from Appendix VI.3it was found that the waiting time of parts 2 and 3 at level 2 was 

longer than at level 3. This was due to that the selection of the station for a part had a 

significant effect on the performance of the cell. Although these two parts had to spend 

time on waiting for tools at level 3, the time these parts spent on queueing at buffers 

could be longer than the total waiting time at level 3 if a station was selected at level 2 

which was machining a part that had a long processing time. 

Generally speaking, the average lead time for each part type at level 1 is the 

shortest, and the parts lead time of level 2 should be shorter than that of level 3 (Figure 

15.17). The above explanations for throughputs also apply here. 

15.5.3.3 Machine' Station Utilization 

From Figures 15.18, 15.19 and 15.20 it was found that machine 1 was utilized 

most at level 2, machine 2 at level 1 and machine 3 at level 3. The major reason for this 

variation was the assignment of alternative machines to an operation and the use of the 

station availability and selection rules. At level I, a station is assumed to be always 

available, and therefore the station selection ruleplayed a key role in assigning parts to 

machines. In the level-2 modelling, however, a machine is said to be available only if 

the input buffer and the output buffer are clear, whereas at level 3 although the 

conditions for machine availability are identical to those for level 2, the status of the 

input buffer was greatly affected by the fact that parts have to wait in the input buffer of 

the machines until the required tools have been transported to the PTS. 

As a result, thirteen, twelve and twelve parts were assigned to machine 1 at levels 

1,2 and 3 respectively; forteen, fifteen and sixteen parts to machine 2 at levels 1,2 and 

3 respectively; and thirteen, thirteen and twelve parts to machine 3 at levels 1, 2 and 3 

respectively. 
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15.5.3.4 Transporter Performance 

As shown in Figures 15.21. the utilization of the AGV for the three levels was 

very similar though it was used increasingly more from level 1 to level 3. The diffrence 

between levels I and 2 was that some components hasd to be transported to the 

temporary storages as result of the constraints of the limited buffers of the stations. 

Thus in addition to the transporting parts between stations, the AGV was also used to 

move between stations and temporary storages. 

At level 3, since parts spent more time in the buffers of the machines, they were 

more frequently transported to the temporary storages, and therefore the AGV was 

more utilized. 

15.5.3.5 LoadlUnload Station Performance 

From Figures 15.22 and 15.23, it can be seen that the utilization of the two 

loadlunlooad stations was also very similar for all three levels. The slight difference 

was made by the fact that the palletisation and depalletisation activities were a:iAgned to 
. v 

the two load/unload stations and thus there was a need for applying the station selection 

rule. At level 1, the least workload rule is the only rule for station selection. while at 

levels 2 and 3, this rule was applied only if the two stations were both available, i.e. in 

an idle state. 

Due to the above fact. different components can be assigned to a load/unload 

station at different levels, thus leading to the slight variation on the use of the stations. 

15.5.3.6 Temporary Storage Performance 

As discussed before, temporary storages were modelled at levels 2 and 3. A 

comparison of the utilization of the temporary storages for these two levels is shown in 

Figure 15.24. As can be expected, the six assigned pallet stands were utilized more at 

level 3 than at level 2. The reason for this was because the input buffers of the three 

machines were more· frequently occupied by components at level 3, and therefore 

components had to be more frequently transported to the temporary storages and stayed 
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there until the input buffers were cleared. 

The only exceptions was pallet stand 7, which was utilized for 2.14 minutes at 

level 2 but 0.00 minutes at level 3. Again this can be seen as the effect of the asignment 

of alternative stations to components and the application of the station selection rule. 

15.5.3.7 Tool Reuqirements and Sister Tooling Prediction 

A comparison of the tool requirement generated from the level-2 modelling and 

the level-3 modelling is shown in Figure 15.25. The difference between the minimum 

requirement (118 tools) and the maximum requirement (213 tools) or the actual 

requirement (212 tools) was evident. However, there was almost no difference between 

the maximum tool requirement generated from level 2 and the actual tool requirement 

produced at level 3. This coincides with the specification of the 120-tool capacity 

magazine for each machine, which enables maximum machining flexibility of the 

machines but results in very little tool flow evidence in the cell, and thus there would be 

no savings achieved by sharing tools across the machines. 

Although the total number of tools required was very similar under both the 

level-2 maximum modelling and the level-3 modelling, the number of sister tools 

required for some tool types could differ (Figure 15.26). The major reason for this 

include part assignment to machines and machine selection. 

15.5.3.8 Tool Usage Frequency and Tool Life Utilization 

Since different tools were used in the modelling at levels 2 and 3, and the same 

tool number could be different tool types for different levels, there was no way to 

match the tool numbers generated at these levels. Therefore, the comparison of the 

performance of each individual tool can only be made in an aggregate way. 

Figure 15.27 S?oWS the usage frequency of tool numbers from 1 to 8 for both 

levels. The tool life u,tilization of these tools is depicted in Figure 15.28. 

From the above two figures it can be observed that the main factors which 

determine the tool usage frequency should be the cutting times of the components and 
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the permissible tool life values. The latter is, however, significantly affected by the 

specification of the maximum percentage tool life utilization. As no tool flow was 

considered at level 2 and no tools flew back to the STS at level 3, a considerable 

number of tools were' found to be under-utilized. 

15.5.4 Conlusions 

As mentioned in Chapter 13 and 14, in oder to compare the three levels of 

modelling, the operational conditions of the three machine cell have been made 

compatible for these levels by selecting identical decision rules. Since the performance 

of the cell at each level depends on the work flow patterns, and the work flow patterns 

are controlled by the decision rules applied and are influenced by the operational 

assumptions made within each level, the performance as provided by each level can 

vary. 

From the discussion and comparisons conducted in this chapter, it can be 

concluded that the less the assumption made in the modelling, the more realistic the 

performance provided by the modelling. From levels 1 to 3, as more and more system 

operational details are considered, the performance provided by the modelling is 

decreasingly optimistic but increasingly realistic. 

Another important conclusion is that the assignment of alternative stations to an 

operation of a part in conjunction with the assumptions of the modelling level can 

significantly influence the work flow pattrens and hence the performance of the cell. 

Therefore, in order to model a cell realistically under station pooling at different levels, 

the stati~n selection rules must be carefully developed. 

15.6 Comments on Modelling Levels 

Based on the discussion on the input requirements and the results of the case 

study in the previous two chapters and this chapter, it can be concluded that the three 

levels of modelling require three levels of input, gives three levels of running 

performance and provides three levels of output. Thus this hierarchical modelling 

method can ne used at various stages in the design of a flexible machining facility.. -. 
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To help to choose an appropriate modelling level for the user's particular 

applications, the following principles can be proposed based on the case study: 

(1) Level I is the most aggregate among the three levels with regard to the input 

and output requirements, but it is the most efficient with respect to the computational 

performance. Therefore, this level is well suited to the basic sizing of a manufacturing 

system in the early design stage. It is best used to help determine the number of 

equipments and the rough size of local buffers for the stations. In addition, it can be 

used for long-term manufacturing performance forcasts. 

(2) After the basic size of a manufacturing system has been deterimed using level 

1 of the knowledge based modelling system or other modelling methods (see Chapter 

5), the user can select level 2 to study the detailed work flow of the system. The effects 

of variuos types and sizes of the local buffers of the stations and temporary storages on 

the performance of the system can effectively be assesses. If a prelimibary tool 

requirements planning is required, the user can also choose this modelling level. The 

tool requirments generated can help the user to determine appropriate tool management 

strategies. 

(3) For some systems, tool flow management can be a crucial issue. For example, 

if the total number of tools required at a machine well exceeds the capacity of an 

available tool magazine, then a secondary tool store and the associated tool provision 

strategies may have to be considered. In this case, the user can choose level 3 of the 

modelling system 

15.7 Concluding Remarks 

In this case study, although the cell has been choosen to be modelled for three 

shifts, the total number of jobs was only forty. The machining time of a part was so 

long that the work flow in the cell was not comprehensive enough to assess the 

, response of the modelling system with regard to alternative operational rules. In the 

level-3 modelling it was found that because of the specification of the large magazines 

for the three machines, tool flow onl~ occured in terms of providing tools from the STS 

to the PTSs. There ,were no tools flowing back the STS and used again by other 

machines or components. 
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As a result, there is a need to extend the three machine cell to a case which can be 

used to comprehensively assess the modelling system subject to more complex work 

flow and operating strategies. Besides, full-scale experiments are required with regard 

to the integrated flow, of both work and tool in the extended cell. 
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Chapter 16 

THE EXTENDED CELL AND 

THE INPUT TO THE MODELLING SYSTEM 

16.1 Introduction 

In this chapter, the extended cell is introduced for the comparative study which is 

to be carried out with the knowledge based modelling system, the Emulator and the the 

tool flow modelling system. A description of the extended cell is given first. Then the 

decision rule and data input to the knowledge based modelling system is illustrated. 

Results of the knowledge based modelling of the extended cell are to be presented in the 

next chapter. 

I , 
16.2 The Extended Cell 

16.2.1 Scope of the Extention 

In order to bring the modelling system into a more comprehensive test, the three 

machine cell as studied in the previous chapters is to be extended in several directions. 

Firstly a more complex parts spectrum is to be specified, which wii enable more 

complex work flow in the cell. Then two more machining centres will be added so that 

the cell can have the adequate machining capacity for the new production requirements. 

To demonstrate the capability of the modelling system in providing insight into the tool 

flow behaviour of a machining cell, an appropriate tool magazine capacity is to be 

specified. In addition, alternative decision rules will be expressed and studied with 

regard to the operatio'n of the cell. , 

16.2.2 The Components 

There are twenty parts which have been specified for the extended cell based on 

the parts information of the three machine cell. Details of the da~ly requirements of 

these parts are su~marized in Figure Mii!l. In total, 101 parts are required to be 

produced. For the process details of each of these twenty parts, refer to TablesVIL5to 

VII.24 in Appendix VII.1. 
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16.2.3 The Cell Design 

The extended cell comprises of five Makino MC 1210 horizontal machining 

centres, see Figure 16.1, serviced by a rail guided vehicle. Work fixturing and 

defixturing is performed mannually at either of the two load/unload stations (Figure 

16.2). 

Each machine is also equipped with a 40 tool capacity tool magazine or primary 

tool store. Tool change between the PTS and the spindle is performed by a double 

ended ann which selects the required tool from the magazine whilst machining is in 

progress, then changes the tool when the spindle has stopped. 

The cell has 18 pallet stands, each of which can be used as a temporary storage to 

accommodate a pallet. Pallet interchange beween the pallet transporter and the machine 

is executed via a pallet changer. This provides a dual-type pallet buffer for each of the 

five machines. 

The cell uses ten pallets, each of which can be used for any parts. The operating 

strategy is such that a fully machined part is obtained for each visit to a machine. Work 

flow within the cell is carried out by the AGV, while the other supporting activities, 

such as inspection and cleaning, are wholly mannual. Tool transfer between theSTS 

and PTSs, loading and unloading are all carried out by the three men availabldn the 

cell. 

16.2.4 Basic Operation of the Cell 

The basic operation of the extended cell is similar to that of the three machine cell, 

see section 12.6. Thus the behaviural rules for the three machine cell, as described in 

Chapter 13, will all be used in the extended cell as well. 

However, two' addtional production strategies have been specified in ooer to 
. L/ 

control thw work flow in the cell. The first strategy corresponds to batch production, 

where components are released into the cell batch by batch. Here, a batch is defined as 

a group of identical components. As shown in Table VII. 1 of Appendix VI!. 1, twenty 
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batches have benn specified corresponding to the twenty parr types. The size of each of 

these batches is also illustrated in Table VII.I. 

The second strategy is for kit production, where kits of parts are brought through 

the cell in order to meet certain assembly requirement. A kit, in this case, can be defined 

as an order which consists of components of different part types. Table VII.2 in 

Appendix VII. I shows the five part kits specified for this case study. The order quantity 

for each of these kits is shown in Table VII3. In contrast to the batch production, 

components are released into the cell kit by kit in kit production. The kit machining list 

has been specified as shown in Table VII.4. 

16.3 Decision Rule In put 

16.3.1 Initial Comments 

The decision rules for the operation of the extended cell for each of the three 

levels are given in this section. In order to investigate the influence of alternative control 

strategies on the performance of the cell, varying combinations of decision rules are to 

be proposed below. Each combination of decision rules in conjunction with the 

specified data input constitutes a specific run in the modelling experiment. 

Althgough different rules can be entered for each decision point, alternative rules 

are mainly developed in this case study with regard to three decision points as a result 

of the existing of a huge number of combinations of rules. One is the batch or kit 

production decision, another is the station selection decision and the third is the parr 

scheduling decision. Each of the developed rules is described in statement form in the 

text, while the exact rule which will be used in the modelling system for the cell study 

are presented in figures. 

The role of these decision rules is to model the interactions among the basic work 

and tool flow activities which are handled by the behavioural rules as discussed in the 

previous section. 

16.3.2 Rule Input of Level 1 
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16.3.2.1 Batch Production 

The following runs are planned for the modelling of the extended cell for batch 

production at level 1: 

(1) Run 1: 

. Part Release Rule: Parts are released into the cell according to the order number, i.e. 

part that is the first on the machining list is released first . 

. Pallet Priority Rule for Allocation to Transporter: If there are more than one pallets 

waiting to be transported, the one that has the longest waiting time is selected and 

allocated to the transporter (Figure 16.6). 

- Pallet Priority Rulefor Station Loading: If there are several pallets in the local buffer 

of a station and are waiting to be loaded, the one which has the longest waiting time is 

loaded first when the station becomes available (Figure 16.6). 

- Station Priority Rule for Assignment of Pallet: If there are more than one stations 

which can be assigned to an operation of a part, the station which has the shortest 

queue length is selected (Figure 16.7). 

(2) Run 2: 

All the rules applied in Run 1 are also used for this run, except the following 

variation: 

- Station Priority Rule for Assignment of Pallet: If there are more than one stations 

which can be assigned to an operation of a part, the station which is the earliest 

available is selected. The available time of a station is computed by taking into account 

the finish time of the work currently being processed and the total processing time of 

the components queueing in the buffer of the station (Figure 16.8). 

(3) Run 3: 

All the rules used in Run 1 are also used here, except the following variation: 
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- Station Priority Rulefor Assignment of Pallet: If there are several stations available, 

the one which has the least work load is selcted. The workload of a station is computed 

by taking into account the cumIlJulative busy time and the total processing time of the 

parts queueing in the buffer of the station (Figure 16. 9). 

16.3.2.2 Kit Production 

The following runs are planned for the modelling of the extended cell for kit 

production at level 1: 

(I) Run 4: 

This run uses the same rules as those of Run 1. 

(2) Run 5: 

This run uses the same rules as those of Run 2. 

(3) Run 6: 

This run uses the same rules as those of Run 3. 

16.3.3 Rule Input of Level 2 

16.3.3.1 Batch Production 

The following runs are planned for the modelling of the extended cell for batch 

production at level 2: 

(1) Run 7: 

- Part Release Rule: Parts are released into the cell according to the order number, i.e. 

part that is the first in the machining list is released first. 

- Pallet Priority Rule for Allocation to Tranporter: If there are more than one pallets 
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waiting for a transporter, the pallet that has the longest waiting time is selcted and 

allocated to the transporter (Figure 16.6). 

- Station Priority Rule for Assignment of Pallet: If there are several stations available, 

the one which has the most spare spaces is selected. The spare spaces of a station is 

computed by taking into account the position on the station and the spare positions of 

its local buffer (Figure 16.10). 

- Temporary Storage Use Rule: Parts are not to be sent to any temporary storages in 

this run. 

(2) Run 8: 

This run uses the same rules as Run 7, except the following variation: 

- Station Priority Rule for Assignment of Pallets: If there are more than one stations 

which can be assigned to an operation, of a part, the station which is the earliest 

available is selected. The available time of a station is computed by taking into account 

the finish time of the work currently being processed and the total processing time of 

the components queueing in the buffer of the station (Figure 16.8). 

(3) Run 9: 

This run uses the same rules as Run 7, except the following variation: 

- Station Priority Rulefor Assignment of Pallets: If a part can be assigned to more than 

one stations, the one that has the least workload is selected. The workload of a station 

is computed by taking into account the cUnll11Ulative busy time and the total processing 

time of the parts quelleing in the buffer of the station (Figure 16. 9). 

(4) Run 10: 

This run uses the same rules as Run 7, except the following variaition: 

- Pallet Priority Rulefor Allocation to Tranporter: If there are several pallets waiting for 

a transporter, the one that has the shortest remaining -processing time is selected and 

allocated to the transporter. The remanining processing time of a part is computed by 
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summing up the operation times of the rem~ilining operations (Figure 16.11). 

16.3.3.2 Kit Production 

The following runs are planned for the modelling of the extended cell for kit 

production at level 2: 

(1) Run 11: 

This run uses the same rules as Run 7. 

(2) Run 12: 

This run uses the same rules as Run 8. 

(3) Run 13: 

This run uses the same rules as Run 9. 

(4) Run 14: 

This run uses the same rules as Run 10. 

16.3.4 Rule Input of Level 3 

16.3.4.1 Batch Production 
! 

The Following runs have been planned for the modelling of the extended cell for 

batch production at level 3: 

(1) Run 15: 

. Part Release Rule: Parts are released into the cell according to the order number, i.e. 

part that is the fIrst in the machining list is released first. 

- Pallet Priority Rule for Allocation to Tranporter: If there are more than one pallets 
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waiting for a transporter, the pallet that has the longest waiting time isselectedand 

allocated to the transporter (Figure 16.6). 

- Station Priority Rule for Assignment of Pallet: If there are several stations available, 

the one which has the most spare spaces is selected. The spare spaces of a station is 

computed by taking into account the position on the station and the spare positions of 

its local buffer (Figure 16.10). 

- Temporary Storage Use Rule: Parts are not to be sent to any temporary storages in 

this run. 

- Tool Transporter Priority Rule for Assignment of Pallet: If there are more than one 

tool transporters available, the priority for the three transporters (1, 2 and 3) is in 

decreasing order (Figure 16.12). 

- Pallet Priority Rule for Allocation of Tool Transporter: If there are several pallets 

waiting for a tool transporter, the one that has the longest waiting time is selected and 

allocated to the tool transporter (Figure 16.13). 

(2) Run 16: 

All the rules applied in Run 15 are also used in this run, except the following 

variation: 

- Station Priority Rule for Assignment of Pallets: If there are more than one stations 

which can be assigned to an operation of a part, the station which is the earliest 

available is selected. The available time of a station is computed by taking into account 

the finish time of the work currently being processed and the total processing time of 

the components queueing in the buffer of the station (Figure 16.8). 

(3) Run 17: 

All the rules applied in Run 16 are also used in this run, except the following 

variation: 

-- Machine Priorit), Rule for Assignment of Pallet: If there-arc several machines 

available, the one which has fewest tools unavailable in the PTS is selected and 
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allocated to the pallet (Figure 16.14). 

16.3.4.2 Kit Production 

The following runs are planned for the modelling of the extended cell for kit 

production at level 3: 

(1) Run 18: 

This run uses the same rules as Run 15. 

(2) Run 19: 

This run uses the same rules as Run 16. 

(3) Run 20: 

This run uses the same rules as Run 17. 

16.4 Data Input 

16.4.1 Scope of Data Input 

The data input requirement of the extended cell model is similar to that of the three 

machine cell model. As considerable data is involved in the modelling for each of the 

three levels, the detailed description of the information is given in Appendix VII.2. In 

the following sections, consideration is only given to the peculiar aspects associated 

with the data input requirement of the extended cell for each level. 

Notably, the same set of data is to be used by the runs planned for a particular 

level, though different rules are to be applied. 

16.4.2 Data Input of Level 1 

The data input requirement of the extended cell model at this level also includes 

312 



the production requirements information, the machine information, the load/unload 

station information, the transporter information, the pallet information and the process 

information (see Appendix VII.2). The station exchange time of the two load/unload 

stations is specified as 0 because of the fact that these stations do not have any local 

buffers in the designed cell. 

For the process information, the first and the last operations correspond to the 

palletisation and depalletisation activities respectively. Each of the these two operations 

is assigned to the two load/unload stations. The second operation is assigned to the five 

machines, with the total machining time being used as the duration of this operation. A 

summary of the cell parameters necessary for the operation of the cell at this level is 

shown in Figure 16.15. 

! 
16.4.3 Data Input· of Level 2 

The data input of the extended cell model for level 2 consists of the production 

requirements information, machine data, load/unload station data, work transporter 

data, temporary storage data, pallet data, tool data and process information (Appendix 

VII.2). 

The production requirements and the transporter data are identical to what is 

entered for level I, but a dual-type pallet exchange buffer is specified for each of the 

five machines. In addition, tool exchange time and index time have to be specified. 

More tools need to be entered, with the tool life and the maximum percentage tool life 

utilization being specified. Details of tool information can be found in Appendix Vr.I. 

To allow maximum flexibility, each pallet is assigned with all the 18 pallet stands. 

Again three operations are defined for each part, with the first and the third 

corresponding to the palletisation and depalletisation activities respectively. For the 

second operation, the tooling operations are defined as a list of sub-operations. The 

assignment of these operations to the load/unload stations or machines is the same as 

that of level 1. For a summary of the major cell parameters required at this level, see 

Figure 16.16. 

16.4.4 Data Input of Level 3 
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To model the extended cell at level 3, the following data is required: production 

requirements data, machine data, load/unload station data, work transporter data, 

temporary storage data, pallet data, tool data, tool transponer data, STS data and 

process data (see Appendix VII.2). 

For each of the five machining centres, the PTS capacity is specified as 40 

assuming that comprehensive tool flow could occur, which will bring the level 3 of the 

modelling system under a more serious test. 

Three tool transporters have been specifed corresponding to the three men 

available in the cell. Again an average transfer time between tool stores is assumed. For 

a summary of the major cell parameters that are considered in the level 3 modelling, see 

Figure 16.17. 
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Figure 16.1 
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Rule J of PaJJetConf llctSet. 

FirstInFlrstOut: 

IF polletselected-(PickLowObj self 

'GetFinishTIme 

:Pallets) 

THEN :PalletSelected-palletselected; 

Run J of LUT-fMS 
Figure 16.6 the Extended Cell Research 

- Pallet Prior. Rule Group 

Rule J of NextStatlonConfllctSet. 

Sl1ortestOueueLengtl1: 

IF nextstation-(PickLowObj self 

'GetQueueLength 

:NextStotions) 

THEN :NextStotionSelected-nextstotion; 

Run 1 of 
Figure 16.7 the Extended Cell 

- Stn. Prior. Rule 
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Rule J of NextStationConflictSet. 

Earl iestA vei1able: 

IF station-(PickLowObj self 

'GetAvailableTIme 

:NextStations) 

THEN :NextStationSelected-station; 

Figure 16.8 
Run 2 of 

the Extended Cell 
- Station Prio. Rule 
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Rule J of NextStationConf lictSet. 

LeastlforkLoad: 

IF station-(PickLowObj self 

'GetWorkLoad 

:NextStations) 

THEN :NextStationSelected-station; 

Figure 16.9 
Run 3 of 

the Extended Cell 
- Station Prio. Rule 
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Rule 1 of NextStationConfJictSet. 

NostSpareSpaces: 

IF station-(PickLowObj self 

'GetS pareS paces 

:NextStations) 

THEN :NextStationSelected-station; 

Run 7 of LUT -FMS 
Figure 16.10 the Extended Cell Research 

- Station Prio. Rule Group 

Rule 1 of PalletConfJictSet. 

ShortestRemainingProcessingTime: 

IF pailetselected-(PickLowObj self 

'GetRemainingProcessingTime 

:Pailets) 

THEN :PailetSelected-pailetselected; 

Run 10 of LUT-FMS 
Figure 16.11 the Extended Cell Research 

- Pallet Prio. Rule Group 
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Rule J of TooJTrBnsporterConflictSet. 

SpecifiedPriority: 

IF transporter-( PickHiObj self 

'GetPriority 

:ToolTransporters) 

THEN :T oolT ransporterSelected-transporter; 

Run J5 of LUT-FMS 
Figure 16.12 the Extended Cell Research 

- Tool Transp, Rule Group 

Rule J of Tool ingConfJ ictSet. RUle J of NextSt"tionConf lictSet. 

FirstlnFJrstOut: Fewest ToolsVnaval1abJe: 

IF paliet-(PickLowObj self 

'GetFinishTime 

IF nextstation-(PickLowObj self 

'GetUnovailableTools 

:Paliets) 

THEN :PalietSelected-pallet; 

Run J5 of 
Figure 16.13 the Extended Cell 

- Palt. Tooling Rule 
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:NextStations) 

THEN :NextStation5elected-nextstotion; 

Figure 16.14 
Run J10f 

the Extended Cell 
- Stn. Prior. Rule 

LUT-FMS 
Research 
Gro~ 



Planning Horizon: 24 Hours (1440 mins) 

FMC: - 5 machines Nith infinite part 

buffers 

- 1 rail guided vehicle 

- 2 load/unload stations 

Nith infinite part buffers 

- 10 pallets 

- 101 parts 

LUT-FMS 
Figure 16.15 
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FM~ - 5 machines with dual pallet 
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- 1 rail guided vehicle 

- 2 load/unload stations 

- 10 pallets 

- 101 parts 

Operation Assignment: part by part 

Too I Li fe Management: 

- permissible life 90S 

- tool life as specified 

- machine rationalisation 

Tool Assignment: all required tool are 

Figure 16.16 
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Plannlng Horizon: 24 Hours (1440 mins) 

Tool Management: Norkpiece-orlented 

Tool Issue: Differential Kitting 

FMC - 5 machines with cual pallet 
exchange buffer & 40-tool PTS 

- 1 rail guided vehicle 

- 2 load/unload stations 
- 10 pallets 

- 101 parts 
- mutually exclusive part & tool flow 
- STS of unlimited capacity 
- 3 tool transporters 

Operation AsSignment: part by part 
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- permissible life 90S 
- tool life 8S specified 
- cell rationalisation 

Tool Assignment: all required tools are 
available in STS 
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Chapter 17 

RESULTS OF THE KNOWLEDGE BASED 

MODELLING OF THE EXTENDED CELL 

17.1 Introduction 

In this chapter, a summary and discussion of the results obtained from the 

modelling of the extended cell is given. The emphasis is to assess the influehed of 
V' 

alternative decision rules on the performance of the cell and to identify the approriate 

control strategies which can be used in the operation of the cell. 

17.2 Initial Comments 

As mentioned in chapters 15 and 16, the purpose of this case study is to bring the 

modelling system un der a more substantial test. Major aspects to be assessed in clude 

the modelling of different decision rules and the prediction of the performance of tool 

flow in the cell. This is based on the results obtained from the modelling runs planned 

in the previous chapter. 

Since each run represents the operation of the extended cell under the control of 

one combination of decision rules with the same set of data input, the significance of 

decision rules with regard to the cell performance can be expected to be adequately 

demonstrated through this case study. 

17.3 Summary of Results Obtained 

17.3.1 Initial Comments 

A summary of the results follows, based on the volume of output generated from 

the computer modelling runs under the conditions described above. The detailed listing 

of these results, however, is not included in the thesis as a result of the considerable 

volume of the results obtained. The emphasis is placed on interpreting the results 

against the decision rule and data input to the modelling system. The abbreviations to be 

used in the figures are listed in Figure 17.1. 
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17.3.2 Output of Level 1 

A summary of the results obtained from the level 1 modelling runs is given in 

Figures 17.2 to 17.4. It was found that in all six runs, the total time to complete the 

specified production requirements (or make span as shown in the figures) is over the 

planning horizon (1440 minutes). This implies that the production requirements might 

have been over-specified, or the cell does not have the sufficient capacity to meet these 

requirements. 

The total part throughput rate is between 30 and 32 parts per shift, and the 

average part lead time is from 134.9 to 141.3 minutes. From Figure 17.2 it can be seen 

that the use of different station selection rules have resulted in the assignment of 

differing workloads to the machines, and thus the utilization of these machines varies 
I 

with the selection of varying rules. With regard to the balancing of workload across 

machines, it can be found that Run 3 and Run 6 produced the best results because of 

the use of the Least Workload rule. The use of the Shortest Queue Length rule (Runs 1 

and 4) has resulted in the most un balancing of workload assignment to the five 

machines. 

Since only one AGV was used and an average transfer time was assumed, the 

load running time and the load/unload time was exactly the same for all six runs. 

However, the empty running time varies with diffemet runs. The reason for this was 

that the sequence of ~he allocation of the transporter to pallets could vary in different 

runs. 

The utilization 'of the two load/unload stations un" der the same station selection 

rule was found to be similar for both batch and kit production. Again the Least 

Workload rule (Runs 3 and 6) produced the most balanced workload assignment to the 

two stations. The load/unload time of these two stations was found to be zero. This 

was because the station exchange time had been specified as zero on order to make the 

modelling realistic. 

From Figure 17.3 it can be seen that the use of different station selection rules 

also caused the part lead times to be differing in different runs. The reason for this 

was that the selection of different stations could cause parts to spend different times on 

waiting for processing. The parts kit lead time for Runs 4 to 6is shown in Figure 17.4. 
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It is apparent that Run 6 produced the best results in terms of the kit lead time. For 

among the five kits, only the average lead time of kit 5 in Run 6 was sligtly longer that 
; 

in Run 5, whereas the lead time of all the other kits was the shortest in Run 6. 

17.3.3 Output of Level 2 

The results of the modelling runs at level 2 are summarized in Figure 17.5 

through to 17.8. It is apparent that the results for kit release are better than the 

corresponding results under batch release. This is shown explicitly with respect to the 

make span, the total throughput and the average part lead time. 

Again the workload assignment to the five machines varied from run to run, but 

the Least Workload rule together with the FIFO pallet priority rule (Runs 9 and 13) , 
generated the best results. Notably in the case of batch production, some of the 

machines have a stationary time which means that the pallet could not be unloaded 

because of the occupation of the output buffer by other pallets. This is one of the 

reasons that the overall performance of batch release was worse than that of kit release. 

The transporter performance is very similar for all eight runs. The best balancing 

of the utilization of the two load/unload stations was achieved again by the Least 

Workload rule (Runs 9 and 13). From Figure 17.6 it can be seen that the part lead times 

varied significantly with different runs. This is also true with the parts kit lead times 

(Figure 17.7). From kit I to kit 5, the best average kit lead time was produced by Runs 

13, 14, 11, 12 and 11 again respectively. 

, 
As shown in Figure 17.8, the cell minimum tool requirement was 100 tool types 

and 239 tools in total. The cell maximum tool requirement, however, varied with 

different runs. The machine PTS tool requirement for each modelling run was between 

71 and 110. 

17.3.4 Output of Level 3 

A summary of the outputs obtained from the level 3 modelling of the extended cell 

is given in Figures 17.9 to 17.12. For batch production, the results were very similar 

for the three runs (Runs 15, 16 and 17) with regard to the overall cell performance. 
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However, Run 20 produced obviously the best results for kit prodcution. For the five 

machines, the stationary time for all runs was zero, thus it is not shown in Figure 17.9, 

but each machine spent considerable time on waiting for tools (between 138.0 and 

270.0 minutes). The load running time and the load/unload time of the work 

transporter for all runs was the same, with slight variation on the empty running time. 

The stationary time of the two load/unload stadonas was between 73.9 and 102.3 

minutes. 

The average part lead time for the twenty parts under different runs is shown in 

Figure 17.10 .. As for the kit lead time (Figure 17.11), the better results were obtained 

from Run 19. For the lead time of kitts 3, 4 and 5 was the shortest un fer this run, and 

that of kilts 1 and 2 was not the longest. 

As shown in Figure 17.12, the cell tool requirement for kit production was 

smaller than that of batch production, and the use of Fewest Tools Unavailable rule 

produced the best results under both release methods. The number of worn tools was 

between 8 and 11. The changes of position tools on each machine were fairly 

considerable, with the minimum being 28 tools and the maximum 110 tools. This 

implies that a considerable number of tools were shared across different machines or 

parts. The final contents of the STS were between 169 and 297 tools under all six runs. 

Since three men were used for tool load/unload and transfer, the utilization of 

these men was fairly low. It is also apparent that the load/unload time of a tool 

transporter is much longer than its tr4avelling time. This is because each tool needs 

0.76 minutes to be loaded or unloaded, while the transfer time between tools stores for 

a whole differential kit is 0.8 minutes. Besides the selection of the Specified Priority 

tool transporter selection rule has resulted in the most use of man 1 and the least use of 

man 3. 

17.4 Discussion of Results 

17.4.1 Overview of the Discussion 

Based on the above general summary of the results obtained from each level of 

modelling, this section concentrates on the implication of these results with-respect to 

the structure and control strategies of the extended cell. Major cell parameters to be 
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covered include th~ number of machines, machine buffer capacity, number of 

load/unload stations, number of work and tool transporters, machine PTS capacity, and , 
cell tool requirement. Discussion on the cell control strategies is maftinly concerned 

with the relative merits of batch or kit production and the influence of the decision rules 

on the performance of the cell. 

17 .4.2 Discussion of Level-1 Results 

17.4.2.1 No. of Machines 

As mentioned above, the total throughput time for all six runs at level 1 was over 

the planning horizon. Given the production requirements, there are three possible 

physical limiting factors which can cause this lateness, i.e., the number of machines, 

transporters or load/unload stations. From the performance figures of the machines, 

transporters and load/unload stations (Figure 17.2) it can be concluded that since the 

five machines have a very high utilization (between 84.88 and 109.01 % over the 1440 

minutes), one more machine is needed in order to complete the production requirements 

within the planning horizon. 

17.4.2.2 Machine Local Buffer Capacity 

As shown in Figure 17.2, the maximum queue length of the five machines is 

between 2 and 4. Therefore a dual-type pallet exchange buffer, or a two or four 

position rotational buffer will minimise the stationary time of the machines, i.e. the time 

that pallets spend ori waiting at the machines in order to be unloaded into the local 
i 

buffers of the machines. This conclusion can be verified again through the results of the 

level 2 and level 3 modelling in the following sections. 

17.4.2.3 Number of LoadlUnload Stations 

Since the utilization of the load/unload stations was not considerably high 

(bwtween 55.56 and 83.33%), the use of two stations in the cell should be considered 

as a feasible solution. The maximum queue length of the stations was 4 or 5. This does 

not mean that the two load/unload stations need a four or five position local buffer. For 
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from the station operation schedules it can be found that this long queue only occured at 

the start of the modelling as a result of the specification of zero minutes for the 

palletisation process of each part. Again this can also be shown through the results of 

levels 2 and 3. 

17 .4.2.4 No. of Transporters 

From the performance of the AGV (Figure 17.2) it can be concluded that although 

only one AGV is used in the cell to perform all the work transfer activities, there was 

very little delay caused by the situation where pallets spent a lot of time on queueing for 

a transporter. The reason for this is that the average transfer time between stations (0.8 

minutes) is far shorter than the machining times of the components. 

17.4.2.5 Number of Pallets 

It is evident that both too many and too few pallets in the cell can cause decrease 

in the performance of the cell. Thus there is a point where the number of pallets to be 

used in the cell can bring the best performance. 

Experiments using the level 1 with varying number of pallets in the cell have been 

carried out. Description of these experiments and the discussion of the results obtained 

can be found in Appendix VII.3. 

17.4.2.6 Decision' Rules 

As shown in Figure 17.16. under batch production environment the best results 

are obtained with regard to the make sp,;n-. the total throughput rate and the average pan 

lead time. However. in Run 3 the workload is mostly balanced across the five 

machines. [n the case of Run 1. the workload has been made mostly unbalanced. Thus. 

if the performance criterion is to achieve the shortest make span and part lead times. and 

the highest throughput rate at the same time. then the Earliest Available station selection 

rule should be selected. However if the workload assigned to the five machines is 

.intended to be adequately.balanced. the Least Workload rule should be used. In some 

cases, all the above criteria may have to be considered [100]. and therefore either of 
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these two rules can be used depending on the weight placed on each criterion. 

In the case of kit production (Figure 17.17), the use of the Least Workload station 

selection rule (Run 6) provided the best results with regard to all five perfonnance 

criteria. Thus there is no doubt that this rule should be applied. 

17.4.3 Discussion of Level-2 Results 

17.4.3.1 Machine Utilization 

As shown in Figure 17.5, the machine utilization at level 2 was also very high. 

This was because ten pallets were employed in the cell to provide the five machines 

with workpieces. Therefore while a machine was processing a component, there was 

quite often another one waiting in the input buffer, causing very short machine idle 

time. 

However, since the make spans for all eight runs exceeded the planning horizon 

(1440 minutes), there is a significant demand for another machine so as to complete the 

production requirements within the planning horizon. This conclusion is consistent 

with the conclusion made in the discussion of the level 1 results. 

17.4.3.2 Temporary Storages 

As mentioned in the previous chapter, temporary storages were not considered in 

the experiments presented in this chapter. For there were only ten pallets used in the 

cell, and the five machines and the two load/unload stations can provide 12 positions. 

As a result, no blockage should occur even if the 18 pallet stands were not used. 

To assess the influence of these pallet stands on the perfonnance of work flow, 

experiments which consider the use of temporary storages can be planned. For a 

detailed discussion of the modelling of temporary storages as an example, refer back to 

the study of the three machine cell. 

17.4.3.3 Load/Unload Stations 
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Since the utilization of the load/unload stations was fairly low, two stations are 

therefore adequate for the palletisation and depalletisation activities over the planning 

horizon. 

17.4.3.4 Work Transporter 

Similar to the level 1 modelling, the utilization of the AGV at this level was also 

very low because of the short transfer time assumed in comparison with the long 

processing times of the components. For all the eight runs, the utilization of the AGV 

was between 28.19 and 29.47%. This far lower than the utilization of the five machines 

(typically around 98.29%). 

17.4.3.5 Tool Management 

As shown in Figure 17.8, the minimum cell tool requirement was 239 and the 

maximum was below 550. Thus if a magazine of less than 48-tool capacity is to be 

used on each machine (which means the total number of tools that can be 

accommodated by the PTSs is 240), then a tool flow management system must be 

developed no matter it is automated or mannual. For there must be some tools provided 

in addition to the tools in the PTSs so as to complete the production requirements. 

On the other extreme, if the capacity of the magazine to be used is larger than 110 

.(such as 120) and the required tools are initially assigned to the specific magazines at 

the start of the production program, then there is no need for an additional tool 

provision system because the machine tool magazines can supply enough tools for the 

machining of the specified part spectrum. 

17.4.3.6 Decision Rules 

As shown in Figure 17.18, under batch production, the overall cell performance , 
is very similar for all the four runs, but the machine workload balancing across the five 

machines is significantly different. Run 1 produced the most un balancing among the 

four runs, and Run 3 the most balancing. This is because in Run 3 the Least Workload 
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station selection rule was used in conjunction with the FIFa pallet priority rule. 

It is apparent that the use of the Slwrtest Remaining Processing Time rule for pallet 

selection together with the Least Workload rule for station selection did not produce the 

better results, in stead the workload assignment balancing was disturbed by this pallet 

priority rule. Therefore, under batch production environmentthe Least Workload station 

selection rule and the FIFa pallet priority rule should be applied. 

In the case of kit production (Figure 17.19), it is obvious that Run 13 produced 

the best results with regard to all the overall performance criteria. Again, in Run 14 the 

use of the Slwrtest Remaining Processing Time rule did not produce the better results 

than Run 13 which used the FIFa pallet priority rule. The worst results were produced 

by Run 11 which employed the Most Spare Spaces rule and the FIFa rule. As a result, 

the FIFa pallet priority rule and the Least Workload station selection rule should be 

selected. 

17.4.4 Discussion of Level-3 Results 

17.4.4.1 Machine Utilization 

Since the provision of tools reduces the work flow rate in the cell, the utilization 

of the five machines was lower than that obtained from the other two levels. However, 

if the tool wait time of a machine is also included in its busy time, then the utilization of 

a machine at this level was between 99.46 and 118.29%. Therefore if the production 

requirements are to be completed within the production horizon, there is definitely a 

need for at least one more machine to be added to the cell. Refering back to the 

conclusions made for the other two levels, the addition of more machines at this level is 

more critical because of the provision of tools to the machines. 

17.4.4.2 Load/Unload Stations and Work Transporters 

As shown in Figure 17.9, the performance of the two load/unload stations and the 

AGV at this level is very similar to that of the other two levels. Thus these are not citical 

elements in this cell. 

331 



17.4.4.3 Tool Transporters 

From Figure 17.12 it can be seen that the utilization of the three men is between 

5.78 and 67.85%. Besides, among the three men man 1 was always utilized the most 

and man 3 the least for all six runs. The reason for this was that the Specified Priority 

rule was used for the selection of a man for the tool transfer. Thus it is apparent that the 

number of men required can be cut down to two, without significantly affecting the 

performance of the cell, if the manning level is to be reduced. 

17.4.4.4 Machine PTS Capacity 

As shown in Figure 17.12 the changes of position tools for a machine is between 

28 and 110. Thus if 20 parts were assigned to a machine, the number of tool changes 

because of the change of the component is between 1.4 and 5.5 on the average. This 

implies that the demand for tool transporters is fairly frequent, though the utilization of 

the tool transporters is not high. 

Therefore it can be concluded that the specification of the machine PTS capacity 

as 40 did cause comprehensive tool flow between tool stores and forty is an appropriate 

magazine capacity in the case of the extended cell when a tool provision system is 

available for the transfer of tools between tool stores. 

17.4.4.5 Cell Tool Requirements 

From Figure 17.12 it can be found that the perceived cell tool requirement varies 

with different runs. It ranges from 369 tools to 497 tools. Therefore, depending on the 

selection of decision rules, the cell should be provided with a different set of tools. The 

sister tooling prediction for each of the runs is shown in Figure 17.13. As can be 

expected the sister tools required for a particular tool type can also differ significantly 

for different runs. This is mainly because of that in the modelling, tool requirements are 

generated according to the workpieces scheduled to the machines, but the work flow 

patterns were seriously influenced by the decision rules selected. As a result, different 

tool requirements can be generated by the runs under different decision rules. 
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17.4.4.6 Tool Usage Frequency and Tool Life Management 

A sub-set of eight tools are selected and shown in Figures 17.14 and 17.15 with 

regard to their usage frequency and life utilization. Each of the eight tool numbers under 

the six runs correspond to the same tool type, leading to the fact that each ~ool number 

for the different runs can be considered as the same tool. 

From Figure 17.14 it can be seen that these eight tools were used the same times 

under batch production (Runs 15, 16 and 17). Under kit production (Runs 18, 19 and 

20), however, the difference in tool usage frequency is considerable. This implies that 

the use of different station selection rules had a significant influence on the use of these , 
tools in kit productio? but not in batch production. Similarly the life utilization of these 

eight tools was the same for Runs 15, 16 and 17, but considerably different in the cases 

of Runs 18, 19 and 20 (Figure 17.15). 

In addition, since most of the tools were under-utilized subject to the specified 

90% maximum percentage tool life utilization value, the tool inventory can be further 

reduced. This can be achieved by using a smaller tool magazine so that tools can be 

used more often within the production program. 

17.4.4.7 Decision Rules 

As shown in Figure 17.20, the overall cell performance is very similar for the 

three runs under batch production condition, but the machine workload balancing is 

fairly different. In Run 15 the workload is mostly balanced, where the Most Spare 

Spaces station selection rule was used. From Figure 17.21 it can be found that the cell 

tool requirements and the total position tool changes of Runs 15 and 17 are smaller than 

those of Run 16. Therefore, the Most Spare Spaces rule should be selected for batch 

production at level 3. The reason that the Fewest Tools Unavailable rule (Run 17) did 

not perform better than the Most Spare Spaces rule (Run 15) can be that the former rule 

did not affect the work flow much under batch release environment. For when there are 

several machines available, the tools available in each PTS can be'very similar if the 

workpieces introduced to the machines 50 far are from the same batch. 

In the case of kit production (Figure 17.22), the FewestTools Unavailable, rule 
I 
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for station selection (Run 20) produced the best results with regard to the make span, 

the total throughput rate, the average part lead times and the machine workload 

balancing though the iaverage kit lead time of this run is 6.43 minutes longer than that of 

Run 19. What's more, the cell tool requirement and total position tool changes are the 

smallest in Run 20 (Figure 17.23). Thus, so long as the most imponant performance 

criterion is not the kit lead time, the Fewest Tools Unavailable rule should be used for 

kit production. 

One of the major reasons that this rule so greatly influenced the cell performance 

should be that under kit production, the tools present in a PTS can be significantly 

different from those in the other PTSs. Therefore the use of this rule did reduce 

significantly the tool changes' and tool provisions due to the change of components. 

Meanwhile, because of this rule, the tools available in the PTSs can be more frequently 

used, leading to the considerable reduction in the cell tool requirement. Besides, fewer 

tool changes can reduce the time that the machine spend on waiting for tools, and 

therefore the overall "ell performance is improved. 

17.5 Concluding Remarks 

17.5.1 Scope of the Conclusions 

From the above discussion it can be concluded that depending on the entering of 

different combinations of decision rules, the performance of the modelled cell can be 

significantly differing. In the following, the relative merits of the alternative decision 

rules are discussed. In particular, the entering of other rules with regard to the operation 

of the extended cell is indicated, with some examples illustrated. 
I 

17.5.2 Part Release Rules 

It is obvious that the results of batch production are greatly different from those of 

the kit production. Therefore the part release rule plays a very imponant role in the 

management of work flow. Broadly speaking, the performance of kit release is better 

than that of batch release. Therefore to further improve the performance of the cell, 

rules shold be developed which enable the release of different components in sequence. 
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17.5.3 Station Selection Rules 

The station selection rule also affects the perfonnance of the cell significantly. 

Obviously, this is not true if a fixed route is defined for a component. However once 

alternative stations are assigned to the operations of the components, this rule 

dynamically selects a station according to certain criteria if several are available. It is 

apparent that this rule not only dictates the flow pattrens of workpieces but also 

influences the workload assignment to the stations. As mentioned before, this rule is 

applied after the station availability rule is used (see Chapter 8). Therefore, relying on 

the representation of the conditions under which the stations can be considered 

available, the station selection rules can be either simple or complex. 

In the case of pure work flow, the Least Workload rule had proven to be broadly 

better than the others. However, if both work and tool flow was considered in the 

modelling, the Most Spare Spaces rule perfonned well when the release of components 

was based on batches. When the components released were mixed, the FewestTools 

Unavailable rule was the best. 

17.5.4 Pallet Priority Rules 

Although only one alternative pallet priority rule, the Shortest Remaining , 
Processing Time: rule, was tested in the case study, it can be concluded that this rule 

also affects the perfonnance of the cell. In the case of the extended cell, the FIFO rule 

perfonned better than the Shortest Remaining Processing Time rule. Other rules, such 

as the Longest Remaining Processing Time rule and the Shortest Processing Time rule 

[257 1 can t:>e conveniently developed. 

17.5.5 Pallet Tooling Rules 

In this study, only one pallet tooling rule was developed and tested, i.e. the FIFO 

rule. However, other rules, such as the Fewest Tools Required rule, can be easily 

expressed and brought under test. The Fewest Tools Required rule selects a pallet 

which enables the shortest use of a tool transporter because-of the short total tool 

load/unload time inv~lved. This rule can especially be useful when the demand for tool 
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transporters is critical. 

17.5.6 Tool Transporter Selection Rules 

In the above presented case study, again, only one tool transponer selection rule, 

the Specified Priority rule, was tested. To balance the utilization of the tool 

transponers, the Shortest Cummulative Transport Time rule can be developed. 

Similarly, to minimise the travelling time, the Nearest Transporter rule can be 

developed, which selects the tool transporter that is the closest to the STS. 

; 
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MAC. - Machining Time 

LUDo - laad/Unload Time 

MQU. - Maximum Queue length 

lRU. - load Running Time 

ERU. - Empty Running Time 

FIX. - Fixturing Time 

CUT. - Cutting Time 

TCH. - Tool Change Time 

STA. - Stationary Time 

lYP. - Tool Types 

TOl. - Tools 

FTl. - Tool Waiting Time 

FCO. - Final Contents 

CWT. - Changes of Worn Tools 

CPT. - Changes of Position Tools 

ICO. - Initial Contents 

Abbreviations Used in LUT-FMS 
Figure 17.1 

Following Figures Research 
Group 
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Production Batch Production Kit Production Methods 

Run No. 1 2 3 4 5 6 

Make Span (mins) 1564.5 1518.8 1541.6 1594.0 1534.5 1513.5 

Total Throu9hfut 
(part/shift 30 31 31 30 31 32 

Average Part 
Lead TIme(mins) 139.7 134.9 137.8 141.3 136.4 137.2 

MAC. 1483.4 1408.4 1399.6 1521.7 1418.7 1347.4 

MCl LUD. 46.0 40.0 40.0 48.0 44.0 44.0 

MQU. 2 2 3 2 3 3 

MAC. 1313.3 1347.1 1384.1 1186.3 1297.4 1349.5 

MC2 LUD. 36.0 38.0 42.0 36.0 36.0 38.0 

MQU. 2 2 3 2 2 3 

MAC. 1318.8 1341.0 1367.3 1357.8 1404.7 1382.6 
Mach. 

MC3 
Perform. LUD. 36.0 44.0 38.0 40.0 38.0 38.0 

MQU. 2 3 3 2 3 3 

MAC. 1357.0 1428.1 1379.4 1448.2 1356.5 1412.4 

MC4 LUD. 42.0 40.0 42.0 38.0 40.0 42.0 

MQU. 2 3 3 2 3 3 

MAC. 1462.1 1409.9 1404.1 1420.6 1457.2 1442.6 

MC5 LUD. 42.0 40.0 40.0 40.0 44.0 40.0 

MQU. 2 3 3 2 4 4 

LRU. 161.6 161.6 161.6 161.6 161.6 161.6 

Transp. 
AGV ERU. 142.4 132.8 142.4 143.2 141.6 139.2 Perform. 

LUD. 109.1 109.1 109.1 109.1 109.1 109.1 

FIX. 1220.0 1100.0 1020.0 1200.0 1120.0 1020.0 

LUl LUD. 0.0 0.0 0.0 0.0 0.0 0.0 
Load/ 

MQU. 4 4 4 4 4 4 Unload 
Perform. 

FIX. 800.0 920.0 1000.0 820.0 900.0 1000.0 

LU2 LUD. 0.0 0.0 0.0 0.0 0.0 0.0 

MQU. 5 5 5 5 5 5 

K.B.Modelling Level 1 LUT-FMS 
Figure 17.2 of the Extended Cell Research 

- Summary of Outputs 
Group 
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Production Batch Production Kit Production Methods 

Run No. 1 2 3 4 5 6 

p1 99.55 99.55 105.68 137.48 94.84 100.66 

p2 134.21 131.71 135.56 135.64 109.31 117.46 

p3 92.26 90.38 88.31 152.57 132.14 120.25 

p4 91.31 80.12 103.92 131.73 106.69 140.11 

p5 141.21 131.77 130.49 130.49 139.37 148.20 

p6 180.71 169.38 179.20 161.24 170.07 181.36 

p7 183.13 275.67 162.52 199.40 137.86 175.92 

Average p8 223.09 215.80 218.72 203.05 220.19 203.82 

Part 
Lead p9 
Time 

155.89 136.21 175.04 150.14 148.94 148.21 

(m ins) 
p10 140.18 111.45 118.45 152.84 142.10 87.99 

p11 148.21 162.50 178.30 200.03 189.08 193.59 

p12 194.17 156.73 158.60 175.91 166.64 171.25 

p13 218.19 225.03 219.91 172.71 179.34 179.44 

p14 125.44 108.61 122.40 84.66 99.82 126.61 

p15 90.02 95.45 84.75 94.16 129.49 98.65 

p16 120.40 102.42 110.49 130.35 11 1.66 134.92 

p17 88.00 99.57 94.62 120.38 120.51 80.56 

p18 116.82 97.76 94.98 134.26 124.64 108.82 

p19 88.57 93.09 95.59 110.85 121.72 101.08 

p20 79.22 80.00 80.87 126.59 115.87 121.39 

K.B.Modelling Level J LUT-FMS 
Figure 17.3 of the Extended Cell 
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Production Kit Production Method 

Run No. 4 5 6 

Average 232.31 237.81 204.64 

Maximum 304.32 292.28 229.60 

kit #1 

Minimum 163.36 205.38 149.72 

Mean 233.84 248.83 189.66 

Average 259.40 272.17 256.60 

Maximum 259.40 272.17 256.60 
kit #2 

Minimum 259.40 272.17 256.60 

Parts Mean 259.40 272.17 256.60 

Kit Average 227.57 215.36 211.83 Lead 
Time 

Maximum 247.46 224.88 220.40 (mins) 
kit #3 

Minimum 208.78 205.19 204.39 

Mean 228.12 215.04 212.40 

Average 238.39 235.87 232.99 

Maximum 267.49 297.55 252.15 

kit #4 
Minimum 213.67 212.15 214.85 

Mean 240.58 254.85 233.50 

Average 231.69 204.22 220.36 

Maximum 254.38 234.69 250.79 

kit #5 
Minimum 209.79 164.39 165.44 

Mean 232.09 199.54 208.12 

K.B.ModeJJing Level j LUT-FMS 
Figure 17.4 

of the Extended eel 1 
Research - Summary of Outputs 
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Production Batch Production Kit Production Methods 

Run No. 7 8 9 10 11 12 13 14 

Make Span (mins) 1599.5 1603.5 1596.0 1599.5 1513.0 1498.9 1491.0 1492.5 

Total ThrOU9hfut 
(part/shift 30 30 30 30 32 32 32 32 

Average Part 
Lead TIme(mins) 152.6 153.5 152.3 152.8 143.0 140.6 139.7 140.7 

CUT. 1292.1 1317.8 1213.7 1299.4 1228.9 1242.3 1210.0 1251.0 

TCH. 164.9 164.9 149.7 166.4 171.8 155.8 149.0 168.7 
MCl 

38.0 LUD. 42.0 42.0 42.0 40.0 44.0 40.0 44.0 

STA. 9.12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

CUT. 1255.0 1200.2 1236.6 1247.6 1216.5 1245.0 1235.7 1228.6 

TCH. 160.4 157.3 152.0 158.8 152.0 140.6 149.7 133.0 
MC2 

LUD. 40.0 38.0 42.0 40.0 40.0 36.0 38.0 34.0 

STA. 0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

CUT. 1175.6 1020.8 1253.2 1214.2 1270.7 1212.8 1232.5 1259.3 

Mach. TCH. 145.9 120.1 150.5 149.0 153.5 158.8 141.4 160.4 
MC3 

Perfomn. LUD. 40.0 34.0 40.0 42.0 42.0 38.0 40.0 40.0 

STA. 5.6 0.0 0.0 11.1 0.0 0.0 0.0 0.0 

CUT. 1249.5 1316.7 1231.2 1210.8 1255.5 1202.7 1241.6 1189.1 

TCH. 145.2 158.1 153.5 142.1 151.2 148.2 154.3 154.3 
MC4 

LUD. 40.0 46.0 42.0 38.0 40.0 42.0 42.0 44.0 

STA. 7.0 5.1 0.0 7.0 0.0 0.0 0.0 0.0 

CUT. 1204.0 1320.6 1241.3 1204.0 1204.4 1273.3 1256.3 1247.9 

TCH. 142.1 158.1 152.8 142.1 130.0 155.0 164.2 142.1 
MC5 

LUD. 40.0 42.0 40.0 40.0 40.0 42.0 42.0 40.0 

STA. 0.0 0.0 6.3 6.2 0.0 0.0 0.0 0.0 

LRU. 161.6 161.6 161.6 161.6 161.6 161.6 161.6 161.6 
Transp. 

AGV ERU 145.6 142.4 152.0 152.0 135.2 148.0 148.0 153.6 Perform. 

LUD. 109.1 109.1 109.1 109.1 109.1 109.1 109.1 109.1 

FIX. 1100.0 1080.0 1020.0 1100.0 1060.0 1060.0 .1020.0 1020.0 

LUl LUD. 29.7 29.2 27.5 29.7 28.4 28.6 27.5 28.6 
Load/ STA. 52.8 56.0 53.6 52.8 56.5 55.2 58.1 53.5 Unload 

Perform. FIX. 920.0 940.0 1000.0 920.0 960.0 960.0 1000.0 1000.0 

LU2 LUD. 24.8 25.4 27.0 24.8 26.2 25.9 27.0 25.9 

STA. 56.9 57.9 56.3 56.1 67.3 65.2 59.8 57.5 

K.B.Modelling Level 2 LUT-FMS 
Figure 17.5 of the Extended Cell Research 
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Production Botch Production Kit Production Methods 

Run No. 7 8 9 10 11 12 13 14 

pI 99.84 99.97 99.84 99.84 153.02 117.35 109.11 109.56 

p2 140.85 144.72 141.12 141.12 150.11 122.39 122.59 124.57 

p3 126.87 127.74 126.00 121.20 149.36 113.50 137.96 144.03 

p4 112.77 104.15 115.00 121.40 132.38 130.39 120.31 149.85 

p5 167.82 162.26 131.29 167.02 136.48 151.26 152.06 187.16 

p6 181.33 210.92 180.84 180.04 166.33 189.72 180.66 192.86 

p7 162.52 192.05 139.04 163.32 97.69 153.03 153.03 148.44 

Average p8 211.28 131.88 206.48 215.82 147.76 205.87 205.87 191.61 

Port 
Lead p9 
TIme 

163.82 191.44 157.60 158.55 127.37 142.13 122.69 115.95 

(mins) 
plO 115.66 121.10 137.17 124.29 140.32 130.74 142.98 124.12 

pll 167.89 156.26 166.02 167.89 250.20 211.67 211.67 197.17 

p12 166.49 156.00 168.50 166.49 181.82 170.70 158.76 175.17 

p13 227.57 224.44 226.42 225.62 185.14 187.27 189.79 184.05 

p14 152.21 152.93 153.49 158.16 125.24 99.51 107.69 102.99 

p15 120.87 118.73 116.98 121.40 80.95 122.51 111.89 123.30 
, 

p16 133.47 119.29 123.73 120.76 130.05 119.88 127.17 122.37 

p17 108.31 116.90 117.25 124.43 98.29 127.11 128.17 103.80 

p18 125.61 124.58 121.40 117.82 127.35 115.77 114.40 137.43 

p19 116.95 117.21 121.40 121.00 106.34 98.98 101.78 109.60 

p20 115.30 115.84 117.51 117.36 107.26 124.35 116.73 111.41 

K.B.Modelling Level 2 LUT-FMS 
Figure 17.6 of the Extended Cell 

Research - Summary of Outputs 
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Production Kit Production Method 

Run No. 11 12 13 14 

Average 238.95 222.83 210.81 226.51 

Maximum 280.96 263.91 233.84 247.89 

kit #1 
Minimum 139.93 177.23 177.23 216.55 

Mean 210.45 220.57 205.54 232.22 

Average 253.68 253.63 253.63 251.26 

Maximum 253.68 253.63 253.63 251.26 
kit #2 

Minimum 253.68 253.63 253.63 251.26 

Parts Mean 253.68 253.63 253.63 251.26 

Kit 
Average 183.10 233.95 216.21 202.94 Lead 

Time 
265.70 (mins) Maximum 200.88 259.76 214.15 

kit #3 

Minimum 168.53 192.98 197.00 190.21 

Mean 184.71 229.34 228.38 202.18 

Average 242.99 199.53 209.93 221.25 

Maximum 278.41 222.41 234.64 271.12 

kit #4 
Minimum 213.66 181.19 196.51 196.67 

Mean 246.04 201.80 215.58 233.90 

Average 211.95 218.91 218.62 221.75 

Maximum 229.6 238.59 244.39 238.14 

kit #5 
Minimum 202.61 198.64 202.25 199.29 

Mean 216.11 218.62 223.32 218.72 

K.B.Modelling Level 2 LUT-FMS 
Figure 17.7 of the Extended Cell 

Research - Summary of Outputs 
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Production Botch Production Kit Production Methods 

Run No. 7 8 9 10 11 12 13 14 

Cell Minimum lYP. 100 100 100 100 100 100 100 100 
Tool Requirement TOL 239 239 239 239 239 239 239 239 

Cell Maximum TYP. 100 100 100 100 100 100 100 100 
Tool Requirement TOL 500 478 500 506 470 458 459 443 

TYP. 76 77 88 82 58 86 74 75 

MCl 

TOL 93 95 102 99 80 98 95 91 

TYP. 81 83 81 81 81 76 71 57 

MC2 

TOL. 98 99 97 98 99 99 87 80 

lYP. 95 59 80 95 78 75 79 76 
Machine 

PTS MC3 
Tool 

Require. TOL 103 71 94 104 92 88 92 93 

TYP. 91 94 93 .91 86 73 79 76 

MC4 

TOL 106 110 105 105 101 87 94 91 

TYP. 83 84 85 83 81 62 72 72 

MC5 

TOL 100 103 102 100 98 86 91 88 

K.B.Made1Jjng Level 2 LUT-FMS af the Extended Cell 
Figure 17.8 

Summary of Outputs Research -
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Production 8atch Production Kit Production Methods 

Run No. 15 16 17 18 19 20 

Make 5pan (mins) 1735.4 1735.7 1742.9 1733.3 1764.6 1663.5 

Total Throu9hfut 
(part/shift 27 27 27 27 27 29 

Average Part 
Lead Time(mins) 165.5 165.9 166.1 161.4 161.9 157.1 

CUT. 1314.3 1255.1 1314.3 1289.9 1291.9 1212.7 

TCH. 165.7 155.0 165.7 154.3 156.6 151.2 
MC1 

44.0 42.0 44.0 42.0 LUD. 40.0 38.0 

FTL 179.4 197.7 179.4 216.1 155.2 198.6 

CUT. 1267.9 1127.9 1311.7 1321.7 1219.4 1254.8 

TCH. 157.3 144.4 163.4 160.4 139.1 146.7 
MC2 

42.0 34.0 42.0 LUD. 38.0 40.0 44.0 
FTL 179.4 157.3 181.0 186.8 196.2 184.5 

CUT. 1240.2 1247.6 1276.8 1201.3 1163.5 1221.3 
Mach. TCH. 145.2 146.7 152.8 148.2 150.5 155.8 

MC3 
40.0 40.0 44.0 Perform. LUD. 40.0 42.0 46.0 

FTL. 217.7 202.3 185.5 200.7 250.3 201.8 

CUT. 1188.8 1289.4 1201.8 1182.4 1232.4 1206.9 

TCH. 146.7 161.1 142.9 151.2 151.2 160.4 
MC4 

40.0 42.0 38.0 LUD. 38.0 40.0 40.0 
FTL 208.7 193.5 219.0 248.5 270.0 160.3 

CUT. 1164.8 1256.1 1071.5 1180.7 1268.9 1280.4 

TCH. 143.6 151.2 133.8 144.4 161.1 144.4 
MC5 

LUD. 36.0 44.0 44.0 32.0 34.0 42.0 
FTL 182.3 226.5 192.9 232.9 259.7 138.0 

LRU. 161.6 161.6 161.6 161.6 161.6 161.6 
Transp. 

AGV ERU 147.2 Perform. 155.2 .149.6 152.0 157.6 150.4 

LUD. 109.1 109.1 109.1 109.1 109.1 109.1 

FIX. 1100.0 1080.0 1100.0 1080.0 1180.0 1100.0 

LU1 LUD. 29.7 29.2 29.7 28.9 31.3 29.7 
Load/ STA. 92.0 85.1 88.0 75.4 77.3 73.9 Unload 

Perform. FIX. 920.0 940.0 920.0 940.0 840.0 920.0 

LU2 LUD. 24.8 25.4 24.8 25.7 23.2 24.8 

STA. 88.1 102.3 90.0 76.4 82.6 78.9 

K.B.Modelling Level 3 LUT-FMS 
Figure 17.9 of the Extended Cell Research 

- Summary of Outputs 
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Production Batch Production Kit Production Method. 

Run No. 15 16 17 18 19 20 

p1 121.33 121.33 121.33 125.23 134.19 122.68 

p2 148.02 148.29 148.15 140.88 158.62 148.72 

p3 128.34 126.40 129.31 139.61 194.31 173.43 

p4 115.89 114.73 117.82 162.05 128.22 115.00 

pS 203.10 174.12 203.10 182.17 192.11 195.18 

p6 220.02 213.08 220.24 193.09 200.09 182.92 

p7 195.76 194.97 194.34 105.42 192.07 200.01 

Average p8 257.20 251.78 279.09 268.51 262.32 238.27 

Part 
Lead p9 
Time 

178.95 192.82 180.48 155.97 185.35 141.53 

(min.) 
p10 150.89 139.59 137.00 143.54 184.01 176.34 

pl1 177.06 190.83 177.78 196.34 196.70 209.35 

p12 201.79 197.21 200.61 202.39 183.64 219.95 

p13 243.39 240.96 243.39 206.47 196.85 211.36 

p14 159.27 164.95 161.18 128.94 134.44 104.55 

p15 119.27 120.51 120.07 168.57 170.64 162.95 

p16 131.69 135.97 133.53 150.20 147.21 137.46 

p17 127.50 147.07 116.10 120.98 117.84 119.78 

p18 115.35 124.44 136.30 142.53 132.49 113.45 

p19 123.17 122.37 121.05 148.71 135.54 139.36 

p20 117.52 116.85 116.48 137.07 116.75 116.02 

K.B.Modelling Level 3 LUT-FMS 
Figure 17.10 

of the Extended Cell 
Research - Summary of Outputs 
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\1 

Production Kit Production Method 

Run No. 18 19 20 

Average 249.31 253.06 254.09 

Maximum 276.69 302.24 285.32 

kit #1 

Minimum 177.81 157.81 177.81 

Mean 227.25 230.03 231.57 

Average 339.57 329.20 305.05 

Maximum 339.57 329.30 305.05 
kit #2 

Minimum 339.57 329.30 305.05 

Parts Mean 339.57 329.30 305.05 

Kit 
Average 252.79 225.93 242.30 

Lead 
Time 

273.86 244.57 264.04 (m ins) Maximum 

kit #3 
Minimum 240.89 208.33 203.24 

Mean 257.38 226.45 233.64 

Average 259.99 255.23 277.40 

Maximum 315.93 292.35 304.27 

kit #4 
Minimum 190.04 227.83 231.77 

Mean 252.99 260.09 268.02 

Average 256.51 245.92 262.64 

Maximum 277.10 266.88 277.35 

kit #5 
Minimum 246.04 224.51 254.10 

Mean 261.57 245.70 265.74 

K.B.Modejjing Level 3 LUT-FMS 
Figure 17.11 of the Extended Cell 
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Production Botch Production Kit Production Methods 

Run No. 15 16 17 18 19 20 

Cell Tool 
TYP. 100 100 100 100 100 100 

Requirement TOL. 486 497 482 381 384 369 

No. of Worn Tools 8 8 8 9 11 8 

LUD. 81.3 88.2 81.3 97.3 68.4 89.7 

FCO. 40 40 40 40 40 40 
MC1 

CWT. 1 4 1 2 4 2 

CPT. 66 74 66 84 46 76 

LUD. 81.3 71.4 81.3 83.6 88.9 80.6 

FCO. 40 40 40 40 40 40 
MC2 

CWT. 1 2 2 1 2 0 

CPT. 65 53 66 68 7S 66 

Machine LUD. 88.2 92.0 84.4 92.0 114.8 89.7 

PTS FCO. 40 40 40 40 40 40 
MC3 

CWT. Perform. 2 2 2 1 1 1 

CPT. 74 79 69 80 110 77 

LUD. 87.4 79.8 88.2 106.4 115.5 63.1 

FCO. 40 40 40 40 40 40 
MC4 

CWT. 2 2 2 1 2 3 

CPT. 73 64 74 98 110 40 

LUD. 76.8 92.7 75.2 95.0 112.5 53.2 

FCO. 40 40 40 40 40 40 
MCS 

CWT. 2 0 1 2 2 2 

CPT. 60 80 57 85 106 28 

LUD. 677.9 696.2 668.8 796.5 848.2 600.4 
Cell STS 
Perform. STS ICO. 0 0 0 0 0 0 

FCO. 286 297 282 181 184 169 

LRU. 77.6 60.8 80.0 65.6 83.2 77.6 

MAN1 ERU. 9.6 8.8 10.4 12.0 10.4 16.0 

LUD. 640.7 530.5 652.1 706.0 800.3 580.6 

LRU. 32.8 44.0 32.0 49.6 SO.4 40.0 
Tool MAN2 ERU. 4.8 6.4 4.0 5.6 3.2 5.6 

Transp. 
LUD. 294.9 394.4 317.7 452.2 430.9 321.5 Perform. 
LRU. 11.2 21.6 8.0 17.6 17.6 6.4 

MAN3 ERU. 2.4 1.6 2.4 4.0 4.0 2.4 

LUD. 157.3 195.3 109.4 112.5 117.0 74.S 

K.B.Modelling Level 3 LUT-FMS 
Figure 17.12 of the Extended Cell Research - Summary of Outputs 
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Chapter 18 

A CRITICAL COMPARISON OF 

THE KNOWLEDGE BASED MODELLING, 

THE EMULATOR BASED STUDY AND 

THE TOOL FLOW MODELLING 

18.1 Introduction 

In this chapter, an evaluation of the AI based modelling method is conducted. 

First the results obtained from the knowledge based modelling, the Emulator based 

study, and the tool flow modelling of the extended cell, are compared. Then the 

comparison is extended to include other criteria which are identified according to the 

requirements of manufacturing system modelling. This will naturally lead to the 

concluding discussion on the potential value of the knowledge based modelling system 

to be presented in the next chapter. 

18.2 Planned Experiments for Comparison 

18.2.1 Initial Comments 

Since the operation of level 2 of the knowledge based modelling system is very 

similar to that of the Emulator [43], the results from these two studies can be compared. 

For the tool flow modelling [84], as it does not consider any work flow, its operation is 
; 

not completely compatible with that of the level 3 modelling. However, the cell tool 

requirments generated from the tool flow modelling and the performance of the tool 
IJ 

transporters can be compared with those obtained from the level 3 modelling. 

It is appparent that the part process data for all studies is exactly the same, but the 

cell parameters used in these studies can be slightly different. For example, a time 

matrix has been used in the Emulator to model the travelling of the AGV between 

stations, whereas in the level 2 and level 3 modelling, an average transfer time is 

assumed. As a result, it can be expected that the results provided form these studies can 

be affected by these ~ssumptions. 

I 

Like the comparison of the three levels of modelling in Chapters 12 to 15, 
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appropriate operational strategies have to be specified for each study so that the 

operation of the extended cell model within each study can be made mostly compatible. 

In the following, these strategies are to be discussed for each of the experiments. 

18.2.2 The Knowledge Based Modelling Level 2 and the Emulator 

Two experiments are to be performed with regard to the comparison bwtween the 

knowledge based modelling level 2 and the Emulator, one for batch production and the 

other for kit production. In both of these cases, parts are released according to the order 

number and the FIFO pallet priority rule is to be used. As five alternative machines are 

assigned to each machining operation, and two load/unload stations to the palletisation 

and depalletisation operations, the station selection rule must be carefully developed. In 

the Emulator, each time when more than one machines are available, the one which has 

the most spare spaces is selected. Therefore, the Most Spare Spaces rule should be 

selected in the level 2 modelling. 

As the Emulator does not consider temporary storages at the stage that these 

experiments are planned, the 18 pallet stands are not to be modelled in the level 2 study 

either. Therefore the pallets will be transferred only between the load/unload stations 

and the machine stations. As a result, the results as obtained from Runs 7 and 11 can be 

used for the comparison. 

18.2.3 The Knowledge Based Modelling Level 3 and the Tool Flow 

Modelling System 

As descibed in [84]. load/unload stations, work transporters, temporary pan 

storages and the work flow are all not considered in the tool flow modelling system. In, 

stead, a machining list, which is either generated from a work scheduler or input 

manually, has to be specified for each machine. According to this machining list, a 

machine tool is selected first for the processing of each statge of all the parts' work 

lists. Then the cutting tools are selected and assigned to the machines, with a schedule 

for the transfer of cutting tools being determined. Finally a transporter device is 

selected, among the candidate devices, to carry the selection of cutting tools scheduled 

for delivery to the machines. Thus this tool flow modelling method is of a algorithmic 

nature. 
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In the level 3 modelling, however, work and tool flow iil a dynamic and integrated 

way, i.e. work flow can be influenced by tool availability and tool flow be determined 

by work scheduling. Therefore, in order to make the operation of level 3 more 

compatible with that of the tool flow modelling, the following strategies are to be 

considered: 

(I) The station operation schedules generated in the level 3 modelling is to be 

used as the machining list for the tool flow modelling. 

(2) The influence of tool availability on work flow is to be eliminated fo rthe level 

3 modelling. Therefore the operation of the level 3 can be seen as tools being pulled by 

workpieces, and this, in a sense, can be considered as similar to the logic of the tool 

flow modelling method. This is achieved by developing station selection rules which do 

not take into consideration the tools available in the machine PTSs. An example of such 

a rule can be the Most Spare Spaces rule which determines the priority of the machines 

according to the spare spaces available at the machines. 

(3) It is obvious that the level 3 modelling and the tool flow modelling should use 

the same tool issue strategy. At this stage, there is only one option in the knwoledge 

based modelling system, i.e. the differential kitting strategy. According to [84], the 

differential kitting strategy is also available in the Tool Row Modelling System. 

Howe'ver, because of the complex part spectrum, the associated machining 

actvities and certain assumptions made in the model, the use of this strategy had lead to 

computer stack overflow. Therefore another strategy, the Single Toolsstartegy [84], is 

to be used. With this strategy, the number of tools loaded and transferred from the STS 

is dependent upon the capabilities and capacity of the tool transporters and the PTS. 

The tools are loaded subject to the machining list of the machine and not constrained by 

part type or part set assignement. As a result, tool sharing among several batches of 

pans is more progressive and tool changing is minimised at the expense of a large local 

tool inventory. 

Due to the use of different tool issue strategies, the results generated from the two 

studies can be expected to be differing, but interpretation will be given in the text with 

regard to this differe~ce. 
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(4) As mentioned before, the machine tool magazine capacity of the extended cell 

has been specified as 40 so as to allow for considerable tool sharing across different 

components or machines. The results obtained from the level 3 modelling as discussed 

in the previous chapter has verified this consideration. 

For the tool flow modelling, however, because of the use of the Single Tools 

issue strategy, the specification of a 40-tool magazine capacity is no longer appropriate. 

The reason for this is that the single tools issue strategy usually finds its application in 

high volume/mid-variety production, and is particularly suited to machines with a large 

PTS capacity. Thererfore, in order to obtain realistic results from the tool flow 

modelling, a magazine capacity of 120 tools is to be specified for each machine in the 

tool flow modelling. 

(5) The tool assignment strategy is such that no tools are initially assigned to the 

machine tool magazines. This strategy is to be used in both studies. 

From the above discussion it can be concluded that the results of Runs 15, 16, 18 

or 19 can be used for this comparison. Because of the run time of the tool flow 

modelling, only one run is planned for the tool flow modelling, and the results of Run 

15 is selected for the comparison. 

18.3 Content of Results Obtained 

18.3.1 Initial Comments 

As the results of the knowledge based modelling for the above planned 

experiments have been summarized and discussed in the previous chapter, only the 

results from the Emulator and the Tool Flow Modelling System are to be presented in 

the following. Detailed listing of these results is given in Appendix VII.4 and Appendix 

VII.5. The emphasis is placed on the content of the results which can be provided by 
i 

each method. 

18.3.2 Results of the Emulator Based Study 

The outputs which can be provided by the Emulator typically include part lead 
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times, machine performance figures, work transporter performance figures, 

load/unload station performance figures and machine work lists. In addition, an 

approximate tooling requirement for each machine can be computed according to the 

workpieces scheduled to the machines. This is similar to the maximum tool 

requirements planning conducted at the level 2 of the knowledge based modelling 

system, but the tool life management within the Emulator is much more aggregate. 

More imponantly, the Emulator can provide an animated graphics display with regard 

to the operation of the model. Figures 18.1 and 18.2 summarize the results obtained 

from the Emulator based study of the extended cell. 

18.3.3 Results of the Tool Flow Modelling 

, 
Unlike the noimal statistics based outputs obtained form simulations, the 

algorithmic approach allows the Tool Flow Modelling System to record, manipulate 

and output considerable amounts of user specific data on the operation of tooling 

systems within an overall manufacturing system [84]. Typical ouputs consist of final 

promary tool store contents, final tooling details, machining history and cell 

performance, machine activites, cell tool transfer, tool transporter contents and 

schedule, and cell tool summary and tool status report. For a summary of the results 

obtained from the tool flow modelling of the extended cell, see Figure 18.3. 

18.4 Comparison of Results 

18.4.1 Scope of the Comparison 
, 

This section focuses on the comparison of the results obtained from the 

knowledge based modelling, the Emulator based study and the tool flow modelling, 

which have been summarized in the previous Chapter or section. To demonstrate the 

insight as provided by each study with regard to the behaviour of the cell, the 

.comparison can be conducted along three dimensions. Firstly the overall cell 

performance is compared. Then a comparison is made with respect to the performance 

of work flow within the cell, which is mainly between the level 2 modelling and the 

Emulator. After that, the level 3 modelling is compared with the tool flow modelling 

with regard to the tool flow performance. 
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18.4.2 Overall Cell Performance 

18.4.2.1 Total Throughput Time 

As shown in Figures 18.4 and 18.5, under both batch and kit production, the 

total throughput time of the level 2 modelling was very close to that of the Emulator 

based study. This is because the operation of the level 2 is similar to that of the 

Emulator and compatible operational rules were chosen for the study in both cases. 

As for the level 3 modelling and the tool flow modelling, there was a fairly 

considerable difference in the total throughput time. As mentioned in the previous 

chapter, the tool flow model does not consider any work flow, and therefore the total 

throughput time of the tool flow modelling should have been shorter if the work 

transfer within the cell were more significant than the tool transfer. Hence, it can be 

conc1ufded that the total time required for tool transfer in the cell was much longer than 
lJ 

that required for work transfer. This also implies that the overall cell performance was 

dominated by tool flow. This can be shown again in the later discussion on the 

performance of the work and tool transporters. 

18.4.2.2 Machine Performance Times 

The machine performance time is defined as the time period between the start and 

the end of the use of a machine. By comparing the performance times of a machine 

obtained from different modelling methods, the aggregate use of the machine within 

each model can be demonstrated. 

From Figures 18.7 and 18.8 it can be seen that the perfom1ance time of each 

machine for the level 2 modelling and the Emulator was very close to each other under 

both batch and kit production conditions. In particular, the total performance time of the 

five machines for the level 2 and the Emulator was approximately the same. The 

implication of this is that the overall use of the five machines within these two studis 

was considerably similar. 

However, except machine 1, the performance time of the other four machines for 

the tool flow modelling was longer than that of the level 3 modelling (Figure 18.9). The 
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implication for this difference is that the efficiency of the use of the five machines 

within the tool flow modelling is lower than that within the level 3 modelling, i.e. in 

general the idle time of these machines in the tool flow modelling was longer. The 

reason for this should be the use of diffrent tool issue strategies in the two studies. In 

the level 3 modelling a machine could start machining once the tools for the first 

component had arrived, whereas in the tool flow modelling, the machine could only 

start machining after the tools for certain batches of components had been transferred 

from the STS. In fact, this is also another reason that the total throughput time of the 

tool flow modelling was longer than that of the level 3 modeIIing. 

18.4.3 Work Flow 

18.4.3.1 Part Lead Times 

As shown in Figure 18.10, the average part lead time for each part type under 

batch prodcution was very close for the level 2 modelling and the Emulator based 

study. This because in the case batch prodcution, identical components were released 

into the cell successively, and therefore the work assignment to alternative stations did 

not significantly affect the work flow performance. However, in the case of kit 

prodcution, since different components were released one after another, the assignment 

·of a component to a different station could result in a totally diffrent work flow pattren. 

Thus, as depicted in Figure 18.11, the average part lead time varies considerably. 

18.4.3.2 Machine Station Performance 

As shown in Figure 18.12, under batch production condition, the utilization of 

each machine was slightly diffrent for the level 2 and the Emulator. Machines 1,4 and 

5 were utilized more at level 2, whereas in the Emulator machines 2 and 3 were used 

more. This difference in machine utilization was smaller in the case of kit production 

(Figure 18.13). 

In section 18.2, it was claimed that the use of the Most Spare Spaces rule for 

station selection should make the operation of the level 2 model compatible with that of 

the Emulator. However, as have been discussed in the early chapters, an average 

transfer time was entered for the level 2 modelling. Thus it happened that the decision 
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with regard to the selection of a station was made at a different time in the Emulator 

based study. The effect of this was that the same component have been sent to different 

stations in the two models, resulting in the variation on the use of the machines. 

18.4.3.3 Load/Unload Station Performance 

From figures 18.4 and 18.5 it can be seen that each load/unload station was 

utilized alomost exactly the same in the level 2 and the Emulator. The reason for this 

was that the same duration was specified for the re-palletisation activity for different 

components and that the same number of components were sent to a particular station. 

The only major difference between these two studies with regard to the 

load/unload station performance was that the stationary time in the case of level 2 was 

longer than that in the case of the Emulator for both stations. This means that in the 

Emulator, a palletised component was more quickly transferred away from the 

load/unload station. One of the reasons could be that the AG V spent more time on 

travelling in the level 2 modelling, and this can be shown in the next section on the 

performance of the work transporter. 

18.4.3.4 Work Transporter Performance 

Because of the assumption of the average transfer time within the level 2 

modelling, the total travelling time for the AGV at level 2 was longer than that in the 

Emulator (Figure 18.16). This is consistent with the argument made in the previous 

section. 

18.4.3.5 Machine Work List 

The workpieces scheduled to machine 1 in both the level 2 modelling and the 

Emulator based study are summarized in Figure 18.17. As can be expected, the 

machine work list for the level 2 and the Emulator in the case of batch production was 

more close to each other than in the case of kit production. The explanation given in 

section 18.4.3 also applies here. 
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In fact, the difference between the level 2 the Emulator with respect to the 

machine work list under kit production is so considerable that the two lists produced 

resemble very little. This furthur stresses the influence of the modelling assumptions in 

conjunction with the decision rules on the cell performance. 

18.4.4 Tool Flow 

18.4.4.1 Cell Tool Requirements 

As illustrated in Figure 18.18, the total cell tool requirement for the level 3 and the 

tool flow modelling was fairly close to each other, with the tool flow model used 7 

more tools. This is because both methods used the work-oriented tool management 

strategy, and the tool flow modelling used the work list generated from the level 3 

modelling. The slight difference should be seen as being brought by the use of different 

tool issue strategies. 

18.4.4.2 PTS Tool Utilization 

Since the single tools issue strategy, as applied in the tool flow model, generated 

the tool requirements by taking into account several batches of components accoring to 

the capacities of the tool magazine and the tool transporter, the number of tools used on 

each machine in the tool flow model was different from that in the level 3 (Figure 

18.19). In the tool flow modelling, the capacity of each PTS and the tool transporter 

was specified as 120, and hence a tool could be transported to the machine just once 

and be used across several components. 

In the level 3 modelling, a 40-tool magazine was used on each machine, and 

therefore a tool could be transported to the same machine several times though it could 

also be used across anumber of components. Further more, as the newly provision of 

. the same tool from the STS was considered as another tool, then the PTS tool 

utilization in the level 3 modelling was higher than that in the tool flow modelling. 

18.4.4.3 Cell Tool Wait Time 
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As shown in Figure 18.20, because of the use of the different tool issue 

strategies, each machine spent more time on waiting for tools in the tool flow 

modelling. This is because in the tool flow modelling a machine could not start 

machining until the tools required for several batches of components were transferred to 

the PTS, while in the level 3 the machine could start its machining process as soon as 

the tools for the first component had arrived. From the machine utilization point of 

view, the level 3 used the machines more efficiently. 

Notably, from machines 1 to 5, more and more time was required for tool wait in 

the tool flow modelling. The reason for this was that in this model, the STS had obly,) 
. '---' 

one service position and the priority for tool provision for these five machines was 

ordered decreasingly. As a result, since machine 5 had the lowest priority, the 

transporters could only transfer tools for this machine after the other machines had 

obtained the required tools. 

18.4.4.4 Tool Transporter Performance 

From Figure 18.21 it can be found that the utilization of the three tool transporters 

(men) for the level 3 and the tool flow model was considerably different. This is mainly 

due to the fact that the performance of the tool transporters was significantly affected by 

the tool issue strategy. In the tool flow model, man 2 and man 3 were both used twice, 

while man 1 was only used once for the trasnfer of tools to machine 3, and therefore 

the utilization of man 1 was lower than that of the other two. 

In the case of the level 3 modelling, however, tool transporters were used more 

frequently because a differential kit of tools must be transported for each component, 

and the use of the Specified Priority rule favoured the selection of man 1. 

18.4.4.5 Sister Tooling Prediction 

Again, since the tool flow model used the machining list generated from the level 

3 modelling, the sis~er tools required for each tool type were also very similar. A 

depiction of the sist~r tools for a sub-set of eight tool types is shown in Figure 18.22, 

with the predictions being exactly the same. 

368 



18.4.4.6 Tool Life Utilisation 

As shown in Figure 18.23, since the same tool number in the level 3 and the tool 

flow model could be different tool types, the life utilization for a tool can not be 

compared side by side for the two studies. However, a more close examination on the 

status of these tools should lead to the conclusion that most of the tools were 

under·utilized as well in the tool flow model. 

18.4.4.7 Tool Usage Frequency 

Due to the same fact as given above, a comparison with regard to the tool usage 

frequency can only demonstrate the aggregate behaviour of the tools within the two 

models (Figure 18.24). 

18.4.5 Conclusions 

Drawn on the above comparison of the results obtained from the three modelling 

studies, the following conclusions can be reached: 

(1) When pure work flow is condidered in the modelling, the performance figures 

obtained from the level 2 and the Emulator are very similar to each other. 

(2) If alternative stations are assigned to an operation of a part, the resulted work 

flow pattern at level 2 can significantly be different from that of the Emulator because 

of the transfer times used in each method, but the aggregate performance figures can 

still be close as a result of the use of similar decision rules. 

(3) The performance of the extended cell is dominated by the tool flow in the cell 

if dual flow is considered. 

(4) The tool requirements of the extended cell are mainly determined by the 

machine work lists. 

(5) From the comparison of the results obtained from the level 3 modelling and 
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the tool flow modelling of the extended cell, the influence of work and/or tool flow on 

the system performance can take three basic forms. The first is the case where work 

transfer between stations is more significant than tool flow between tool stores. This 

happens when the cell work transport system is a bottleneck, or when the number of 

tools required is not considerable or most tools are always available in the magazines. 

In this case, the cell performance is dictated by the work flow within the cell. 

On the other extreme, there can be cases where tool flow is much more significant 

than work flow. A typical example if the extended cell in which the time a component 

spends on travelling between stations is much shorter than the time it spends on waiting 

for tools. In this case, the cell performance is dominated by the tool flow within the 

cell. The third form takes in between these two extremes, where work and tool flow are 

equally important and the cell performance relies on both of them. 

(6) Use of different tool issue strategies can also affect the generation of the cell 

tool requirements, but the major influence is on the performance of the machines and 

tool transporters. 

IS.5 Comparison of MOdelling Methods 

IS.5.1 Criteria for the Comparison 

To compare the AI based modelling method, the Emulation method and the tool 

flow modelling method, the following criteria are identified according to the 

requirements of manufacturing system modelling (see Chapter 4) [l30a]: 

(1) Skill Requirments, 

(2) Time Scales for Model Building, 

(3) Level of Detail Achievable 

(4) Problem Areas Tackled 

(5) Capacity to Provide Solutions 

(6) Flexibility to Modelling of Alternative Systems 

(7) Capability to Model User-Specific Operational Rules 

(S) Transparency of Modelling Process 

(9) User Friendliness and Visual Appeal 

(10) Confidence Level 
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(11) Computational Perfonnance 

(12) Hardware and Software Constraints. 

In the following sections, the three modelling methods are to be compared with 

regard to each of these criteria. 

18.5.2 Skill Requirements 

As reported in [43], the Emulator has been designed as a suit of data driven 

software which can be used by manufacturing design engineers. Thus it can be 

classified as a generalised simulator which consists of a validated model that the user 

confi.[Jres to his own particular requirements by his own input data. Although 

algorithmic in nature, the tool flow modelling method is also data driven [84], where 

more specialised data input has to be entered in order to set up the model for particular 

applications. Hence it can be concluded that to model a manufacturing system, the 

above two methods require no programming experience. 

In contrast to these data driven methods, the AI based method is of a knowledge 

driven nature, i.e. both data and rules need to be entered in order to design a model. 

Although the entering of data requires no programming skill, the expression of 

operational rules do need the designer to have limited LOOPS knowledge [53]. Of 

course, the user can also design a model by selecting rules, and in this case no 

programming is required. 

18.5.3 Time Scales for Model Building 

Based on the experience gained in the case studies, the time scale for building 

amodel using the knowledge based modelling system is fairly short. For the window 

and menu facilities provided by the Xerox Workstation significantly reduce the 

response time of the .computer on communicating with the system. On the other hand, 

the interactive soft-key approach for data input as used by the other two methods is 

entirely based on the software written by the researchers using programming languages 

like PASCAL. Therefore the communication time between the user and the system can 

be slightly longer. 
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On the whole, since the Emulator and the tool flow modelling system have been 

designed to be data-driven, the time requied for model building is fairlt short. In the 

case of the knowledge based modelling system, a model can be constructed 

hierarchically, and th~refore the time required for data input at an aggregate level can be 

significantly short. Since the selection of decision rules is menu driven, this mode of 

rule entry is also a fast process. See the study of the three machine cell for a more close 

description. However, if the user intends to express new rules, the total time for model 

building will certainly be longer than the time required for the Emulator and the tool 

flow modelling system. 

18.5.4 Level of Detail Achievable 

As described in [43] [244], the Emulator has been developed with a great deal of 

manufacturing operation detail incorporated. For example, modelling with the Emulator 

requires a plant layout with detailed information on transport and workpiece handing. 

Recent enhancement of the Emulator has considered manual operations in a machining 

cell, such as the manual involment in machine load/unload, machine setup, transporter 

movement, and repalletising and refixturing. 

By ignoring the work flow in a cell, the tool flow modelling system concentrates 

in great detail the tool flow activities at the single machine level, multi-machine level or 

multi-cell level. Typical elements that are modelled include the tool transfer network, 

centralised and/or decentralised tool storage facilities, automated tool exchange 

mechanisms and the tool refurbishment facility. 

In contrast to the above two methods, the knwoledge based modelling system 

contains limited details and each level has its associated assumptions though additional 

details like dual work and tool flow can be modelled. This is simply because the main 

objective of this thesis has been to explore the design and construction of the system 

structure, rather than the operation details that should be considered. Nevertheless, 

thanks to the knowledge system structure of the modelling system, other modelling 

details can be conveniently included. This is in contrast to the other two methods, 

where the extension to other modelling details is a fairly difficult task because more 

effort is required to understand the existing structure and computer code. 
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18.5.5 Problem Areas Tackled 

By selecting the appropriate modelling levels, the knowledge based modelling 

system can be used at various stages during the design of a manufacturing system. For 

an existing manufacturing system, models are usually required to help to improve the 

performance of the system. This can be achieved with the knowledge based modelling 

system by expressing and trying out different operational rules, and therefore better 

control strategies can always be defined and brought into use. 

The Emulator and the tool flow modelling system, however, can be seen as two 

effective tools for the detailed study of a manufacturing system at the design stage. For 

the operation of the system, the user can only select and try out the limited built-in 

strategies and rules. 

18.5.6 Capacity to Provide Solutions 

The capacity of a modelling method with regard to the provision of solutions is 

concerned with the scale of the systems that can be modelled by the method. Basically, 

this is dependent on the hard ware used by the method and the modelling details 

contained. In the case of the Emulator, the size of the system modelled can be 

considerably large because of the use of the INTEL SYS 3 \0 computer which allows 
! 

the parallel processing of different tasks, with each appropriate task being allocated to a 

separate single board computer [43). 

The limitation of the tool flow modelling system may be more considerable based 

on the experience gained in the comparative case study. Typically the system entities 

that can be modelled on an IBM PC computer include \0 machines with upto 120 tool 

capacity, 6000 tools in the installation and 4 tool transporters with up to 120 tool 

. capacity [84). 

As for the knowledge based modelling system, since the computer program 

works together with the specific application data in the virtual memory [302), there can 

be problems. With the incorporation of more and more modelling details, the computer 

program gets increasingly larger, but the maximum system size modelled becomes 

smaller. This is rather conflicting with the intention of modelling more complex 

systems with larger computer programs. 

373 



18.5.7 Flexibility to Modelling of Alternative Sytems 

The comparison of the three modelling methods with respect to the flexibility to 

the modelling of alternative systems is considered in terms of the structural 

configuration of alternative models when designing a machining cell. 

In the case of the knowledge based modelling system, as each system element is 

represented as an object which can be conveniently added, deleted or modified without 

affecting the others using the model configurator and the data base browser, 

configuration of alternative models is greatly straightforward and convenient. 

Especially, as everying is running in the virtual memory, modification of an existing 

model and the running of the alternative model can be readily carried out. 

As for the Emulator and the tool flow modelling system, the process associated 

with modifying an existing model is more rigid because of the soft-key approach used 

for data input. For instance, addition of a machine can involve many selections of the 

menu options on the screen in order to get to the desired data file, and to run the new 

model other set-up procedures are normally required. 

18.5.8 Capability to Model User-Specific Decision Rules 

It is obvious that the AI based method is superior to the other two methods with 

regard to the modelling of user-specific operational rules of a manufacturing system. In 

the case of the Emulator and the tool flow modelling system, the user can only try out 

the options provided, and there is no way that he can immediately express his own 

rules. In contrast, by guiding the user to the defined decision points, he can enter his 

own rules in the LOOPS rule language without affecting the other parts of the program. 

18.5.9 Transparency of the Modelling Process 

After a model is established, the user needs to know how the model behaves and 

the relationship between the computer code and the model behaviour. Because of the 

representation of the system elements as objects and their interactions as rules, and the 
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capability to trace the application of particular rules in the knowledge based modelling 

system, the user can relate the status of the system elements, the activities happened 

with these elements and the rules applied to enable these activities. As a result, he can 

have a full handle on the behaviour of the model. 

In contrast, since the system elements are represented in data files and their 

interactions in PASCAL procedures or algorithms in the Emulator and the tool flow 

modelling system, except the experienced users, it is very difficult for a modeller to 

understand the relationship between the computer code and the model behaviour. Thus 

debugging of the models with these two methods can be a very difficult task. 

18.S.10 User Friendliness and Visual Appeal 

Because of the use of the algorithmic approach, the tool flow modelling system 

can not display visually the flow of tools on the screen and no facilities are provided 

with regard to the operation of a model. This is one of the major disadvantages of this 

method. 

On the other hand, the Emulator and the knowledge based modelling system both 

provide graphics facilities which can display the running of the model on the screen. 

The Emulatorcan animate the operation of the system elements. This is very useful in 

debugging and validation of the model by showing whether the results are logical and 

the model is behaving like the real system. 

Although not implemented with animation yet, the knowledge based modelling 

system has used the split-screen technique to provide graphics outputs. The user can 

see the model running on the windows representing the status of system elements and 

can play with these windows to ensure, to his own satisfaction, that they represent the 

manufacturing system concerned and that the results, therefore, are trustworthy. In 

addition, the textual output facilities also help the user to understand the operation of the 

model. 

18.S.11 Confidence Level 

One of the most important requirements for any modelling methods is that the 
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design performance provided should be as close to the actual performance as possible, 

i.e. a modelling tool should be able to provide results with adequate confidence. 

Based on the comparison of the results of the comparative case study, it can be 

concluded that the three methods can all meet this requirement, but the confidence level 

can be different. Since the Emulator is designed to imitate a system in regard to all the 

variables which it is possible to measure and very few assumptions were made in the 

model, the results provided by the Emulator should be considered as fairly realistic. 

Although in real systems, tools rarely flow without integrating with work flow, 

the tool flow modelling system mimics the activities of tool flow in great details. 

Therefore for those systems where the performance is dominated by tool provision, the 

tool flow modelling system is an effective tool for providing complete solutions for tool 

management. 

The knowledge based modelling system, at this stage, has certain assumptions 

associated with each of the three levels. Thus the results are, to some extent, 

approximate in comparison with the actual performance of the modelled system. 

Further enhancement of the modelling system will eliminate those assumptions which 

can possibly cause ~pproximations in the results, such as the average transfer time 

assumed. 

18.5.12 Computational Performance 

The computational performance of a modelling system depends mainly on two 

factors, the hardware and software environment, and the software implementation. For 

the three modelling methods, these factors are all distinguishing. Nevertheless, it can be 

concluded, based on the case study experience, that the knowledge based modelling 

system is fairly efficient with the symbolic manipulation Workstation and the contained 

details. Especially, the high abstraction of level 1 enables considerably fast modelling 

of a manufacturing system. 

Although more details are contained, the Emulator is also an efficient tool because 

of the use of the powerful computing vehicle. The tool flow modelling system, 

however, is slightly slow based on the case study experience. This is mainly because of 

the use of the very limited computer. The implementaion of the algorithms within the 

model can also be influencing. It is expected that the use of the SUN Workstation will 
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solve this problem. i 

18.5.13 Hardware and Software Constraints 

As mentioned before, the Emulator is currently run on an INTEL SYS 310 

computer and the tool flow modelling system on an IBM PC. With the wide availability 

of SUN Workstations, these two modelling systems are being transferred to the SUN 

Workstations. Therefore the application of the two modelling systems in industry 

should not be constrained by the computers required. 

The knowledge based modelling system, however, has been developed on the 

Xerox 1186 Work station which has not been widely used in industry. In addition, the 

LOOPS software environment is needed in order to run the modelling system. 

Nevertheless, there has been clear evidence that with the maturity of these AI symbolics 

machines, application of these machines in industry is becomming increasingly wide. 

Furthermore, there has been development in running the LOOPS software on SUN 

Workstations. If this is completely achieved, the wide application of the AI based 

modelling approach can be expected. 
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19.1 Introduction 

Chapter 19 

CONCLUDING DISCUSSION· 

The discussion in this chapter centres on the major issues arising from the work 

reported in this thesis. In addition, the experience gained in the case studies is 

summarized, and the potential value of the modelling system are identified and 

discussed. 

19.2 A Potentially Powerful Approach to Manufacturing System 

Modelling 

The literature survey in Chapter 2 has indicated the emergence of a distinct trend 

towards the provision of powerful modelling tools for the design of advanced 

manufacturing systems. The study of various forms of flexible manufacturing facilities 

in Chapter 3 has illustrated their complex structure and unique control functions in 

contrast to conventional manufacturing technology. Recognition and discussion of the 

modelling challenge with regard to the design of these systems in Chapter 4 lead to the 

critical comparative assessment of the major currently available modelling methods, 

with conclusions being drawn that there is scope for improvement of these techniques. 

This has provided the impedus for the research into the application of modern AI 

techniques for the modelling these complex advanced manufacturing systems. 

With the available Xerox Workstation and LOOPS package, a knowledge based 

multi-level approach has been developed in competition for the conventional modelling 

methods [165] [248] [254] [138] [84] [237] [93] [164] [43] [266]. The established 

modelling system has been designed to cover all the major aspects of the manufacturing 

system modelling process, Chapter 6. These include physical configuration of a model, 
I 

collection and management of the associated data, entry of operational rules to govern 

the behaviour of the model, automatic setup of graphics and textual output facilities for 

model verification, and finally, although not implemented yet, automatic analysis of the 

results obtained from the modelling. 
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19.3 The Knowledge Based System Structure 

As described in Chapter 7, the modelling system has been constructed using an 

integrated knowledge representation scheme within a knowledge based system 

structure. This is characterized by the separate design and logical integration of the 

inference engine, the working memory, the decision centre, the knowledge base and 

the data base, which are the typical elements of a knowledge system [234a] [44]. The 

resulting system structure then enables a more logic and adequate representation of a 

machining cell subject to the modelling requirements of the cell. 

The inferencial process within the inference engine has been highly generalised by 

developing meta·rules so that it can also be used in the modelling of other discrete event 

systems, such as assembly cells. The construction of the working memory has made it 

possible for all the model related objects to be brought under a totally structured 

organization. Information retrieval and objects access, as functioned by the rules in the 
i 

knowledge base, ar~ then made flexible and efficient. The distinct design of the 

decision centre as a srparate element in the working memory has enabled the structured 

generation and representation of various conflicts. This then allows the decision rules 

required in the operation of a machining cell to be more explicitly represented in the 

knowledge base, and thus alternative user-specific decision rules can be entered. This is 

differing from conventional knowledge systems where these conflicts tend to be 

handled by the inference engine or by the transformational rules. With conventional 

simulation techniques [209], the making of these decisions is usually embedded in the 

computer code leading to the difficulty for the user to enter his own rules. 

The separation of the knowledge base from the inference engine allows the user 

with limited programming experience to be able to access and modify the existing rules 

or express his application-specific rules without affecting the functionality of the whole 

system. The design of the data base browser has separated the static data of a model 
, 

from its dynamic data which is stored in the working memory. This then allows the 

user to flexibly specify and manage the static objects and process data associated with 

the model without worrying about the complex links between the dynamic objecis. 

These dynamic objects are created automatically and stored in the working memory, 

which inherit the information from the corresponding static objects through their active 

value connections. This is in contrast to the technique used by STEM [32], where each 

object contains not only static information but also dynamic information, leading to the 

fact that the user has to be concerned with the links of the objects while building a 
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model though it is of more generality. 

19.4 The Four Level Control Strategy 

The control within the knowledge based modelling system has been facilitated in a 

hierarchical way, with four basic levels being defined, i.e. the inference level, the 
! 

decision level, the state transformation level and the state description level, Chapter 7. 

The inference level is the highest level, which is responsible for sequencing the actions 

and conflict resolutions which occur as the modelling proceeds. It controls not only the 

decision level but also the state transformation level. The decision level receives the 

conflicts arising at the transformation level, resolves these conflicts, detects and 

resolves further conflicts which can occur between the conflict·resolved actions, and 

finally sends the non-conflicting decisions to the working memory which are then used 

at the transformation level. 

The transformation level is the set of statements which describe the actions that 

make up the model. These are the explicit rules about the interactions of the cell 

elements. The state description level is the set of rules used by the transformation level 

to model the details of the cell elemments. It consists of rules for accessing and 

changing those parti~ular attributes of the cell elements, and for collecting statistics. It 

has been designed to consist of a number of sub-description levels, i.e. rules have 

been written which can be called by higher level rules. 

The advantage of this hierarchical control strategy is that the functionality of 

different rules has been made explicit and the interactions between these rules have been 

clearly defined. 

19.5 The Hierarchical Modelling Capability 

In a machining cell, the flow of work or tools can be described as chains of 

actions associated with pallets and tool transporters, which include palletisation, 

load/unload station unloading; work transporter empty running, loading, load running 

and unloading; machine loading, tool change, cutting, machine unloading; load/unload 

station loading and depalletisation; tool transporter empty running, tool loading at STS, 

tool transfer to PTS, tool exchange at PTS, tool transfer to STS and tool unloading. 
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Depending on the modelling of the relationships between these actions, rules can be 

defined to model different combinations of these actions, thus creating the multiple 

levels of modelling detail, Chapter 8. 

According to the decisions a manufacturing system designer has to make during 

the design process, three levels of modelling detail has been defined in this modelling 

system. At the first level, station is assumed to have an infinite local buffer so that no 

blockage could occur. Temporary storages and tool availability are ignored. Level 2 

allows more system details to be modelled. Each station can have a specified buffer 

type and size. Part temporary storages, and tool requirments with regard to the whole 

cell or particular machines are considered. At level 3, in addtion to the features 

considered at level 2, tool flow within the cell can be modelled. Primary tool store, cell 

secondary tool store, tool transporters and tool flow strategies are all considered in the 

modelling. 

Although only three levels are defined in the modelling system, it can be easily 

extended to include other levels, because the control of the rules at these multiple levels 
I 

is integrated and the design of a new level can call to the description rules used by the 

other levels. 

19.6 Data and Rule Driven Requirements 

In a real manufacturing environment, the manufacturing knowledge comprises of 

both data and rules, but the latter tends to be frequently neglected by most of the 

existing modelling tools [43], leading to the inadequate representation of a 

manufacturing system with these tools. In the knowledge based modelling system, two 

levels of rules have been defined according to the manufacturing tasks performed in the 

operation of a machining cell, Chapter 8. Firstly decision rules are carefully defined 

which model the various conflicts arising from the sharing of resources by the 

components to be manufactured or from the assignment of alternative resources to the 

same components. Decision points have also been designed to allow the user to enter 

alternative rules. These decision rules include part release rules, load/unload station 

selection rules, next station selection rules, work transporter selection rules, pallet 

scheduling rules, pallet tooling rules, tool transporter selection rules. The second level 

of rules are the behavioural rules which include the transformation rules and description 

rules. Although expression of alternative transformation rules requires more LOOPS 
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programming experience, entry of description rules to allow different behaviours can be 

facilitated by the user without affecting the logic of the defined modelling levels. 

As a result of the consideration of different levels of manufacturing functions 

within each modelling level, three levels of data and rule input have been defined to 

allow the user to model a machining cell according to his detail needs, Chapter 8. 

19.7 User-Friendly Interface 

On of the main advantages of the modelling system described in this thesis is that 

the barrier between the user and the computer assisted modelling facility has been 

removed. This has been achieved by developing various facilities to allow the user 

with no or limited programming skills to quickly design, modify and experiment with a 

model by manipulating icons and menus, modifying structure parameters, and 

selecting and expressing cell operational rules. In addition, it provides visibility into 

structure, behaviour, and data collection for analysis through using enhanced graphics 

capabilities, Chapter 9. 

Since the interactions among the system elements are represented using rules and 

rules can be traced during the running of a model, facilities have been developed to 

allow the relationships between the rules entered by the user and the immediate 

behaviour of the model to be made explicit. This transparent modelling process enables 

convenient and straightforward debugging and modifications of the model. 

19.8 Output of Performance Figures 

Corresponding to the three levels of input, three levels of default output can be 

provided from the modelling system, Chapter 10. For each level, three categories of 

outputs have been defined, i.e. the overall cell performance, the primary output and the 

secondary output. In addition, the user can also specify perfonnance parameters he 

desires by entering rules which collect the required statistics of the system elements. 

This is extremely useful when additional aspects of the system need to be analyzed. 

19.9 Case Study Experience 
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19.9.1 Selection of Modelling Levels 

The study of the three machine cell, as presented in chapters 13, 14 and 15, has 

concluded that as a result of the influence of the operational assumptions made within 

each level, the performance of the cell provided by each level can vary, and the less the 

.assumption, the more realistic the results. From levels 1 to 3, as more and more system 

operational details are considered, the performance provided by the modelling becomes 

decreasingly optimistic but increasingly realistic. Nevertheless, according to the 

different modelling needs, the three levels can be used at different stages during the 

design of a manufacturing system, Chapter 15. 

19.9.2 Flexible Data Base Management 

The experience gained through the case study work has shown that gathering of 

data using the data base browsers of the knowledge based modelling system is fairly 

flexible and efficient. The representation of each cell element as an instance object helps 

to collect the data associated with all attributes of the element, Chapter 14 and Chapter 

16. In particular, the addition, deleting or editing of a cell element can be carried out 

with ease without affecting the others. Therefore the data base browsers provede a 

flexible environment for the design of and experiment with alternative models. 

19.9.3 Entry of Alternative Decision Rules 

From the study of the extended cell as given in chapters 16 and 17, entry of 

alternative decision rules into the modelling system for paticular applications is a fairly 

convenient process. For the user can express a new rule by referring to the structure of 

the existing rules, or by writting a entirely new rule which access the desired variables 

of the associated objects. 

As indicated by the case studies, the combination of different decision rules can 

have a significant influence on the cell performance. In panicular, the release rules, the 

pallet priority rules and the station selection rules seriously affect the work flow 

patterns and thus the: performance of the modelled cell. Therefore, in order to model a 

cell realistically, these rules must be carefully chosen or developed. 

394 



19.9.4 Comparison with Other Modelling Methods 

In comparison with the Emulator and the tool flow modelling system, the 

knowledge based modelling system can provide considerable outputs with regard to the 

major structural and operational aspects of a flexible machining facility. Particularly, the 

exploration of the modelling of dual work/tool flow has provided some important 

results in regard to the interactions between work and tool flow within the cell. 

Based on the comparison of the results obtained from the three methods, it can be 

concluded that the operation of level 2 is compatible with that of the Emulator, and the 

modelling of tool flow at level 3 is similar to that of the tool flow modelling system, 

Chapter 18. 

19.10 The Potential Value of the Modelling System 

As a result of the well-structured organisation of the modelling knowledge 

extracted from the field of flexible machining, this modelling system can be 

conveniently extended along the following directions: 

- More detailed modelling of complex behaviours, 

- Extension to multi-cell system modelling, 

- Analysis of results, 

- Enhancement of the user interface. 

19.10.1 More Detailed Modelling of Complex Behaviours 

Since this work has established a framework for single-cell system modelling, 

modelling of complex behaviours at a more detailed level can easily be achieved by 

specialising the objects or behavioural rules which have been built into the modelling 
; 

system. 

For example, if the performance of a local buffer is going to bc adequatcly 

modelled, a class called, say, Buffer can be specialised from Entities. The user is then 
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required to edit the class by adding a few instance variables, such as StationaryTime, 

LoadingUnloadingTime and IdleTime, etc., After this, the user can create necessary 

instances and set them to the instance variable, such as Buffer, of specific stations. 

Finally, the user is required to specialise the rulesets, such as LoadToStation, 

LoadOntoStation, LoadOntoTransporter and CheckBuffer, which affect the behaviour 

of the buffers, by changing the PalletslnBuffer instance variable of a station to the 

Contents of the buffer of that station. Besides, rules for collecting the statistics of 

buffers need to be created and added to the above rulesets. 

Other aspects of a system, which can be modelled in more detail, include among 

others the routing interference of transporters [43], the management of tool magazines 

[84] and other tool issue strategies [ 181]. All these aspects can readily be implemented 

within the established modelling system structure. 
; 

19.10.2 Extension to Multi-Cell System Modelling 

As for the modelling of large-scale systems, such as multi- cell FMS [129], or 

large-scale DNC systems [28], efficiency can be of particular significance, since any 

detailed modelling may be inhibited by the long run times. 

A suggested modelling method for these type of workstations is to highly abstract 

each cell by extracting the most important behavioural properties of the cell, and then to 

model the interactions between cells. Abstraction of the performance of the single cells 

can be achieved by running the established cell modelling system. 
1 

By doing this, the most significant performance aspects of a multi-cell system 

cam be evaluated. Depending on the level of abstraction of single cells, a multi-cell 

system can also be modelled and assessed over various levels of detail. An AI 

technique which might match this modelling requirement is the hierarchical planning 

method [274]. 

Although at its early stage, the modelling of multi-cell systems within the 

Emulator is on the way by a complementary project [1]. 

19.10.3 Analysis of Results 
! 
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As an important issue in the modelling of manufacturing systems, analysis of the 

modelling results with respect to the input parameters and strategies has to be faclitated. 

An potentially useful technique in developing this analysis procedure is the AI learning 

technique [77] [111]. 

An important aspect of learning that can be explored, albeit in a rather limited 

sense, is to add some reasoning mechanism to the modelling system. Given the 

performance specifications, this reasoning mechanism analyses the results from a run, 

automatically adjust input parameters of the model, run the model again, and finally 

determine, in some sense, a 'best' design (Figure 6.14). 

Modelling system coupled with this type of learning will then become a 

prescriptive tool or an intelligent automatic design tool. It can be foreseen that the 

expertise involved in this learning mechanism is considerable, and quite a lot has not 

been well-established. Two techniques are available which can be applied to implement 

this type of learning. One is perturbation analysis [132], and the other is parameter 

adjustment [111]. 

Another aspect of learning that can be implemented with practical results is rule 

composition. With such a mechanism, the modelling system automatically create a new 

rule that summarises the behaviour of two or more rules that are executed in sequence. 

By implementing rule composition in knowledge based modelling, the execution of the 

program will improve, and further, the analyst may discover possible redundancies in a 

model. This is particularly valuable for the modelling of large-scale systems. 

19.10.4 Enhancement of the User Interface 

As described in early chapters, three independent data base browsers are used 

corresponding to the three levels of modelling. In most cases, all or part of the 

information used at a particular level can be shared by the other levels. Thus, there is a 

need for developing facilities which can enable the trasfer of information among 

different levels. If this is achieved, the specification of manufacturing data with the 

modelling system will be more convenient 

At this stage, entry of rules requires limited knowledge of LOOPS. A possible 
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enhancement can be that a menu, which contains all the objects accessible by the work 

space class of the rule, is attached to the LOOPS rule editor [53] so that the expression 

of the rule is under direct guidance. 

Aother aspect that needs to be improved is that with more details to be 

incorporated in the modelling system, the animation of the operation of the model on 

the screen becomes necessary. For this will further help the user to understand the 

behaviour of the designed model or to verify the logical operation of the model. 

At this stage, the presentation of modelling results is of a text file form. Further 

enhancement can include the provision of dispaly graphics, such as bar charts, line 

graphics, histograms, scatter diagrams, pie charts, etc. [242]. These facilities are 

helpful in analyzing and communicating results. 
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Chapter 20 

CONCLUSIONS 

20.1 Introduction 

This chapter summarizes the specific conclusions which can be drawn from the 

research work and the case studies as described in early chapters. 

20.2 The Knowledge System Framework 

As a result of the separate design of the inference engine, the working memory, 

the knowledge base and the data base browser, the modelling system allows access and 

modification of any of these elements without affecting the others. This is considerably 

in contrast to conventional modelling tools, where specific knowledge tends to be 

integrated with control functions. 

20.3 Methodology for Model Configuration 

The use of icons for displaying a manufacturing system on the screen enables 

highly flexible and interactive definition of the physical structure of the system. In 

addition to the icons which have been created, the user can add new ones to the library 

by drawing the new icon and specifying the defining class. 

20.4 The Data Base Browser 

Since a manufacturing facility usually involve enormous data, and thus the 

number of objects created to represent the system elements and to store the associated 

data can be huge, the. hierarchical organization of these objects, as used by the data base 

browser, has proven to be an effective method. This highly interactive menu driven 

software enables flexible and efficient management of machining cell data. 

20.5 Methodology for Rule Entry 
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The provision of rule libraries and the interactive facilities for rule expression for 

defined decision points has allowed the user to conveniently enter his own desired 

decision rules in order to control the performance of the designed model. Besides, the 

organization of all the behavioural rules in the rule base has made it possible for the 

user to inspect or modify these rules in order to design alternative modelling levels. 

20.6 Graphics Output Facilities 

The split-screen technique, as used in the development of the graphics output 

facilities, has shown to be a useful verification tool by speeding the process oflocating 

and removing errors in the model. In addition, attaching of monitors to specific cell 

elements allows certain performance attributes to be dynamically displayed. 

20.7 The Textual, Output Facility 

The design of the textual output facility has enabled the trace of the rules applied 

on a specific instance object. This capability further helps the user in debugging a 

model by relating the computer code to specific behaviour of the object or cell element. 

20.8 Influence of Modelling Assumptions on Results 

The results of the case studies have shown that under certain conditions the 

assumptions made in a model can considerably influence the results obtained, and the 

less the assumption, the more realistic the performance provided. Nevertheless this 

influence can be reduced by developing special operational rules. 

20.9 Application of Level 1 

Fron the case study experience, the level 1 is well suited to the basic sizing of a 

manufacturing system in the early design stage. It is best used to help determine the 

number of equipments, the rough size of station local buffers and overall control 
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strategies. Additionally. it can be used for long-term manufacturing performance 

forcasts. 

20.10 Application of Level 2 

After the basic size and operational strategies have been determined. the level 2 

can be selected to study the detailed work flow behaviour of the system. In particular. 

the various types and sizes of local buffers and temporary storages can be considered. 

Besides. the tool requirements planning can be conducted in order to help choose the 

preliminary tool management strategies. 

20.11 Application of Level 3 

For those systems where tool flow management is a crucial iisue. level 3 should 

be selected in order to study the tool flow activities between tool stores and the 

associated tool provision strategies. 

20.12 Influence of Work and/or Tool Flow on System Performance 

From the comparison of the results obtained from the level 3 modelling and the 

modelling of the extended cell. it can be concluded that the influence of work and/or 

tool flow on the system performance can take three basic forms: i.e. system 

performance dictated by work flow. by tool flow. or by both work and tool flow. 

20.13 Influence of Cell Parameters on System Performance 

The experience gained in the case studies has shown that cell parameters. such the 

number of machines. the number of pallets. the PTS capacity and the temporary 

storages. can have a ,significant effect on the cell performance. Thus. they should be 

carefully specified when designing a manufacturing system. 
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20.14 Influence of Station Pooling on System Performance 

As shown in both case studies, the grouping of stations and the assignment of 

parts to these gorups seriously affect the system performance. It influences not only the 

workload balancing across the stations in a group, but also the work flow patterns of 

the components. 

20.15 Influence Of Decision Rules on System Performance 

From the study of the extended cell, the influence of different decision rules on 

the system performance is also of significance. In particular, the part release rules, the 

pallet priority rules and the station selection rules can bring condiderably different 

results subject to the change of these rules. Therefore, these rules have to be carefully 

developed when applied to particular industrial cases. 

20.16 Use of the Modelling Output 

By selective change of the input variables and rules, and study of the resulting 

model output, particular aspects of a flexible machining cell behaviour and the 

suitability of the cell configuration for specified production requirements can be 

investigated, with different operational strategies being evaluated. 

20.17 Application of Xerox Workstation and LOOPS Package in 

Manufacturing System Modelling 

The Xerox 1186 Workstation and the LOOPS knowledge engineering language, 

as used in the development of this work, have proven to be effective facilities for the 

modelling of manufacturing environment. The Xerox Workstation provides a very 

powerful programming environment for creating and debugging knowledge systems. 

The LOOPS package, on the other hand, has integrated four programming paradigms 

and enables representation of different types of manufacturing knowledge using 

appropriate programming schemes. 
! 
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21.1 Introduction 

Chapter 21 

FURTHER WORK 

It is recommended that further work be carried out in the following areas, based 

on the concluding discussion in Chapter 19 and the specific conclusions reached in 

Chapter 20. 

21.2 More Detailed Modelling of Wok and Tool Flow 

To minimise the difference between the design performance and the actual 

performance of a manufacturing facility, modelling of the routing interference of 

transporters has to be considered. To further intestigate the integration of work and tool 

flow, other tool issue strategies should be modelled, for example the kitting and single 

tool strategies. Besides, the single function and shared work/tool flow networks need 

to be modelled. 

21.3 Extension to the Modelling of Assembly Operations 

Although flexible machining has been the most essential feature of advanced 

manufacturing technology, recent development in flexible assembly calls for powerful 

modelling tools in order to assess its performance. Therefore, extension of the 

modelling system to include the modelling of assembly operations can be a very useful 

feature to industry. Because of the diversity of assembly installations, it is expected that 

the representations for these facilities should be more generic than those for machining. 

21.4 Extension to Multi-Cell System Modelling 

In reflection of the current trend in the development of flexible manufacturing 

facilities, modelling of multi-cell machining systems is a very useful extension. In 

403 



particular, if the links between machining and assembly can be studied, the value of the 

modelling system to industry will be more significant. 

21.5 Analysis of Results 

As mentioned in the main text of this thesis, analysis of results is another vitally 

important issue in providing a complete solution to manufacturing system modelling. 

This analysis procedure can be faciltated by building a front-end to the existing 

modelling system usinf perturbation analysis or AI parameter adjustment learning 

techniques. 

21.6 Enhancement of the User Interface 

To make the modelling system more valuable to industry, there is scope for 

improving the user-friendliness of the existing interface. Major aspects of the 

improvement can include the animation of the flow of icons in the model configurator, 

development of facilities for guiding the user's rule entry, provision of static display 

graphics for presenting modelling results, and enhancement of the capability of the data 

base browser. 
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