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Abstract

In this research study I explore the teaching of introductory inferential statistics to non-

statistics undergraduates. My main aim in this work is a characterisation of teaching practice

in the context of two introductory statistics university modules, one aimed at Psychology

students and another at Engineering students from the perspective of the lecturers.

In the pilot study, I investigated lecturers’ beliefs about intended statistics curricula

at university. The study used repertory grid interviews with twenty statistical methods

lecturers. Qualitative and quantitative data analysis revealed that lecturers conceptualised

the intended curricula around three themes: (1) teaching of statistics with “context”, (2)

teaching the statistical process components, and (3) student learning.

The main study focused on the teaching of statistics on two introductory modules. Ob-

servational and interview data was interpreted at the macro and micro levels of analysis using

sociocultural theory as a theoretical lens and applying a grounded analytical approach. In-

troductory statistics modules are taught in a range of disciplines, including Psychology and

Engineering. Previous research shows that some students find statistics very difficult and

challenging. The two lecturers, although approached the teaching of statistics very differ-

ently, had a deep concern for their students’ learning. The first lecturer, a Psychologist,

approached the teaching of statistics in a ‘philosophical’ way meaning that the explanations

were non-mathematical and there was a sequence of cases or “contexts” which the lecturer

taught in different ways throughout the module. The second lecturer, a Mathematician,

taught a ‘typical’ statistics module consisting of the mathematical underpinnings of statis-

tical models through a sequence of statistical theory and calculations.
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Through this research, I provided representations into the lecturers’ beliefs, intentions

and strategies in relation to their teaching. The application of the sociocultural lens with

a grounded analytical approach enabled me to conceptualise the lecturers’ teaching actions

and present a model of teaching statistics in context.
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1 | Introduction

The present study is an investigation into the teaching of statistics at university to non-
statistician students, i.e. as a ‘service’ subject. The research is based on two lecturers’
teaching of two statistics modules to large groups of psychology and engineering under-
graduate students at a UK university. My focus is on the teaching of statistics to include
lecturers’ teaching outcomes, planning of lectures, face-to-face delivery of teaching and re-
flections about their teaching.

This introductory chapter summarises the main aspects of the thesis, including the main
topic of my study, statistics and statistics education. I also define the meaning of the
term ‘context’ contained in the title An analysis of the teaching of introductory statistics
at university in ‘context’. Next, I identify the purpose of the research and the research
questions, the research process and the university of the study. I conclude with an overview
of the structure of the thesis.

Chapter contents

1.1 Statistics and statistics education . . . . . . . . . . . . . . . . . . . . . 1
1.2 Macro-micro context . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Purpose and research questions . . . . . . . . . . . . . . . . . . . . . . 4
1.4 The research process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Study participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 The structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1 Statistics and statistics education
Statistics is seen as a ‘a general intellectual method that applies wherever data, variation,
and chance appear’ (Moore, 1998, p. 1254). Moreover, statistical ‘data are not just numbers,
they are numbers with a context’ (Cobb and Moore, 1997, p. 801). In statistical data analy-
sis, problems gain intellectual substance from the interplay between mathematical content,
pattern and context (or story). For this reason, Cobb and Moore likened statistics to poetry

1



Chapter 1. Introduction 2

‘where pattern and context are inseparable’ (p. 803), setting it apart from mathematics and
probability.

As a discipline, important changes have taken place in statistics from 1977, when Tukey
introduced the systematic treatment of data in Exploratory Data Analysis (EDA) (Tukey,
1977), to 1997 when the term “Big Data” first appeared in print (Champkin, 2014). The
growing importance of statistics to students’ future lives and professions, aided by the in-
creased availability of statistical software, justifies the continuous increase in students learn-
ing statistics in ‘service’ courses at university (Garfield and Ben-Zvi, 2008).

Changes in statistics have lead to changes in statistics education. Defining the key statis-
tical skills and goals for learning statistics and identifying teaching practices that stimulate
students’ learning are key issues in statistics education. Statistical literacy, reasoning and
thinking are considered key goals of teaching statistics. Gal (2002) defined statistical liter-
acy to refer to people’s ability to interpret, critically evaluate and communicate statistical
information, data-related arguments and stochastic (statistical and probabilistic) phenom-
ena. Statistical reasoning is about how people reason with ‘big statistical ideas’ (e.g. data,
statistical models, distribution, centre, variation and so forth), interpret and represent data,
connect concepts and combine ideas about data and chance and finally make inferences and
interpret statistical results (Garfield and Chance, 2000; Garfield and Ben-Zvi, 2008). Sta-
tistical thinking is considered a type of expert thinking, but its core concepts have evolved
and expanded since the beginning of the twentieth century (Marriott, 2014). Kahneman
(2012) includes core concepts such as expectation, variance, distribution, probability, risk,
correlation, data, visualisation and cognition in defining statistical thinking.

The statistics education literature however is less clear about the differences between sta-
tistical literacy, reasoning and thinking (Ben-Zvi and Garfield, 2004). These key goals for
statistics education also require considerable effort to teach effectively, i.e. lead to student
learning (Garfield and Ahlgren, 1988; Ben-Zvi and Garfield, 2004). New curricula and effec-
tive pedagogies to develop statistical literacy, reasoning or thinking have been considered to
be key issues in introductory statistics in higher education (Moore, 1997). At tertiary level,
‘statistics’ includes descriptive statistics, exploratory data analysis and inferential statistics.
As described earlier, ‘statistics’ may also be about statistical thinking, reasoning and lit-
eracy. Research in statistics education has focused on students’ difficulties with statistics,
the effects of implementing new types of teaching on students’ learning and evaluations of
curriculum designs. Relatively little research exists however on the practical implementation
of teaching from a lecturer’s perspective.

1.2 Macro-micro context
My main aim in this study is to characterise the teaching of statistics in context, i.e. the
situation within which the teaching of undergraduate statistics happens, and that can help
explain it. I gain insights into the teaching of statistics by embedding my study in a socio-
cultural theory perspective and studying the context in which the teaching activities took
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place alongside two dimensions, macro and micro within a research design that includes a
Pilot and a Main study.

This study follows on from previous work within mathematics education which sought
to identify relationships and connections between the conceptual understanding of mathe-
matics and broader issues with educational systems (curriculum or educational practices),
social spaces, national economic and political systems (Jaworski and Potari, 2009). Rather
than considering the macro and micro as dichotomies, in this study I provide an account
of pedagogic practice in which large-scale macro factors are integrated with micro-levels of
analysis (Popkewitz, 1998). Macro necessarily includes micro and is also a continuum be-
tween macro and micro (Hammersley, 1993b; Jaworski and Potari, 2009). Similarly, Lerman
(2001) considers that “an integrated account, one that brings the macro and micro together,
one that enables us to examine how social forces such as a liberal-progressive position, affect
the development of particular forms of mathematical thinking” (p.89). My research there-
fore aims to focus on integrating wider socio-cultural factors with aspects of the teaching
activity, the setting, the individuals and groups in the setting.

In order to locate the teaching activities contextually, within a range of macro and micro
conditions in which activity is embedded, and the connections and relationships between
them, as practical means for helping my analysis, I used two similar depictions of context.
First, the conditional/consequential matrix developed by Corbin and Strauss (1990, 2008)
as a coding device to show the interections of macro and micro conditions/consequences on
actions. Second, I was guided by the sociocultural representations of various interpersonal-
relationships in proximal “contexts” as nested and weaving together (Wertsch, 2000; Cole
and Gajdamaschko, 2010), as shown in Figure 1.1.

Figure 1.1: A definition of context

At the macro-level, I considered the ways in which statistics lecturers view the nature of
statistics, the statistics curricula, their students, and the teaching and learning of statistics.
In my Pilot study therefore, I carried out interviews with twenty statistics lecturers about



Chapter 1. Introduction 4

“what” they would like their students to learn and “why”. In addition, to be able to charac-
terise the teaching of statistics in context in further depth, in my Main study, I observed two
lecturers’ teaching of statistics on two modules. To characterise the two lecturers’ teaching
at a macro-level in further depth, I used the two lecturers’ reflections of their intentions for
teaching statistics in interviews, as well as documentation of broader institutional practices.

At a micro-level, using observations of teaching on the two modules and interview data
with the two lecturers (in the Pilot and Main studies), I investigated how the lecturers
implement the statistics curricula in their modules. In my analysis, I extended the focus on
lecturing tasks to address wider complexities of lecturing of statistics in macro-social-cultural
setting.

In this study, I apply a grounded analytical approach to data collection and analysis and
use a sociocultural theoretical lens to further refine and integrate the macro-micro analyses.

1.3 Purpose and research questions
The purpose of my study was to characterise practices and processes in the teaching of
non-specialist (‘in service’) introductory statistics modules or courses at university from the
perspective of the lecturers.

My general research question is as follows.

What insights can I gain about the teaching of statistics at university by studying
the teaching activity at two levels of context, the macro and micro?

The macro-analysis focused on intended curricula, “what” lecturers plan for their students
to learn and “why”. The micro-analysis focused on implemented curricula, “how” lecturers
use learning resources (examples, problems or exercises) in lectures and “why”.

1.4 The research process
In my Pilot study, I aimed to explore the teaching and learning of statistics at university
in a range of disciplines: Engineering, Economics, Psychology, or Geography. I wished to
explore what content lecturers focused on in their modules, what were the challenges and
barriers to learning statistics at university and what teaching approaches lecturers preferred.
In these initial stages, I planned to carry out interviews with lecturers in statistics across a
variety of departments and institutions. To further understand the teaching and learning of
statistics, I also carried out preliminary observations of lectures and laboratory sessions so
that I could define in more detail what I wished to achieve.

This Pilot study phase helped me select the methods of enquiry for my Main study,
observations and interviews. Since I was guided by an interpretative paradigm that involved
the development of rich descriptions of the teaching I was observing, my data sources needed
to be of a qualitative nature. I considered that using sociocultural theory as a theoretical lens
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and applying a grounded analytical approach was appropriate for building interpretations
about teaching statistics at two levels of context, macro and micro (Charmaz, 2006; Corbin
and Strauss, 2008; Charmaz, 2014).

My research process consisted of the following four main stages:

1. Identify a specific challenge.

1.1. Literature review.

1.2. Plan the Pilot study.

2. Pilot studies.

2.1. Pilot 1: repertory grid interviews (design 1) with nine statistics lecturers.

2.2. Pilot 2: repertory grid interviews (design 2) with eleven statistics lecturers.

2.3. Pilot 3: observations of teaching (two lectures and two laboratory sessions) of
one module (memo-writing).

2.4. Data analysis of interviews (produce ‘rough’ conceptual framework).

3. Main study.

3.1. Methodology.

3.1.1. Research paradigm, theoretical perspectives and research design.
3.1.2. Select modules, collect observational data and initial data analysis (concepts

and categories, observation notes and memo-writing after each observation).
3.1.3. Post-module interviews with three lecturers and continue data analysis.

3.2. Data analysis 1.

3.2.1. Use grounded analytical approach.
3.2.2. Coding and comparing (two modules of the three modules investigated; in-

terviews with lecturers in the pilot and main studies).
3.2.3. Refining concepts.
3.2.4. Analysing data for micro-macro context, process and theoretical integration.
3.2.5. Memo-writing.

3.3. Data analysis 2.

3.3.1. Use sociocultural theory as a theoretical lens and apply grounded analytical
approach to data analysis.

3.3.2. Merge the results from the pilot and main study analyses.

4. Interpret and integrate the findings.

4.1. Consider how the characterisation of teaching of statistics at university in context
contributes to new knowledge and understanding of teaching.
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1.5 Study participants
I carried out the data collection at a university in the UK that has a tradition in providing
courses that focus on transferable knowledge and skills. The university ranks highly in
engineering and technology and it offers its students state-of-the-art sporting facilities and
training. Around a quarter of its annual income comes from research grants and contracts.
Statistics modules are taught by lecturers from across disciples, including the Mathematics
department.

In my pilot study, I interviewed twenty lecturers that offered statistical modules in a
variety of departments. I used the repertory-grid technique to focus on the lecturers’ learning
intentions for their students. Of these twenty lecturers, two taught at different universities
in the UK.

Three of the lecturers who participated in the Pilot study also agreed to take part in
my main study: a mathematician teaching statistics on an engineering course, a psycholo-
gist teaching statistics to psychologists and an engineer teaching on an engineering course.
Following initial data analysis, I included two lecturers in my main data analysis, the math-
ematician and the psychologist. The two modules included in the Main Study analysis had
broadly similar content in inferential statistics. The third module excluded from the data
analysis was a second module in inferential statistics and thus taught at a more advanced
level. The observations of teaching in the main study took place over one term (11 weeks).

The psychology lecturer owned the module and had been teaching it for five years. During
the data collection, it became clear that the psychology lecturer had a deep understanding
of the type of student cohort he was teaching and had considered carefully their prior
mathematical and statistical background as well as the more general aims of the psychology
course. A level mathematics was not a requirement for admission on this psychology course,
although it was recommended.

At the time of the study, the mathematician was teaching the statistics module for the
first time and was using teaching resources produced by a previous lecturer. The engineering
students were expected to have completed A level mathematics prior to entry onto the course.

My focus on two different modules and the pilot interviews data allowed me to compare
and contrast different contexts in order to arrive at a characterisation of the teaching of
statistics in context.

1.6 The structure of the thesis
To characterise the teaching of statistics, I used data from three main sources: the pilot
interviews, the main study and the post-module interviews. In Table 1.1, I summarise the
interdependence between the four research processes and the three main data sources. I
used the pilot study to select the modules that were part of my main study and to refine the
coding system taking a grounded analytical approach. In this section, I provide a summary
of the structure of the thesis.
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In this chapter, Chapter 1, I introduce and provide background for my study, including a
definition of statistics and statistics eduction, the research questions, purpose and structure
of the thesis.

In Chapter 2 (page 9), I summarise the research literature relevant to the teaching of
inferential statistics at university, the main topic of my study. Based on my literature review,
I define the general topic area for my study and research questions for the Pilot study.

The theoretical basis, methodology and methods for data analysis of the Pilot study are
depicted in Chapter 3 (page 68).

My main study consisted of observations of teaching and interviews with lecturers. Chap-
ter 4 (page 102) explains the methodology for the Main study. This included my research
paradigm, theoretical perspectives and the research design.

The data analysis and findings of the main study are in Chapter 5 (page 149). Within
the interpretative paradigm, I use Vygotskian sociocultural theory of teaching and learning
as a theoretical lens and apply a grounded analytical approach to analysing and interpreting
data from two introductory statistics modules taught by two statistics lecturers. My data
analysis looks at both macro and micro levels of context with the aim to characterise two
lecturers’ teaching of statistics in context.

Finally, in Chapter 6 (page 216), I integrate the findings from my three studies to offer a
characterisation of the teaching of statistics in context, with possible implications for statis-
tics lecturers and research of university teaching. I also discuss some of the opportunities
offered by the use of a qualitative enquiry in characterising teaching and areas which deserve
further research.



Table 1.1: Data collection and analysis schedule

Research process A. Pilot study → B. Main study → C. Post-module interviews
1. Data collection Repertory grid interviews (20) → Observations of statistical modules (3) → Interviews with lecturers (3)

Designs 1 and 2 Lectures, tutorials, field notes,
memos, conversations with lecturers
and students

Semi-structured

↓ ↓ ↓
2. Data analysis - phase 1 Quantitative (factor analysis); → Grounded analysis (coding system) → Grounded analysis (refine coding

system)
Qualitative (repertory grid content)︸ ︷︷ ︸ Grounded analysis (coding system) → Grounded analysis (refine coding xxxxx︸ ︷︷ ︸

↓ ↓
3. Data analysis - phase 2 Content analysis → Refine coding system (macro-micro analyses of context using sociocultural theory)

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxx xxxxx xxxx xxxx xxxxxxxxxxxxxxxxxx xxxx x︸ ︷︷ ︸
4. Interpret and integrate the
findings

Characterise the teaching of statistics in context
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In this chapter, I review the literature concerned with the teaching of introductory statis-
tics at university that informed my study. Zieffler et al. (2008) contend that the main goal
of statistics education research is to enhance the teaching of statistics, which in turn leads
to improved student learning. The Research Advisory Board of the Consortium for the
Advancement of Undergraduate Statistics Education (CAUSE) in the USA supports this
view of statistics education, adding that research in statistics education needs to formulate
implications for teaching in the classroom context as well as the generation of new research
questions. In this literature review, I take a broad view of statistics education to include
studies that can inform my present research into the teaching of statistics at university.

9
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The studies I identified for this review come from diverse fields of inquiry, including
mathematics education, statistics education, psychology and educational psychology. The
research questions, methodologies and participants are very different and vary in their use-
fulness for my research project. As a result, I chose to focus on research relevant to the
teaching of statistics in introductory university modules (or courses) for non-statisticians.
Since I found that there is a lack of research directly focusing on observations of teach-
ing in this context, I also considered the few studies that have investigated observations of
mathematics teaching at university.

My research design (Section 1.4, p. 4) involved two main phases to my literature review.
In the initial stages of my study, I consulted the statistics education literature more broadly
to inform my Pilot study (Chapter 3), formulate terminology used in statistics education
and gain insights into the learning and teaching of statistics at university. In my Main
study (Chapter 4), the literature review provided theoretical insights into my study using
sociocultural theories of teaching and learning and was part of my grounded analytical
approach.

This chapter begins with (1) an overview of my approach to the literature review (Sec-
tion 2.1), followed by (2) an overview of research in statistics education (Section 2.2), (3)
a definition of curricular planning (Section 2.3), followed by (4) research into intended cur-
ricula (Section 2.4), (5) the teaching of statistics at university (Section 2.5), and (6) into
the impact of teaching methods and approaches on student learning (Section 2.6). Finally,
I discuss the implications for teaching statistics and for my research study in Section 2.7.

2.1 Approach to the literature review
My approach to the literature review was synthetic, focusing on providing a critical outline
and analysis of current and recent research relevant to the teaching of statistics at university
level. I did not seek to carry out a systematic review which quantifies the extent of the
literature written over a particular time period, and/or tests particular hypotheses. With
this review therefore, I describe the scope and scale of the statistics education research
into teaching practices, adopt specific terminology relevant to researching the teaching of
statistics at university that I use in this thesis and provide a knowledge base to compare
and contrast my research outputs.

To ensure breadth and depth in the statistics education literature, my first step in the
literature review was to identify keywords based on my research aims which I constructed
into search strings. For example, the following search string

su(teaching statistics OR lecturing statistics) AND su(higher education OR ter-
tiary OR university) AND su(statistical reasoning OR statistical thinking OR
statistical literacy).

on the database ProQuest Social Sciences Premium Collection produced 1,465 results in
English between 1970 and 2018, including peer-reviewed articles, dissertations and theses,
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or reports.
Next, I identified bibliographic databases (APA, JSTOR, EBSCO, BHI, ASSIA, COPAC,

ERIC, IBSS, Informa, Ingenda Connect, SciVerse ScienceDirect Elsevier, Scopus Elsevier,
SpringerLink, SpringerLink Books, Taylor & Francis Cross Ref, Wiley Online, CAUSE web-
site), specific journals, conferences and organisations (e.g. Journal of Statistics Education,
Statistical Education Research Journal SERJ) and authors (e.g. Cobb, Garfield, Ben-Zvi,
Bakker).

Three, I reviewed the references of each selected article to identify any potentially relevant
sources and four I searched relevant citing literature. Relevant articles were considered to
be concerned with

• Curricular planning at university, including the nature of statistical skills, undergrad-
uate statistics curricular movements and strategies for specifying module content.

• Teaching of statistics at university, including teacher characteristics (knowledge, be-
liefs, planning), observational studies of teaching and pedagogic strategies (e.g. expla-
nations, motivating students, questioning, teaching discourse).

• Teaching and student learning, including teaching methods (e.g. lecturing, active learn-
ing, teaching resources, technological tools) and students’ difficulties with learning
statistics (e.g. misconceptions and non-cognitive skills such as anxiety, attitudes and
motivation for statistics).

As the fifth step, I carried out the searches using Primo R© ExLibris interface www.
exlibrisgroup.com to identify and download resources, such as books, journal articles,
digital objects, reviews, conferences proceedings and so on using a range of databases, as
described above. The search term used posed a challenge since ‘statistics’ and ‘education’
are used in a variety of disciplines. This meant that the high volume of results had to be
screened further to identify relevant sources. To do this, I used the title, keywords, abstracts
and source.

Six, using bibliographic software (Papers 3), I saved the sources and categorised them
into one or several broad purposes, summarised in Figure 2.1 on p. 12.

Using the same software, the next step, seven, involved writing up a brief critical synop-
sis for each source, including educational level (school-based, university), purpose of study,
data, analysis techniques, findings, implications, inconsistencies. Further, the sources iden-
tified could be further categorised into research, professional, and pedagogical literature (see
Treffert-Thomas and Jaworski, 2015).

Finally, the eighth step was to compile a table to map the different elements of the sources
and identify key themes in statistics education relevant to my research. The table contained
the following columns: study, purpose, education level (school, university), methodology,
summary of study, relevance (1-not relevant to 3-include).
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Figure 2.1: Literature review collections
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2.2 Overview of statistics education research
Statistics emerged as a subject taught at university level with a focus on probability in the
1930s (Ottaviani, 1989). Since then, statistics has developed into a broad subject, applied
to a range of real-world contexts and disciplines, including the social sciences, engineering,
the sciences and even the humanities (Nisbett et al., 2009; ACME, 2011; Davies et al.,
2012; Zieffler et al., 2008). As a result, the contexts of teaching and learning statistics are
also diverse. Researchers in the field of statistics education might also work as educational
researchers, statisticians, psychologists, pedagogists, scientists, economists and so on (Zieffler
et al., 2008). Despite such diversity of backgrounds and perspectives, the ultimate goal of
research in statistics education, as with any other educational research, is on how to teach to
improve the educational outcomes of statistics learners at all levels (Ben-Zvi and Garfield,
2008; Petocz et al., 2017).

Research in statistics education has emerged as a field of inquiry in the 1940s and has
focused on informal adult reasoning with statistics, formal teaching of statistics and students’
difficulties with formal learning of statistics in the classroom (Garfield and Ben-Zvi, 2008). In
Table 2.1, I summarise the key research strands chronologically. In the first column, I depict
different decades of developments in the field of statistics education. In the second column,
I summarise the main research focus or strand with examples of studies I considered to be
representative for that particular strand in the third column. In deciding which study to
include in the third column, I used the table mapping the sources and key themes discussed
in my approach to the literature review in Section 2.1, although the studies included in
this column are used as examples I considered to be important and are not intended as an
exhaustive list.

Table 2.1: Key developments in statistics and statistics education

Year Research focus Examples of studies

1700s Bayes’ Theorem 1763
1800s Foundation of the Royal Statistical

Society in London
1834 (UK)

Foundation of the American Statistical
Association

1839 (USA)

1900s Chi-square Pearson (1900)
T-test Gosset, 1908
Theory of statistical estimation Fisher, 1925
Hypothesis testing Neyman and Pearson, 1933
Confidence intervals Neyman, 1937

1930s Statistics courses offered at university USA
1940s Training of statisticians Garfield and Ben-Zvi (2008)(USA)

Teaching in universities Royal Statistical Society, 1947 (UK) in
Holmes (2003)

Continued on next page
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Table 2.1 – continued from previous page

Year Research focus Examples of studies

1950s Decision Theory Wald, 1950
Advent of electronic computations of
statistical applications

Efron and Hastie (2016)

Teaching at school level Royal Statistical Society (1952, UK)
1960s How to teach secondary-level students

how to use and analyse data
Curriculum in Statistics and Probability
(USA); statistics at A level (UK); Nuffield
primary mathematics (UK); School
Mathematics Project (SMP, UK)

1970s The development of interesting and
engaging teaching resources at school
level

Project on Statistical Education (POSE),
Schools Council and Committee on
Statistical Education (UK)

Students’ difficulties with learning
statistics at university level

Urquhart (1971); Kalton (1973); Jolliffe
(1976)

The cause and nature of errors in
intuitive statistical reasoning

Kahneman and Tversky (1972); Tversky
and Kahneman (1975)

Processes involved in solving
statistical problems

Chervany et al. (1977)

Probabilistic thinking and intuitions Piaget and Inhelder (1975)
1980s How to teach statistics at school and

university
Kapadia (1980); Kempthorne (1980)

Student misconceptions and
difficulties with statistical reasoning

Garfield and Ahlgren (1988)

1990s The advent of fast computation
Reform movement: new guidelines for
introductory statistics modules

Cobb (1992, 1993)

Research into statisticians’ practices
and comparing expert and novice
thinking

Wild and Pfannkuch (1999)

Defining statistical skills (statistical
literacy, reasoning and thinking)

Moore (1990), Gal (2002), Chance (2002)

Improving statistical reasoning at all
levels of education

Konold et al. (1993a); DelMas et al.
(1999)

Assessment at all levels Garfield (2003); Hirsch and O’Donnell
(2001); Schau and Mattern (1997); Groth
and Bergner (2005); Mathews and Clark
(2007)

The role of non-cognitive factors of
adult learners

Gordon (1995, 1993)

Pedagogical methods at university Magel (1996); Quilici and Mayer (2002)
The use of technology in teaching Garfield et al. (2012b)

2000s Big data, machine learning and data
mining, large-scale prediction
algorithms
Student learning Derry et al. (2000)
Lecturers’ conceptions of teaching
statistics

Gordon et al. (2007)

Continued on next page
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Table 2.1 – continued from previous page

Year Research focus Examples of studies

2010s The nature, development and teaching
of statistical skills in school and
workplace

Bakker and Akkerman (2013); Dierdorp
et al. (2011); Garfield et al. (2012a);

Student informal reasoning as a
precursor to formal inferential
reasoning

Ben-Zvi et al. (2012)

European Conference on Data
Analysis (ECDA)

Luxembourg (2013)

Statistical Learning and Data Mining
Section

American Statistical Association (2014)

Data Science Section the Royal Statistical Society (2017)

Psychological research in the 1970s and 1980s was dominated by quantitative method-
ological approaches, while educational research attempted to use a mixed methodology. The
focus on adult statistical reasoning using undergraduates as participants in the 1970 had
shifted to school children’s development of statistical skills in 1980s and 1990s and more
recently to university/mature students’ learning and using statistics.

An important focus in statistical education research in the 1990s was on understanding
and defining the nature of statistics as a discipline. This was considered to be important
in formulating learning intentions for the students, planning and implementing curricula,
teaching resources and assessments of students’ learning outcomes (Garfield and Gal, 1999).
As such, considerable effort has been made to define different types of statistical processes
and knowledge, i.e. statistical literacy, reasoning and thinking, mathematical knowledge,
understanding of the real-world context and critical thinking (Zieffler et al., 2008).

In the 2000s, research has focused on knowledge for teaching (e.g. Makar and Confrey,
2004; Pfannkuch, 2006; Gordon et al., 2007) and on identifying pedagogies and didactics
that promote these types of knowledge (e.g. Wild and Pfannkuch, 1999; Pfannkuch and
Wild, 2000, 2004; Cobb and Moore, 1997; Allan, 1996; Ben-Zvi and Garfield, 2004; Chance,
2002). This body of research envisioned the study of curriculum and teaching methods
as a means to improve teaching practices and consequently students’ attainment, values
and attitudes. Regarding student learning, statistics education research has investigated
how students develop understanding of statistical concepts, has sought to understand why
introductory statistics is challenging, how to make it more accessible for students and which
curricula leads to enhanced student outcomes, both in terms of exam results and using
statistics after the completion of a module (Magel, 1996).

The research strands depicted in Table 2.1 show the diversity of research interests in
statistics education, which I regard as informative for my general understanding of teaching
practices in statistics education. Since most of the research in statistics education in recent
years has been based at school level, I only include in this literature review studies of direct
relevance to my research questions and context such as defining the nature of statistical
skills, curricular planning research and research into the teaching of statistics, including
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teacher characteristics, teaching methods and approaches, pedagogic strategies and teaching
interventions.

Further, I considered that the contexts of research into teaching statistics in compulsory
(school-based) education differed in important ways from research in post-compulsory edu-
cation. For example, teacher beliefs about statistics curricula, about the nature of statis-
tics, about its relationship with mathematics and about teaching and learning might be
different according to the age and stage of the student group and teachers’ academic back-
ground. Teachers in compulsory education are generally mathematics teachers whereas in
post-compulsory education, statistics lecturers may be statisticians or users of statistical
methods within other disciplines (e.g. Psychology). Facets such as teachers’ academic back-
ground, the place of statistics within the curriculum, e.g. as part of mathematics or as
a standalone subject taught as part of a student’s general academic education, learning
outcomes or students’ age might impact on the transferability of findings across contexts
(Kapadia, 1980; Reading, 2011). The literature reviews relating to my methodological ap-
proaches for the pilot and main studies are included in Chapters 3 and 4 respectively.

2.3 Curriculum
Eckstein et al. propose that a curriculum is more than a syllabus or module specifica-
tion. Instead, the authors suggest that curriculum is ‘the collection of organised learning
experiences’ that a school or university provides (Eckstein et al., 1982, p. 11). In order to
understand the context in which introductory statistics is taught and learnt, in my thesis,
I focus on official curricula and on the factors that influence how curricula is implemented,
the teaching of statistics.

Figure 2.2: The ‘tri-partite’ view of curriculum (from Eckstein et al., 1982, p. 12)

Eckstein et al. (1982) and Westbury and Travers (1990) define three components of a



Chapter 2. Literature Review 17

curriculum. The first component is the intended curriculum which includes a set of expec-
tations for learning a subject which are held in official documentation, e.g. benchmarking
statements, professional body standards, programme and module specifications (terminol-
ogy explained in Section 2.4.3). The second component is about implemented curriculum
which focuses on how much statistics is taught and how curricular guidelines, the intended
curriculum, are taught by the teacher in the classroom, including for example teaching styles.
The third component is student achievement, the attained curriculum, which can include
knowledge about the subject and also values and attitudes. Eckstein et al. (1982) conceptu-
alises the three aspects of the curriculum - intended, implemented and attained and relates
to each of these components curriculum analysis, classroom processes and student outcomes
with levels of focus - educational system, school and classroom and student (Figure 2.2).

In my research, I found this ‘tri-partite’ perspective of the curriculum useful for concep-
tualising the different aspects of my research study. However, I considered that the elements
in the diagrammatic representation in Figure 2.2 were inter-connected such that students’
attained curricula can influence both the intended and the implemented curricula by the
teacher. For instance, in her teaching triad, Jaworski (1994, 2002) proposed that the teach-
ing of mathematics involves three related yet distinct domains: management of learning,
sensitivity to students and mathematical challenge. Management of learning describes the
teacher’s role in creating a learning environment such as classroom grouping, curriculum
decisions, fostering ways of working and establishing values and expectations. Sensitivity
to students involves developing a knowledge of students, their individual characteristics and
needs and an approach to working with students, consistent with these needs. Finally, math-
ematical challenge involves stimulating mathematical thought and enquiry, and motivating
students to become engaged in mathematical thinking. As a tool for making sense of the
practice of teaching mathematics, Jaworski’s teaching triad suggests to me that all three
domains influence the design of activities (the intended curricula), the style in which they
are presented (the implemented curricula) and ultimately students’ mathematical thinking
and learning activity (the attained curricula), as drawn in Figure 2.3.

Figure 2.3: A revised view of curriculum
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In this chapter, I review studies in statistics education concerned with understanding
statistics as a discipline and defining the intended, implemented and attained statistical
curricula relevant at university level. I discuss the literature relating to intended curricula
in Section 2.4, implemented curricula in Section 2.5 and to impact of teaching methods
on students’ attainment in Section 2.6. In the initial stages that included the pilot study
(Chapter 3), I focused on the intended curriculum. My main study (in Chapters 4 and 5)
was concerned with implemented curricula and the links between planned and implemented
curricula. Although the student as a focus was not part of my inquiry, I was sensitive
to student outcomes in interviews with lecturers in the pilot study and when observing
classroom processes in my main study.

2.4 Research into curricular planning
In a technical sense, statistics is a summary of data, involving statistical analyses and
methods that apply wherever data, variation, and chance appear since they are ‘omnipresent’
in modern life (Moore, 1998; Gould, 2010). Further, Abelson promoted the idea that ‘the
purpose of statistics is to organise a useful argument from quantitative evidence, based on
a form of principled rhetoric (Abelson, 1995, p. xiii). More recently, statistical software has
increasingly replaced hand computations with the need for more conceptual understanding
of statistics (Moore, 1998; Gould, 2010; Malone et al., 2012).

Table 2.1 shows that early statistical education work at university focused on defining
intended statistics curricula and designing interesting and engaging teaching resources to
specify the content of statistics modules in more detail.

In order to understand the circumstances in which statistics is taught, I examined the
literature concerned with the learning intentions, concepts and procedures proposed to be
important for students to learn at tertiary level. Learning intentions (goals or objectives)
are what the statistics education literature recommends for students to learn as a result of
engaging in a particular sequence of learning activities, e.g. over the course of a lecture.
Learning intentions are separate from the context of learning, which is defined by specific
applications or success criteria. For example, the learning intention ‘by the end of their
learning students should be able to select appropriate statistical methods to analyse data’
is separate from its context (or range), e.g. ‘analysing numerical parametric data’.

2.4.1 The nature of statistics
Teaching statistical concepts of statistical literacy, reasoning and thinking and/or statistical
methods (computations) are considered key learning goals in introductory statistics across
disciplines (Garfield, 1994; Bradstreet, 1996; Cobb and Moore, 1997; Broers, 2006).
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2.4.1.1 Statistical literacy

In information societies that rely on computers and data, statistical or quantitative literacy
is considered a key 21st century skill for efficient citizenship, similar to the ability to read
and write (Watson and Callingham, 2003). Gal (2002) suggests a model of statistical literacy
composed of five knowledge bases and a cluster of beliefs, attitudes and a critical stance.
The knowledge elements include literacy skills, statistical knowledge, e.g. number sense,
understanding variables, interpreting tables and graphs, experimental design, data analysis,
sampling and inferential reasoning, mathematical knowledge which is kept to a minimum
since computers replace computations, context/world knowledge to understand potential
sources of variation and error.

Gal (2004) further proposed that statistical literacy is the ability to interpret, critically
evaluate, and communicate about statistical information and messages. In this model, statis-
tics is viewed as numbers with a context. Importantly, Gal (2002) considered that statistical
literacy is not only a skill or an ability but also as a set of cultural practices that people
engage in. World knowledge and literacy skills are considered to be prerequisites to enable
‘critical reflection about statistical messages and for understanding the implications of the
findings or numbers reported’ (p. 15).

Watson and colleagues (Watson, 1997; Watson and Callingham, 2003) examined the
levels of thinking required to interpret statistical information presented in society (e.g. as
reported in media articles). In their view, these levels of thinking are characterised as basic
understanding of statistical terminology, language and concepts when they are embedded
in a wider context. Further, higher order analysis skills are represented in a questioning
attitude (e.g. critiquing sampling methods), the distribution of raw data, the appropriate
use of statistics, and the validity of an argument.

2.4.1.2 Statistical reasoning

A number of studies have studied university students statistical reasoning, in the presence or
absence of formal teaching in statistics and using both qualitative and quantitative methods
(Zieffler et al., 2008). Statistical reasoning research has been highly influenced by Biggs
and Collis Structure of the Observed Learning Outcomes taxonomy (Biggs and Collis, 1982)
which specifies that a cycle of learning has five hierarchical levels: prestructural, structural,
multistructural, rational and extended abstract. These five levels have been used to char-
acterise students’ development of statistical reasoning. For example, Chervany et al. (1977)
proposed a model of statistical reasoning that included three stages. The first stage, com-
prehension of a problem, involves the formulation of the research question as an instance
of a first version of the problem. The second stage, planning and execution of a statistical
analysis, is about applying the methods to the specific case of the problem. Finally, the
third stage, evaluation and interpretation, is concerned with the validity of the inference
(outcome) from the initial problem (research question).
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Ben-Zvi and Garfield (2004) considered that statistical reasoning is about how people
make sense of statistical information, which may involve representing and summarising data,
interpreting an analysis, and making connections amongst concepts. Further, statistical
reasoning is about understanding statistical processes and also being able to explain and
interpret them. Garfield (1998, p. 78) further contends that statistical reasoning may be
about ‘the way people reason with statistical ideas and make sense of statistical information’,
e.g. interpreting data representations and outputs.

Nisbett et al. (2009) define statistical reasoning as the need for clarity of the sample
space and sampling process and add a third factor, cultural prescriptions to reason statisti-
cally about events of a given kind: ‘statistical reasoning is the culturally prescribed way to
think about randomizing devices in our culture’ (p. 346). This definition of statistical think-
ing highlights that statistics connects everyday life and mathematics. So, a key difference
between mathematics and statistics is the role of “context” (scenario) in problem solving.
Understanding and using the context of a problem is also considered key in the statisti-
cal investigative process (i.e. formulating the research question, data collection, selecting
methods of analysis, testing assumptions).

2.4.1.3 Statistical thinking

Cobb and Moore (1997) considered the core elements of statistical thinking to be theory
of experimental design, data exploration (which is helped by statistical software) and in-
terpretation. The emphasis in Cobb and Moore’s (1997) model is on context and the non-
mathematical substance of statistical thinking that includes the authentic interplay between
data pattern and context.

In a study that aimed to define statistical thinking in empirical enquiry, Wild and
Pfannkuch (1999) used empirical data from interviews with statisticians and students doing
statistical projects. Wild and Pfannkuch’s model suggests that there are five fundamental
modes of statistical thinking: 1) recognising of the need for data, 2) accepting that variation
exists, 3) translating the real world system into a quantitative model, in order to arrive at
a better understanding of the world, 4) building and reasoning with models using logical
thinking, common sense and number sense, and 5) integrating and synthesising contextual
knowledge with statistical knowledge (e.g. drawing inferences from data, communicating a
statistical argument about a situation).

Wild and Pfannkuch (1999) also provide a comprehensive description of the processes
involved in the statistical investigative enquiry, from formulating research questions to in-
terpretation and conclusions. The model suggests that statisticians operate (sometimes
simultaneously) along four dimensions: the investigative cycle (define a problem, plan to
solve the problem, collect data, analyse it, and formulate conclusions), types of thinking
using statistics, strategies for problem solving, and dispositions (logical thinking or imagi-
nation). Ben-Zvi and Garfield (2004) also recognise the importance of non-statistical skills
such as critical thinking to evaluate the results of a statistical study.
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Cobb and Moore (1997) suggest that ‘data are not just numbers they are number with a
context’ . The context motivates statistical procedures and is quintessential in interpreting
the results of such an analysis. Pimenta (2006) posit that statistical thinking can only
materialise as part of a context (problem situation) and that it is not possible to apply
statistical methods without considering the context. Fundamentally, statistical thinking is
about noticing and seeking to explain the differences in the numbers using context knowledge
(Pfannkuch and Wild, 2004).

In a review of research into defining key goals for statistics education, Ben-Zvi and
Garfield (2004) contend that statistical thinking involves an understanding of ‘why and how
statistical investigations are conducted and the “big ideas” that underline statistical inves-
tigations’ (p .7) and should be included in statistics instruction: data, distribution, trend,
variability, models, association, samples and sampling, and inference. These ‘big statistical
ideas’ relate to Wild and Pfannkuch’s (1999) fundamental modes of statistical thinking that
are part of their four-dimensional framework for statistical thinking in empirical enquiry.

2.4.1.4 Separating the three statistical skills

In summary, statistical literacy is the ability to interpret, critically evaluate and commu-
nicate about statistical information (Gal, 2002). Statistical reasoning is about conceptual
understanding, how people make sense of the ‘big statistical ideas’ such as data, statistical
models, variability, distribution, centre, sampling, uncertainty, significance, experimental
design, informal statistical inference as foundation to formal statistical inference. Statistical
reasoning is also about connecting these concepts to each other and combining ideas in order
to understand and be able to explain statistical processes and interpret the results (Garfield
and Ben-Zvi, 2004). Finally, statistical thinking is about procedural knowledge, processes
involved in the statisticians’ practice of data-based inquiry from problem formulation to
conclusions (Wild and Pfannkuch, 1999).

DelMas (2004) distinguished between statistical thinking and statistical reasoning on
the basis that different cognitive processes lead to different types of student errors. DelMas
suggested that ‘a person who knows when and how to apply statistical knowledge and
procedures’ demonstrates statistical thinking. By contrast, a person who can ‘explain why
results were produced’ or why a conclusion is justified demonstrates statistical reasoning’
(p. 85).

However, differences between statistical thinking and reasoning are not always clear or
mutually exclusive, which can lead to issues with evaluating and conducting research in
this area (e.g. Pimenta, 2006; Gould, 2010). In my understanding, statistical reasoning and
thinking involve application of statistical methods, interpretation and critical thinking. By
contrast, statistical literacy seems to involve more basic yet important levels of understand-
ing, such as being able to understand symbols, concepts, terminology, statistical information
or research results, organise and represent data, e.g. tables or graphical displays (Ben-Zvi
and Garfield, 2004). Further, although Nisbett et al.’s (2009) focus on statistical reasoning,
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the difference between statistical thinking and reasoning is not considered. For instance, the
subjects’ failure to complete a task is explained by a ‘lack of concrete experience in think-
ing about samples’, seen as ’an appreciation of statistical principles’. Inductive reasoning
appears to be about generalization from instances as selective statistical intuitions.

The conceptualisations of statistical thinking, reasoning and literacy proposed in the
literature emphasise the key role played by both statistical and non-statistical factors and
components. Statistical processes reflect the broad and multi-faceted nature of the contexts
or situations in which statistics is used or applied. The three processes, statistical think-
ing, reasoning and literacy, are particularly indistinct in some of the statistics education
literature. For instance, statistical literacy and quantitative literacy. Similarly, statistical
thinking and reasoning are used in some of the literature to also define quantitative skills
(Ben-Zvi and Garfield, 2004; Dwyer et al., 2003). In general, these processes represent
statistical concepts rather than numerical manipulation and graphing of data.

As the focus of my study is on identifying practices and processes in the context of teach-
ing of introductory inferential statistics at university, next I provide a brief overview of some
of the research aiming to define the nature of statistical skills. Statistical thinking, reasoning
and literacy models are influenced by Piagetian and neo-piagetian domain-specific cognitive
perspectives, which historically have evolved from models of development in probability
(Jones et al., 2004). Subsequently, statistical reasoning models have been based on struc-
tured interviews with students or statisticians, clinical studies, and teaching experiments.
Studies using teaching experiments since they rely on students’ individual and collective
development in statistical reasoning during teaching are particularly relevant to teachers
and researchers looking to design and plan teaching. Cognitive models also have important
implications for curriculum design, teaching, and assessment. For example, Zieffler et al.
(2008) claim that such models of statistical knowledge and skills are better able to explain
the nature of conceptual understanding of learning goals such as statistical reasoning and
thinking and also students’ development of such concepts.

2.4.1.5 Mathematics, technology and statistics

The focus on content of university statistics in the 1960s changed to a focus on defining
statistical skills and processes in the 1990s. These shifts in how learning goals are defined
are motivated by shifts in how statistics has evolved from probability theory in the 17th
century to a mathematical tool for analysing experimental and observational data in the
20th century (Porter, 1986). However, although mathematical concepts and procedures are
used in applications of computations and procedures, Moore (1998) considered statistics to
be an independent discipline with its own core ideas rather than, for example, a branch of
mathematics. Moore further considered statistics to be ‘fundamentally different from math-
ematics, and can be taught appropriately only by someone who recognizes and understands
that difference’ (Moore, 1988).

Technological tools (such as computers, graphing calculators, software and internet)
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have changed the way data and data analysis are conceptualised in statistics and can help
students develop statistical literacy and reasoning (Garfield and Ben-Zvi, 2007; Petocz et al.,
2017). Statistical software has been available for doing statistical analysis since the 1950s,
although its role in teaching and learning the subject is still evolving (Garfield et al., 2002;
Ragasa, 2008). Despite this, the role of technology in teaching and learning statistics has
had an impact on the nature of statistics being taught, curricula and the knowledge required
for teaching (King et al., 2002). For example, the assumption is that an increased use of
statistical software applications for doing statistics such as spreadsheets, IBM SPSS or R
or for teaching statistics (such as TinkerPlots or web applets) has made the subject more
accessible for students who can focus on learning statistical concepts and techniques rather
than mathematical computations (Mills, 2002).

However, Lane and Peres (2006) found that the effectiveness of computer simulations
(software developed for learning statistics) depends on how they are used in the classroom.
For instance, simulations can lead to passive learning when teachers use them to demon-
strate characteristics of a particular concept. Instead, Lane and Peres recommend “guided
discovery learning” in which teachers provide enough structure for students through carefully
crafted questions to support students in their discovery of statistical principles. Research
into the impact of technology tools on learning points to the importance of the context in
which they are used. Further, Garfield and Ben-Zvi (2007) and Pfannkuch (2017) argue that
technological tools should be used to help students visualise and explore data for concep-
tual development, immerse in data-rich environments, probability modelling and statistical
reasoning rather than just to follow algorithms to particular ends. The inclusion of EDA
and CDA (Cobb, 2005) accompanied by increased access to technological tools have pro-
vided opportunities for students to develop conceptual approaches rather than procedural
(Langrall et al., 2017).

Some studies have argued that the gap between software for doing statistics and for teach-
ing statistics can hinder the progress of students of statistics, especially at the introductory
level or it can lead to a content depth versus breadth, i.e. a reduction in the statistical
content that can be covered (Nicholl, 2001; McNamara, 2015). For this reason, Hogg (1991)
calls to continually review course content and delivery to meet the demands of society. More
recently, McNamara (2015) argues that a future ideal tool for learning statistics needs to
allow learners to transition from “a supportive tool for learning to an expressive tool for
doing” since “it would allow students to be true ‘creators’ of statistical products”.

Although progress has been made in defining statistical thinking and reasoning skills
and although there was agreement that these statistical skills are key outcomes for statistics
education, the models do not specify how such skills should be elicited or how teachers should
plan for developing these skills in the classroom context using technology. The literature
suggests that in order for students to develop statistical literacy, new curricula, teaching
methods and teacher training were required that would promote statistical literacy, reasoning
or thinking. This curricula would be based on strong connections among content, pedagogy
and technology (Garfield and Ahlgren, 1988; Garfield, 1995; Moore, 1997; Gal, 2002). In the
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next section, I discuss a range of approaches to curricular planning at university proposed
over the decades.

2.4.2 Statistics curricular movements
Chervany et al. (1977) elaborated on their model of statistical reasoning based on problem-
solving processes in order to evaluate the teaching of introductory statistics. The three
main processes of statistical reasoning are (1) comprehension of the problem’s context and
concepts as an instance of a prototype, (2) planning and execution of a solution to the
problem and (3) evaluation and interpretation broken down into verifying the validity of
the solution to the problem against the initial problem. The emphasis in Chervany et al.’s
(1977) framework therefore was both on statistical content and problem solving skills for the
introductory statistics course. Chervany et al. were interested in designing evaluation tools
for evaluating large-class statistics courses taught as a one semester course and without a
calculus prerequisite. The authors proposed that since statistical reasoning is not directly
observable, frameworks of statistical reasoning need to specify the reasoning processes to
guide the development of learning outcomes and guide the planning and evaluation of content
for teaching and for assessment.

Bessant (1992) also suggested that problem-solving skills should be at the core of a
statistics curriculum, instead of a focus on statistical procedures. Bessat further considered
that curricula should emphasise how and when to use particular procedures given a new
context, e.g. a problem or a new data set.

Using findings from the psychology literature, Beyth-Marom and Dekel (1983) propose a
curriculum aimed at improving students’ inductive reasoning, i.e. thinking under uncertainty
that emphasised ‘existing intuitions’. The emphasis in this curriculum is on the process
of solving a problem rather than on the solution to the problem, thus making students’
implicit thought processes explicit by getting them to talk about their own beliefs. In this
way, Beyth-Marom and Dekel proposed a curriculum that does not emphasise probability.
Instead, they emphasise students’ existing intuitions through introspection (e.g. by asking
questions such as how do people think?, why did I reach that conclusion?).

This early curricular work, although fundamental to the changes that took place over
the following four decades in statistics education, did not seek to evaluate whether a dif-
ferent approach to teaching estimation, sampling and other concepts related to uncertainty
improved students’ thinking skills.

2.4.2.1 Reform curriculum

The reform movement at the introductory statistics university level in the 1990s recom-
mended that the statistics curriculum should change to respond to students’ needs. Several
authors began to suggest new and reformed curricula that can lead to students developing
statistical thinking, reasoning and literacy. It is perhaps relevant to note that this new
curricula followed nearly three decades after statistics emerged as a new subject taught at
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university level focusing on probability, two decades after Tukey’s (1969) reinterpretation
of statistics as exploratory data analysis (EDA) and confirmatory data analysis (CDA, in-
ferential statistics) and a decade after cognitive psychology started to test theories of adult
statistical cognition.

The content of reformed curricula intended to cover exploratory data analysis (using soft-
ware), theory of experimental design and key ideas in statistical inference (understanding
the logic of statistical inference, significance tests and hypothesis testing) but not mathe-
matics or formal probability theory (Cobb, 2015; Cobb and Moore, 1997; Moore, 1998, 2001;
Gould, 2010). Bradstreet (1996) proposed that on statistical modules, statistical reasoning
should precede statistical methods. Further, Moore (1998) viewed statistical reasoning as a
distinct intellectual skill and recommended that students should have the opportunity to ex-
perience the process of data collection and data exploration. Watson (1997) also emphasised
the need for teachers to be able to teach students statistical skills such as interpreting sta-
tistical information in context and questioning arguments in order to achieve the proposed
targets of achievement such as being able to have a basic understanding of terminology,
embed language and concepts in the wider context, and importantly question the claims.
Watson considered that skills such as computation are not required, since understanding
media articles involves the understanding of concepts, the communication of ideas as well
as the recognition of meaning in context rather than computation.

At this time, statistical thinking, a focus on more data and concepts, less theory and
‘recipes’ and active learning became prominent ideas in the teaching of undergraduate statis-
tics. Cobb and Moore (1997) proposed that traditional ways of teaching statistics with an
emphasis on hand computations, formulas and procedures should be replaced with a focus
on statistical ideas, data, and statistical concepts. In order to ‘teach statistics as statistics’,
introductory statistics curriculum needs to abandon theoretical presentations of basic statis-
tics and instead encourage students to reason from uncertain empirical data. This view of
the statistics curriculum is justified by the fact that statistics, as opposed to mathematics,
is linked to a large body of professional practice, which has been highly influenced by the
advent of available statistical software. In their view, ‘theory makes much more sense when
its setting in practice is clear’ (p. 821). Similarly, Gal and Garfield (1997) compared curric-
ular goals across educational levels and suggested that suitable cognitive models are those
that focus on specific processes (e.g. inference) as they occur when students apply statistical
processes, such as collecting and analysing data.

Rossman and Chance (1999) offered a top ten list of recommendations for teaching
the reasoning about statistical inference. The authors’ main points included issues with
investigating and discovering inferential reasoning, emphasising appropriate interpretation
of inference results, warning students about overuse and misuse of inference procedures
(i.e. understand Box’s statement that “all models are wrong, but some are useful,” Box
and Draper, 1986), building connections and communicating results. Based on the statistics
education literature, the authors further contend that students should discover basic ideas of
inference (e.g. variability) by performing calculations using own empirical data and software.
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Another principle was for students to learn confidence intervals without the use of formulas
and instead use graphical representations.

In an opinion article, Hoerl (1997) echoed the view in the statistics education profession
that the introductory course should focus on students’ future employment needs and on
statistical thinking rather than numerical calculations. Moore (1998) contended that the
statistics curriculum needs to equip students to think about data, variation, and chance and
prioritise discussing broad ideas over technical content (e.g. calculations).

These authors emphasise that statistics should involve students learning from experience,
i.e. inductive rather than deductive inferencing. The inferences expected of students (e.g.
predictions about a population from a sample) might not be characterised as ‘right’ or
‘wrong’. Instead statistical inferences might need to be evaluated in terms of ‘quality of
reasoning, adequacy of methods employed, and nature of data and evidence used’ (Garfield
and Gal, 1999, p. 3).

Research and professional literature in statistics education in the 1980s to late 1990s
investigated the nature of statistics and made recommendations regarding the content areas
and curricular intentions for the students. The picture presented in these studies was of
a context-free, universal content which aimed to justify the content of statistics as ‘basic
skills’ that needed to be learnt by any student taking an introductory statistics module. This
lead to the proposal of ‘classic’ statistical modules that took for granted the components of
statistics, from sample, variance and mean to statistical models. Understandably, curricular
research aimed to move from a decontextualised view of schooled knowledge and discourse
(Derry, 2013) and present forms of curricula that made references to the context in which
the learning took place or of the processes involved in actualising statistical concepts. For
example, in order to overcome perceived challenges with student learning and motivation
(Section 2.6), some proposed solutions for improving statistical modules. Such solutions for
module improvement were based on professional judgement, on experience, on learning the-
ory and on teaching interventions (Moore, 1988; Cobb, 1993; Snee, 1993; Gal and Ginsburg,
1994; Garfield, 1995; Gordon, 1995; Konold, 1995; Sowey, 1995; Aberson et al., 2003).

Despite a growing number of papers calling for statistics to be taught as ‘a decision-
making science with an empirical orientation’, using electronic computations and real-world
problems that emphasised active learning (Swanson and McKibben, 1998), undergraduate
modules continued to employ the so-called ‘algebra-based’ introductory statistics module
which included topics in descriptive statistics and experimental design, probability and sam-
pling distributions and statistical inference (Moore et al., 2003).

2.4.2.2 Randomisation-based curriculum

In 2005, George Cobb challenged the so-called consensus curricula of the 1990s that put the
normal distribution and the central limit theorem at the center of all inference. Cobb (2007)
stated that ‘we may be living in the early twenty-first century, but our curriculum is still
preparing students for applied work typical of the first half of the twentieth century’ (p. 7).
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Cobb proposed a new randomisation-based introductory statistics curricula designed around
the core logic of inference of randomisation approaches: permutation tests, bootstrapping
and simulation (Cobb, 2007). Repeatedly throughout the course, the curricular goals were to
focus on the statistical investigative process, using technology simulations to help students
develop an understanding of the concepts of statistical significance and p-values.

Cobb (2007) recommended the teaching of statistical inference centred around the logic
of inference rather than the normal distribution, referred to as the 3Rs: (1) randomize data
production to provide a basis for inference, (2) repeat by simulation to see what outcomes
are typical (and which ones are not), (3) reject any model that puts the data in its tail.
Grounded in the history of statistics, Cobb’s (2007) proposal was that the more conventional
approach based on calculations from normal-based probability distributions was less effective
than when the logic of statistical inference was placed at the centre of the teaching. Cobb’s
curricula included exploratory data analysis and also randomized data production, both
sampling schemes and experimental design, inference by way of the permutation test for
randomized experiments.

In a research-based undergraduate statistics module inpired by Cobb (2005, 2007), Park
et al. (2011) designed a sequence of activities to enable students to develop an understanding
of chance models and simulation, models for comparing groups and authentic models of
statistical thinking. This new curriculum used open-ended, authentic, real-world problems
and was based on the work by Schoenfeld (1992) on developing “expert” ways of thinking
statistically” and (Himmelberger and Schwartz, 2007) creating prior knowledge to build
new learning. The main aims were to promote statistical thinking through modelling and
simulation methods and students’ positive attitudes about statistics rather than procedural
approaches.

2.4.2.3 Workplace-based statistics

Other studies however have identified a gap between the practice of statistics and the teach-
ing of introductory statistics. As statistics and software were becoming more sophisticated
in the 2000s, the focus shifted towards methods required in statistical practice such as
multivariate statistics which traditionally did not form the focus of introductory statistics.
In an article pertinently titled What your doctor should know about statistics (but perhaps
doesn’t. . . ), Switzer and Horton (2007) reviewed the statistical methods used in medical
research published in The New England Journal of Medicine. The analysis showed a contin-
uous trend towards using more sophisticated statistical methods that can describe complex
phenomena, well beyond the content of introductory statistics, thus posing issues for readers
(consumers) of this literature. While the reform movement in statistics education placed an
emphasis on statistical concepts, Switzer and Horton (2007) considered that statistical mod-
ules need to include the statistical concepts students encounter in their future professional
practices (e.g. reading and conducting research).
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Wild and Pfannkuch (1999, Section 2.4.1.3) base their conceptualisation of statistical
thinking on an empirically-based description of the processes involved in statistical prac-
tices of both expert statisticians and novice students working in statistics projects (in Sec-
tion 2.4.1.3). In later studies, Bakker and colleagues began to recognise the importance of
involving employers as sources of knowledge for defining the nature of statistics and defining
curricula (Bakker and Akkerman, 2013).

For example, Bakker et al. (2008) investigate a group of vocational students carrying
out workplace-based statistics projects to characterise statistical inference in the workplace
rather than college. The authors observe that an important difference between school and
workplace knowledge bases is that “at school, contexts are often used to learn about statis-
tics, whereas in the workplace, statistics is more likely to be used to learn about the context”
(p. 132). Further, Bakker et al. (2008) note that “workplace makes sophisticated use of el-
ementary statistics whereas in the classroom we encounter elementary use of sophisticated
statistics”. In the workplace, statistical inferences require statistical and contextual grounds,
considering real-world constraints, actions and responsibility. Based on this comparison be-
tween formal teaching of hypothesis testing and workplace use of statistical inference, Bakker
et al. (2008) recommended that the formal teaching of statistical inference needs to include
how it was used in practice and the understanding of statistical processes.

Similarly, in Malone et al.’s (2012) view, teaching should be more closely aligned to what
a scientist/statistician does. The focus in his view should be on the “context” (situations) of
the examples used in teaching captured in a sequence of cases through the module. Malone
et al. (2012) consider that probability is not a necessary curricular outcome on introductory
statistical modules and proposed an alternative sequence in which the topics were presented.
Each case should cover a consideration of the research questions, experimental design, data
collection, descriptive statistics, assumptions and inferential processes. In this way, statis-
tical inference is introduced earlier in the module while students go through the process
of statistical analysis several times and in multiple contexts. For example, Pfannkuch and
Wild (2004) considered that students should be acculturated into ‘how statisticians reason
and work within the statistics discipline and developing new ways for them to view the
world’ (p. 43).

These studies highlight that there are opposing or divergent views of what a statistician’s
practice might involve and suggest that the relevance of curricula might be subject-specific,
e.g. curricula designed for medical or vocational modules. It is also likely that differences
amongst applications of statistics in the workplace present a challenge when designing cur-
ricula for a heterogeneous student group since an understanding of the problem context is
important. For example, in a recent book pertinently titled Data Strategy: How to Profit
from a World of Big Data, Analytics and the Internet of Things, Marr (2017) considered
that business skills are most important for data science, ahead of analytical skills, computer
science, statistics, mathematics or creativity. In essence, teaching “big data” needs to in-
volve a “variety” of data, which involves missing data, outlying observations, text data or
aggregated information (Khachatryan and Karst, 2017).
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2.4.2.4 Modern curriculum

Gould (2010) recommends a curriculum for the ‘modern student’ who is both a producer of
data and of statistics and also a consumer of statistical summaries, e.g. when reading about
statistics in the media. Broadly based on definitions of statistical literacy and thinking,
Gould (2010) proposes that the statistics curricula should focus on an inclusive view of data
that include a context but also create a context when analysed. Further, since statistical
activity continues beyond the module or university education, Gould considers that the
focus of teaching should be on creating citizens statisticians who can access data, perform
analyses and see data summaries in their proper substantive context. To achieve these aims,
the challenges are to emphasise technological literacy, i.e. knowing how to use technology
and how to create it. Finally, concepts such as central tendency and variation leading for
example to the t-test, fundamental in introductory statistics, need to be adapted to new
contexts and types of data, e.g. social networks, music, video (Cobb and Moore, 1997;
Gould, 2010).

GAISE (2005) and GAISE (2016) also promote the learning of statistics as a scientific en-
quiry consisting of problem-solving and decision-making processes, rather than a collection of
unrelated formulae and methods. In this view, the goal and desired result of all introductory
statistics courses is statistically educated students who have the ability to think statistically,
including understanding the variables have distributions. The recommendations for teach-
ing include the teaching of statistics using “contexts” from students’ “own fields of study
and everyday lives” in order for them to “appreciate the value of statistical thinking and
methods” as an investigative process using active learning strategies. Based on advances
in school-based statistics education, Makar (2018) proposed three principles for curriculum
design, such as a focus on holistic learning through informal statistical inference, tasks which
use an inquiry-based approach and a layered curriculum. In a layered curriculum, statistical
ideas are introduced first at an informal level, then students develop statistical reasoning
and build on concepts multiple times over the years until concepts are formalised. However,
such an approach might need to be refined in the context of introductory statistics which
expects students to develop statistical thinking over much shorter periods of time.

Important developments in statistics as a scientific field of inquiry took place towards
the 2000s. As 20th century statistics was dominated by the Bayesian-Fisherian inferential
methodologies (Table 2.1), in the 21st century ‘big-data’ era, large-scale prediction algo-
rithms, a simple use of regression theory, become prominent, aided by their applications
in prediction and also the advent of technology which enable the analysis of huge amounts
of data. Cross-validation, permutations and bootstrap are required instead of probability
models (Efron and Hastie, 2016).

In the next decade, it is reasonable to believe that ‘traditional statistical methods’ will
continue alongside and probably connect to ‘modern prediction algorithms’ (Baumer, 2015).
Developments in statistics have implications for students’ learning of statistics, with a focus
on applications within specialist fields of enquiry. The advent of technology (Section 2.4.1.5)
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in the 20th century has made it possible to carry out complex statistical analyses. In the
21st century, employers are beginning to take advantage on the vast increase in data and the
new big data technologies becoming available for analysis to tackle all sorts of problems. It
is likely that key statistical skills discussed in Section 2.4.1 as well as mathematics, business
skills, statistical programming and dispositions or personal attributes will continue to be the
building blocks of statistics and data science education. Ultimately however, the content
of statistical modules needs to be related to the students’ degree subject, context, interest,
prior learning of mathematics and statistics within an inter-disciplinary approach.

2.4.3 Strategies for specifying module content
Few studies during 1990s and early 2000s directly explored implemented curricula within
the classroom context or with different teaching approaches. Bradstreet (1996) and Garfield
(1998) showed that in practice, statistical skills were not always emphasised in statistics
modules or textbooks, which instead, in their view, focused primarily on teaching concepts
and procedures. In this section, I discuss strategies for specifying module content, including
benchmarking statements, learning outcomes, sequencing of content in statistics modules
and challenges with planning or defining such curricula in higher education. So my focus
here is on what is done in practice to design statistical modules.

In the UK higher education, the intended curriculum is contained in a set of expecta-
tions for learning a subject such as statistics. Such expectations are held at the programme
level, but also by professional bodies and regulatory bodies such as the Quality Assurance
Agency for Higher Education in the UK (QAA). Learning outcomes, what the students
should know and be able to do by the end of learning, are specified for every higher edu-
cation programme and module in the UK (Otter, 1994). Institutions are required to align
module and programme learning outcomes with relevant qualification descriptors or bench-
marking statements in the national framework for higher education qualifications (QAA,
2013). Standards are therefore specified on a number of levels, from generic in terms of the
benchmarking statements, professional body requirements, programme and module learning
outcomes, assessment criteria, level and grade descriptors, to very specific in terms of the
assessment tasks and associated marking schemes (Krathwohl and Payne, 1971).

For example, in the case of statistical modules, benchmarking statements for psychology
require any graduate with such an honours degree to ‘reason statistically and demonstrate
competence in a range of statistical methods’ (QAA, 2010). In the case of economics pro-
grammes, in addition to understanding the relevant mathematical and statistical techniques,
students are required to have had exposure to the use of such techniques on actual economic,
financial or social data, using suitable statistical or econometric software (QAA, 2007b).
These examples are broad since they need to be suitable in a wide range of contexts across
diverse institutional contexts but may also be evidence of the difficulty in setting standards
in a way that is useful and meaningful to users at national level (O’Donovan et al., 2004).
Price and Rust (1999) further argue that attempts to establish common minimum standards
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can fail if they are too generic and open to subjective interpretation. Such standards then
become aspirational rather than threshold academic standards.

In some cases, professional body requirements for accreditation are expected to provide
narrower and more specific objectives. For example, the UK Standards for Professional
Engineering Competence (The Engineering Council, 2013) require registered professionals
to ‘use a sound evidence-based approach to problem-solving’ by conducting statistical data
analysis, which is also broad. The British Psychological Society provides more detail by re-
quiring accredited graduates to be able to ‘analyse data as specified by research protocols’,
‘interpret the results of data analysis’, ‘evaluate research findings and make recommenda-
tions based on research findings’ and ‘write up and report research findings’ (The British
Psychological Society, 2012, p. 30).

An institution develops programme and module specifications that include specific learn-
ing outcomes at programme and module level1 linked to benchmark statements, professional
body requirements or institutional objectives. For example, an introductory statistical meth-
ods module for psychologists interpreted the above professional body standards in the mod-
ule learning outcomes as ‘compute inferential statistics for data using SPSS’, ‘apply infer-
ential statistics to a range of data’ and ‘communicate effectively with social scientists about
statistical issues in hypothesis testing’.

The higher education framework (QAA, 2011) emphasises the importance of specifying
the learning outcomes in each lesson and in the assessment tasks used in the module (Gibbs
and Dunbar-Goddet, 2007; Elton and Johnston, 2002). Allan (1996) identifies three types of
module learning outcomes in higher education: subject-based outcomes (e.g. related to the
academic content of the specific module), personal transferable outcomes (e.g. communicate
effectively, numeracy, work in teams) and generic outcomes (e.g. critical thinking, analysing
and synthesising ideas). Other types may include knowledge, comprehension, the ability
to apply knowledge in different situations, cognitive strategies and processing skills (Otter,
1994).

To be useful, the module learning outcomes, content and level descriptors that are trans-
lated into assessment criteria, grade descriptors and mark schemes are supposed to be trans-
parent and understandable to staff and students since it is what is formally assessed and
credited to students (Allan, 1996). Learning outcomes considered to be ‘useful’ include what
the student will be required to do that demonstrates learning, the context within which the
student will demonstrate learning and how well (Otter, 1994). For example, ‘apply knowl-
edge of basic statistics when analysing data’ might be considered too broad since the verb
‘apply’ does not denote a specific action or may have different meanings for different peo-
ple (Raymond and Neustel, 2006). Instead, ‘calculate mean, mode and standard deviations
using a statistical software such as SPSS when evaluating data’ or ‘read and critically eval-
uate psychological research reports containing statistics (e.g. bi-variate methods, graphical
representations)’ might be considered to be more specific.

1In the UK, there are nine qualification levels, from Entry level qualifications to Level 8 at doctorate
level. An introductory module is benchmarked at Level 4 (Ofqual, 2012).
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In a report on the use of learning outcomes in higher education in the UK, the audit teams
were unable to ‘find an explicit linkage between learning outcomes and assessment’ or ‘the
links between subject benchmarks statements and learning outcomes at both programme and
module level’ (QAA, 2007a, p. 1). Although favoured by regulatory bodies such as the QAA,
it is a challenge for universities to interpret generic standards such as QAA’s benchmarking
statements and to formulate module and assessment objectives with sufficient specificity to
make them useful for teaching, learning and assessment (Krathwohl and Payne, 1971; Elton
and Johnston, 2002; Price, 2005; Hussey and Smith, 2003). Elton and Johnston (2002, p. 14)
summarised the challenge faced by departments ‘to formulate such objectives so that they
are informative and yet not constraining is often an art and never a science’ and even that
formulating precise, clear and objective learning objectives is ‘fatuous or impossible’ (Hussey
and Smith, 2002, p. 230).

Learning outcomes have been criticised since, given the challenges in setting specific,
transparent and measurable learning outcomes, lecturers might find them to be irrelevant to
classroom activities and practices or students might find it difficult to understand or achieve
them (Hussey and Smith, 2002; Maher, 2004). Lecturers may design their modules not by
considering the learning outcomes first, but the content of the syllabus, the time allocated to
the different teaching and assessment activities, the year of study (i.e. level), the textbooks
used and modes of assessment. There seems to be anecdotal rather than empirical evidence
that supports this claim (Hussey and Smith, 2002; Maher, 2004).

Tyler (1949) further proposed that learning outcomes must be different from content,
topics or concepts covered in the module because they cannot specify what the student
is expected to do by the end of their learning with such content. Good quality learning
outcomes, although a challenge to set, seem critical for defining the statistical practice
domain students should learn (together with content and theories of statistical reasoning
and thinking) and in determining whether particular teaching and assessment methods are
appropriate (Garfield et al., 2011). At the same time, there is the notion that expressing
very precise learning outcomes in module specifications before the learning takes place can
entrap both the student and the lecturer into particular teaching experiences which might
not be relevant to the students on the module (Hussey and Smith, 2003).

Whilst accepting the notion of constructive alignment, in which learning outcomes, teach-
ing, learning and assessment activities are meant to be connected and related (Biggs and
Collis, 1982; Biggs and Tang, 2011; Biggs, 2003), I believe that the reliance in some cases
on a set of generic descriptors is too simplistic. For example, using Bloom’s taxonomy
for framing learning outcomes (Bloom, 1956; Krathwohl and Payne, 1971), especially using
particular action verbs in the learning outcomes at particular qualification levels is a rigid
interpretation of Bloom’s original work and not representative of the range of tasks and ac-
tivities that should be achieved at each level (Hussey and Smith, 2002). It may well be that
the module objectives can be identified in the learning outcomes, but the actual learning
outcomes are what the lecturer teaches and the student achieves in the module (Hussey and
Smith, 2003).
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At the school level, Newton et al. (2011) for example have looked at the extent to which
official curricula or standards have a requirement for statistical thinking and reasoning.
The authors analysed 1,711 mathematics standards from forty-one states in the USA. This
analysis aimed to capture the representation of statistical reasoning in the state standards
(curricula) when compared to statistical procedures. The authors categorised the learning
standards into the process components of the statistical investigative process, i.e. formulate
research questions, collect data, analyse data, and interpret results (Franklin et al., 2007).
Further, the analysis looked into whether there was an expectation of statistical reasoning,
conceptualised as evaluating or reflecting on statistical procedures, interpreting data sets,
connecting concepts, critical thinking, problem solving and decision making (Garfield and
Ben-Zvi, 2004). Although the study focused on school-level standards, I could adapt Newton
et al.’s (2011) approach in my study in Chapter 3 to map curricula in the context of my
study in higher education.

The study found that 28% of standards encouraged statistical reasoning, which was
considered low. The study made an important point that, although there is agreement
in the statistics education community regarding key curricular aims, in practice it seems
less clear how in different contexts such curricula should be formulated, taught or assessed
(Zieffler et al., 2008). Such an approach however can only describe the intended curricula,
the nature and number of curricular objectives, and not whether the implemented or attained
curricula also continue to emphasise statistical procedures rather than statistical reasoning.

Research has also looked into the structure and sequencing of content in statistics mod-
ules (Friedrich et al., 2000; Barron and Apple, 2014). For example, Friedrich et al. (2000)
were concerned with whether statistics and research methods should be taught simultane-
ously or one after the other. The authors reported that introductory modules devote an
hour or less of class time to each of confidence interval estimation, power analysis, effect
size estimation, graphical analysis of data, and statistical reporting yet no more than a class
hour to discussion of a general linear model approach and the equivalence of ANOVA and
regression. Only a handful of modules in Friedrich et al.’s (2000) survey devoted time to
statistical power, effect size estimation, general linear model approaches, and assessment of
assumption violations. Statistics modules outside psychology in this data spent more time
covering confidence intervals. Overall, the statistical tests covered in introductory statistics
emphasised correlation, between-subjects t tests and one-way ANOVA (not part of the gen-
eral linear model approach) and focused less on regression and contingency tables. When
compared to other programmes, psychology modules emphasised ANOVA, including facto-
rial and repeated measures designs, and data analytic procedures rather than probability or
mathematics. However, this research documented particular curricular approaches but did
not compare these approaches to students’ learning outcomes.

Stoloff et al. (2012) conducted a survey of curricular structures of undergraduate psy-
chology departments to compare psychology programmes in 1995 to 2005. The aim of the
study was to evaluate the curriculum design recommendations for psychology courses, in-
cluding statistics, in terms of students outcomes as measured using standardised psychology
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tests (the Area Concentration Achievement Test [ACAT] and Major Fields Test). The study
found no significant differences between methodological approaches to curriculum design.

Barron and Apple (2014) however, based on a study comparing student achievement in
different curriculum sequences and structures, found that students in the integrated sequence
(statistics with research methods) achieved higher grades than students on non-integrated
sequences (statistics before research methods). The students in the integrated sequence also
had better long-term retention of methodology concepts based on students’ ACAT scores.

Garfield and Ben-Zvi (2008) in a recent book aimed to fill the gap between defining
key learning goals in statistics and planning teaching that develops these skills. The book
discusses a large body of literature focusing primarily on student understanding of statistics
across all levels of education. The authors use this research to make practical recommen-
dation for teachers of introductory statistics in the form of lesson plans and resources. The
authors claim to have used and evaluated these resources in their own teaching (Ben-Zvi at
school level and Garfield at university), although there are no published observational stud-
ies emerging from this work. The book however highlights the challenge with providing hard
evidence that the materials and approaches are effective. In their view, the “context” of the
educational interactions such as a teacher’s implementation of the materials, teacher’s beliefs
about teaching and learning statistics, the student cohort and culture in the classroom can
influence the effectiveness of curricular planning in specific situations.

So far, I have presented the nature of curriculum and statistics as a subject and some of
the challenges in defining curricula that can support ‘good’ teaching practices. The profes-
sional and research into curricular planning shows that statistics curricula are delivered in
many ways and that, in general, there is consensus regarding the content of teaching and the
use of particular teaching approaches such as active learning that focuses on conceptual un-
derstanding and key statistical skills (Section 2.4.1) using real or simulated data in authentic
problems rather than statistical procedures. In the next section, I discuss the professional
and research literature that is concerned with the teaching of statistics at university.

2.5 Research into the teaching of statistics at university
Historically, teaching processes have been divided between “student-centred” and “teacher-
centred” teaching processes, “authoritarian” versus “democratic” or “project-based” versus
“lecture” methods. The teaching process believed to be most commonly used in schools until
recently is the teacher-centred approach which involves the teacher directing and structuring
most student activities (Cuban, 1984). Characteristics of teacher-centred approaches include
teacher talking more than the students during class, the teacher frequently instructing the
whole class, with less group-work or individual attention. The teacher determines how the
class time is used and the classroom layout is generally in rows with students facing the
board. It might not mean however that if the classroom layout is different, e.g. students sat
at round tables, the teaching style is necessarily student-centred. However, there might be
the opportunity for other aspects of a student-centred approach to happen.
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Recently, Barak Rosenshine (Rosenshine, 1995, 2010, 2012) proposed seventeen Princi-
ples of Instruction which I think capture the essence of a modern teacher-centred approach.
The teacher is expected to start the lesson with a short review of previous learning (a ple-
nary) and learning outcomes, present new material in small steps with student practise at
each step, give clear and detailed instructions, ask a large number of questions and check
for understanding. The expectation is to use fewer concepts, but with many examples and
teacher explanations that can lead to independent learning. This model of direct teaching
involves a range of beliefs about what good teaching is, including seeing the teacher as
guiding the students towards independent practice. However, it describes the teaching as
‘explicit’.

At the turn of the 20th century however, educationalists such as Dewey started to chal-
lenge the dominance of traditional classroom teaching and proposed a more progressive view
of education. Ahead of Piaget (e.g. Inhelder and Piaget, 1958) and Vygotsky’s theories of
learning (Section 4.2.1), Dewey recognised the importance of the social context in teaching
and learning (Dewey, 2011, /1916). Dewey put forward that children should not be passive
recipients of knowledge. Instead, children learn best through experiencing practice, actively
taking part in the process of learning and interacting with the curriculum. In Democracy
and Education, Dewey (2011) believes that the teaching and learning are pedagogical. The
goal of the educational process is ‘one of continual reorganizing, reconstructing, transform-
ing’. Development itself represents a transformation, reorganisation and reconstruction of
experience or as Vygotsky conceptualised teaching as transition from preparatory stages to
mastery.

In Dewey’s view, the curriculum alone does not lead to learning and it should not be
imposed on the students. Rather, the curriculum needs to be planned by an adult in
effective ways in order to connect the subject matter to the student and taking into account
students’ prior knowledge, cognitive development and beliefs. Student learning in his view
is as important as the teacher and the curriculum. Vygotsky later developed a similar view
about the role of teachers as guides or facilitators of learning, enabling and engaging students
to acquire knowledge.

Dewey’s perspectives on teaching and learning supported experiential learning, a student-
centred approach which allows the students hands-on, collaborative learning experiences. In
essence, Dewey proposals of progressive education, were in sharp contrast to the conventional
teacher-centred teaching. In progressive education, there is an expectation of the presence for
group-work, joint pupil-teacher planning, evident link between classroom learning tasks and
life outside the school and a focus on the mental health of students (commitment to the whole
child). Alternatives, such as “teacher-centred progressivism” were also developed where some
forms of progressive education were integrated within a more traditional approach (Cuban,
1984). I could see possible reasons why teachers would prefer hybrid approaches, such as the
need to fit in with wider school cultures, behaviour management and curricular pressures
on teaching. Dewey’s progressive education was followed by discovery, sociocultural and
constructivist perspectives on teaching and learning (e.g. Section 4.2.1)
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Towards the 1980s, statistics education research mainly focused on adult reasoning and
on probability (Tversky and Kahneman, 1975; Pfannkuch and Wild, 2004) and in the 1990s
and 2000s into recommending reformed curricula. Research into teachers’ characteristics,
such as teachers’ thinking and beliefs, teaching processes and practices suggest that such
factors can have an impact on students’ learning outcomes and beliefs (Calderhead, 2004).
On the other hand, effective pedagogies are believed to be influenced by what teachers do,
teacher content and pedagogical knowledge and beliefs (Shulman, 1986, 1987; Ball et al.,
2008; Callingham and Watson, 2011). However, there is limited evidence available in the
literature about the teaching strategies and processes employed by lecturers as they go about
their teaching.

Some studies also explored implemented curricula in the university context or with dif-
ferent teaching approaches (Bakker, 2004). Bradstreet (1996) and Garfield (1998) showed
that in practice, statistical skills were not always emphasised in statistics modules or text-
books, which instead, in their view, focused primarily on teaching concepts and procedures.
The image of statistics teaching that was emerging at the time was that students were able
to carry out calculations but encountered difficulties with using statistical concepts, e.g.
sampling, variation, hypothesis testing, confidence intervals, statistical graphs (Pimenta,
2006). One solution to students’ apparent under-achievement were new methods of teaching
and learning that matched new and reformed curricula. For this reason, research into the
teaching of statistics at university has been concerned with promoting new styles of teaching.

In addition, the teaching of statistics looked at how students’ knowledge could be created
through experience, considering that statistical knowledge was a process of transformation,
continuously created and recreated rather than acquired or transmitted (Kolb, 1984). Moore
(1997, 1998) and Cobb and Moore (1997) proposed that a new pedagogy which stipulated
that statistics should be learnt using hands-on practice of analysing data using software. The
problems in statistics modules designed for these studies were meant to answer real-world
questions using authentic datasets. Further, computer simulations were used to teach various
statistical phenomena. So, an interpretation of experiential learning in statistics education is
that students should be encouraged to apply statistical skills in a relevant context (scenario).
Instead of the ‘information transfer’ model, a new constructivist2 view of learning was
being promoted which did not view students as ‘empty vessels to be filled with knowledge
poured in by teachers’ but rather able to ‘construct their own knowledge by combining their
present experiences with their existing conceptions’ (Moore, 1997, p. 125). In particular,
the focus in these studies was on the planned curricula (e.g. tasks or teaching strategies)
and students’ achievement as a result of going through particular types of learning. In the
statistics education literature, limited information is available about the teaching strategies
and processes employed by lecturers as they go about their teaching.

In this section therefore, I review the literature concerned with teacher beliefs and knowl-
2Socio-constructivist research in mathematics and statistics education focuses on social and linguistic

influences on learning and in particular the relationship between the teacher’s instruction and the learners’
conceptual understanding (Schmittau, 2004).
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edge, teaching methods and approaches and pedagogic strategies. A paucity of research
concerned with these issues at university level meant that I also summarised school-based
studies yet being mindful of extrapolating the findings to the tertiary level context.

2.5.1 Teacher characteristics
In addressing some of the issues of statistics education, some research studies promoted
a pedagogical ‘reform’ (Section 2.4.2.1, p. 24) that involved changes in content, methods
of teaching, assessment and attitudes (Garfield and Gal, 1999; Gal et al., 1997). Many
of these papers investigated teachers or students’ perspectives, suggesting that changes and
developments in teaching practice result in some sort of change in students’ learning (Petocz
and Reid, 2003; Groth and Meletiou-Mavrotheris, 2017).

In statistics education, a small number of empirical studies have investigated teacher
characteristics, such as teachers’ conceptions about statistics, teachers’ beliefs about teach-
ing goals and teachers’ planning of statistics teaching at the elementary (primary) or sec-
ondary school (Shaughnessy, 2007; Eichler, 2008b, 2007, 2008a; Pierce and Chick, 2011) and
tertiary levels (Petocz and Reid, 2003; Hassad, 2011; Zieffler et al., 2012). In my present
review, I focused specifically on studies which investigated teacher characteristics. Since I
was interested in investigating lecturers’ beliefs (Chapter 3) and and how lecturers’ beliefs
influence teaching practices and activities (Chapters 4 and 5), I also included studies car-
ried out with primary or secondary school teachers where the methodological approach was
relevant to my study.

In mathematics education, Philipp defined beliefs as ‘lenses through which one looks
when interpreting the world’, or in other words ‘psychologically held understandings, premises
or propositions about the world that are thought to be true” (Philipp, 2007, p. 257-259).
From this perspective, beliefs are different from attitudes which are to do with emotions.
However, Pajares (1992) recognises the challenge in defining beliefs, which can be disguised
as ‘attitudes, values, judgments, axioms, opinions, ideology, perceptions, conceptions, con-
ceptual systems, preconceptions, dispositions, implicit theories, explicit theories, personal
theories, internal mental processes, action strategies, rules of practice, practical principles,
perspectives, repertories of understanding, and social strategy” (Pajares, 1992, p. 309). In-
stead, Pajares defines educational beliefs as

“beliefs about confidence to affect students’ performance (teacher efficacy), about
the nature of knowledge (epistemological beliefs), about causes of teachers’ or
students’ performance (attributions, locus of control, motivation, writing appre-
hension, math anxiety), about perceptions of self and feelings of self-worth (self-
concept, self- esteem), about confidence to perform specific tasks (self-efficacy),
[...] about specific subjects or disciplines (reading instruction, the nature of
reading, whole language)” (p. 316)

In statistics, beliefs are identified as one of the dispositional elements of statistical liter-
acy, which comprise
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“...a broad cluster not only of factual knowledge and certain formal and informal
skills, but also of desired beliefs, habits of mind, or attitudes, as well as general
awareness and a critical perspective.” (Gal, 2004, p. 48)

Studies in statistics education have been interested in students or teachers’ beliefs about
curricula, statistics, the place of statistics in the curriculum, the relationships between math-
ematics and statistics, the teaching and learning of statistics and the impact of beliefs on
teaching activities or students’ learning (Gal et al., 1997; Cobb and Moore, 1997; Wild and
Pfannkuch, 1999; Begg and Edwards, 1999; Gordon et al., 2007; Sedlmeier and Wassner,
2008; Eichler, 2011). Further, González (2011) regards beliefs held by teachers on statis-
tics, teaching and learning of statistical concepts as fundamental in his model of statistical
knowledge for teaching. Studies in tertiary statistics teaching investigated lecturers’ con-
ceptions and beliefs about their teaching and about their students, defining components
of statistical reasoning and thinking and the development of statistics curriculum content
(Chance, 2002; Cobb, 2007; Gordon et al., 2007; Tintle et al., 2011; Newton et al., 2011).
Other studies further considered that lecturers’ knowledge about curriculum, a combination
of subject matter expertise, knowledge about the context of learning, teaching, assessment
and the cohort, lecturers’ personal, cultural and political values, is often inaccessible.

Subject matter knowledge and expertise is therefore critical for defining tertiary level
learning outcomes and content (Section 2.4.3). Sadler (1989) uses ’guild knowledge’ to
refer to teachers’ “ability to make sound qualitative judgements” (p.126) and similar to
craft or tacit knowledge (as used in the context of the Pilot study, Chapter 3). Sadler
(1989) argued however that teachers’ beliefs about learning outcomes, assessment criteria
and grade descriptors are tacit and therefore difficult to examine. Tacit knowledge is a
combination of subject matter expertise, knowledge about the context of learning, teaching,
assessment and the student cohort, lecturer’s personal, cultural and political values, is often
inaccessible to the student and, as I showed in the case of standards at different levels of
specificity, difficult to capture in a set of brief statements (Section 2.4.3).

Polanyi defines tacit knowledge as “that which we know but cannot tell” (Polanyi, 2009,
p. 8) and suggests that “we can know more than we can tell”, meaning that it might be
difficult to identify and represent tacit knowledge. For Polanyi (1974), knowledge is ‘a
system of true justified beliefs’. For instance, a statistician is able to interpret an analysis
using a perceptual and conceptual skills that lead to even more knowledge. So many aspects
of skilled performance, such as that of a statistician, depend on ‘knowledge’ that is difficult
to articulate in a list of statements (e.g. learning outcomes). The polar opposite of tacit
knowledge is explicit knowledge, yet explicit knowledge may be used tacitly. Eraut (2000)
identifies several types of situations and several types of knowledge in which tacit knowledge
is present. It may be the tacit nature of this knowledge and beliefs about the goals and
purposes of higher education modules and programmes leads to the difficulties inherent in
articulating assessment standards and criteria (O’Donovan et al., 2004).

Lecturers’ beliefs about statsitics and its role in the curriculum might influence statistics
educators’ curricular planning, for example by conceptualising statistics as a set of proce-
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dures or computations instead of a set of investigative processes used in a range of “contexts”
or situations (Cobb and Moore, 1997; Wild and Pfannkuch, 1999). Pfannkuch (2008) high-
lighted that in order to help students develop statistical thinking, lecturers or teachers need
to develop their own knowledge of statistical thinking and experience in empirical enquiry
cycle. In Pfannkuch’s (2008) view, teachers should allocate teaching time transnumeration
(Wild and Pfannkuch, 1999), i.e. thinking about the different aspects of the story within the
data and the decision-making based on representations of data rather than on constructing
graphs. A focus on ‘desirable’ content such as transnumeration thinking, reasoning with
statistical models and consideration of variation requires teachers’ substantive knowledge
of statistics that values the key statistical skills of thinking, reasoning and literacy (Sec-
tion 2.4.1) and the belief that statistics need to be valued as a distinct discipline.

Gordon et al. (2007) focused on lecturers’ conceptions of teaching of statistics to non-
statisticians. The authors found that the participants had a range of beliefs about teaching
statistics, from a focus on the teacher, the subject matter and course content to a broader
focus on the student and their future profession, which were influenced by the contexts,
cultures, values, resources and constraints surrounding their teaching. Other studies sought
to identify lecturers’ views about topics in undergraduate statistics. For instance, Gardner
and Hudson (1999) asked lecturers to rank thirty-four topics in order of importance. These
research studies either focused on lecturers’ situated experiences of teaching statistics or on
itemising content while ignoring the context and other curricular elements.

Hassad (2011) developed a 10-item scale to empirically assess and describe the teaching
practice of introductory university tutors from the health and behavioural sciences. The
resulting two-dimensional scale characterised the teaching either as concept-based (construc-
tivist, reform-oriented) or behaviourist (less reform-oriented). A higher proportion of tutors
with academic degrees in mathematics and engineering appeared to be characterised as be-
haviourist. By contrast, tutors who declared to be members of professional organisations
were characterised as constructivists. Hassad explains these two complementary dimen-
sion in terms of tutors’ beliefs relating to contextual factors (e.g. students’ preparedness
for statistics, amount of teaching, or class size) which can influence their perception of self-
efficacy and affect decision-making regarding the use of particular teaching strategies. Using
the survey approach however may not explain why the lecturers were characterised as either
concept-based or behaviourist. In another quantitative study that sought to assess statis-
tics lecturers’ teaching practices and beliefs about teaching and learning statistics, Zieffler
et al. (2012) developed a six-part, 50-item scale. Based on qualitative data from interviews
with lecturers to validate the survey items, the study found that the interviewees had very
different conceptions about the end points of the Reform–Traditional scale when asked to
rate themselves on the four areas of content, technology, teaching and assessment. Zieffler
et al. (2012) recognise that observational data collected in the classroom might present a
different picture of lecturers’ actual teaching practice compared to self-reports. Further,
the credibility of survey data depends upon the chosen sample since these two studies used
purposive samples.
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At the school-level, a few studies have offered empirical data concerning the intended
statistics content and reasons for teaching that content from the primary and secondary
teachers’ perspective (Begg and Edwards, 1999; Watson, 2001). For instance, some studies
have focused on the link between intended curricula and teacher belief systems. Using in-
terviews with 34 teachers, surveys and concept maps, Begg and Edwards expected to find
a link between teachers’ beliefs and attitudes towards and about statistics, their content
knowledge of statistics, and their pedagogical knowledge. As the participants in this study,
similar to other primary teachers around the world, did not contribute towards setting the
official (written) curricula (part of the mathematics curricula), they were unfamiliar with
new curricular developments or some statistical content and terminology. For example, in
general, the results suggested that these participants focused predominantly on data collec-
tion, graphs, data interpretation, and probability, which seemed to fit the official curriculum.
However, the participants were also less familiar with the terms mean, median and mode
and that they had different conceptions of mathematical and everyday measures of central
tendency. Despite apparent issues with teachers’ content knowledge, the participants con-
sidered statistics to be useful, e.g. since it helps make sense of the world. Although findings
from research in the school context may not necessarily apply to university introductory
statistics given the differences in the way curricula are set and taught (Sections 2.2 and
2.4.3), these studies highlight the importance of investigating the teaching of statistics from
the lecturers’ perspective, focusing on their belief systems and context of teaching.

In a series of studies, Eichler (2006, 2007, 2008a,b, 2009) used a theoretical framework
to analyse school teachers’ intended and implemented curricula (Figure 2.2) and the impact
of these practices on students’ learning (IAEEA, 1979; Stein et al., 2007). Eichler (2011)
focused on the relationships between school teachers’ beliefs about statistics, the content
statistics teachers intend to teach and the learning outcomes for their every-day classroom
practice. In Eichler’s framework of belief systems, a characterisation of intended curricula
might include ‘beliefs about specific content, teaching goals linked to this content, the best
way to teach mathematics or statistics, and the way students learn mathematics or statistics’
(Eichler, 2011, p. 177). The implemented curricula might involve ‘the observable part of the
teacher’s intended curriculum, transformed by the interaction of the teacher, the students
involved and the content within the classroom practice’ and finally the attained curricula
represents ‘the students’ belief systems concerning mathematics or statistics that are strongly
determined by the classroom practice’.

For example, in a study with 27 pre-service primary teachers Chick and Pierce (2008)
found that when asked to plan a lesson for a hypothetical class on a particular topic (‘the
environment’) to teach some aspect of statistics, the resulting written responses and lesson
plans matched the participants’ reported beliefs about statistics. Participants who did not
value data also struggled to plan lessons that emphasised significant statistical concepts.
Instead, the lesson plans focused on data collection, rules and procedures (e.g. how to
design a graph). Further, although the participants were asked to plan a lesson based on
the same contextual information, the lesson plans included a range of content and teaching
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methods, highlighting that the same task could result in very different teaching practices,
which might depend on teachers’ beliefs about statistics, students or learning.

For my study, I found Eichler’s framework also relevant in the context of tertiary statistics
education. A characterisation of teaching statistics at university might involve for instance
lecturers’ beliefs about curricula, statistics and students’ learning as well as a focus on
observations of teaching in order to capture the interactions between curricula, lecturers’
planning, teaching and students’ learning.

Using interviews with school teachers, Eichler (2007) proposed five aspects that shaped
teachers’ curricular planning: (1) the content of statistics teaching, (2) the teachers’ objec-
tives of statistics instruction, (3) the teachers’ objectives of mathematics instruction, (4) the
teachers’ beliefs about the students’ benefits of statistics instruction, and (5) the teachers’
beliefs about effective teaching of mathematics. Such aspects of teachers’ beliefs could also
be explored in the context of tertiary statistics to characterise the links between curricular
planning and beliefs.

Further, this research identified four types of teacher individual stochastics (mathemat-
ics, probability and statistics) curricula: the traditionalists, the application-preparers, the
everyday-life-preparers and the structuralists (Eichler, 2006, 2007). At one end of the scale,
the traditionalist teachers focused on establishing a theoretical base for mathematics com-
prising of algorithmic skills and insights into the abstract structure of stochastics in the
absence of applications. The application-preparers focused on students grasping the inter-
play between theory and applications. The everyday-life-preparers aimed to prepare students
to deal with real-world situations in a variety of contexts by developing methods from real-
life applications, with a focus on statistics rather than probability. Finally, the structuralists
used applications to exemplify statistics concepts. The teachers’ subjective knowledge and
conceptions about stochastics, about students’ learning and teaching stochastics were con-
sidered to be part of teachers’ belief system. Although this study was carried out in the
context of school-based teaching where statistics is taught as part of mathematics curricula,
it highlights that teaching statistics might involve specific teaching styles characterised by
the mathematical content, statistical theory and the “context” of problems and examples
included in teachers’ planning and delivery of teaching.

In a study that investigated secondary teachers’ intended (individual) curricula in terms
of content and learning objectives, Eichler (2008b) found that although the content across
the four participating teachers was similar and that matched the official (written) curricula,
their learning objectives (intentions) were different. It further appeared that the learning
objectives influenced the participants’ teaching practices. For instance, one of the partici-
pants in the study was keen to promote the role of “context” in statistics through both a
process-oriented or dynamic view of statistics and real statistical problems, while the other
three participating teachers focused more on pseudo-realistic contexts. The participants’
focus on “context” was also associated with the teachers’ beliefs about statistics as well as
institutional demands concerning the final examinations. This study highlights the influence
of context of teaching and learning and the need to consider these issues together in order
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to understand behaviours in the “everyday” classroom (Jacob, 1997).
In mathematics education, Thompson (1984) for example considered that the first step

in characterising school teachers’ classroom practices was to understand the teachers’ beliefs
and conceptions and how these were related to their teaching practices. So information
about teacher’s belief systems and curricular goals is considered important in understanding
teaching practices as well as improving students’ attainment and attitudes in mathematics
(Thompson, 1984; Hiebert and Grouws, 2007). In my study, this approach was particularly
relevant since I was interested in depicting a model of the teaching of statistics Also at
secondary level, the Second International Study of Mathematics or SIMS considered that
analyses of intended curricula (official curricular goals) need to be conducted in order to
interpret the findings of the classroom processes (implemented or enacted curriculum) and
student outcomes (attained curriculum) of a study and the relationships between these
three elements (IAEEA, 1979). In the framework proposed in SIMS, teachers’ beliefs and
attitudes included a variety of factors which were considered to influence the implemented
curriculum, understood as the ways teachers interpret teaching situations, including internal
representations of the mathematical subject matter, beliefs about specific content, about
teaching and about student learning of mathematics or statistics.

Other studies have attempted to find a link between teachers’ content knowledge (the
intended curricula) and student achievement. In a quantitative study using measures of
teachers’ knowledge, Callingham et al. (2015) used multilevel modeling of scores from 789
secondary school students on three tests and scores from 36 of their teachers on one in-
strument designed to measure pedagogical content knowledge. Although the student data
used was naturally occurring and diminished in size over time, the study supported the
conclusion that teachers’ pedagogical content knowledge in statistics was associated with
their students’ learning outcomes but there was a negative effect over time in that the effect
of teacher quality diminished as students progressed through school.

Another research strand investigated statistics teachers’ intended curricula in relation to
their students’ learning difficulties (see Section 2.6.4). Cardona (2008) for instance looked
into secondary school statistics teachers’ understanding of students’ difficulties in statistical
reasoning with respect to representativeness and the teaching approaches teachers believed
to help students’ statistical reasoning. Using interviews, the participants were asked to an-
ticipate students’ answers and difficulties in reasoning on five tasks based on the conjunction
fallacy, the law of small numbers, and the gambler’s fallacy (Tversky and Kahneman, 1983;
Kahneman and Tversky, 1972; Tversky and Kahneman, 1975). The data showed that partic-
ipating teachers underestimated students’ difficulties and considered the context of the task
and students’ prior knowledge to be important to students’ understanding. Importantly, ex-
perienced teachers seemed to ‘describe more articulated and more integrated interventions’
than novice teachers. While an inexperienced teacher only suggested one strategy for help-
ing students’ learning, make a tree diagram, the experienced teacher proposed more actions
- tactile simulations, technology-based simulations, conceptual explanations and comparing
the experimental probability with the theoretical probability. Finally, experienced teachers
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were more able to use heuristics of representativeness than inexperienced ones.
In summary, there seems to be fairly strong consensus regarding the relationships be-

tween teachers’ beliefs and curricula (Figure 2.2). The next challenge in researching statistics
teaching however is to provide evidence, as documented in education research studies, of im-
provements in student learning outcomes and of the connection amongst intended curricular,
implemented teaching, context and culture (Hiebert and Grouws, 2007; Eichler, 2011). The
focus in my research is on this latter challenge. A study investigating statistics lecturers
beliefs about their intended curricula might shed light into the way curricula are understood
by stakeholders. A qualitative study using interviews with lecturers and observations of
teaching can help identify teacher characteristics and can explain how such characteristics
manifest in different contexts (Groth and Meletiou-Mavrotheris, 2017). In my pilot study in
Chapter 3 therefore, I aim to investigate statistics lecturers’ beliefs and conceptions about
the content and outcomes of statistics courses. Since my focus ultimately is on characterising
teaching practice, another issue which gained in importance following this literature review
and my own observations was the implications of “context” for teaching practice.

2.5.2 Observational studies of teaching processes
A small number of studies focused directly on the process of teaching and the roles and
behaviours of teachers. Classroom observations while teaching is taking place seem to be
the best way to provide evidence for teaching processes (Gage, 2009). At university level,
there are few observational studies of teaching process and practice (Weber, 2004; Speer
et al., 2010; Viirman, 2015). Here, I specifically discuss studies carried out at university
level which are relevant in the context of my study.

In mathematics education research, a number of studies sought to understand the teach-
ing of mathematics at university, focusing on the relationships between mathematics and
pedagogy (Nardi, 1998; Jaworski, 2002; Nardi et al., 2005; Thomas, 2011). For example, Ja-
worski (2002, Section 2.3) focused on tutors’ activity (processes), tutor-student interactions
and tutors’ thinking about their teaching in first year mathematics tutorials. Using data
from tutorial observations, teaching resources and interviews with tutors, the study was able
to offer interpretations of tutor knowledge (of students, of mathematics, of pedagogy). By
applying a teaching triad as an analytical tool to categorise the teaching in undergradu-
ate tutorials in relation to three elements, management of learning, sensitivity to students
and mathematical challenge (Jaworski, 1994), the study characterised what the teaching of
university mathematics can or could involve rather than evaluate it.

In an observational study of mathematics teaching at university level and adopting an ac-
tivity theory perspective with a grounded analytical approach, Thomas (2011) and Jaworski
et al. (2009) investigated the teaching practice to connect it to specific module content. The
studies looked at the nature of linear algebra to present a model of the teaching process. The
emerging hierarchical model comprises five goals or aims, from the initial engagement with
mathematics, to intuitive understanding, acquisition of mathematical language, conceptual



Chapter 2. Literature Review 44

understanding and mathematical competence. Each of these hierarchical goals is linked to
teaching actions or strategies, which include for example presenting an example, providing
notes or allowing for breaks in order to engage the students. Thomas (2011) further iden-
tifies four operations or processes that the lecturer in her case-study performed in lectures:
providing mathematical content, maintaining a physical presence (being in the lecture the-
atre), writing and talking. Taking a different approach to my research design and within
statistics education, in my study I sought to also look at lecturers’ aims for teaching and
processes of teaching.

Some studies have characterised lecturing (discussed in more detail in Section 2.6.1),
rather than research its effectiveness. Taking a grounded theory approach to data analysis
and focusing on the mathematical content of one lecturer, Weber (2004) described three
teaching styles used by one mathematics lecturer to construct proofs. Weber justifies the
lecturer’s action in the classroom as the result of the lecturer’s beliefs about mathematics,
students and education and knowledge of the subject matter being covered in lectures. The
lecturer’s actions in the classroom can therefore be interpreted and are dependent on complex
relationships between knowledge, skills, learning goals, and beliefs.

Adopting Sfard’s commognitive framework (Sfard, 2015), Viirman (2015) investigated
the discursive practices of seven university mathematics lecturers. Viirman (p. 1177) iden-
tified patterns of discourse as a categorisation of three types of didactical routines and
sub-routines:

1. Explanation routines: known mathematical facts, summary and repeti-
tion, different representations, everyday language, and concretisation and
metaphor.

2. Motivation routines: reference to utility, the nature of mathematics, humour
and result focus.

3. Question posing routines: control questions, asking for facts, enquiries and
rhetorical questions.

To some extent, the ‘routines’ proposed in Viirman’s studies correspond to Bellack et al.’s
cycles of ‘moves’ or exchanges between the teacher and the student. For example, structuring
‘moves’ are similar to explanation routines since they both involve explaining, teaching to
the whole class known facts, or summarising for students. However, structuring is also about
the organisation of content. Soliciting, responding and reacting are similar to the question
posing routines. Viirman’s analysis also shows how the lecturers’ teaching practices and
processes present similarities as well as differences.

Further, in a large-scale observational study involving 1,017 classrooms, Sirotnik (1983)
identified a similar uniformity of cycles of teaching. The use of cycles of teaching in Bellack
et al.’s study is also an opportunity to link the content of teaching to the process of teaching,
part of a teacher’s actions and behaviours and style of ‘lecture’ and ‘lecturing’. Given
the generality of the routines included within the classification of discursive routines and
the similarities to Bellack et al.’s studies on school-based teaching, one might expect to
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identify such routines or moves in other subjects, including statistics lectures. Brown et al.
(1984) differentiates between six types of lectures and five types of lecturing. The study
shows preferences for particular styles of lecturing, defined as a “person’s habitual mode of
responding to a similarly perceived task” across four broad subject areas. In a later study,
Saroyan and Snell (1997) aimed to describe characteristics of lectures at a more detailed
level. Using data from observations of three lecturers in the medical sciences, Saroyan and
Snell (1997) characterised the teacher-centred lectures as content-driven and student-centred
lectures as context-driven and pedagogy-driven. The study found that the pedagogy-driven
type of lectures are highly rated by students.

School-based observational studies have investigated the process of teaching since the
1960s. In an analysis of fifteen teachers’ teaching practice in fifteen schools, Bellack et al.
(1966) analysed teaching in terms of cycles or sets of exchanges between the teacher and the
students. Each cycle consists of various combinations of “moves” during the lesson: struc-
turing, soliciting, responding and reacting. Structuring moves set the context for subsequent
learning. Soliciting moves include verbal exchanges and cognitive and physical responses.
Responding are directly related to soliciting. Finally, reacting moves involve clarifying, sum-
marising, expanding or giving feedback in relation to responding and soliciting. Cycles of
moves are repeated in a variety of ways and different combinations of moves (one or more
moves can be repeated or omitted within a cycle). Importantly, Bellack’s research found
applicability in a range of studies and across subjects (Gage, 1978; Sirotnik, 1983). During
the teaching observations of my study, I became interested in looking at the exchanges that
take place in the lecture theatre and see how such an approach that looked at “moves” could
be applied in a different context. However, the nature of interactions between lecturers and
students might be slightly different in lectures at tertiary level.

2.5.3 Pedagogical strategies
In his model of statistical literacy, (Gal, 2002) proposed two broad yet interrelated compo-
nents: the knowledge component and the dispositional component (Section 2.4.1.1). How-
ever, one of the challenges in statistics education is to address students’ lack of motivation for
and difficulties with learning statistics (Garfield, 1995; Garfield and Ben-Zvi, 2007). Teach-
ers of statistics need to account for students’ challenges with statistics both while planning
and while implementing curricula. One way to address challenges students encounter with
learning statistics is to use a range of pedagogic strategies such as lecturers/teachers’ ex-
planations, questioning, teaching discourse and strategies for motivating students to learn
statistics.

2.5.3.1 Explanations

Explanations and context are considered to be key tools for understanding a discipline
such as statistics (Makar and Rubin, 2009). Explanations in statistics involve teachers and
students’ experiences and knowledge of the context and of the statistical tools and ideas
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to support statistical reasoning and thinking (Wild and Pfannkuch, 1999; Gil and Ben-
Zvi, 2011). Further, statistical reasoning involves understanding and explaining statistical
processes and also interpreting statistical results (Ben-Zvi and Garfield, 2004). In effect,
teaching statistics “in a memorable way” is about “being able to identify related elements in
the discipline and to explain the elements in a way that highlights the relationships” (Sowey,
1995). Sowey suggested that teacher’s explanations of statistical concepts or of the usefulness
of statistics can aid students’ retention of statistical ideas in the long term. In the case of
lecturing (Section 2.6.1), Bligh (1972) considered that “understanding consists of relating
ideas to ideas we already possess” (p. 112). In the case of lecturing, Bligh focused on the
importance of making links across the curriculum to students’ understanding of the subject
matter by using reasons as explanations. Bligh recorded eight types of explanations used
by lecturers to build up explaining links, including regulative explanations which explain
links according to rules, analytical which explain the constituent parts and how they link
together, spacial which involve visual aids, temporal which are represented spacially on a time
dimension, kinematic which assumes that object(s) have moved over time, causal involving
before and after explanations, functional which emphasise relationships and generalisations
about effects, and mental explanations which are types of metaphors.

On reviewing textbooks on factor analysis, Chong et al. (2012) suggests that misconcep-
tions may arise when explanations of terms such as “eigenvalue” are omitted. For example,
using “rotating factors to better interpret the data” may lead students to develop a non-
technical understanding using everyday, non-statistical meanings. For example, vectors rep-
resenting factors are rotated in subject space. Without understanding of vectors and subject
space, students might represent this rotation as spinning a plot to get a better perspective.
At the same time, using technical terms to explain a term such as “factor” might overwhelm
students. In their animated tutorial, Chong et al. propose that renaming certain terms,
expanding on the explanations of those terms and visualising eigenvectors in subject space
can help students conceptualise factor analysis. This approach to teaching factor analysis
suggests that teachers’ explanations, including choice of terminology and visual tools, are
fundamental to students’ statistical meaning-making.

In a study investigating in-service undergraduate statistics students’ self-explanations,
Hall and Vance (2010) found that students who made higher gains in statistical problem
solving from pre-test to post-test also gave more thoughtful and elaborated responses than
students with lower gains. This might mean that encouraging students to explain their
responses might help with developing statistical reasoning. Similarly, in her statistical liter-
acy module, Chance (1997) grade students’ explanations of what they have learned both in
writing (by grading students’ journals) and to peers. Such studies emphasise the importance
of explanations in making sense of the statistics and in improving communication skills in
statistics (Tempelaar et al., 2017; Khachatryan and Karst, 2017).
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2.5.3.2 Questioning

Despite the demonstrated importance of students’ explaining their thinking, teacher-centred
instruction consitutes an important approach in undergraduate statistics teaching (Zieffler
et al., 2008). Teachers’ questions can be used for a number of purposes, including getting
students’ attention, initiating dialogue, reviewing content, organising a specific task or en-
couraging students’ self-explanation. For instance, Pedrosa de Jesus and da Silva Lopes
(2011) carried out a discourse analysis focusing on the frequency, the cognitive level of
teachers and students’ questioning practices, the way teachers dealt with the absence of a
solicited student answer and the nature of teachers’ reaction to a student intervention (ques-
tion or answer). In this way, the study characterised the nature of lecturers’ self-answers
and dialogic attitudes using observational and interview data.

In mathematics lectures, the majority of lecturer questioning consists of short-answer,
low-level questions that require students to recall facts, rules and procedures instead of high-
level questions that require students to draw inferences and explain ideas. For instance, in an
investigation of mathematical lecturing discourse using Sfard’s (2015) commognitive frame-
work, Viirman (2015), investigated question posing routines, including control questions,
asking for facts, enquiries and rhetorical questions. In this way, Viirman was able to charac-
terise the teaching of function at university level and offered a model for identifying patterns
in university teaching discourse. In statistics education however, less is known about the
nature of teachers’ questioning to elicit students’ statistical reasoning (Groth, 2017). How-
ever, questioning during lecturing may encourage students to develop a questioning attitude,
considered essential in statistical literacy and reasoning (Watson, 1997; Gal, 2002).

2.5.3.3 Teaching discourse

Part of teaching discourse, narratives are means of representation (see Section 4.2.1.5,
p. 125), including telling evocative stories that intrinsically involve statistical thinking. Rep-
resentations of practice have to be learnt when becoming a member a particular professional
community of practice and used correctly (Goodwin, 1994). For instance, statistical stories
considered to be effective are interesting, topical, and have a moral, e.g. use of statistics
often achieves desirable outcomes or correct decisions (Martin, 2003). So, an understanding
of how teachers use narratives in their teaching is considered important for characterising
their teaching (Preskill, 1998). Since humans are storytellers, studying teachers’ narratives
is about how they experience the world and represent the context for making meaning of
teaching situations (Connelly and Clandinin, 1990). In this view, curriculum includes teach-
ers’ narratives as metaphors for teaching-learning relationships (Pulvermacher and Lefstein,
2016).

In statistics education, meaning might not represent anything real or concrete (Martin,
2003). Instead, the way data behaves lead to invention of statistical terminology. Teacher
narratives in statistics education have been used as teaching devices to enhance students’
learning (DelMas, 2004; Gentner and Holyoak, 1997). Narratives, which include analogies
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(explicit comparisons), can be used for a range of purposes, including constructing explana-
tions and building arguments (Gentner and Holyoak, 1997; Martin, 2003).

For example, Groth and Bergner (2005) investigated statistics trainee teachers’ use of
metaphors to characterise the structure of their content knowledge. A metaphor is a type
of narrative which links one domain of experience with another seemingly disparate domain
and creates meaning from the connection (Kovecses, 2004). Groth and Bergner (2005) also
expected that teachers’ ability to construct metaphors can provide some insight into the
role of teachers’ content knowledge and pedagogical content knowledge in teaching statistics
(Shulman, 1987). In this qualitative study, fifty-four trainee teachers were asked to write a
metaphor for the concept of statistical sample. This exploratory study found that the trainee
teachers’ ability to create metaphors varied from metaphors which captured a number of
important attributes of statistical sample to those which did not. Groth and Bergner thus
concluded that teachers’ metaphors are indicative of their statistical thinking. However, the
research studies reviewed focused on school-based teaching and less is known about lecturers’
explanations of statistical concepts, questioning or teaching discourse (e.g. narratives and
metaphoric thinking) using empirical evidence from ‘natural’ lecturing contexts, i.e. during
teaching (Makar and Confrey, 2004).

2.5.3.4 Motivating students

Garfield (2017) recommended the use of small group activities rather than individual activi-
ties to motivate students to complete work and promote cooperation amongst group partic-
ipants. In addition, examples that have recently appeared in the media, government reports
or news are used to promote students’ engagement with statistics (Garfield, 2017; Watson,
1997; Gal, 2002). Tishkovskaya and Lancaster (2010) developed a statistics curriculum to
address motivation by including media reports, examples of misleading statistics and other
interesting material about real-world situations. In this way, Tishkovskaya and Lancaster
aimed to demonstrate to students the usefulness of statistical knowledge in understanding
the world around them.

Another strategy used to ensure students’ engagement with the module content is to
develop tasks within different contexts so that students can apply the statistical content of
a module in a variety of ways and be able to consider real world contexts and applications.
For example, Chance (1997) suggested that computer-based exercises, projects with pre-
sentations and peer reviews, take-home final exam questions and student journals enables
students to experience the statistical investigative cycle (from posing the research question to
presentation of results and interpretation). Similar to Tishkovskaya and Lancaster, Chance
(1997) argued that the tasks are effective as learning tools as well as motivational tools.

Chance (1997) and Allen et al. (2010) further argued for changing the focus of statistics
curricula from mathematical calculations to using real data from the students’ programme of
study. Authentic tasks based on real data and contexts may help students understand why
a good understanding and knowledge of statistics is important for their discipline, engage
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them and improve their attainment. However, in the context of mathematical modelling, Vos
(2011) shows that what is perceived as “authentic” is constructed as an interplay between the
authenticity of the non-mathematical aspects of the task as well as the mathematical model.
In Vos’s (2011) interpretation of authenticity, some aspects of a task may be authentic,
while other aspects may be included for educational purposes. In statistics education, a
similar situation may arise where the data originates from the ‘real’ world, but some aspects
are adapted for pedagogical purposes. Further, a dataset may be simulated for pedagogical
purposes (e.g. changing the number of variables or data points) within a realistic context.
The literature reviewed for this study was unclear on which types of tasks or aspects of a task
are most effective in improving students’ motivation and engagement in various contexts.

2.6 Research into the impact of teaching methods on student
learning

In addition to curricular issues, the impact of pedagogic resources and approaches on student
learning, i.e. how lecturers help students learn statistics at university, and cognitive and
non-cognitive factors that impact on student learning of statistics are important research
strands in statistics education. This research highlights the importance placed in statis-
tics classrooms on teaching methods, teaching resources (problems), problem contexts and
technology used in the statistical analysis process.

2.6.1 Lecturing versus other teaching methods
In general, research has described the process of teaching as traditional teacher-centred and
“reform” student-centred approaches as defined by variables such as classroom organisation
(e.g. desks), grouping of students, activities or classroom talk (Cuban, 1984). Traditional
ways of teaching statistics at undergraduate level normally combine lectures, also discussed
in Section 2.5.2, with laboratory sessions in the form of lecture-discussion-homework-test.
Traditional curricula covered in lectures often includes a set of techniques and definitions
focusing on formal inference based on probability theory (Tintle et al., 2011). Perceived
as more teacher-centred, lecturing as a teaching method is however still prevalent in higher
education institutions (Rodd, 2003; Huxham, 2005). Lecturing has been defined as “contin-
uous periods of exposition by a speaker who wants the audience to learn something. That
learning may be of different kinds” (Bligh, 1972, p. 6).

Based on an overview of research, Bligh proposes that lectures, if used appropriately,
can be effective at achieving four objectives: 1) the acquisition of information or transfer
of facts, 2) the promotion of thought and the development of critical thinking, 3) changes
in attitudes such as the acquisition of values, adjusting to a professional role, professional
ethics and scientific integrity and 4) behavioural skills such as practical work. Bligh’s book
however shows how different studies came to opposing conclusions regarding the effectiveness
of lecturing.
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Some studies have looked at how best to deliver lectures to improve student learning.
Using action research, Wulff and Wulff (2004) investigated how to use communication to
enhance teaching and learning in statistics, i.e. to achieve the learning outcomes through
lectures, problem-solving activities, the use of office hours, and students’ written reflections
about their learning on an introductory statistics module. Using student feedback, interviews
and email questionnaires, the students in this study considered important that lectures were
clearly structured and that the lecturer moved away from the traditional style and instead
used interactive examples with the students. These participants also considered that the
problem-solving activities contributed most to their learning, especially the session following
the lectures when students were able to practise with the material, although the study found
that students were still relying on the lecturer to demonstrate the techniques. Wulff and
Wulff (2004) concluded with the recommendation that lecturers should “no longer spend
time [in lectures] trying to cover the content, but rather trying to uncover the material”
(p. 98).

In the context of mathematics education, Rodd (2003) investigated the use of lectures in
undergraduate mathematics from the students’ perspective. In her study, Rodd suggested
that students feel inspired by lectures. However, student enjoyment of a learning activity
such as lectures does not necessarily mean that it translates in improved student learning
when compared to other methods. Rodd sees the role of lectures to be to enthuse, motivate,
challenge and lead by example. In this view of lecturing, the lecture theatre is a place
of ‘mathematical awe and wonder’ which contributes to students’ enculturation within a
mathematics community and can serve a ‘spiritual’ purpose. As ‘participatory witnesses’,
students are kept ‘rapt’ by the mathematical ideas presented and are ‘lifted’ to reflect, apply
the content and review afterwards (Rodd, 2003, p. 18). Rodd challenges the view of lectures
as relying on unsound transmission of knowledge.

Critics of the lecture method however claim that lecturing is teacher-centred and pro-
vides an authoritarian social context compared with student-centred discussion methods,
perceived to be more democratic (Gage, 2009). The ‘reform movement’ in statistics ed-
ucation, that has led to the focus on statistical literacy, reasoning and thinking and the
randomisation-based curriculum promoted less statistical theory and probability and more
focus on data analysis (often without mathematics), technology and situated or active learn-
ing, i.e. fewer lectures and more collaborative problem solving (Ben-Zvi and Garfield, 2004;
Garfield and Ben-Zvi, 2007). Bloom (1953) for example contrasted students’ thought pro-
cesses during lectures and during small group tutorials (discussions). Bloom found that
students reported sixty-four percent of the thoughts to relate to the ideas presented during
lectures while fifty-five percent did so in discussion groups. Only one percent of the students
in this sample reported to attempt to solve problems, synthesise or inter-relate information.

The pedagogy proposed in the consensus curriculum of the 1990s or the randomisation-
based curriculum of the 2000s was based on theories of learning that emphasise the need
for students to construct their own understanding and expressed negative views on the
traditional, teacher-lead approach that relies on lecturing as a teaching method (Cobb, 2007;
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Tintle et al., 2011, 2012; Rossman and Chance, 2014; GAISE, 2016). Some studies proposed
that courses which aim for students to develop statistical thinking and improve students’
attitudes towards statistics need to lecture less and instead include active learning (Dixon
and Judd, 1977; DelMas et al., 1999; Cobb, 2000). Further, in her teaching of university
statistics, Garfield stated that

“In my classes, I do not lecture at all, which takes a while for students to ad-
just to. Instead, students are required to read the textbook before coming to
class, guided by a study guide/student handbook I have written containing study
questions, sample problems, etc. When students come to class each day we first
discuss the study questions, often arguing about issues such as which is the best
measure of center to use, which type of plot gives the most information, etc.
They rapidly learn that there is often not one right answer nor one way to solve
a problem.” (Cobb, 1992, p. 16)

In this depiction of her teaching, Garfield appears to suggest an active learning teaching
method as an alternative to lecturing. Active learning has been defined as a teaching method
that “engages students in the process of learning through activities and/or discussion in class,
as opposed to passively listening to an expert. It emphasizes higher-order thinking and often
involves group work” (Freeman et al., 2014).

Hogg (1990) highlighted that some of the problems with introductory statistics modules
were the gap between the teaching of statistics, ‘often stagnant’ relying on traditional lec-
ture/discussion, the teachers’ reluctance to change their approaches and the rapid progress
of statistics due to the advent of technology (Ben-Zvi, 2000). Hogg (1991, 1990) proposed
that undergraduate teaching of statistics should encourage teamwork, build a ‘sense of com-
munity’ and allow interaction among students and teachers and connect statistical methods
to the underlying philosophy and real life applications. As a group of thirty-nine statisti-
cians, they recommended four steps to teaching the subject: (1) state the goal(s), (2) analyse
data and do projects, (3) use the computer and (4) lecture less, teach more.

Within university mathematics for example, Iannone and Nardi (2005) used focus group
interviews with lecturers to gain insights into their thinking regarding the teaching of math-
ematics. The mathematics lecturers emphasised the value of learning through interaction,
and recognised that lecturing is not a method generally conducive to interaction. Instead,
the participants recognise the value of seminars, tutorials and student feedback which are
more prone to interaction.

Research comparing lecturing with active learning suggests that students learn better,
i.e. obtain better test scores at the end of a module, if the teaching involves interactive,
collaborative tasks (Freeman et al., 2014). In a systematic review of 225 studies, Freeman
et al. (2014) found that on average, student performance increases by just under half a
standard deviation with active learning compared with lecturing across a range of science,
engineering, and mathematics course types. Other quantitative studies found that students
took longer to graduate and achieved less credits when the lecturing time increased due
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to the interactions between student/teacher and time spent on independent learning (Van
Den Berg and Hofman, 2005; Schmidt et al., 2009).

In order to simulate a teaching and learning environment more closely related to how
statisticians work in practice, Holcomb et al.’s (2010b) randomisation-based curriculum
proposed that the learning process should consist of five elements: (1) research study and
data, (2) tactile simulation (e.g. flipping a coin) and class discussion of results, (3) simulation
using a tailored applet, (4) understanding statistical significance, what an p-value is and
recognise factors that affect p-values (5) discussion and conclusion in context. A task in the
randomisation approach would involve the whole class taking part in a classroom experiment
to answer a research question (e.g. how likely is a particular result under the null hypothesis
model). The group is then asked to record and combine data (e.g. originating from flipping a
coin) to simulate and determine the proportion of repetitions from the experiment (Holcomb
et al., 2010a,b).

For example, Tintle et al. (2011) took such an active-learning approach and implemented
the GAISE pedagogy (also in Section 2.4.2.4) with a randomisation-based introduction to
logic of inferencing, i.e. using simulation, bootstrapping and permutation tests to learn sta-
tistical inference instead of the consensus curriculum of the 1990s that focused on asymp-
totic sampling distributions (central limit theorem) (Cobb, 2007; Rossman and Chance,
2014; GAISE, 2016). On this algebra-based introductory statistics module (240 students),
all classes took place in the laboratory, with students working on large-scale group research
projects. The module materials included real research studies, articles and data, while
de-emphasising the use of symbolic notation and mathematical formulae. The authors eval-
uated the module using the CAOS test (DelMas et al., 2007; Garfield et al., 2012b). When
comparing the CAOS scores of two cohorts, one following a traditional curriculum and the
other a randomisation-based curriculum, Tintle et al. (2011) suggested that the new cur-
riculum improved student learning compared to the consensus curriculum and that these
gains were retained after the module (Tintle et al., 2012).

Further, Tintle et al. (2014) found significant yet small increases in students’ affect, cog-
nitive competence and perceived difficulty when comparing a radomisation-based curriculum
group (425 students) to another large group of students (2,200 students) on a consensus cur-
riculum . However, the change in scores for both cognitive competence and difficulty was
not statistically significant.

It seems that so far the results of these studies looking to evaluate the value of par-
ticular curricula are inconclusive, relying on small sample sizes and using basic statistical
analyses. With opportunity samples which are not randomly selected from existing popu-
lations and without randomly assigned treatment groups, it is not possible to draw causal
inferences. Further, the studies reviewed so far did not take into account potential covari-
ates between samples that might affect students’ non-cognitive and cognitive performance
(Section 2.6.4.1). For example, teacher characteristics such as experience, pedagogical ap-
proaches, institutional cultures might influence students’ performance and enjoyment of the
subject (Gage, 2009, also in Section 4.2.2).
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The work of Ben-Zvi and colleagues is an example of a research programme that in-
vestigated how the learning environment can promote statistical reasoning about particular
concepts, e.g. data analysis or data representations (Ben-Zvi and Arcavi, 2001; Ben-Zvi,
2004; Abrahamson, 2009; Ben-Zvi et al., 2012). By using classroom investigations, video
recordings, in-depth interviews with teachers, tutorial clinical interviews with students, re-
view of students’ notebooks and research projects, the authors focused on how students
develop an understanding of statistical concepts over time by solving statistical tasks in dia-
logue with teachers. In this way, the authors provide a description of what it means to learn
to reason about statistical concepts that have implications for curriculum design and teach-
ing. For instance, challenges for teaching and assessment of students’ understanding would
stem from the existence of multiple goals for students, the mismatch between real-world
contexts and statistical contexts, the role of the technology in learning statistics and the
need to work collaboratively (i.e. in groups) versus individually. The authors suggested that
group projects using extended tasks provide an authentic experience when learning statistics
(Ben-Zvi, 2004). This work was however carried out with secondary school children and it
appears that less is known about how learning is constructed at more advanced educational
levels.

However, some approaches to active learning, e.g. based on classroom discussions and
interactions, might be more suitable with small cohorts of students. Some studies have
recommended replacing the lecture format with other resources such as videos or tasks.
For instance, Price (1990) replaced the lecture format in an introductory psychology class
with short assignments using readings of primary sources. The assignment required stu-
dents to ‘integrate, for other college students, central ideas in the text and/or lectures with
ideas in the assigned primary sources, in a three-page paper’ (p. 51). Based on feedback
from students, the study suggested that students were enthusiastic about the module while
their performance was comparable to that of students following a traditional lecture format.
However, it is worth noting that it was a challenge to compare the grades of two groups
of students following different teaching approaches when there is no random allocation into
groups. It seems that some of these studies measured particular objectives which might
focus on content that is not necessarily worth while for the students (e.g. procedures versus
statistical thinking) or might lead to low student motivation. Teaching methods cannot be
considered in an objective way, detached from institutional and societal culture.

Research outside statistics education further considered that lecturing is just as effective
as other methods to teach information (Bligh, 1972) and recommended combining lectures
with other methods (discussion methods, independent study, enquiry methods and so on.
For example, on an introductory statistics module, Abbott and Falstrom (1977) found that
adding frequent weekly testing, content unitisation, and learning objectives to a lecture
was as effective (similar course achievement measured as cumulative points earned in the
course) as personalised methods such as contact with a tutor, non-lecture unitised material
for students to learn, and criterion-related mastery learning at individual rates. Using
particular activities during lectures, such as ‘interactive windows’ during lectures may also
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have a positive effect on students’ test results (Huxham, 2005).
The studies reviewed in this section used to examine the effectiveness of lectures, e.g.

within the four areas proposed by Bligh (1972), include cognitive ability measures (students’
marks on factual content, problem-soling) or non-cognitive measures (e.g. using question-
naires of student interest in the subject or students’ use of textbooks). The research reviewed
here suggests that findings from studies investigating the effectiveness of lecturing varies.
Some of the studies investigating lecturing are small scale and might not take into account
contextual factors (e.g. lecturer’s background, discipline, students’ intentions and activity
in lectures). Further, student variables, such as preparedness for the class, can affect student
performance on the tests used to measure the effectiveness of lectures.

Lecturing is generally combined with other teaching methods and approaches so the
context of the module also matters when investigating teaching methods at university. In
the end, research in higher education seems to suggest that the lecturer’s skill is paramount
for achieving Bligh’s (1972) four objectives (p. 54). For example, a lecturer might use the
lecturing time for questions and answers or for engaging students in active learning during
or after the lecture.

This overview of studies debating the effectiveness or otherwise of lectures and of lec-
turing appears to propose conflicting views. In the field of statistics education, researchers
and educators seem to believe that active learning methods better promote the practice of
statistical skills. It is not clear however how lectures should be combined with practical
work when teaching statistical skills. Since achieving the learning outcomes can depend on
the interaction between the lecturer and the “context”, such as the students, it is difficult
to conclude which techniques are required. In my study, I do not seek to prescribe what
should occur in order for students to achieve the learning outcomes but rather describe or
characterise how teaching does occur based on observations and interviews with lecturers.

Statistics educators and researchers recognise the gap between scientific statistical prac-
tice, research into pedagogy of statistics and actual teaching of statistics (Ben-Zvi and
Makar, 2012). The work of Ben-Zvi and colleagues is an example of a research programme
that investigates how the learning environment can promote statistical reasoning about
particular concepts, e.g. data analysis, data representations (Ben-Zvi and Arcavi, 2001;
Ben-Zvi, 2004; Ben-Zvi et al., 2012; Abrahamson, 2009). By using classroom investiga-
tions, video recordings, in-depth interviews with teachers, tutorial clinical interviews with
students, review of students’ notebooks and research projects, the authors focus on how
students develop an understanding of statistical concepts over time by solving statistical
tasks and in dialogue with teachers. In this way, the authors provide a description of what
it means to learn to reason about statistical concepts that have implications for curriculum
design and teaching.

For instance, challenges for teaching and assessment of students’ understanding would
stem from the existence of multiple goals for students, the mismatch between real-world
contexts and statistical contexts, the role of the technology in learning statistics and the need
to work collaboratively (i.e. in groups) rather than individually. The authors suggest that
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group projects using extended tasks provide an authentic experience when learning statistics
(Ben-Zvi, 2004). This work was however carried out with secondary school children and it
appears that less is known about how learning is constructed at more advanced educational
levels.

Beyond using teaching resources specifically designed for classroom use, statistics educa-
tors have also investigated the possibility of bringing statisticians’ practice into the classroom
in order to create a more ‘authentic’ learning experience for the students. Curricula based
on statisticians’ professional practice (Section 2.4.2.3) promotes learning with similar fea-
tures to actual statistical practice, “organised around joint accomplishment of tasks, so that
elements of the skill take on meaning in the context of the whole” (Resnick, 1987b, p. 18).
Using technology and project-based learning, Blades et al. (2015) aimed to allow students to
gain experience in the practice of statistics by experiencing the whole statistical investigative
cycle.

Studying students’ integration of statistical workplace-based knowledge, Bakker and
Akkerman (2013) showed how students and teachers were able to make hidden processes
overt through discussions and reflection. Some studies therefore promote teaching the accu-
mulation of statistical skills similar to an apprenticeship, that encourage student observation
between school and workplace/real-world applications of statistics.

In a series of studies, Derry and colleagues focused on statistical learning while students
engaged in situated simulations of professional activities (e.g. conducting experiments, col-
laborating on tasks, presenting and debating). Derry et al. proposed a statistics course that
focused on statistical authenticity, including simulations of real-world problem situations
requiring statistical thinking (Derry et al., 1995, 2000; Bakker et al., 2008). The peda-
gogical strategies involved the production of ‘a microcosm of a productive problem-solving
community within larger society’ in which students could negotiate problems emerging in
their own adult communities (e.g. smoking ban in restaurants). The authors viewed sta-
tistical authenticity and the teaching approaches required to deliver this aim alongside two
dimensions, cultural relevance and social activity. Teaching strategies with high social and
cultural relevance included learning in situ (cognitive apprenticeships), situated simulations
and collaborative analysis of relevant data. Lectures with relevant examples were lower in
social activity than in cultural relevance, while decontextualised lectures and analysis of
contrived data were low in both social and cultural activity.

In this model of statistical teaching, decontextualised teaching, involving for instance
teacher-centred delivery of abstract statistical formulae, was assumed to be the least en-
gaging form of statistical teaching since it was considered to be ‘culturally irrelevant’ and
‘socially passive’. Further, students’ statistical reasoning could be enhanced only if the
use of examples, illustrations, analogies, discussions and demonstrations were also relevant
to the students’ cultures. Secondly, the design of the course, inspired by Dewey’s (2011)
view of school activity that extends experiences and practices of the adult world, assumed
that group discussions, debates, role-play and guided discovery should be part of the social
activities on the module.
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Classrooms with high social impact become small communities that are able to simulate
productive, motivated communities of practice. Such communities are not possible without
the use of authentic statistics in which knowledge is constructed in everyday “contexts”.
Taking a socio-cultural view of learning (Section 4.2.1), Derry and colleagues considered
the “context” of learning and the “context” of the statistical problems to be critical for
students developing usable statistical reasoning. For example, the student activities involved
experimentation and generation of hypotheses in small collaborative groups with scaffolding
from mentors.

This series of studies with their focus on developing students’ statistical reasoning skills
do not identify and examine lecturers or mentors’ teaching practices and processes in the
module. However, this approach to developing statistical modules highlights that teaching
is not free of context or lecturers’ personal interests and knowledge of statistics, teaching
or students. In this view, teaching is dependent on the cultural environment and social
circumstances in which the teaching and learning take place. While the study offers valuable
insights into intended and attained curricula, other aspects of the implemented curricula
are missing, such as evaluating the teaching interventions or which mechanisms were more
important to student learning.

2.6.2 Teaching resources
A number of studies have evaluated students’ progress and attainment in statistics as a result
of using different curricula and teaching resources. Statistics education research focused on
students’ use of teaching resources such as “context”, statistical symbolism, statistical terms
with lexical ambiguity, the role of statistical software in learning, and students’ difficulties
with statistical graphs such as boxplots or histograms (Ben-Zvi and Makar, 2012).

Some studies for example have investigated the role of context (situations) and struc-
ture in how students solve statistical problems. Beyth-Marom (1982) found that the way
data were presented and the task instructions influenced participants’ understanding of cor-
relation (the tendency of two events to coexist). The instructions using lay or technical
language influenced the interpretation of correlation given by participants. In this view,
although statistical rules and ideas are difficult and counter-intuitive, a better understand-
ing of students’ perceptions before starting formal learning in statistics has implications for
teaching and learning. For example, Beyth-Marom and Fidler (2008) concluded that when
learning about correlation, students should be familiar with differences between everyday
and technical statistical language. Further, the study recommended that students needed
to understand the difference between variables and values and be exposed to symmetric
variables first followed by asymmetric variables. Finally, data presented in a table format
should precede other formats.

Quilici and Mayer (1996) were interested in the role of examples in helping students to
learn to think by analogy, that is ‘map a solution method from the source problem to the
target problem, sometimes using a solution method abstracted from the source problem’
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(p. 145). In particular, they investigated whether the design of examples can help students
recognise which situations require which statistical test. In a series of three within-subjects
experiments comparing three groups of students before and after experience with examples,
the authors investigated whether students were able to sort problems on the basis of structure
(i.e. t-test, chi-squared, correlation) rather than surface (i.e. context) characteristics. The
study showed that when statistics-naive students are presented with grouped examples of
a statistics problem types, they are more likely to focus on structural rather than surface
features in judging problem similarities than equivalent students who are not exposed to
examples.

Although this study was conducted with inexperienced students exposed to short-term
interventions, it is possible that explicitly teaching students to pay attention to the types of
independent and the dependent variables will improve their success with statistical problem-
solving. However, statistical thinking can only materialise as part of a context and statistics
may be seen as as a web of interconnected reasons, some statistical and some contextual
(Bakker and Derry, 2011). Therefore, the importance of contextual factors should not be
ignored. However, Quilici and Mayer (1996) show how features of examples influence student
learning under experimental conditions rather than with (more) heterogeneous groups of
students in the classroom context.

In a later study, Quilici and Mayer (2002) examined whether structural awareness can
be taught to students on an introductory statistics module. The data showed that statistics
students were better at identifying correlation problems than t-test or chi-square problems.
However, in the case of inexperienced students, this research showed that teaching strategies
(e.g. completing schema-training exercises that directed the students’ attention to particular
structural similarities) can help students pay attention to structural features rather than
to surface features. The study concluded that one implication for teaching introductory
statistics is to teach students to ignore the context (cover story) in problems and focus
on the experimental design and types of independent and dependent variables (one or two
groups, quantitative or categorical). Also, given students’ success in identifying correlation
problems rather than t-test and chi-squared, the study recommended that the teaching
should focus on identifying the differences between chi-square and t-test problems. However,
this research did not look at the effects of keeping similar surface features (story) and varying
the structure, nor at the extent to which either structural or surface variability contribute
to students’ learning. Further, contextual knowledge is the knowledge about the context in
which data are collected and analysed and is considered fundamental in developing statistical
literacy, reasoning or thinking (Gal, 2002).

Students find it difficult to recognise an appropriate problem for solving statistical word-
problems or recognising that a word problem learnt in one context is relevant to a structurally
identical problem in a different context. Difficulties with structural awareness mean that
students confuse the t test with χ2. Quilici and Mayer’s (2002) study demonstrates that
it is possible to teach structural awareness for simple statistical problems, dependent on
schematic knowledge or knowledge of problem-types. However, features of the problem’s
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contextual features are likely to affect students’ learning.
Ware and Chastain (1991) explored the effectiveness of a teaching strategy aiming to

improve students’ skills in using statistical tests (selection skills). The teaching intervention
consisted of a handout containing a table which identified concepts of scale of measurement
and function, i.e. various conditions of the dependent and independent variables and the
particular statistical test suitable for selection in each case. The study concluded that
the handout helped students develop selection skills and also that statistics students were
better at selecting statistical tests than inexperienced students. The study shows the impact
curricular choices (e.g. whether to focus on selection skills or not) have on students’ learning.
However, less evidence is available of the longer-term effects on students’ learning of different
teaching resources or teaching methods.

Research was also concerned with different approaches for improving longer term sta-
tistical reasoning in introductory courses (Chervany et al., 1977; Sahai, 1990; Garfield and
Ahlgren, 1988). Some studies suggested that students seem to learn more effectively when
teaching encourages statistical reasoning and interpretation beyond the use of statistical
formulas (Bradstreet, 1996). Statistics courses that were tailored to engage students in
processes of meaning construction and interpretation rather than focusing on symbols and
formulae, detached from an understanding of statistical concepts, were assumed to be better
for student learning (Batanero et al., 2000). For example, some studies recommend present-
ing simpler algebraic forms of equations which can better support students’ understanding
of statistical concepts. Sahai (1990) in the case of sample variance preferred the defini-

tional formula
∑N
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instead of the computational formula∑N

i=1
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N − 1 . Although Sahai’s (1990) recommendation is that students should be able
to calculate a finite population variance from a formula (e.g. σ2 = Σ(xi − x)2/N where
x = Σxi/N), teaching time should not be used on algebraic formulae. Instead, teaching re-
sources should include the use of computers and software (see Section 2.6.3) and an emphasis
on concepts, principles and applications.

Some studies also looked at whether including formulae in the teaching of statistics
helped students understand statistical tests and overcome statistical anxiety (Bradstreet,
1996; Cobb, 1992). Seabrook (2006) conducted a quantitative study with undergraduate
students investigating whether conducting calculations by hand such as working through
mathematical formulae help students understand statistical ideas. The study used a pre-
test/post-test design in which student performance was compared at the beginning and the
end of the module and between a calculation task and five multiple choice questions aiming
to test statistical thinking. For example, one of the five items testing statistical thinking
tapped into students’ selection skills (e.g. ‘if your study has two variables measured at
an interval level and you wanted to investigate the relationship between the two, what test
would you use?’). The teaching of calculations is characterised as a calculation task included
in the final examination which supplied students with a formula for Person’s correlation r
and probability tables asked students to calculate the correlation between two variables
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with twelve data points each. This study appears to analyse limited data from student
existing assessments on an application of a formula to a dataset and only five multiple choice
items as a measure of statistical thinking rather than looking at whether the teaching of
statistics using formulae helped students’ statistical thinking. Despite its limited design, the
study concluded that competence at calculations accounted for approximately two percent
of variance in statistical thinking.

Beins (1993) was interested in how to encourage students to learn ‘interpretation’ skills.
To do this, Beins (1993) evaluated the use of assignments that required students to carry
out data analysis to answer an empirical question and formulate an interpretative account
without using statistical terminology. Similar to Ware and Chastain (1991), this quasi-
experimental study compared four successive groups, each differing in the work performed.
The first group was required to complete the same module plus the writing assignment
for which they received extra credit. The second group followed the same module but
instead of completing the writing assignment, the group practised generating conclusions
during class meetings. The final group were required to produce conclusions independently
on problems given in tests and homework exercises. Based on the final exam marks, the
first group, which was exposed to writing and interpretation skills, showed highest scores
on computational and interpretative skills but not conceptual scores. However, the study
does not provide any information regarding possible differences between groups in prior-
attainment and the students could not be randomly assigned to treatment groups. As well
as the focus on interpretation skills in the first experimental group, it is possible that the
effect in learning gain observed was also due to the amount of time spent completing the
assignment (homework) rather than the value of the assignment.

2.6.3 Technological tools
Technological (computer) tools were also used in statistics education to address changes in
content, pedagogy and teaching format (Chance et al., 2007; Bakker, 2004; Tintle et al., 2011;
GAISE, 2016). For example, teaching interventions using technology have been developed
to help students overcome some of their difficulties with understanding particular statistical
concepts (Garfield et al., 2012b). Technological tools in the classroom are also believed
to provide interactive teaching and learning opportunities through multiple representations
and simulations (Garfield et al., 2015).

DelMas et al. (1999) conducted classroom research with students enrolled in an intro-
ductory statistics course. The aim of their action research was to evaluate an interactive,
computer-based simulation software and hands-on activities used to help students visualise
and understand sampling distributions, crucial in understanding statistical inference. The
problem DelMas et al. (1999) identified was that their students, although able to pass the
module, could not apply statistical concepts in their reasoning or in different contexts. For
this reason, the study investigated the effectiveness (i.e. whether students achieve higher
scores on post-test versus pre-test) using a new instructional approach based on the model of
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conceptual change that allows students to make predictions and directly test them. When
compared to pre-test score, students’ post-test scores using the new activity were signifi-
cantly higher than those who used the initial activity. The study concluded that students’
learning was enhanced when they became aware of their misconceptions, e.g. about chance
and confronted them using empirical data.

Using the algebra-based introductory statistics course, in a series of studies, DelMas et al.
(2007), Zieffler et al. (2010) and Tintle et al. (2011) used a 40-item multiple-choice test (the
Comprehensive Assessment of Outcomes in Statistics, CAOS) to measure students’ statis-
tical literacy and reasoning of concepts such as distribution, centre and variability rather
than applying a formal statistical calculation. Used on a comprehensive sample of Ameri-
can students, the limited gains on the CAOS test before and after undergraduate statistical
modules lead some to suggest that the cause of this apparent lack of student progress in
statistics is due to the curriculum (DelMas et al., 2007; Garfield et al., 2012b). As a result,
Garfield et al. (2012b) called for a radically different curriculum for the introductory statis-
tics course. The authors proposed a simulation-based approach to inference that requires
students to create a model with respect to a specific context, repeatedly simulate data from
the model and then draw a statistical inference. The focus of this approach is to start from
informal statistical inference and then move students to formal simulation-based methods
of statistical inference through the use of interesting contexts using real statistical enquiry
and real-world data. The core principle is to enable students to start to think statistically,
i.e. be able to recognise a suitable statistical model and use it when making an inference
with context. This work has helped define what it is meant by statistical reasoning within
the classroom context.

Ragasa (2008) compared a computer-assisted teaching approach where students often
work cooperatively in groups in a computer laboratory with the ‘traditional’ teaching method
consisting of lectures given by the lecturer, recitation and tutorial activities involving the top-
ics discussed during the class. Although the experimental and control (traditional method)
groups were not randomly assigned, thus limiting the generalisability of findings, the study
was able to conclude that collaborative computer-assisted methods had a significant effect
on learning but not on attitude. However, despite recommendations to include computer
simulation methods to teach statistics, in a summary of the literature, Mills (2002) empha-
sised that there is little empirical evidence to support such recommendations. For instance,
Mills (2002) questioned whether using computer simulations help students’ understanding
of t-distribution and related concepts (Gordon and Gordon, 1989). Computer simulations
might help students for example ‘see’ the differences between sample means from sample
to sample and illustrate effectively statistical concepts such as sample estimates, random
variables, and estimated standard errors. However, robust empirical data is required to
demonstrate the benefits of using computer simulations. Importantly, the study concludes
that the students in simulation-based modules seemed to have developed a better under-
standing of basic statistical ideas than other students enrolled on algebra-based statistics
modules. However, the students could not be randomly assigned to the two types of modules
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(non-simulation, algebra-based or simulation-based).
The reseach concerned with the impact of teaching methods (lecturing versus other

methods), teaching resources (design features of problems and examples, computations ver-
sus conceptual understanding within a real-world context using technology, assignments or
projects encouraging discussion and reflection versus problem exercises) and experiencing
the whole investigative cycle on student learning highlight the critical importance of tools
in learning statistics.

2.6.4 Students’ difficulties with learning statistics
Some studies investigated how statistics can be taught at university to aid students overcome
difficulties with learning statistical concepts and with non-cognitive factors such as motiva-
tion and disciplinary interests (Urquhart, 1971; Kalton, 1973; Jolliffe, 1976). Rather than
investigating students’ abilities in statistics, this research strand focuses on documenting
students’ difficulties with and misconceptions about key statistical concepts, such as under-
standing of the mean, independence, samples, sampling variability, sampling distributions,
the Central Limit Theorem (clt), graphical representations, data collection and design, sig-
nificance tests and statistical models such as correlation or regression (e.g. Swanson et al.,
2014; Sahai, 1990; Mathews and Clark, 2007). In particular, research in the 1970s focused
on informal (naive) statistical reasoning and after the 1980s on formal (following teaching)
statistical reasoning and the links between naive and instructed reasoning.

In addition, research studies appear to agree that lecturers and their students believe
that statistics is a difficult subject for students and consider that a number of changes are
necessary in the learning environment in order to improve statistics education at tertiary
level in a range of areas, including in content, teaching methods, teacher preparation and
training, assessments, or the use of technology (Garfield and Ahlgren, 1988; Cobb, 1992;
Gal and Garfield, 1997; Lajoie, 1998; Ben-Zvi, 2000; Watson, 2001). Some research in
mathematics education sees the learning of statistics as a process through which students
construct mathematical concepts and create knowledge through experience (Resnick, 1987a;
von Glasersfeld, 1998). Statistics education research has investigated naive understanding
of statistical concepts in the absence of instruction (Tversky and Kahneman, 1983) and
on student informal reasoning as a precursor to formal inferential reasoning (Ben-Zvi et al.,
2012). In general, the research into student learning of statistics at university has focused on
the impact of specific teaching resources, students’ misconceptions, difficulties with statistics
and learning of particular statistical concepts and intuitive statistical reasoning.

2.6.4.1 Misconceptions about statistical concepts

Research into students’ difficulties with statistical concepts is relevant for teachers of statis-
tics to gauge students’ starting point and the amount of conceptual learning that goes on
in statistical modules. As Garfield noted

“Ideas of probability and statistics are very difficult for students to learn, and
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conflict with many of their own beliefs and intuitions about chance and data.
Students connect new ideas to what they already believe, and correct or aban-
don erroneous beliefs reluctantly, only when their old ideas don’t work or are
inefficient” (quoted in Cobb, 1992, p. 10).

Work on informal statistical reasoning was also considered useful in improving learning by
having students “become aware of and confront their misconceptions”.

A number of studies highlighted the problem with the students’ heterogeneous back-
grounds with regards to previous preparation and prior learning in mathematics and statis-
tics. Jolliffe (1976) noted that students who did not take mathematics after the age of
sixteen achieved lower results than the other students. To overcome issues with student
preparation and anxiety with statistics, Jolliffe proposed a system of continuous assessment
consisting of quantitative essays and assignments (work-books). However, an evaluation of
this particular framework was not carried out.

Other studies showed that students continued to find it difficult to apply particular statis-
tical concepts even after formal learning in statistics and investigated the study strategies of
students in statistics at university. Derry et al. (1995, 2000) describe an innovative statistics
course for undergraduate education focusing on simulated or realistic problems that aim to
improve the statistical thinking skills of these students. The students who followed this in-
novative module appear to be more likely to recognise the limitations of correlation evidence
on a study (an increase of about 1.26 standard deviation units from pre-test to post-test),
understand the components of scientific experimentation (t(13) = 2.17, p = 0.025, effect size
= 0.85) and random sampling (t(13) = 6.35, p < 0.001 , effect size = 1.32). Further, these
participants also improved their general reasoning capabilities.

Certain faulty reasoning still seemed to persist, specifically the distinction between ran-
dom sampling and random assignment, estimation based on random sampling from a known
population and students’ critical evaluation. However, such findings from one-group pretest-
intervention-posttest design, common in statistics education (e.g. Park et al., 2011), although
found improvements from pretest to posttest in the quality of students’ statistical reasoning
(effect sizes of one pretest standard deviation), use opportunistic samples and therefore lack
a randomised no-intervention control group.

Instead, Shaughnessy (1997) recommended that statistics education research should
carry out longitudinal studies into the growth and change in students’ thinking in vari-
ability, chance and data, starting with what they can do rather than what they are unable
to do. For example, Shaughnessy recommended the use of datasets in contexts which would
allow students to experience the concept of variability (spread) in several forms in the data,
detect patterns in the data and make predictions. Rather than asking students to answer
forced-answer questions, Shaughnessy recommended the use of more open ended questions
that require students to ‘to try and make sense out of data, to generate their own questions
about data, to design their own graphical representations of data, to in fact even create
their own measures on data’ (p. 14). In essence, after a period from the 1980s/1990s when
research used forced-answer responses to probe student misconceptions about statistical con-
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cepts (Shaughnessy, 1992), towards 2000s, Shaughnessy called for a change in methodology
towards think aloud open ended tasks to probe how students think statistically.

Fong and Nisbett (1991) and Fong et al. (1986) looked at how students with formal
training in probability and statistics compared to those without formal training. They
showed that formal statistical training using examples enhanced students’ use of statistical
principles in reasoning. Further, statistics training (e.g. in the law of large numbers) using
examples could be generalised across method, context, type of subject and domain. However,
Fong et al. (1986) found that the statistics module failed to enhance students’ statistical
reasoning for problems set outside the classroom context (e.g. playing squash, effect of
marriage on athletes’ performance). In this study, the participants had problems transferring
relevant knowledge and skills outside the statistics classroom. However, students’ statistical
reasoning was tested in a phone interview set outside the classroom context and with the
declared aim of testing students’ opinions about sporting activities. Also, Fong et al. (1986)
tested the hypothesis that adults tend to use abstract rules in their application of statistical
concepts rather than understand students’ reasoning with statistics.

Batanero et al. (2004) further investigated introductory statistics students’ understand-
ing of the normal distribution as evidenced in three assessment tasks (e.g. find which variable
fits a normal distribution well). The study found that many students correctly understood
abstract properties, such as the usefulness of models, density curves, and areas under the
normal curve and related concepts and properties. However, based on students’ responses
and interviews, the study showed that there was a discrepancy between the intended learning
outcomes and the meaning of normal distribution acquired by the students. For example,
some students confused the empirical data distribution with the theoretical distribution (e.g.
for age) and also erroneously thought that a discrete variable with only three different val-
ues was normal. Such studies investigating students’ ways of thinking and difficulties with
particular concepts following teaching may help identify sequences of content and suitable
resources when learning complex concepts such as the normal distribution.

Other research investigated why students reason incorrectly about particular statistical
concepts (e.g. random sampling) and the impact erroneous understanding of statistical
concepts has on students’ statistical thinking. The focus in these studies is on how and why
university students understand particular statistical concepts such as the mean, chance,
uncertainty, independence, significance, correlation, random sampling and variability.

Pollatsek, Konold and colleagues carried out a series of studies into students’ beliefs
about the mean, random sampling, sample size, ideas about data and data analysis. For
example, Pollatsek et al. (1981) interviewed university students as they solved problems
involving the appropriate weighting and combining of means into an overall mean such as
the grade point average problem in which grades have different weights in calculating an
overall mean (the mean is considered one of the most basic concepts in statistics). The study
found that although the participants could calculate the mean, a large proportion did not
understand the concept of the weighted mean indicating that many students understand the
concept of the mean computationally rather than conceptually.
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In another study, Konold et al. (1993b) carried out think aloud interviews with twelve
undergraduate psychology students to test the degree of understanding of the law of large
numbers before instruction. This study suggested that students’ difficulties with learning
the law of large numbers were not based on incompatible intuitions but due to difficul-
ties with basic mathematical concepts such as percentages and statistical concepts such as
distributions of means and of samples.

In a study extending the work of Tversky and Kahneman (2009), Pollatsek et al. (1984)
investigated whether participants hold a passive, descriptive view of random sampling or an
active-balancing model (the idea that things ‘will even out’, e.g. when flipping a coin) in
which earlier trials influence later trials. Based on think-aloud interviews, Pollatsek et al.
(1984) suggested that the participants held the belief that the population mean was the
best guess for both sample means. This was in spite of presenting alternative solutions or
participants showing good comprehension of the rationales underlying those solutions. The
authors conclude that students’ heuristic representativeness is different from the commonly
held belief that students’ misconception is of active balancing (e.g. expecting that a tail
will come up after a series of heads thus revoking the notion of independence). With this
research, Pollatsek et al. (1984) showed that students might hold different conceptions of
statistics. Although the research did not focus specifically in improving students’ learning
and teaching and studied students’ statistical reasoning outside the statistics classroom, the
study participants were university students who were exposed to more realistic problems.

2.6.4.2 Non-cognitive factors

Beyond cognitive statistical skills, an important body of research has investigated the effects
on student learning of non-cognitive skills, such as the students’ attitudes towards and mo-
tivations for studying the subject, a well-documented challenge in undergraduate statistics.
For example, Gal and Ginsburg (1994) documented that students may find statistics difficult
due to non-cognitive factors such as ‘feelings, attitudes, beliefs, interests, expectations, and
motivations’. The authors stated that in addition to a statistics module facilitating statis-
tical thinking, students should also ‘emerge from statistics classes without apprehension or
negative feelings about learning more statistics’.

Motivational research is relevant in statistics education which emphasise the use of au-
thentic contexts. The assumptions are that authentic data/problems might increase stu-
dents’ motivation and lead to improved student competence. Research has also investigated
the effect non-cognitive factors such as negative attitudes or beliefs towards statistics have
on students’ achievement in statistics (Gal and Ginsburg, 1994; Budé et al., 2007).

Budé et al. (2007) examined the motivational constructs and their effect on students’
achievement on a statistics course. Taking a quantitative approach, the authors investi-
gated relationships between the module grades and students’ activities within this statistics
module, affect and study behaviours. The study concluded that the resources used in a
module, such as tasks or exercises, were important in stimulating students to study the
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material. Second, the study showed that students who liked statistics and were interested
in the module, saw the value and relevance of statistics and were resilient obtained a higher
exam grade. Based on these results, the authors conclude that statistics modules should be
interesting, challenging and enjoyable to students.

However, the study lacks specific recommendations regarding ways to achieve these cur-
ricular aims. Further research would therefore be required to identify teaching and learning
strategies which ensure positive outcomes for the students. Such studies could for instance
be carried out from either or both the lecturer and students’ perspectives. It might be im-
portant to understand how lecturers ensure a positive environment in the classroom. On the
other hand, further research might investigate how students perceive the resources provided
in lectures and tutorials.

This research has focused mainly on student-related characteristics such as attitudes
towards statistics, enjoyment, interest and nature of tasks presented. Students’ perspectives
are relevant to classroom teaching. Another area of research in my view needs to focus on
the teacher and investigate the attitudes with which teachers (lecturers) approach statistics
(integrative motivation), view the student (instrumental need for achievement and self-
confidence) or the “context” or situation within the module (group-specific motivational
components). For example, studies could look at the teaching situation, how to ameliorate
motivation and diminish de-motivation through teacher teaching, materials and teaching
methodology. There is very little research in statistics education looking at student anxiety
and pre-knowledge or at how to design motivational classroom interventions. In my main
study (Chapters 4 and 5), I became particularly attentive to non-cognitive factors from the
lecturers’ perspective.

2.7 Implications for teaching statistics and research
The topics of these research studies reflect the emphasis in statistics education on develop-
ing conceptual understanding and statistical literacy, reasoning, and thinking rather than
procedural understanding, computations, formulas, techniques and procedures (Garfield and
Ben-Zvi, 2004). One implication for teaching is to specify the learning outcomes in statistics
courses in terms of module specifications but also the collection of teaching, learning and
assessment resources. For instance, if the module aims to develop students’ statistical think-
ing, the obvious solution is to include assessments on higher levels of statistical thinking and
reasoning skills.

This review has also highlighted students’ challenges with learning statistics due to both
cognitive and non-cognitive skills. In designing curricula, it seems that the module content
and the sequencing of this content are important, although lecturers’ own learning goals for
the students and beliefs about the students and about statistics are likely to impact on what
students achieve by the end of their learning.

While these conclusions regarding student learning are fairly obvious, the research is less
clear regarding the effectiveness of teaching methods (e.g. active learning versus traditional
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lectures). The evidence supporting particular curricula and teaching methods is inconclusive
since in some cases the evidence consisted of quantitative measures of unknown reliability
and validity.

Another challenge for teaching statistics is to integrate everyday contextual knowledge
with statistical investigations and connect these experiences to teaching practices. One such
issue is the balancing of theoretical statistical principles with situation-specific forms of
competence and bridge the gap between university and workplace. Studies investigating the
connection between workplace and school statistics or between novice and expert practices
have offered some understanding regarding the nature of statistics and of learning statistics
in different environments.

However, this research has predominantly focused on students’ activity and less is known
about the activity of statistics lecturers and the role of different types of tasks and other
resources across contexts. There appears to be an understanding and consensus of what to
teach but less is known about how lecturers teach in real situations. The large majority of
the research surveyed helped with defining concepts used in the analysis (Chapter 5) and
provided background to the lecturing activity I observed in my study. In addition, there was
limited literature directly relevant to the methodological approach and the aims of my study,
i.e. to characterise the teaching of statistics at university from a sociocultural perspective.
My study aims to focus specifically on lecturers’ activity before, during and after lecturing.

Although some research directions are promising, further research in characterising the
teaching of statistics at university could help to further explain what it means to teach
statistics at university.

2.8 Summary of chapter
Since the data revolution of the 1960s with the advent of new graphical representations
(stem and leaf, boxplots) and computers (for data analysis and/or for learning) statistics
education research has witnessed an explosion of research into new pedagogies. In general,
the statistics education literature relied on both professional studies, i.e. educators’ reflec-
tions on teaching practices and research studies, i.e. systematic enquiries based on empirical
data. The literature is concerned with several aspects of teaching and learning statistics
across educational levels, including the development of statistical thinking, reasoning and
literacy in adults and learning at primary, secondary and university levels.

At university level, research focuses on curriculum content, including specifying the na-
ture of the statistics students need to learn, the use of teaching resources and the impact of
different teaching methods on student learning. Statistics education has focused on practical
problems such as teaching interventions using innovative computerised tasks, and active or
collaborative learning in large classes.

A number of studies investigate students’ difficulties with learning and using statistics.
In this category, studies identify several challenges with teaching and learning statistics at
university, including high student numbers, writing and communicating statistical findings,
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students’ affective and motivational issues with learning statistics, students’ prior back-
ground in mathematics, students’ understanding of the non-statistical context in statistical
problems and data interpretation.

In general, there appeared to be some agreement regarding what constitutes statistics
and how it should be taught. Further, the agreement about what constitutes statistics has
resulted in agreement in terms of the content and goals for teaching (e.g. statistical reason-
ing). There was however limited evidence of ‘what works’ in practice and there seems to be
a disconnect between curricular aims and content and the specification of learning outcomes
for students. Further, there was limited evidence in the literature surveyed that particular
teaching methods are better than others in improving students’ learning outcomes. However,
the content and teaching methods differ across contexts due to differences in culture, peda-
gogy, curriculum (learning outcomes) and availability of resources. Importantly, I found that
there was limited literature that focused on the practice of teaching statistics at university
with qualitative analyses or from a sociocultural perspective.
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In this section I describe the beginning stages of my research journey and the first phase
of my research project which I called the pilot study. This involved interviews with twenty
statistical methods lecturers and observations of teaching on one statistics module, which I
present below.

In the first stage of my study (Table 1.1 in Chapter 1), I aimed to survey the the kind of
skills, knowledge and understanding statistical methods lecturers perceived as important for
their students. Based on the literature review (Chapter 2), I considered it was important to
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gain an understanding of relationships between lecturers’ beliefs and curricula (Section 2.4)
within the context of teaching and learning statistics in universities in the UK. This stage
in my research process was useful as I could identify a specific challenge in the teaching
of statistics at university which defined the purpose of my pilot studies, i.e. to investigate
statistics lecturers’ beliefs about intended curricula.

Literature review 1 (Chapter 2)
l

Pilot study 1 (interviews, 9 lecturers)
l

Pilot study 2 (interviews, 11 lecturers)
l

Pilot study 3 (observations of teaching)
l

Main study methodology (Chapter 4)
l

Main study data analysis (Chapters 5)

Figure 3.1: The structure of the Pilot study

For this purpose, I carried out three pilot studies (Figure 3.1) in the initial stages of my
study, as follows:

• Pilot 1 involved repertory grid interviews with nine lectures (Section 3.2.1).

• Pilot 2 used the data analysis in Pilot 1 to design repertory grid interviews with eleven
lecturers to gain a deeper understanding of lecturers’ beliefs about statistics curricula
and validate some of the finding.

• Pilot 3 I observed teaching of two lectures and two tutorials for one module (Sec-
tion 3.3).

The pilot studies were emergent as, rather than starting from a hypothesis, they aimed
to build an understanding of the teachers’ beliefs regarding the knowledge, skills and content
intended on statistical modules, grounded in the data collected from interviews with statis-
tical methods lecturers (Glaser and Strauss, 1967). Hence, in this chapter, I discuss what
influenced my methodological choices, the research design and findings. The pilot studies
influenced the development of my research questions and further refinement of data analysis
in my main study (Chapters 4 and 5).

3.1 Identifying a specific challenge
As shown in Table 2.1, p. 13, over the past three decades, reforms in statistics teaching
and learning have dominated the statistics education research, professional and pedagogical
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literature. At tertiary level, research since the early 1990s has made recommendations
for changes in the intended statistics curricula, more data analysis and less probability
and pedagogy, fewer lectures, more active learning and the use of technology (Cobb, 1992;
Moore, 1997). There is broad agreement that the key learning goals in introductory statistics
are statistical literacy, reasoning and thinking (Bradstreet, 1996; Cobb and Moore, 1997;
Gal, 2002; Broers, 2006, Chapter 2). However, the literature also shows that statistics has
remained a challenging subject for lecturers to teach and for students to learn (Kalton, 1973;
Bryce, 2002; Garfield et al., 2012b; Tishkovskaya and Lancaster, 2012).

Further, at the tertiary level, statistics courses for non-statisticians, i.e. students who
take a compulsory introductory statistics module, face particular challenges given the profile
of some of the lecturers who may not be statisticians and students’ cognitive and non-
cognitive skills and knowledge (Gal and Ginsburg, 1994; Gordon, 2004; Allen et al., 2010).
Although findings from mathematics education suggest that teachers’ pedagogical content
knowledge impacts on the quality of teaching, in statistics education teachers’ pedagogical
content knowledge is less researched and hence well understood, particularly at university
level (Callingham and Watson, 2011).

As discussed in Section 2.5.1, teachers’ beliefs and conceptions about important aspects
of the curriculum that include intended (or planned) curriculum comprising aims, goals
and objectives, content, teaching strategies and assessments have a key role in how well
students attain the curriculum. For example, Pajares (1992) suggests that it is important
to understand the relationship between teacher beliefs, teacher knowledge, teaching practice
and student outcomes in order to characterise teaching (see p. 37 above). In this study,
I focus on lecturers’ beliefs about intended curricula and pedagogy, which are assumed to
be tacit knowledge (p. 38), in order to draw attention to the key role of the lecturer in
learning statistics at university (Handal and Herrington, 2003) and to make lecturers’ tacit
knowledge explicit (Greatorex, 2002). In my interpretation, lecturers tacit knowledge of
curricula might be inferred as personal constructs or schemas. A suitable methodology for
my pilot study would need to be able to make such tacit knowledge explicit.

3.1.1 Pilot study research questions
This chapter therefore presents an empirical study into lecturers’ beliefs and conceptions
about the undergraduate statistics curriculum. In this pilot study, I set out to explore
lecturers’ planning of undergraduate statistics education. The general research question
which I investigate in this thesis is:

What insights can I gain about the teaching of statistics at university by studying
the teaching activity at two levels of context, the macro and micro?

As explained in Chapter 1, this question is important because the practices and processes of
teaching a subject matter such as statistics in an integrated account of the macro and the
micro are relevant to the quality of education experienced by students. With my focus on
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lecturers’ intended and implemented curricula in my thesis, my pilot study research question
is as follows:

What characterises the participants’ beliefs regarding the teaching of statistics at
university?

This question is divided into five specific research questions shown below.

1. What characterises the participants’ beliefs about the learning outcomes important
for students to attain on statistical modules?

2. What characterises the participants’ beliefs about the content of statistical modules?

3. How do lecturers’ beliefs about statistics curricula compare to actual module specifi-
cations?

4. What characterises the participants’ beliefs about the teaching and learning of the
statistical investigative process components?

5. What characterises the participants’ beliefs about the key statistical skills students
should learn on statistical modules?

3.1.2 Methods for researching teacher beliefs about intended curricula
In tertiary statistical education, the methods used for researching beliefs about intended
curricula have included interviews, open questions, focus groups (Gal and Ginsburg, 1994;
Davies et al., 2012; Price and Rust, 1999) and questionnaires (Gardner and Hudson, 1999)
with lecturers, employers and students, standards and guidelines produced by standard
setting bodies (Franklin et al., 2007) or opinions from subject experts (Gould, 2010; Nicholl,
2001; Hawkins, 1997; Higgins, 1999; Raymond and Neustel, 2006). For example, in order to
investigate the use of different assessment methods, Garfield (1996) used a 5-point scale to
measure students’ beliefs about statistics and its value. However, the study did not survey
the teachers’ beliefs about statistics, its value or curricula.

As a first step in the development of a test on how well students presented with a research
problem are able to select a suitable statistical procedure for analysis, Gardner and Hudson
(1999) conducted a survey with lecturers in order to check the validity of the topics included
in the test. To do this, the authors compile a list of 34 topics based on an analysis of
introductory statistics texts, journal articles and their own subject matter expertise. They
then ask statistics lectures to rate the importance of the statistical topics in a statistics
course on a 5-point scale. This ranking of statistics topics was then considered in test
construction; the least important topics were disregarded from the test, while more items
were included against the most important topics. This method of validating the test content
however focused exclusively on domain-based content and not on the context of teaching
and learning or learning outcomes.
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Another approach is to classify learning outcomes into categories, such as the process
components of the statistical investigative process - formulate research questions, collect data,
analyse data, and interpret results (Franklin et al., 2007) or whether there is a requirement
for statistical reasoning (see Newton et al., 2011, in Section 2.4.3, p. 32). Studies that
focused on developing content for education in a particular domain have also been based
on frameworks or models that describe the skills, knowledge and understanding in that
domain. For example, in an analysis of video recorded lessons and interviews with primary
teachers, Burgess (2008) developed a model of knowledge needed by statistics teachers that
included statistical reasoning based on a theory and model of statistical thinking by Wild
and Pfannkuch (1999, discussed in Section 2.4.1.3).

Classroom teaching experiments and artefacts of student work (assignments, classroom
tests and observations) in conjunction with cognitive models of children’s mathematical
learning were used within a constructivist view of learning (Inhelder and Piaget, 1958) to
validate a particular curriculum, i.e. determine what statistics ought to be worth knowing
and doing (Cobb et al., 1991; Steffe and Thompson, 2000). For my pilot study however, I
was interested in capturing lecturers’ tacit knowledge of intended curricula, what curricular
learning outcomes and content lecturers believed to be important for students to learn and
how to teach it, rather than instances of attained curricula (e.g. student assignments).

In conjunction with other sources of information, the repertory grid technique (RGT,
explained in Section 3.2), initially developed in clinical psychology for providing therapy to
individuals (Kelly, 1955), has been adapted to capture tacit knowledge in a domain such as
beliefs about self in relation to others for a range of applications (Kelly, 1955; Fransella et al.,
2004). In educational research, RGT has been used to articulate qualitative information
such as assessment criteria, grade descriptors, marking criteria, curriculum statements or
competencies (Bjorklund, 2008; Greatorex, 2002; Honey, 1992; Rayment, 2000; Senior and
Swailes, 2004; Tofan et al., 2011).

Bjorklund (2008) applied RGT to elicit the (tacit) criteria two secondary level teachers
use in assessing student technology projects. The study proposed that assessment criteria
represent knowledge assumed to be subjective and outside teachers’ awareness. Bjorklund
considered that ordinary interview techniques are not useful since such knowledge of assess-
ment criteria teachers use is not verbal and the interviewees might not be aware of their
decisions and actions. The teachers were asked to select 7-8 artefacts or different projects
from their own class. I explain terminology used in repertory grid research below in Sec-
tion 3.2, including grid, elements (columns) and constructs (rows). This study used the
triadic method which compared three elements (artefacts) for the generation of nine differ-
ent constructs (differences between elements) on a scale of 1 to 9. In this way, the study
identified constructs that refer to both student dispositions and behaviours in the process
of creating the artefact as well as with the product itself. Given the focus in statistics ed-
ucation on cognitive (Section 2.4.1) and non-cognitive skills (Section 2.6.4.2) when defining
curricula, I consider that RGT could be valuable in eliciting lecturers’ beliefs about statistics
curricula.
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Kandola and Pearn (1992) proposed that the repertory grid technique can be used to
develop competency statements for human resources purposes. By comparing and contrast-
ing triads of types of managers (i.e. good, poor or average at handling people), participants
were able to produce statements of how two managers were more alike and how one was
different from the third. These contrasting statements, e.g. ‘prepare statements with care
and adequate research’ versus ‘no attempt to assemble relevant facts’, were then used as
scales on which each of the types of workers could be rated on a 7-point scale. The authors
showed how this approach could be used to ‘surface’ participants’ perceptions and arrive at
a list of behavioural and competence indicators.

Hoogveld et al. (2002) also used RGT to investigate the way trainee teachers approach
the design of a new instructional unit. One of the measures used in this study required
participants to provide instances of instructional design that they compared and described.
These descriptions were then analysed by comparing them to a prototypical model of in-
structional design in order to explore teachers’ instructional design practices. It might be
possible therefore to compare lecturers’ intended curricula with learning outcomes from
actual module specifications used in higher education institutions.

In another study, Greatorex (2002) used an adapted RGT to formulate grade descriptors
at different grade levels for Accounting examinations. Senior examiners in this study com-
pared student answers to questions who achieved different grades (the elements). The next
step was for examiners to identify qualitative differences between Accounting A-level scripts
at different grade levels which would form the basis of the grade descriptors. In this study,
accounting experts compared triads of borderline scripts, e.g. two scripts near the bottom
of grade B and one near the top of grade C, and described how two scripts were the same
yet different from the third and the context in which these statements were exhibited. In
this way, subject matter experts were able to evidence their views about which qualities are
associated with each grade based on their own personal and perhaps tacit knowledge. In
this way, the examiners’ tacit knowledge which they use to make judgements about student
performance was made explicit as grade descriptors. By asking the participants to compare
their own objects of interest such as skills and knowledge using RGT, I expect to gain a
valuable insight into the participants’ tacit knowledge and beliefs of the curricular, didactic
and pedagogic processes on their modules, which they may otherwise not verbalise using
other methods, e.g. a questionnaire, structured or in-depth interview (Gentner and Medina,
1998).

In studies comparing qualifications, e.g. from different Awarding Bodies in the UK, bipo-
lar constructs resulting from RGT were also used to create a questionnaire of the relative
demands placed on candidates (Elliott and Greatorex, 2002). The questionnaire is then
used by a larger sample of examiners to rate different assessments (defined as elements)
against the same constructs that form the questionnaire. Using a different implementation
of RGT, Rayment (2000) investigated art teachers’ perception and understandings of the
national curriculum framework by providing eight bipolar constructs and six National Cur-
riculum statements (the elements). When selecting RGT as the methodology for my study,
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I considered that it was possible to formulate a list of statistical skills and knowledge or
learning objectives based on the data generated by several participants. The analysis of this
list would then give an indication of the nature of the learning objectives several lecturers
believed to be considered relevant for introductory statistics.

Since my focus in this pilot study was on beliefs and conceptions about lecturers’ in-
tended statistics curricula, I considered the repertory grid technique (RGT) to be a suitable
methodology for identifying lecturers’ subjective beliefs within the time available for inter-
views (one hour). Further, I considered that qualitative analyses using classification methods
(e.g. Franklin et al., 2007; Newton et al., 2011; Hussey and Smith, 2002, or comparisons
with intended curricula from existing module specifications) would shed further light into
lecturers’ planning of their teaching. In this pilot study, I was interested in lecturers’ beliefs
about what and how introductory statistics should be taught and what it means to do, un-
derstand and teach statistics rather than knowledge of the content of introductory statistics
or knowledge for teaching.

3.1.3 Ethical issues
Throughout the data collection and analysis process, I was mindful of the ethical implications
of researching and recording lecurers’ activity and views about teaching statistics. The study
followed the British Educational Research Association guidelines for educational research
(The British Educational Research Association [BERA], 2011) as well as the University
ethical guidelines. At each step, e.g. observations of teaching, interviews, collection of
documentation, I sought and received the explicit consent from participants to extract the
data (Wagner, 1997). I also informed participants of the purposes and implications of this
study and provided a broad description of the data analysis procedures. I also considered
how my own reflective research might affect others, and the impact the research might
have on lecturers and the statistics education community. I used pseudonyms and generic
descriptions of the modules to maintain the anonymity of the participants (Miles et al.,
2013).

Corbin and Strauss (2008) define research sensitivity as ‘having insight, being tuned
in to, being able to pick up on relevant issues, events, and happenings in data’ (p.32).
Sensitivity is the interplay between researcher and data. In my Pilot study using interviews
with lecturers, I aimed to pick up on subtle verbal responses and non-verbal cues during the
interview. The interviews I conducted in a sensitive way and guided by ethics to ensure that
the data collection process was beneficial to both participating lecturers and the researcher
(Corbin and Morse, 2016). RGT can provide rich insights into participants’ belief systems.
I was mindful of my participants’ comfort during interviews to ensure the procedure was
not tiring and that the pace of the interview was sustained.

Protecting my participants’ anonymity, confidentiality and well-being was particularly
important in order to be able to convey the meanings of what the participants were saying
about their experiences in statistics education. Further, I aimed to present the views of
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participants with respect to what they wanted their students to achive by the end of their
learning by trying to put myself in their role through immersion in the data. During data
analysis, I looked out for subtle nuances of meanings in the data provided by the research
participants by applying multiple analytic strategies.

3.2 Pilots 1 and 2: the repertory grid technique (RGT)
In order to start answering the research question and identify the statistical skills, knowledge
and understanding students ought to learn, I set up an exploratory study with statistical
methods lectures using the repertory grid technique. This pilot study was an emergent study
which, rather than starting from a hypothesis, it aimed to build an understanding of the
intended curricula (learning outcomes and content) of statistical modules, grounded in the
data collected from interviews with statistical methods lecturers (Glaser and Strauss, 1967).
My intention was therefore to conduct an exploratory study to investigate its usability for
the purpose of identifying curricular intentions.

RGT, initially developed in clinical psychology for providing therapy to individuals, had
been adapted to capture tacit knowledge in a domain for a range of applications (Kelly,
1955; Fransella et al., 2004). As a constructivist theory, RGT asserts that people experience
and describe their environment in terms of bipolar personal constructs (tacit knowledge)
that they use to construe a meaningful world (Grice et al., 2004).

RGT is considered to be highly personal and subjective since the way individuals make
sense of their experiences often differs (Fransella et al., 2004). The technique involves in-
terviews, face-to-face, online or computer-based. The interviewee is presented with a grid
comprised of elements as column headings, bipolar constructs as rows and ratings linking
an element to a construct (explained in further detail below). Elements are the object of
study, cases, examples, ideas within a specific domain, e.g. statistical skills and knowledge.
Elements are judged according to constructs. Kelly (1955) proposed that every person ex-
periences or perceives the world in an individual way. These perceptions are described as
constructs. The interviewee’s systematic comparisons or interpretations of the elements in
terms of the research question result in bipolar constructs (e.g. easy-difficult), the ways the
interviewee makes sense of or construes the elements. A grid can capture a person’s percep-
tions, associated feelings and intuitions held by the interviewee about the research question
and so I considered RGT to be suitable in making lecturers’ tacit knowledge explicit (as in
Section 3.1.2).

RGT has been applied in various ways since Kelly’s first conception of personal constructs
theory. For example, one way to elicit personal constructs from elements is the triadic version
which asks the interviewee to compare three elements. The interviewee then decides which
two elements are similar yet different from the third in terms of the research question. A
comparison between elements generates a construct which becomes a row of the grid with
two poles: the positive construct (how two elements are similar to each other) and the
negative construct (yet different from the third). A construct is therefore not the same as a
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concept since it has two poles, a similarity (positive pole) and a difference (negative pole).
A construct with one pole such as ‘good with numbers’ (positive) must be described with
its contrasting pole since the opposite of ‘good’ could be ‘bad’ but also ‘weak’, so eliciting
a bipolarity is essential in a RG interview (Kelly, 1955). The next step is to link (all) the
elements to the construct on a scale, e.g. 1 to 7, at one end the positive, similarity construct
(=1) and at the other end the difference, negative construct (=7).

3.2.1 Interview designs
The interviews were designed to last one hour. I considered that it was important to ensure
lecturers’ participation in the study and comfort during interviews. In my study, I used two
interview designs, summarised below as follows:

• Pilot 1, Design 1

1. Interviewee and researcher agree on the topic and research question.

2. Interviewee generates 9 elements representing the statistical skills and knowledge
the lecturer would like his/her students to learn by the end of the module and
writes them on cards.

3. Researcher selects three elements written on cards at random.

4. Interviewee compares the three elements to elicit a bipolar construct.

5. Interviewee links elicited constructs to elements by rating all elements on a scale 1
to 7, at one end the positive construct and at the other end the negative construct.

6. Researcher fills in the grid (elements, constructs and ratings).

7. Repeat steps 3 to 6 until the interviewee cannot produce any more constructs or
the combinations of elements are exhausted.

• Pilot 2, Design 2

1. Interviewee and researcher agree on the topic and research question of the study.

2. The interviewee receives 24 elements written on cards and discusses them with
the researcher.

3. The interviewee has the option to add or take away elements.

4. Researcher selects three cards at random.

5. Interviewee compares the three cards against a supplied construct.

6. Interviewee links all elements to the construct provided on a scale 1 to 7.

7. Researcher fills in the grid (ratings).

8. Repeat steps 4 to 7 for the provided constructs.

9. Interviewee has the option to add constructs (following Steps 4-7 in Design 1).
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The first interview design involved nine participants who elicited both elements and
constructs (discussed below). RGT was used in Pilot 1 to elicit lecturers’ teaching intentions
(the elements written on cards) and secondly to use these elements to elicit beliefs and
conceptions about statistics (the bipolar constructs). The repertory grid data from these
nine interviews in Pilot 1 was then used to supply both elements and constructs with eleven
participants in Pilot 2. In this study, I considered that an investigation of both individual
and supplied construct relationships in the grid matrix might provide information about
any distinctive meanings that had been attached to the supplied constructs and elements
(Rayment, 2000; Yorke, 1978).

3.2.1.1 Participants

The study involved twenty statistical methods lecturers from a range of disciplines. Based
on a list of statistical methods lecturers I created for this study using institutional databases
and personal contacts, I deliberately invited statistics lecturers to participate if they had
been teaching a quantitative or statistics methods module for at least three years at the time
of the study. I considered that participants’ expertise in teaching statistics was important
since RGT required them to construe in their own words what teaching statistics meant for
them in relation to their own contexts.

I contacted participants directly via email, explaining the purpose of the study and the
time required for the interview. Participants on this study self-selected to participate and
therefore comprised a sample of convenience. Convenience or opportunity sampling in this
study could affect the general validity of any inferences drawn from the results of the RG
interviews (Martínez-Mesa et al., 2016). The sampling process ended when a time limit
of two academic terms was reached. RGT could be used with one participant (as a case
study) and to a large number of participants, depending on the requirements of the study,
the methods of data analysis or logistical considerations. In my study, I ensured that the
lecturers were from a range of disciplines. Table 3.1 summarises the number of participants
by discipline. My sampling for this study was more strategic and purposive because I
was focusing on lecturers’ unique contexts and I recruited participants prior to the data
collection. I then examined each case and used within-case sampling (statistical content,
statistical thinking, statistical process components and learning outcomes).

The first design consisted of eight statistical methods and one quantitative methods (with
emphasis on mathematical methods) lecturers from two higher education institutions in the
UK. Three lectures were from Business and Economics, three from Psychology and Social
Science, one from Sciences (e.g. Biology), one from Geography and one from Mathematics.
The remaining eleven lecturers in the second study design were from two higher education
institutions, four teaching in the Psychology and Social Sciences, three Science, two in
Geography and two in Engineering. One participant in Design 2 found it difficult to elicit
repertory grid data and was therefore excluded from the analysis. In total, lecturers taught
in three different universities at the time of the study, with a majority of 18 lecturers working
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in the same university.

Table 3.1: Number of participants by discipline

Discipline Number of participants Total
Design 1 Design 2

Business and Economics 3 – 3
Psychology and Social sciences 3 4 7
Science 1 3 4
Geography 1 2 3
Engineering – 2 2
Mathematics 1 – 1
Total 9 11 20

3.2.1.2 Agreeing on a topic

In both designs, I started the interview with agreeing on the topic and ensuring that the
interviewees understood the research question. I therefore started the interviews with a
brief introduction into the purpose of the interview and the definition of statistical literacy,
reasoning and thinking proposed by Ben-Zvi and Garfield (Ben-Zvi and Garfield, 2004, p. 7
and Appendix A). This was an opportunity to discuss my research more generally, obtain
consent from participants and explain the purpose of my study in further detail. This stage
was important in defining the context of my research to ensure homogeneity, i.e. a similar
understanding of the interview research question (in Section 3.2.1.3) to ensure the elements
are representative of the area under study (Kelly, 1955).

3.2.1.3 The Pilot interview research question

The module specifications in higher education in the UK emphasise aims (e.g. learn basic
statistical theory and procedures or acquire skills in statistical thinking), intended learning
outcomes (e.g. on completion of the module students should be familiar with the use of
statistics in the analysis of data, and should be able to select appropriate statistics for research
tasks and compute them accurately), content (e.g. descriptive versus inferential statistics)
and methods of teaching, learning, assessment and feedback. I therefore explained my
research question to participants, as follows:

“What kind of statistical knowledge and skills do you consider important for your
students to learn on introductory statistical modules?”

3.2.1.4 Choosing elements

In standard RGT procedures, elements are determined first and constructs are elicited based
on distinctions made amongst these elements (Bell, 2004). Eliciting elements is an estab-
lished process of defining the sample of elements (e.g. Bjorklund, 2008, asked teachers to
select student artefacts as elements for the study). In Pilot 1, to elicit elements, I asked
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participants to articulate their own elements or objects of interest, that is the statistical
skills and knowledge they considered important for their students to learn in terms of a
specific module and student cohort.

I then gave each participant nine blank paper cards and asked the participant to write
down on each card one skill or knowledge and understanding they considered essential for
their students to learn on statistical modules. In repertory grid terminology, this is called an
element. Although the participants could identify more or less than nine of these elements or
cards, this number was considered sufficient for capturing the range of knowledge and skills
on a statistical module and for using them in the time available (Curtis et al., 2008; Kandola
and Pearn, 1992). This resulted in a list of statistical skills and knowledge (9 elements × 9
participants = 81 elements).

I considered reasonable to ask the participants, as subject matter experts, to articulate
their own objects of interest (such as statistical skills and knowledge, learning outcomes
or content) in terms of a specific module and student cohort. A list of statistical skills,
knowledge and understanding identified by lecturers on these modules was likely to help
me gather some empirical evidence for what lecturers considered important when defining
curriculum and teaching statistics.

For Pilot 2, I created a summary of elements and constructs emerging from the first
interview design. The elements from Pilot 1 (reduced to 24 as described in Section 3.4)
were then supplied as elements in Pilot 2. It is common practice in RGT to supply the
list of elements to interviewees (Fransella et al., 2004). With these participants, I used a
summary of elements and constructs emerging from the first interview design as I considered
the eleven participants to be equivalent to the first nine interviewees and therefore able to
provide a view on the emerging themes.

Further, I assumed that the list of elements produced in Pilot 1 were representative and
understood by the participants in Pilot 2. The elements were also assumed to be homoge-
neous, meaning that they were at the same level of construing from the participants’ point
of view. The elements elicited by other participats were “within the range of convenience
of the constructs used”, i.e. reflective of the context presented by the statistics students
should learn (Fransella et al., 2004, p .18). To ensure the elements were representative and
homogeneous, participants could add or remove elements based on their own context.

3.2.1.5 Construct elicitation

Constructs are discriminations that participants made between the elements, the statistical
skills and knowledge. The basic assumptions applicable to construct elicitation are that
constructs should be (1) permeable in the sense that they apply to a range of situations, e.g.
statistical modules; (2) pre-existing or there is some degree of reliability in the constructs
elicited; (3) understood by the researcher; (4) representative of the way the interviewee per-
ceives statistics skills; (5) personal to the interviewee, i.e. reflective of their own practice in
statistics education and importantly (6) bipolar, stating what an element is and is not. In my
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study, I aimed to design grid formats that maximise the usefulness of constructs (Fransella
et al., 2004). Based on previous research using this technique (Shadbolt and Milton, 1999),
comparisons of elements were likely to produce statements of these elements, which further
specified them and went beyond the use of value or generic verbs (e.g. ‘understand inferen-
tial statistics’, ‘have knowledge of statistical techniques’, ‘apply statistical techniques’) often
found in benchmarking statements or professional body standards (as in Section 2.4.3).

The participants compared the three cards and considered the following question:

“In terms of the skills, knowledge and understanding you would want the students
on your module to learn by the end of their studies, which two cards are alike yet
different from the third?”

The twelve constructs used in Pilot 2 were also arrived at from an analysis of the con-
structs elicited by participants in Pilot 1. For example, the participants considered whether
particular elements had high or low value on the job market in students’ field of studies,
were easy or challenging for students to learn, required understanding on intuitive level or
deep knowledge of the skills and how should such skills be learnt by students (independently
through own activities or in lectures).

The participants were also asked to elicit their own constructs by comparing three ele-
ments (cards) selected at random from the pack. The alternation between ratings of provided
and solicited constructs ensured the interviewees were kept engaged during the procedure.
The procedure also allowed me to discuss the elements and the constructs emerging from
Pilot 1 even when the participants did not rate them, because the participant might not
have considered the construct relevant in his/her context or due to time constraints.

For example, one participant rated four provided constructs (out of twelve) and elicited
two new constructs. We also discussed the remaining eight constructs without rating them.
In this case, the resulting repertory grid contained 139 ratings and five missing ratings where
the participant chose not rate a card on a particular scale.

3.2.1.6 Rating: relating elements to constructs

Lecturers were also required to relate the elements and constructs, either elicited in Pilot
1 or supplied in Pilot 2, by rating elements on a scale of 1 to 7 against the constructs. I
anticipated that a 7-point rating scale was sufficiently wide to allow participants to identify
greater levels of discrimination (Yorke, 1978).

Each time the participant specified a scale of contrasting statements (a row) in this way,
the elements (columns) were linked to the construct (rows) by rating each element from 1 to
7 against the scale. A rating of one indicated the element that was most like the left-hand
positive construct (e.g. ‘method of analysis’) and seven most like the right-hand negative
statement (e.g. ‘sampling’). Ratings of 2, 3, 4, 5 and 6 went to elements in between these
extremes. I discuss an example of a repertory grid from one participant in Section 3.4.1.

This process was repeated in each interview until the participant could not come up with
any more statements (rows). The resulting data for each participant was therefore in the
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form of measurements on a number of variables (i.e. constructs) on a scale of 1 to 7.

3.2.2 Resulting repertory grids
Table 3.2 on page 82 shows an example of a completed repertory grid form from one partic-
ipant in Pilot 1 where the nine elements are written as column headings. The participant
provided skills and knowledge such as element E1 ‘be able to use simple inferential statistics’,
E2 ‘appreciate different sampling methods’, E3 ‘have a basic appreciation of multivariate
methods’ and so on. The participant then provided a similarity statement (e.g. construct
C1+) that described what the pair of elements had in common on the left-hand column and
a separate difference statement (e.g. C1−) that described what made the singleton different
from the other two on the right-hand column. For example, when comparing the elements
E2, E8 and E9 shown in the column headings in Table 3.2, the participant indicated that E8

and E9 were similar and the similarity statement to be C4+ ‘methods of analysis’, but felt
that E2 was about C4− ‘sampling’. In this way, the participant built a ‘scale’ with two con-
trasting or opposing ends, i.e. C4+ ‘methods of analysis’ at one end and C4− ‘sampling’ at
the opposite end. In this example, the interview resulted in fourteen constructs (variables),
nine elements and 126 ratings.



Table 3.2: Example of a repertory grid from one participant

Elements?
Construct (positive pole, C+) E1 E2 E3 E4 E5 E6 E7 E8 E9 Construct (negative pole, C−)

C1+ theoretical underpinnings of statistics 7 4 4 6 1 4 6 5 2 application of technique C1−
C2+ easier to grasp 1 4 3 3 1 5 2 7 6 misunderstood by students C2−
C3+ purely statistical 7 4 3 3 1 1 1 2 1 non-statistical skill C3−
C4+ communication and interpretation skills,

social skills, organisational skills
1 1 3 7 7 7 7 7 7 logic of research process that

students need to follow
C4−

C5+ not essay style [skill] 4 7 7 1 2 1 1 1 1 essay skills C5−
C6+ report structuring 5 1 1 6 3 5 7 6 4 not related to report

writing/structure
C6−

C7+ less requirement of English language skills 1 7 7 1 4 1 1 1 1 language skills required C7−
C8+ crucial to the curriculum 6 1 1 1 1 1 1 7 4 not critical to the curriculum C8−
C9+ presence within lectures - high (repeated) 4 2 4 5 3 1 6 6 3 one off topic or two off C9−
C10+ introductory 2 7 1 4 1 3 4 4 7 more advanced C10−
C11+ value in job market high (research skills) 3 1 1 3 1 1 2 7 7 low value in the job marked C11−
C12+ hand computations required (numbers) 7 7 7 1 7 3 1 1 4 no hand computations C12−
C13+ essential for good statisticians 7 4 3 1 1 1 1 2 1 not essential in statisticians C13−
C14+ low level 1 4 5 4 4 5 4 6 7 high level C14−
C15+ least demanding year 1 NA NA 5 4 4 4 NA 4 NA most demanding year 1 C15−
C16+ least demanding year 2 NA NA NA 3 4 3 3 4 5 most demanding year 2 C16−
C17+ least demanding year 3 NA NA 3 2 2 2 2 3 4 most demanding year 3 C17−

?The participant elicited 17 bipolar constructs (positive C+ and negative C−), nine elements (E1 to E9) and 153 ratings.
E1: team work
E2: ability to write a report using statistics
E3: ability to understand quantitative research in journals
E4: t-tests
E5: difference between descriptive statistics and inferential
E6: statistical inference
E7: chi-square
E8: one sample tests
E9: relationship between effect size, power and significance

82
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3.3 Pilot 3: observations of teaching
Towards the end of my repertory grid study, I contacted a lecturer teaching statistical
methods to observe his teaching. The module was an introductory module taught in the
programme’s second year of study. I considered this module to be typical of most students’
experience of higher education. The lectures I observed (four hours in total) were delivered
to a large group of students (nearly 150) and the teaching strategy involved a two-hour
weekly lecture and two hours in the laboratory every other week. I was able to observe
two lectures covering regression and correlation, classic topics in introductory inferential
statistics.

The lecturer taught the lectures using slides and gave students the opportunity to carry
out simple calculations during the lecture using handouts with ‘gappy notes’ and ask ques-
tions. I made the decision to sit in the middle of the lecture theatre to be able to hear
the lecturer and also have a view of most of the students. In that early phase, I observed
that the lecturer explained the ‘harder’ statistical concepts while students solved some of
the exercises using ‘basic’ calculations (plugging numbers into formulae).

In the two laboratory sessions (four hours of observations), I followed the lecturer who
predominantly answered questions about what I considered to be ‘basic’ concepts (signifi-
cance testing, the differences between regression and correlation, the regression equation)
when compared to what he taught in the lecture earlier in the week. Towards the end of
each session, the lecturer summarised the objectives of the session and the answer to the
questions on the sheet.

Although I planned a detailed observation sheet for each of the sessions following a
quantitative kind of observation, I realised that such a structured, systematic approach
in a natural setting (the lecture theatre or computer laboratory) where I did not know
in advance what to look for were not possible. It was clear to me at this point that I
could not capture the lecturers’ everyday, social setting and behaviour over many weeks
using pre-defined categories and codes. As my background was in cognitive psychology and
measurement, my initial instinct was to count and measure what my participants were doing.
Soon after I entered the lecture theatre I realised the richness of the data which could be
brought to light through more intrusive strategies using participant observations within an
interpretative paradigm (Section 4.1).

Despite the tentative nature of the work I carried out during the pilot phase, I feel
that this research study with lecturers has influenced to a great extent the decisions I took
regarding the methods of data collection and analysis in the main phase of the research
study. This pilot work helped me to clarify my research questions and methodology in the
main study, which I explore in Chapter 4.
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3.4 Data analysis of repertory grid interviews
The data resulting from these interviews was therefore in the form of qualitative state-
ments (words), quantitative data (ratings) and audio-recordings of conversations with the
participants about these issues.

In designs 1 and 2, each repertory grid had the same number of different elements or
observations (9 in design 1 and 24 in design 2) and a varying numbers of different constructs
or variables. Therefore, the grids provided by each participant had in common only the
number of constructs. To answer the research questions, for both repertory grid designs,
I analysed each repertory grid separately as a case study using both statistical analyses of
ratings and qualitative analyses using classifications and open coding.

The quantitative data analysis involves statistical analyses using statistical software and
also, importantly, a qualitative interpretation of the statistical output. The data analysis
procedures for all grids involved three stages. In the first stage, quantitative data were anal-
ysed for each interviewee using statistical analyses. In addition, the Pilot 2 repertory grids,
since the aim was to obtain ratings against a common set of elements (observations) and
constructs (variables), I intended to analyse using statistical methods in order to aggregate
the outcomes from the study in a systematic way. In the second stage, the reduced data
from phase 1 was analysed using qualitative data analysis methods. Finally, in the third
stage, the interview audio data I analysed using open coding. These procedures are detailed
in this section.

3.4.1 Statistical analyses of ratings
The data for each repertory grid I analysed with Idiogrid 2.4 software to undertake singular-
value decomposition (SVD) as a data summary or data reduction tool (Grice, 2002). SVD
enables both elements and constructs to be represented together. Idiogrid is a quantitative
data analysis software package that allows the analysis of repertory grids, such as the ones
collected in this study. Customarily, in a dataset, the persons (observations) are organised
as rows and the variables such as test scores as columns. In a repertory grid such as the one
presented in Table 3.2, this is reversed as the observations are the elements (i.e. E1, E2) in
each column and the variables are the constructs with two contrasting ends (i.e. C1+ versus
C1− to C14+ versus C14−) on each row.

Taking the data in Table 3.2 as an example, for the nine ratings for each of the fourteen
statements C1, C2,..., C14 against each element, I have 153 ratings (17 constructs × 9
elements). To make sense of this data, one option would be to compare actual ratings
for each element and construct or calculate the correlation coefficients among constructs.
This however would result in too many comparisons or correlations to interpret. Since
the constructs are all about statistical skills and knowledge, factor analysis could be used
to model the correlations among the statements using a smaller number of underlying or
hypothetical factors (Manly, 2005). Statements that correlate highly are considered to be
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similar in meaning and therefore represent a factor (Afifi and Clark, 1996). Since the Factors
are uncorrelated with each other, each Factor is considered to measure a different ‘dimension’
of the data, in this case a participant’s view of the statistical skills their students ought to
learn. An example of the steps involved in factor analysis for one repertory grid taken from
one participant is provided in Appendix B.1, p. 267.

The Factor analysis reports distances between constructs showing the likelihood that
constructs appear near each other by chance. Further, for each grid, cognitive maps group
constructs with similar meanings together into clusters and elements relating to those clus-
ters. To ensure the validity of the procedures, we also checked the plots against the grid
data to ensure patterns were fairly consistent across the two. Figure 3.2, p. 90 shows such
a SVD plot with the elements (red dots and black font) and the constructs (blue dots and
font). Here, red dots represent element Factor scores, blue dots construct Factor loadings
and grey lines the eigenvectors.

This participant construed the element ‘difference between descriptive and inferential
statistics’ as being ‘crucial to the curriculum’, ‘easier to grasp’, ‘introductory concept’ about
‘theoretical underpinnings of statistics’ and with ‘value in the job market’. Similarly, ‘team
work’ was a non-statistical skill, closely related to ‘communication and interpretation skills’.
In this participant’s view, the ‘ability to understand and read quantitative research papers’
does ‘not require hand calculations’ as it is about ‘reporting’ skills.

The ten grids from Pilot 2 interviews, I intended to analyse using a Generalized Pro-
crustes Analysis (GPA) with elements matched and a varying number of constructs (Grice
and Assad, 2009). GPA is a multivariate statistical technique for analysing three-dimensional
data matrices. This technique has been suggested for analysing both aggregate grids (mul-
tiple grids in one analysis) and individual grids. The goal of this analysis was to identify
common patterns in how the participants organised the skills and knowledge they considered
important for their students to study on statistical. In essence, the analysis promised to con-
struct rating scales from the constructs rated against a common set of elements (cards). This
process allowed for the use of different constructs by participants and of a different number
of constructs in each interview. So the repertory grids may be matched according to the
elements but not the constructs. In this way, the analysis was meant to identify agreement
amongst participating lecturers regarding the statistical skills and knowledge most impor-
tant in undergraduate education. To achieve this, GPA involves a combination of Procrustes
rotation and Analysis of Variance (ANOVA) that computes a consensus matrix which is an
average of the rotated matrices of ratings.

However, following extensive data analysis of the repertory grid data collected in this
study, I noticed that the order in which the repertory grids were entered into the analysis
mattered to the output of the analysis, i.e. if the grids were entered in different order
in a table, the results were very different. For this reason, I did not include this often
used analysis in the analysis presented in this Chapter. Instead, due to the issued with
aggregating the information from Pilot 2 using GPA, the analyses of these eleven repertory
grids used Factor analysis and qualitative analysis of the interview data.
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3.4.2 Qualitative analysis of elements and constructs
To manage possible overlap between the elements obtained in this study (Raymond and
Neustel, 2006), I analysed the data using qualitative techniques by classifying the elements
and associated constructs in various ways based on sequential and conceptual frameworks
presented in previous research (Allan, 1996; Newton et al., 2011; Wild and Pfannkuch, 1999).
I anticipated that such an analysis would allow me to examine the statistical skills and
knowledge the participating lecturers believed to be important for their students to learn,
the participants’ beliefs about their students’ learning and to identify which aspects of such a
schema or framework may or may not be required of students in a range of domains. If such
classification schemes were present in the data, then I could use them in further research in
my Main study (Chapter 4).

In order to identify characteristics in the elements provided by participants, I classified
the repertory grid elements into the following categories:

1. The conceptual types of learning outcomes proposed by Allan (1996): statistical-based,
personal transferable, generic (research question 1).

2. Whether the repertory grid elements represented content or a learning outcome as an
indication of how the participants construed the statistical curriculum (Hussey and
Smith, 2002) (research question 2).

3. The same classifications were used with a list of actual learning outcomes from actual
statistical modules (research question 3).

4. The sequential process components of the statistical investigative process: formulate
research questions, collect data, analyse data and interpret results (Franklin et al.,
2007) (research question 4).

5. Whether there was evidence of expectations for statistical reasoning in the elements
and/or constructs provided by participants, i.e. student will reflect on or evaluate
statistical procedures. One element could be classified against one or several process
components as well as statistical reasoning (research question 5).

The modules used in this study were all delivered at university in the UK. The mod-
ules were initially identified for possible consideration through a keyword search using the
terms ‘quantitative’ (14 results) or ‘statistic*’ (15 results) within the module content of
all module specifications available on a university virtual learning environment. The cri-
teria for inclusion in this survey were the presence of a significant proportion of statistical
knowledge, skills and techniques in the module content and/or the application of these to
solving domain-relevant problems. Modules that mainly covered mathematics, probability
or domain-specific methods were excluded from the analysis because their learning outcomes
and content were not specifically relevant to my study.

All the parts of the module specifications were summarised in a database for each mod-
ule, containing the following fields: primary subject domain, module title, code, level, credit
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rating, aims, nature and weighting of assessments, time required for the completion of each
assessment, timing of the assessment during the module, administration conditions (in-
vigilated or take away), assessment methods (constructed-response or selected-response),
feedback arrangements, total number of measures used in the module, the nature and type
of teaching activities, learning outcomes and content.

In total, eighteen module specifications were included in this analysis. The modules
covered six domains, Business and Economics, Engineering, Psychology, Sociology, Geog-
raphy and Mathematics. The module specifications resulted in 28 module aims and 197
intended learning outcomes. The modules included in this part of the analysis are outlined
in Appendix B.2, p. 273.

The content analysis using pre-defined classifications I carried out for the actual module
learning outcomes, the repertory grid elements and the Factors (constructs related to ele-
ments) as explained above. The analysis of the data from the first nine interviews involved
open coding taking a grounded approach in order to identify common themes amongst par-
ticipants. This analysis of the first nine interviews informed the design of the repertory grid
interviews with the final eleven participants.

3.4.3 Qualitative analysis of interview audio recordings
In addition to the content analysis of repertory grid elements and constructs, I produced
qualitative summaries of the audio recordings which I analysed using open coding with
the view of identifying themes and sub-themes to substantiate the qualitative analysis using
classifications and the statistical analysis using factor analysis. Transana Professional version
2.50 was used to analyse the interview summaries. Transana is a computer programme that
is used in the qualitative analysis of large collections of text, still image, video, and audio
data. The analytic process then proceeded by comparing different pieces of data (elements,
constructs, open interview data). In my study, I intended to characterise the context of these
lecturers’ teaching by identifying a set of issues and conditions that gave rise to problems
or circumstances ranging from the most macro to the micro. In this way, I was hoping to
be able to identify tensions or contradictions in the teaching of statistics by exploring the
participant’s context in which this teaching occurred.

3.5 Findings from repertory grid interviews
The data analysis involved a complex set of procedures, which revealed that our participants
focused simultaneously on curricular content, outcomes, pedagogic and contextual issues
when construing their own intended curriculum. This section presents the data analysis
and findings from repertory grid interviews that aimed to identify a suitable procedure for
characterising module outcomes.

The interviews in Pilot 1 lasted from 50 to 110 minutes. During the interview, each of
the nine participants provided nine elements, i.e. skills, knowledge or understanding, giving
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a total of 81 (=9 elements x 9 participants) ratings (Section 3.2.1.4). Each participant
produced a varied number of constructs (or contrasts), ranging between 8 to 17, giving
a total of 143 constructs (Section 3.2.1.5). In order to analyse this interview data both
qualitatively and quantitatively using Factor analysis of ratings, I asked the interviewees to
rate each of the nine cards on a seven-point scale formed by the bipolar contrasts. In total
I obtained 1,287 ratings (9 elements × 143 constructs). This process of generating elements
and constructs I explain in more detail above in Section 3.2.1.

Similarly, the interviews in Pilot 2 lasted from 1.04 to 1.42 hours and 796 minutes
(approximately 13.5 hours) in total. The participants rated twenty-one new constructs
and fifty eight provided constructs. Ten participants agreed that the twenty-four elements
provided to them were representative of the range of statistical knowledge and skills they
considered important. One participant was excluded from the analysis as the constructs were
not the participant’s ‘personal descriptions of the domain’ (Section 3.2.1.1). One participant
added one element (‘measurement error’) and one other participant excluded three elements
(‘dependent and independent data’, ‘assumptions of statistical tests’ and ‘randomisation’).

3.5.1 Conceptual types of learning outcomes and content
To characterise the participants’ beliefs about the learning outcomes important for students
to attain on statistical modules (pilot research question 1) and about content (pilot research
question 2), I first looked to see whether the repertory grid data represented a system of
learning outcomes for the students to learn by the end of the module, i.e. well-defined rules
and representations, or content statements.

The classification of the 81 repertory grid elements provided by participants into the
three types of learning outcomes (statistics-based, personal-transferable and generic Allan,
1996) revealed that 52 (68%) were statistical-based learning outcomes (e.g. knowledge,
understanding and application of statistical methods and techniques), 20 (26%) personal-
transferable (e.g. information technology, team work and communication skills) and 4 (5%)
generic (e.g. dangers of ‘blind statistics’, ability to read critically or critically interpret
data).

Second, the 197 actual module learning outcomes were classified into the three types:
statistical, personal-transferable and generic. This classification resulted into 202 categories
of which 103 (51%) were domain/statistical-based, 82 (40.5%) were personal-transferable
and 17 (8.5%) were generic learning outcomes (Section 2.4.3).

Finally, the categorisation of 81 elements and the constructs that explained them us-
ing the Factor analysis plots revealed that 52 (73%) were statistics-based, 19 (26%) were
personal-transferable and 1 (1%) generic. In thirteen cases, the constructs changed the way
I interpreted the elements on their own. For example, ‘statistical considerations need to be
included at all stages of a study’ I found difficult to interpret on its own. The constructs
relating to this element were ‘easy concepts for students to grasp; knowledge of concepts,
right/wrong answers; concept used to communicate statistical procedures, findings and rec-
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ommendations’. This might mean that knowledge of statistical concepts is required for com-
municating the analysis, and may therefore be classified as a statistics-based type of learning
outcome. It could also mean that it is about communication skills, a personal-transferable
type of learning outcome.

Regarding the participants’ beliefs about content (pilot research question 2), of the 81
repertory grid elements provided by participants, 41 (50%) represented statistics-based con-
tent statements (e.g. ‘regression’, ‘correlation’, ‘t-test’, ‘report writing’) rather than a learn-
ing outcome. It may be that the participants construed their intended curriculum considering
the content of the syllabus, textbooks, time allocated to different activities and assessment
tasks rather than intended learning outcomes (Hussey and Smith, 2002).

To investigate how lecturers’ beliefs about statistics curricula compares to actual module
specifications (pilot research question 3), the analysis of repertory grid elements and Factors
(element-construct pairs) indicated a different emphasis than in the case of the actual module
learning outcomes. In the case of repertory grid elements, 68% were statistics-based when
compared, 71% for Factors but only 51% for the actual module learning outcomes. This
might stem from the experimental design which asked participants to produce statistical
knowledge, skills and understanding that students should learn. It is also possible that
regulatory requirements in higher education impose a particular format on the way module
specifications are designed. It might also mean that participants focused more on statistical-
based learning outcomes, although further information may be required before drawing such
a conclusion.

3.5.2 Classification into statistical process components
To characterise the participants’ beliefs about the teaching and learning of the statistical
process components (pilot research question 4), the classifications of the 197 actual learning
outcomes into the four statistical process components (formulate research questions, collect
data, analyse data, interpret data) revealed that analysing data involved 48% of learning
outcomes and interpreting results 24.8%. The RG elements resulted in 93 classifications
of the four statistical process components. The majority of elements were about analysing
data (49%) and interpreting results (43%). This suggests a similar finding as in the analysis
of actual module learning outcomes that also seemed to emphasise the two later stages of
the statistical process.

In Table 3.3, I show the number of learning outcomes by the four statistical process
components and by statistical reasoning. The classifications of the 197 actual module learn-
ing outcomes into these categories revealed that analysing data involved 48% of learning
outcomes and interpreting results 24.8%.
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Figure 3.2: Example of a Singular-value decomposition (SVD) plot (Idiogrid 2.4.)
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Table 3.3: Classifications by process components and by statistical reasoning

Process component
Formulate
Questions

Collect Data Analyse Data Interpret
Results

Total

Actual module learning outcomes (=197)
N by process component* 42 24 116 59 241∗

% in overall number by process component 17.43% 9.96% 48.13% 24.48% 100%
N by statistical reasoning 23 1 13 15 52∗

% in overall number by statistical reasoning 54.76% 4.17% 11.21% 25.42% 21.58%
Repertory grid elements (=81)
N by process component* 3 4 46 40 93∗

% in overall number by process component 3.23% 4.30% 49.46% 43.01 100%
N by statistical reasoning 0 0 4 14 16∗

% in overall number by statistical reasoning - - 4.30% 15.05% 19.35%
Repertory grid Factors (=32)
N by process component* 0 1 16 21 38∗

% in overall number by process component - 2% 42% 55% 100%
N by statistical reasoning 0 1 3 9 11∗

% in overall number by statistical reasoning - 2% 7% 23% 28.9%

Note: * one learning outcome, element or Factor could be classified against one or several process components
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3.5.3 Expectation of statistical reasoning/thinking
Table 3.3 shows that all statistics modules included at least one learning outcome that
promoted statistical reasoning (pilot research question 5). Out of the 241 classifications,
21% (52) involved statistical reasoning. This might mean that, based on my interpretation of
these learning outcomes, statistical procedures rather than statistical reasoning, conceptual
understanding or conducting statistical studies were emphasised in the module learning
outcomes included here. Of the 81 elements, 18 (19%) were classified as requiring statistical
reasoning.

Using the SVD plots (Figure 3.2, p. 90), each pair of element-construct was also coded
into the four statistical process components. The results of this analysis suggest that the
proportion of statistical reasoning was 29% (11 Factors out of 38) of classifications. This may
mean that although there was less expectation of statistical reasoning in the module learning
outcomes and the elements and constructs when considered in isolation, the participants in
fact described the elements as involving a higher proportion of statistical reasoning when
considered in relation with their constructs.

The emphasis on content rather than intended learning outcomes may also explain the
higher proportion of statistical-based elements. Further, the participants’ reliance on content
rather than statistical reasoning was despite the fact that the participants were presented
with a definition of statistical literacy, reasoning and thinking (see Section 3.2.1) at the
beginning of the interview, which was then discussed in the context of their module. On the
other hand, RGT required participants to provide a list of elements within a short time and
not overtly defined as learning outcomes. Also, the factor analysis and the classifications
in Table 3.3 I carried out inductively, based on mathematical modelling and subjective
judgements that made the link between observable data and my hypothetical Factors.

3.5.4 Participants’ beliefs about the intended curricula
The next step in my analysis was to investigate the grid data (constructs and elements)
from all the participants in order to identify common themes amongst participants and
characterise the collection of constructs that attracted most interest using open categories.
The main themes were further categorised into sub-themes which I linked to the pilot study
research questions (Section 3.1.1, p. 70). This process was iterative in the sense that for
each new theme produced, I re-inspected the data to check whether an element or construct
could be classified against this newly defined theme. Once all the themes and sub-themes
were finalised (see Appendix B.4, p. 285), I carried out the analysis multiple times to ensure
it was accurate. I also discussed these themes with two researchers in a meeting in order to
confirm these interpretations of the data.

In this way, I identified three main themes:

1. Teaching with “context”: statistical knowledge and understanding versus application
of statistical methods and techniques within a “context” (23 classifications).
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1.1. Knowledge of theory, conceptual knowledge and understanding versus applying
techniques in a real world context (pilot research question 1).

1.2. Knowledge and understanding of statistical methods, techniques and procedures
(pilot research question 1) versus statistical thinking and reasoning (evaluate
or reflect on statistical procedures, integrate and synthesise the context knowl-
edge with statistical knowledge, work with models to draw inferences from data
and communicate a statistical argument about the real situation) (pilot research
question 5).

1.3. Statistical (exploratory techniques, inferential statistics, graphical representa-
tions, probability, estimation, significance tests, ANOVA, regression, correlation,
bi-or multivariate methods, time series analysis) versus non-statistical outcomes
(mathematics, confidence with statistics, team work, logical thinking, commu-
nication skills – report writing, critical thinking, creativity, using resources –
information technology) (pilot research question 2).

2. Teaching of statistical process components: formulating questions and data collection
versus analysing and interpreting data (8 classifications).

2.1. Collecting data versus analysing and interpreting data (pilot research question
4).

2.2. Analysing data (applying techniques) versus interpreting data/models (commu-
nicating with data) (pilot research question 4).

3. Student learning: curricula that students can learn versus should learn (22 classifica-
tions).

3.1. Easy (basic, straightforward, intuitive, understood, learnt from textbooks) ver-
sus difficult (demanding, challenging, complex, advanced, hard, misunderstood,
mathematically-based, learnt by doing) ideas/ concepts/ methods (pilot research
question 1).

3.2. Knowledge or skill important (relevant, essential, core) versus not important (not
essential) to learning particular aspects of statistics (pilot research question 1).

3.3. Need to cover in the module (presence within lectures, high value in employ-
ment) versus do not need to cover (low value in employment or for carrying out
particular statistical analysis) (pilot research question 1).

This analysis indicates that issues with student learning and curriculum design (theme 1
and 3) attracted most interest with 23 classifications and 22 respectively. This included as-
pects such as ‘is easy versus difficult for students to learn’, ‘is important versus not important
in learning statistics’ or ‘need versus don’t need to cover in the module’. These constructs
included clear opposites (e.g. easy versus difficult) and were therefore more accessible for
participants to produce using the repertory grid technique.
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The participants also seemed to characterise the statistics students should learn in terms
of knowledge and understanding versus application (skill) (theme 1) and statistical versus
non-statistical (theme 1). Seven factors were classified as statistical knowledge and un-
derstanding of methods and techniques versus statistical reasoning and thinking (theme 1,
sub-theme 1.2). Nicholl (2001) emphasised that achieving an appropriate balance between
the theory and application of statistics is a major challenge in teaching and learning statistics
at tertiary level. This dataset seemed to associate communication skills (theme 2, sub-theme
2.2) with statistical reasoning and thinking (theme 1, sub-theme 1.2).

Constructs contrasted interpreting data, which was about the meaning of data, with
analysing the data, which was about applying techniques and procedures. Further, the Fac-
tor analysis for participants 2 and 4 suggested that these participants associated statistical
thinking (sub-theme 1.2) with higher-level statistical abilities while techniques/procedures
were associated with basic abilities (sub-theme 3.1). On one occasion, statistical thinking
seemed to be required in employment (sub-theme 3.3, participant 8). Five participants (1, 2,
7, 8, 9) provided elements which included report writing and six participants (1, 2, 6, 7, 8, 9)
the ability to read quantitative research. Two factors associated communicating with data
(theme 2.2) with statistical thinking (sub-theme 1.2) and contrasted ‘communicating with
data’ with techniques/data analysis. Aspects of the statistical process I classified against
eight Factors. There were no grids which referred to the entire statistical process, but the
emphasis across participants appeared to be on the analysis and interpretation of data, the
later stages of the statistical process.

In summary, statistical thinking (sub-theme 1.2) seemed relevant for interpreting and
communicating with data (sub-theme 2.2), which were also more demanding skills. The
participants in this study believed that statistical thinking, interpreting and communicating
data were contrasted with statistical techniques and procedures were easier/less demanding
skills (sub-theme 3.1). The finding that the participants on this study referred only to
certain aspects of the statistical investigative process was similar to the classification of
actual module learning outcomes (as in Section 3.5.1). The actual module learning outcomes
surveyed here also seemed to emphasise only certain stages of the statistical investigative
process, i.e. the analysis and interpretation of data with little opportunity for students to
experience the first two stages of formulating research questions and collecting data.

The analysis of all interviews (Pilots 1 and 2) resulted in a coding scheme produced using
the emerging topics, the constructs and elements provided to participants and the repertory
grid data. In total there were ten parent codes and sixty five codes in the code system. The
code system is summarised in Appendix B.5. Statements within the interview summaries
were qualitatively reviewed and coded to as many parent codes and codes as applicable.
The ten themes summarised in Appendix B.5 expanded my interpretation of the emerging
themes and sub-themes identified in the analysis of the Pilot 1 interviews.

Based on my coding of this data, the notion of relevance of students and lecturers’ field
of study and of the statistics in the teaching of statistics made the link between teaching
and statistical processes, summarised in the diagram in Figure 3.3. I expressed these links
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as contradictions within the teaching of statistics at university.

Figure 3.3: Pilot study conceptual framework

3.5.4.1 Teaching processes: contrasts among curricular, didactic, pedagogic and institu-
tional

A first contrast, between curricula (what students should learn) versus pedagogy (beliefs
about what students can achieve), highlighted a tension between what lecturers considered
important for these students to achieve on their modules and the lecturers’ experience with
the student cohorts. Two lecturers believed that, although students on their modules were
not introduced to ‘complicated statistical techniques’, the mathematical underpinnings were
important. For Participant#1, it was important to know that ‘there are some mathemat-
ical underpinnings’, but that the focus on his module was on applications of techniques in
context: ‘in psychology you will need to understand what is the point of using that tech-
nique in relation to what it is the researcher is trying to answer, the research question’.
Participant#12 however, although agreed that the extent to which students were able to
understand mathematical underpinnings was a function between student and topic, espe-
cially considering some of the students’ low mathematical attainment, without mathematics,
the learning could only focus on routine applications of techniques:

Quote 1 (Pilot 2, Participant#12 )
Most applications of statistics involve making a decision, which recipe to use. What matters
is the process of making that decision.

Students on his modules were able to follow ‘recipes’ but ‘did not know what the recipes
were made of’. However, statistics was about ‘translating the real world into a mathematical
framework’, about seeing ‘the connection between a linear equation and a description of some
experiment that they want to do’. While in his view, most students were able to grasp some



Chapter 3. Pilot Study 96

of the mathematical detail, it was difficult for them to decide ‘what [statistical test] to apply
and getting that real world situation into the list of two numbers’.

Here, a second contrast became apparent, between curricula, what students should learn
versus statistics that, in some of the participants’ view, relates context to mathematics.
While Participant #2 considered challenging translating the real-world context into math-
ematical meaning, for Participant#1 the challenges were about formulating the real world
problem into a research question and then relating the statistical analysis back to the origi-
nal problem. These issues show the inter-dependence between statistics, curriculum design,
teaching strategies, student engagement and student learning (didactic), lecturers’ beliefs
about statistics and about the students (pedagogy) and institutional constraints.

The third contrast was about the didactic principles (how to teach) of these two lectur-
ers. Participant#12 intended to start from contextualised real-world examples, while Par-
ticipant#11 suggested an approach starting from general principles towards contextualised
knowledge. For Participant#1, a Psychologist, the approach to planning his teaching was
to start with applications of statistical techniques in a context relevant to students’ field of
study and emphasise personal-transferable outcomes (critical thinking, team work). This lec-
turer believed that students can only learn statistics in the workplace, rather than at school,
although all his students were able to achieve the module learning outcomes. Participant#5,
an Economist, believed that the teaching should start from abstract statistical concepts or
objects, followed by a large number of practical examples in a context. This tension between
teaching general statistical principles and concepts and providing contextualised examples
also reflected the importance these lecturers placed on theoretical, scientific knowledge ver-
sus practical, contextualised statistical applications. This resonates with Eichler’s (2007)
finding that there are no ‘pure’ traditionalists, i.e. teachers that establish a theoretical ba-
sis for stochastics, algorithmic skills and abstract structures but no applications. My data
suggested that statistics lecturers are closer to application-preparers who want students to
grasp the ‘interplay between theory and applications’ and to everyday-life-preparers who
develop statistical methods while examining applications.

To some participants, students’ independent study, after the lecture, was key to learning
statistics. In addition, Participant #2 believed that the crowded curriculum on his module
(one topic every week) meant that the module did not go into enough detail and that students
‘did not have the opportunity to gain a feel of what was going on’.

3.5.4.2 Statistical processes: contrasts among statistical process components, applications,
analysis and theory

The coding for statistical processes centred around contrasts among statistical process com-
ponents, statistical applications, statistical analysis and statistical theory. The lectures’
views differed with regards to which processes were important for their students. Partici-
pant #2 believed that without the knowledge and understanding underlying the practical
applications of statistics, students would not be able to progress to the later stages of in-
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terpretation and communication with statistics, considered to be higher level. Applications
of statistical techniques involve a decision about which technique to use, so students are
required to understand the process of making that decision through the integration of ex-
amples and theoretical underpinnings. Participant #1 considered however that the initial
stages of formulating the research question and design of studies then finally building a nar-
rative about the statistical analysis were more important since the analysis and reporting
stages can follow conventions within the context of a particular domain. So, on the one
hand, statistical modules could focus on learning non-routine techniques that are not well
specified and on the other hand on becoming familiar with routine statistical techniques
applied to particular situations.

3.5.4.3 Contrasts between teaching and statistical processes: the relevance of context

The participants considered that statistics relates context to mathematics. Participant #1
viewed statistics as a continuum between applying, practical issues such as statistical soft-
ware and techniques and theoretical knowledge. He conceptualised statistical analyses in-
volving three phases, a pre-decision phase which is about defining the research question, a
practical phase and a post-decision phase which the analysis means. Theoretical knowledge
underpins the first and third phase, which he considered challenging for students, while the
practical phase was about using software and following pre-set procedures:

Quote 2 (Pilot 2, Participant#9 )
That’s what I try with my students. Press these buttons, see what comes out. But what
does that mean? The decision is (.). There is a pre-decision phase, and a post decision
phase. Why are we doing this in the first place, what is the question And a post (decision
phase). OK, I have done this, what does it mean? And the practical being in between,
which actually does not matter too much. Just doing. They have no problem doing it. But
when they look at the output, they do not know what it means. Statistical packages can
get something out of it.

The above quote suggests tensions between the statistical investigative processes that
involve applications in context (non-statistical), curricular decisions (what to teach) and
didactic (how to teach), whether for instance students should learn the theoretical bases
of statistical methods versus learning to apply statistics in context, focusing on routine
procedures rather than a deeper, theoretical understanding of techniques.

Further, the participants discussed the relevance of the statistics taught on their modules
to students’ field of study, degree programme and future potential employment, suggesting
a contrast between institutional (control over what lecturers teach) versus societal (what
is valued in the job market), pedagogy (lecturers’ beliefs about students) and statistics.
Participant#17 recognised that some statistical concepts and topics are only important to
some disciplines, such as dependent and independent data which is not very important for
engineers. Participant#1 considered that statistics is a useful tool only to those who apply
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particular experimental methods, while similarly Participant#2 recognised that it is not
necessarily the case that the students on his module will require statistics in future employ-
ment. Further, Participant#1 considered that the teaching of statistics to Psychologists
should start from a context, ‘an everyday description’, a psychological construct such as
differences in memory or emotions between two groups and then ‘tell students that this is a
concept which statisticians call variance’.

3.6 Conclusions emerging from the Pilot studies
The interviews using RGT allowed lecturers to construct in their own words the beliefs about
the intended curricula in their own context. The classifications into the statistical process
components, whether there was a requirement for statistical reasoning/thinking and the
types of learning outcomes revealed some similarities between actual official curricula and
the grid data. It may be however that the broad nature of some of these elements produced
by participants might not reflect the implemented teaching (Pierce and Chick, 2011).

For example, ‘statistical inference’ may involve a number of activities and reasoning pro-
cesses, which the participants did not express in these brief elements. The analysis indicated
that the participants focused more on content than on learning outcomes. This finding may
however be due to the interview design, which predominantly focused on statistics. Despite
some possible limitations with the research design, we consider RGT to be useful in cap-
turing lecturers’ tacit knowledge about their intended curriculum. Future studies could for
example allow participants more time to prepare for the RG interview and provide richer
elements for construct elicitation.

3.6.1 Implications of using the repertory grid technique
The participants in the Pilot 1 interviews, elicited the elements, constructs and ratings,
thus making them relevant and well known to them and reducing the amount of researcher
bias into the grid structure (Curtis et al., 2008; Fransella et al., 2004). This repertory grid
interviewing design, that allowed the participant to provide the grid data, appeared to be
useful in such an exploratory study which sought to identify a diverse range of beliefs about
statistical skills and knowledge. The grids could then be analysed efficiently, in contrast
to other qualitative techniques such as in depth or structured interviews, which necessitate
significant time committed to data analysis (Fransella et al., 2004).

The interviews which supplied the elements and constructs (although the participants
could elicit their own constructs as well) also proved useful in validating and discussing the
grid data with the participants and for carrying out the overall data analysis. The qualitative
analysis of content that involved grouping, categorising and frequency counting depended
on the way I interpreted the data. While this is a challenge for any qualitative study, in
the case of repertory grids this is augmented because the data provided by participants has
very specific characteristics, e.g. brief constructs. In order to obtain more information in
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the time available, in Pilot 2 I supplied the elements and constructs to participants. This
approach was useful for confirming the findings from data analysis of Pilot 1 interviews and
for being able to clarify the emerging themes.

In order to identify whether the repertory grid elements obtained were clear and specific
as discussed in Section 3.2.1, I inspected the 81 elements and the statements that describe
them. In my view, the elements provided by the participants in the study seemed less clear
or specific than the actual module learning outcomes. For example, I compared the grid
data for participant 3 to the actual module learning outcomes the participant was using
at the time of the interview. One module learning outcome, ‘be able to store, analyse and
present geographical data in a common spreadsheet programme such as EXCEL’ I related to
the grid elements ‘be able to describe data using descriptive stats and appreciate graphical
methods’ and ‘be able to interpret graphs and tables and draw reasonable conclusions’.
These examples appear to show that the module learning outcome was more specific since it
included the means of analysis (information technology) and the type of data (geographical).
On the other hand, the grid elements included information normally classified as module
content (e.g. regression, correlation, confidence intervals). The grid elements seemed to be
missing the “context” in which the student was expected to demonstrate learning or how
well the student was expected to do that (Otter, 1994).

The elements provided by participants led them to elicit constructs which were repeated
across participants, meaning that it was possible to identify common themes. However, the
elements did not appear to vary enough, i.e. represented a narrow range of statistical abilities
or represented predominantly domain-based content (e.g. t-test, time series techniques,
knowledge of statistical inference, decision making) rather than learning outcomes.

The constructs produced by participants do not appear to include a range of situations,
circumstances or activities that students should carry out in practice, although they reflect
the complexity of work on undergraduate statistical modules. The proportion of elements
produced by participants that I described as content (50%) rather than a learning outcome
suggests that this study may be a first to provide some empirical evidence that some lecturers
construe the skills and knowledge students ought to have in terms of content rather than
outcomes (Hussey and Smith, 2002).

3.6.2 Implications of pilot study
Intended curricula can only be framed in general terms rather than be pre-specified, before
any meaningful teaching and student learning have taken place (Maher, 2004). These find-
ings and previous research into intended curricula in higher education (Hussey and Smith,
2002, 2003; O’Donovan et al., 2004; Maher, 2004) suggest that module specifications cannot
communicate how to teach or how well students should perform (Raymond and Neustel,
2006). However, the challenge with specifying curricula does not mean that it should be left
tacit since it is an essential part of effective learning, teaching and assessment (Gal et al.,
1997).
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In my main study therefore, I aim to carry out observations of teaching activities and
semi-structured interviews with lectures regarding the module intended and implemented
curricula. Amongst other aspects, observations of teaching could be used to confirm whether
it is the case that lecturers consistently focus on content rather than learning outcomes.

With the interviews I carried out with lecturers, I identified examples of the underlying
knowledge, skills and understanding students need on statistical modules such as the impor-
tance of statistical techniques (e.g. descriptive and inferential statistics), numeracy, using
resources and communication skills (e.g. report writing) to the statistical curriculum. In
terms of the general principles involved in tackling statistical problems set in a real-life con-
text, the participants appeared to focus on statistical analysis and interpretation of results
more than on formulating research questions and collecting data.

In general, the pilot interviews with lecturers highlighted the concern with combining
(often established) knowledge and understanding of statistical theory with applying statis-
tical methods and techniques to solving realistic problems (theme 1). Especially relevant in
the age when statistical software is widely available is the question of how much and what
theoretical understanding does one need to be able to run a statistical analysis to solve a
problem. Some of these lecturers were part of a module team that was involved in designing
the module specification within institutional and regulatory frameworks, guided by their
own beliefs about what statistics is and what students should learn during their studies. In
other cases, lecturers taught existing materials, guided by their own beliefs about statistics
and about the students.

In the pilot interviews, the lecturers I talked to were also concerned with how much statis-
tical knowledge (e.g. conceptual knowledge of statistical tests) and non-statistical knowledge
(e.g. communication skills, team work, critical thinking, creativity) students needed to be
successful in statistics (theme 1.2). Another concern for these lecturers was which statistical
processes students needed to experience (e.g. formulating a research question, collecting
data, analysing and interpreting it) versus what was possible to experience in a few weeks
during a module (e.g. no opportunity for data collection at the introductory levels due to
time constraints) (theme 2). Such issues contribute to the so-called official, intended student
learning outcomes (curricula). So, at the macro level, it is important to consider the links
between the statistical practice processes and the teaching practice processes as realised in
the intended student learning outcomes for a module.

The in-depth analysis of the qualitative data of the interviews revealed a number of
tensions in the teaching of statistics stemming from conventions of how statistics can be
applied in the context of a particular field of study, the varied importance of statistics
to different disciplines, achieving a balance between theoretical knowledge (statistical) and
practical applications (non-statistical) and the challenge of representing a real-world context
in a mathematical framework. Further tensions derived from whether students can do more
than learn basic principles, follow recipes versus gain the ability to think about the world
in a mathematical way, and know what the recipes are made out of. For the interviewees,
the challenge was to integrate theoretical knowledge and practical applications.
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However, the interviewees did not agree on how to integrate theory (abstract concepts
without context) and practice (applications of statistics in a real-world context). Do students
require the language of mathematics or only concepts taught within a context, do they need
to be able to decide what statistical test to apply or be told what test to apply and finally
should they be able to get the real world into mathematics or provide a narrative account of
the analysis using specific conventions for communicating statistics without mathematics?

There were some indications that these tensions or contrasts in the statistics classroom
were also reflected in lecturers’ approaches to teaching. It seemed that Participant#1 viewed
the didactic role of the lecturer in providing concrete examples of psychological constructs in
a context then statistical objects, while Participant#12 suggests that his teaching involves
presentation of abstract statistical concepts, discussion of general ideas followed by a (large)
number of concrete, practical examples in context.

However, from this interview data, I could not gauge the nature of the contexts, ex-
amples or exercises these lecturers were using in their teaching or how they realised or
implemented statistical applications and theory considering the institutional, didactic, ped-
agogic and curricular constraints that surrounded their modules. This pilot study helped
me identify aspects of characterisation of context that merit further investigation: (1) the
teaching processes and practices (curricular, didactic, pedagogic and institutional) and (2)
the statistical process and practices (applications, analysis and theory). Further data gath-
ered from observations of actual teaching on statistical modules and open ended interviews
with the lecturers teaching on those modules could help me determine what characterises
the teaching statistics at university in different contexts.

3.7 Summary of chapter
In my pilot study, twenty lecturers were able to described the statistics curricula they be-
lieved were important for students to learn on introductory modules. I was also able to gain
insights into teaching processes and practices through close observations of two lectures and
two laboratory sessions. The findings from the pilot interviews data and the conversations I
had with each participant allowed me to gain insights into the possible contextual influences
from outside the classroom, at the macro-level of analysis. Since the repertory grid tech-
nique allows participants from different contexts to describe statistics education in terms of
contrasts, I also regarded this dataset useful for characterising tensions and contradictions
in the teaching of statistics at university. Importantly however, the themes emerging from
the qualitative/quantitative analysis formed the basis for producing a ‘rough’ first draft of a
conceptual framework in Figure 3.3. This conceptual framework was important in guiding
my research design (in the next chapter in Section 4.3) and in particular refining my research
questions, data analysis and interpretations of my main study.
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In the previous chapter, 3, I describe details of my Pilot study methodology, analysis and
findings. The pilot study was useful in providing rich insights into lecturers’ beliefs about
intended curricula on statistical models. The output of the pilot analysis was an initial
conceptual framework containing a set of components which became the building blocks of
my main study. In this chapter, I discuss the research paradigm, theoretical perspectives
and methodology of my main study, a qualitative enquiry into lecturers’ teaching practice.
Figure 4.1 represents in brief the relationships among the main factors influencing the main
study methodology.

Methodology is a description of methods, “how” the research was done and also about
“what influenced the researcher to choose to do the research in the manner described”
(Burton, 2002, p. 1). In this chapter, I discuss “why” I chose to carry out my research in the
way that I did and what influenced my assumptions regarding my methods of data collection
and analysis, my research paradigm. Further, I also look at what theories inform the choice
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Pilot study (Chapter 3)
l

Research paradigm ←→ Theoretical perspectives ←→ Research design
l

Main study data analysis and findings (Chapter 5)
l

Summary and Conclusions (Chapter 6)

Figure 4.1: Three factors influencing the methodological process

or research topic, research questions or data collection methods, the theoretical perspectives.
Finally, I outline “how” I carried out the research, the research design of my main study.

During the data collection and data analysis processes, “why” I made particular choices
was intertwined with “how” I carried out the research (as in Figure 4.1). In other words,
the research paradigm and theoretical perspectives are intrinsically linked to my research
design.

4.1 Research paradigm
In this thesis, I sought to characterise lecturing as teaching practice on statistical mod-
ules with the broad aim to explore current ideas and practices in statistical education at
undergraduate university level. My study aimed to explain the teaching of undergraduate
‘in-service’ introductory statistical modules from the perspective of the lecturers. I was in
particular interested in the insights that I could gain about the teaching of statistics at
university level by studying the way lecturers taught in the lecture theatre.

With this topic to study in mind, I turned to considering how to go about investigating it,
crystallise my beliefs, assumptions about the context I was about to investigate, values about
the aim of my inquiry, methods and so forth, what Schwandt (2001) called a methodological
or research paradigm. Guba and Lincoln (1994) define a paradigm as

“the basic belief system or world-view that guides the investigator, not only in
choices of method but in ontologically and epistemologically fundamental ways.”
(p. 105)

Chilisa and Kawulich (2012) propose that the methodological process is informed and
influenced by three factors (1) the research paradigm, (2) the theoretical perspectives, litera-
ture and research practice and (3) the value systems and ethical principles (axiology). Thus,
questions of paradigm need to precede questions of method or methodology (Figure 4.1). In
this section therefore, I discuss my research paradigm followed by the theoretical perspectives
in Section 4.2.

Particular paradigms have been described in several ways, depending on the nature of
reality, what counts as knowledge, values and researcher’s role in the research process (Chilisa
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and Kawulich, 2012). Two common examples of paradigms are positivist and interpretative
(Charmaz, 2006).

Since the main reason for doing the research study was to understand, describe and inter-
pret human behaviour, I placed myself within the interpretative paradigm which is assumed
to be compatible with qualitative, ethnographic or naturalistic methodology (Creswell,
2003).

In my thesis, I sought to actively form empirical insights about teaching practice on
statistical modules as a participant-as-observer (Gold, 1958). My aim was to observe and
interpret lecturers’ behaviour before, during and after teaching in order to understand and
explain the context of teaching and link it to the teaching process (concepts discussed in
more detail in Section 4.2). Thus the interpretative paradigm was appropriate since the
focus was on the interpretations or meanings associated with human behaviour.

The interpretative paradigm sees the nature of reality (ontology) as socially constructed,
depending on a personal or social construct (Guba and Lincoln, 1994). There are multiple,
intangible, social realities which depend on an individual or group’s experiences of the world.
As more is known, the assumption is that the investigation will diverge rather than converge.
Thus, although aspects of reality are inter-related and can be shared among individuals,
groups and across cultures, reality may be local and specific in nature (Guba, 1981).

Corbin and Strauss (2008) propose a paradigm for identifying contextual factors and link-
ing them to process. Contextual factors are conditions that shape the nature of situations/
interactions or problems to which individuals or groups respond with actions/interactions or
emotions. Process is about the flow of such actions/ interactions or emotions that occurs in
response to events, situations or problems. A change in context may lead to a change in pro-
cess. Hence interpretative researchers often address the context and process of ‘interaction’
among individuals or groups (Creswell, 2003).

In this view, the research design (developed in Section 4.3) would involve making in-
terpretations of conditions - why, where, when, how, what happens, actions/ interactions/
emotions - the responses made by individuals or groups in response to situations, problems
or events and consequences - what happens as a result of the inter/actions or events.

The knowledge (epistemology) that develops through an interpretative lens is based on
the assumption that humans develop subjective meanings of their experiences. This raises
the issue of “objectivity” in the data collection and analysis (Guba and Lincoln, 1994). As an
interpretative researcher, I bring to the research situation my own paradigms, perspectives,
training, knowledge and biases. The choice of paradigm, topic for study, methods of data
collection and analysis and how I interpret and report the findings of my study are value-
laden in nature. My role as a researcher is to look for multiple meanings and views which
are varied and complex with many categories, rather than narrow, with few categories. To
create meaning, I can start from a broad and general question which I can refine through
discussions, interactions or negotiations with others in the social context.

In my study, I negotiated meanings with the participants in interviews and other social
interactions, e.g. during observations of teaching (before and after a lecture, during breaks
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or in workshops, with my supervisors in meetings or with other researchers when presenting,
discussing and sharing my research. The way I understood and made sense of the partici-
pants’ actions and beliefs was part of constructing an interpretative account of the teaching
of statistics I focused on in this study. Yet, could my research study have validity and/or
replicability (reliability)?

As discussed earlier, for Corbin and Strauss (2008) a change in the context leads to a
change in the process which means that a contextual change can affect my interpretations
and the meanings I am making about my observations. Therefore, within an interpretative
paradigm, a study would not be repeatable under the same contextual conditions twice
and so the interpretations (results) would not be replicated in the same way on multiple
occasions.

The notion of truth or validity would depend on context, space, time, individuals or
groups since knowledge is subjective, relating to unique facts or events that cannot be
generalised into common reality. Instead, “working hypotheses” relate to a particular context
(Guba, 1981). For example, teaching experiences, narratives, beliefs and claims about the
context of teaching can be seen as legitimate knowledge. Although researchers within the
interpretative paradigm such as grounded theorists may not embrace quality criteria of
validity and reliability (Corbin and Strauss, 2008; Charmaz, 2014), it is important to consider
whether the research design leads to interpretations which can be trusted. It is essential to
be aware when/whether the quality of the research activity is threatened in order to avoid
any pitfalls (Corbin and Strauss, 1990).

Instead, qualitative researchers offer alternative criteria for judging the quality or cred-
ibility of an inquiry (Guba and Lincoln, 1994). For example, trustworthiness, credibility,
transferability, confirmability or authenticity are such criteria. Guba (1981) proposes that
the trustworthiness of an inquiry can be affected by four factors:

• Factor patternings which produce effects of non-interpretability instead of credible
actions and plausible findings.

• Situational uniqueness which lead to non-comparability instead of transferability and
context-relevant findings.

• Instrumental changes which produce instability instead of dependability and stable
findings.

• Investigator predilections which lead to bias instead of confirmability and investigator-
free findings.

In an interpretative inquiry, researchers adopt certain procedures to preserve the quality
of a study. For example, to preserve the credibility of a study, researchers use prolonged
and persistent engagement and observation. Guba (1981) suggests that the researcher does
not make sense of the reality he/she is observing in isolation. During and after the data
collection, in order to preserve credibility of the research process which lead to finding
plausible patterns in the data, the researcher could use peers (e.g. lecturers, supervisors or
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other researchers) as a sounding board of the outcomes of a study and triangulate the data
(using more than one method to collect data on the same topic). Transferable, context-
relevant findings require the collection of thick data that focuses on a small number of
cases but on a large number of variables, theoretical sampling and the development of thick
descriptions which capture several, alternative points of view (Guba and Lincoln, 1994)
arrived at by my submersion in the setting of the study, in conversations with lecturers,
interviews and formal observations (Miles et al., 2013).

Further, instead of reliability, the interpretative researcher is interested in dependability
or stability of findings through the use of overlap methods and a systematic approach which
is transparent and communicable. Such a research design involves research questions that
are clearly linked to methods of data collection and analysis and to findings (Miles et al.,
2013).

Confirmability, objectivity or investigator-free findings are possible through triangula-
tion and procedures that are made apparent. Further, the findings and conclusions are
explicitly connected to the data, while other competing conclusions have been considered or
the methods and procedures are detailed and can be audited.

Finally, instead of validity, truth value in qualitative research is represented by authentic-
ity. Issues of authenticity are represented in descriptions which are context-rich, meaningful
and “thick”. The key to demonstrating authenticity is for the researcher to provide an ac-
count which is coherent and systematic. In other words, the researcher can present a trail
from research question, research design and findings. For Corbin and Strauss (2008), good
quality research is interesting, logical and makes sense to the reader in stating that “quality
qualitative research resonates with the readers and participants’ life experiences” (p. 301).

In the next section, I present my theoretical perspectives, the theories that inform the
choices I made later in my research design and the literature review. The ways in which I
view reality, how I come to construct knowledge, along with the theoretical perspectives I
hold about the teaching of statistics, together with the literature reviewed in Chapter 2 and
my own value system discussed in this section are intended to strengthen the quality of my
findings.

4.2 Theoretical perspectives
Theoretical perspectives, frameworks or approaches can provide the conceptual guide for
choosing the concepts to be investigated, what theories and beliefs guide or inform the
research, suggesting research questions and for framing the findings (Maxwell, 2012). A
theoretical perspective is the philosophical world-view informing the methodology and is
different from methodology, which is about the process, strategy or design of a study. In
this section, I aim to reflect on the design and implementation of my research in order to
argue “why” I made particular choices. My purpose is to further frame and structure my
research study.
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Glaser and Strauss (1967) propose that theory is a “strategy for handling data in re-
search, providing modes of conceptualisation for describing and explaining” (p. 3). Thus,
theory can be descriptive and prescriptive. A theory of teaching can describe how teaching
occurs, a process as it does go on and also prescribe how it should occur to optimise student
achievement (Gage, 2009). However, the distinctions between prescriptive and descriptive
theories of teaching are rather blurred, since the process of teaching relates to student under-
standing. Further, a theory of teaching is assumed to apply to several aspects of teaching,
including subject matter, school level, types of students, educational objectives, schools,
cultures and geographic areas.

Thus, in this section, I summarise the topics I focused on to arrive at an understanding
of a model of teaching, of the content of teaching and of teaching process. In my research I
differentiated between a “model” and a “theory”. Using analogies from science, Schoenfeld
(1998) makes the point that a model and a theory it embodies “do not represent absolute
claims to truth; they are working descriptions that help us grapple with complex phenomena”
(p. 14). The models built should be constantly tested against reality and judged by “ways
they [the models] support predictions, by their explanatory power, and by their scope”, the
number of cases to which a model applies.

For my theoretical framework, I draw on two rather different descriptive perspectives:
Vygotskian sociocultural theory (SCT) of developmental teaching and a theory of classroom
teaching developed by Nathaniel Gage (Gage, 2009). In my research, SCT perspectives
on teaching and learning emerged towards the end of my Pilot study when I attended a
number of seminars lead by Stephen Lerman (e.g. Lerman, 2001). The complexities and
opportunities offered by SCT approaches appeared to fit in with my focus on teaching
processes and context. Further, I describe Gage’s theory of classroom teaching. Considering
my interest in direct observations of teaching, I found that this model, although grounded
in previous educational research studies not based on SCT perspectives on teaching, to be
a useful tool for conceptualising some of the aspects I was concerned with in my research.

I discuss these two perspectives in turn in Section 4.2.1 and Section 4.2.2 respectively.
In my research design, I adopt a grounded analytical approach with a different theoretical
frame, namely SCT principles on developmental teaching and learning. I justify the use of
a grounded approach within a SCT frame in Section 4.2.3.

4.2.1 Vygotskian sociocultural theory of teaching and learning
Sociocultural or sociohistorical theories of teaching and learning have as basis the writings
of Vygotsky (1987, 1978b), Leontiev (1972, 1978) and Luria (1928) and more recently re-
searchers such as Wertsch, Rogoff, Cole, Engeström, Lave and Lemke (Lemke, 1990; Lave
and Wenger, 1991; Cole, 1996; Wertsch, 1998). SCT is a theoretical and methodological tool
which can support the modelling of social, cultural and historical processes that influence
human functioning rather than offering a practical approach to teaching.

My theoretical approach needs to be sensitive to the experience of teaching statistics
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at university from the point of view of the lecturers. SCT encourages a focus on teaching,
learning and its context. Consistent with my theoretical framework based on the ideas of
Vygotsky, I explore the network of relationships between lecturers, statistics as the subject
matter and context. The grounded approach to analyses of data such as observations of
teaching, interviews and documentation provides the means for investigating the specific
context and circumstances in which my research took place. My application of the theoretical
framework based on Vygotsky’s SCT provides insights that go beyond the immediate context
and circumstances in which I carried out this research study and invigorate my analysis.

Research in mathematics and statistics education emphasise how mediating cultural tools
such as numeracy, mathematical challenge, questioning, technology, knowledge or expertise
impact collective activity (Greeno, 1991; Engeström, 1995; Jaworski and Potari, 2009). In
my focus on characterising teaching of statistics, the contributions of tools, context and
social interactions are relevant to questions as to what statistics is important to learn and
how it is taught at university. Following a discussion on the relevance of SCT to adult
education in the next section (Section 4.2.1.1), in order to present a model of how teach-
ing statistics at university is derived from pedagogic and statistical activity, relevant to my
characterisation of teaching in context are therefore Vygotskian concepts of teaching ac-
tivity (Section 4.2.1.2), including the concept of relevance, mediation (Section 4.2.1.3), the
zone of proximal development (ZPD) in which learning occurs (Section 4.2.1.4), including
the concepts of development, contradictions and scaffolding and context (Section 4.2.1.5),
including the concepts of context as physical environment, context as intellectual environ-
ment, scientific and everyday concepts, vertical and horizontal knowledge, representations,
and macro and micro context.

4.2.1.1 Relevance of sociocultural theory to adult education

In this section, I discuss how Vygotskian developmental psychology can be applied to the
study of teaching and learning of statistics to adults at university. SCT studies have been
concerned with examining children’s development and so the relevance of SCT to adult edu-
cation might not be straightforward. Vygotsky was concerned with studying children’s encul-
turation into the values of their community over long periods of time, arguably much longer
than learning statistics at university. For example, Vygotsky’s (1978a) work on language
development focused on two functions, the long and gradual differentiation between social
contact or communication and representation which grows out of the social-communicative
function. With this approach, research aims to understand how language and symbols medi-
ate meaning, and thus social interactions, historical and cultural context have a fundamental
role in teaching and learning activities of all learners, including adults (Vygotsky, 1978b).

In Vygotsky’s approach, relevant in the context of teaching adult learners is the notion
that external activity precedes individual internal activity. Vygotsky (1981) recognised the
differences in cognitive responses to stimuli between child and adult subjects and made the
assumption that adults are fully developed organisms. In a biological sense, that adults
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are fully developed beings is a perfectly reasonable assumption. However, in SCT, culture
plays a central role in the formation of human thinking. It is reasonable to conclude then
that development (Section 4.2.1.4) could and does occur throughout the lifespan as adults
encounter new forms of mediation (Lantolf and Thorne, 2007).

Two projects carried out by Luria (1976) I believe epitomise the relationship amongst
mind, culture and society: the cross-cultural work in Central Asia and relating psycholog-
ical processes and brain function. Both projects were based on the underlying idea that
brain function depends on and develops through interaction with a culturally organised en-
vironment (Wells, 2007). In the 1930s, in collaboration with Vygotsky, Luria planned and
carried out two cross-cultural experiments with groups of adults in Uzbekistan and Khir-
gizia, ranging from illiterate peasants to trainee teachers. The project investigated whether
development in the new socialist economy with access to schooling has an effect on the
content and form of adults’ thinking (Cole, 1996). Luria (1976) wrote that

“when [the subjects] acquire some education and participate in collective discus-
sions of vital social issues, they can readily make the transition to abstract think-
ing. The acquisition of new experiences and new ideas impart added meaning to
their use of language so that words become the principal agent of abstraction and
generalisation. At this point, people dispense with graphic thinking and codify.”
(p. 99)

In spite of criticisms of the research carried out by Luria, his findings supported the
initial hypothesis that since higher mental functions have their origins in the activities of
particular cultures, they also differ depending on the culture to which individuals belong
to (Cole, 1996). Luria and Vygotsky’s experiments with adults looked to demonstrate how
“man adapts himself more perfectly to the surrounding world” and that “the tools used by
man not only radically change his conditions of existence, they even react on him in that
they effect a change in him and in his psychic condition” (Luria, 1928, p. 493). Engeström
(1996) for example explored work of general practitioners in a health centre as collective,
institutionally organised activity (Section 4.2.1.2), which is not usually conceptualised as
learning.

After Vygotsky’s death, Luria studied medicine and turned his attention to the study
of the relationships between brain function and cognitive activity. This work went back to
Luria’s earlier interest in children’s development and aphasics he had done with Vygotsky
(2012). Luria gave an account of neuroplasticity which refers to changes in brain function
and structure that can arise in different contexts. By introducing concepts such as neuro-
plasticity, Luria promoted the idea that the higher mental functions of the mature brain
mediated by cultural systems of signs are capable of change and transformation. Luria’s
study of brain function originates in and supports Vygotsky’s (2012) work on the relation
between thought and speech.

Teacher development is another example of a research strand that has been conceptu-
alised through SCT. For instance, a number of studies have conceptualised development
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from SCT approaches, including teacher development mediated by cultural tools, the ZPD
in which teacher development occurs and scientific and spontaneous concepts used to analyse
adults’ teaching or other work practices.

For example, Gordon and Fittler (2004) conceptualised teacher development through the
concept of teaching activity and a focus on tensions or contradictions (Section 4.2.1.4) that
stimulate development, such as the tension between adopting teacher-centred and student-
centred teaching approaches (Section 2.5). Gordon and Fittler (2004) thus conceptualise the
teaching activity as a ‘complex and dynamic phenomenon’. The teaching activity took vari-
ous forms, which lead to tensions between these different forms of activity and subsequently
to development and improved capacity to support student learning. In SCT approaches, the
development (e.g. of a teacher) is mediated by cultural tools (Section 4.2.1.3).

In another study, Goos (2005) and Blanton et al. (2005) use Vygotsky’s ZPD (Sec-
tion 4.2.1.4) and Valsiner’s (1987) extension to the zone of free movement and the zone
of promoted action to characterise the development of teaching and teachers. With these
concepts, Goos (2005) sought to identify possible relationships between the context, actions
and student teachers’ beliefs, and how these relationships might change over time or across
different classroom or school contexts.

In a case study focusing on the transformation of a teacher from pre-service, novice
teaching into expert teaching, Au (1990) uses observations of teaching and interviews to
capture the relationships between the development of the teacher’s knowledge of practice
and changes in her inner thinking. Au’s (1990) study shows how Vygotsky’s scientific and
spontaneous concepts (p. 122), the role of speech in thinking and the development of con-
sciousness, although usually used to analyse teaching aimed at children, can also provide
useful insights into the complexities of teaching aimed at adults while still providing some
general principles of development. Engeström (2000) also applied Vygotsky’s (2012) devel-
opmental learning as a creation of scientific and everyday concept formation in the case of
junior physicians’ work practice.

To clarify the relationship between teaching and development, Vygotsky (1978b) com-
pared first and second language learning. In first language learning, children acquire their
native language spontaneously as they engage in everyday social activity. Unlike first lan-
guage acquisition, second language acquisition happens consciously. In this way, Vygotsky
explained the difference between unconscious, spontaneous knowledge and conscious, scien-
tific knowledge in different contexts (Section 4.2.1.5).

Based on Vygotsky’s approaches to second language learning, Washburn (1994) noted
that adult teachers work in the learners’ ZPD since the data showed that the subject could
not produce a sentence before the teaching intervention (consisting of a variety of teaching
strategies) but could do so after the intervention. Lantolf and Thorne (2006) also applied
spontaneous and scientific concepts to adult learners to show that first language mediates
second language learning and that Vygotskian concepts can be fruitfully applied in investi-
gations with adult participants. However, the range of SCT applications reviewed in this
section have not been applied to investigating the teaching of statistics at university from
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the lecturers’ perspective. In the rest of this section, I discuss relevant concepts to my
theoretical framework, such as teaching activity, mediation, ZPD and context.

4.2.1.2 The concept of teaching activity

In my approach to SCT, the emphases are on the teaching actions and activities as mediated
by tools within the various contexts in which they occur (Wertsch, 1995). In this section,
I discuss definitions of teaching (pedagogy and didactics) from the SCT lens, followed by a
discussion on mediation in the following section. I discuss mediated activity as the unit of
analysis in Section 4.7.2.2.

Pedagogy in SCT is a fundamental human activity and a central concept in Vygotsky’s
approach (Moll, 1990). Pedagogy (androgogy for adult learning), as a term, within SCT,
is interpreted as referring to “forms of social practice which shape and form the cognitive,
affective and moral development of individuals” (Daniels, 2001, p. 1). Further, teachers’
pedagogy is about making decisions, negotiating between different sources of experiences,
judgements and understandings of the activity within a context (in 4.2.1.5). A teacher’s craft
is the repertoire of skills, strategies, methods, approaches and practices. My interpretation
from a SCT lens is that the craft of teaching statistics is not static, it changes continu-
ously in response to classroom experiences. Teaching and learning processes are more than
interactions between individuals or transmission of knowledge and skills. Daniels (2001,
p. 4) makes the point that during the course of their own development, individuals “actively
shape the forces that are active in shaping them”.

In Bernstein’s (2000) social theory, the challange was to connect practices within and
between macro and micro contexts in the shaping of consciousness when he defines pedagogy
as

“a sustained process whereby somebody acquires new forms or develops existing
forms of conduct, knowledge, practice and criteria, from somebody(s) or some-
thing deemed to be an appropriate provider and evaluator – appropriate from
the point of view of the acquirer or by some other body(s) or both” (p. 78)

In this definition, institutional rules, discursive practices and even policymakers are in-
volved in pedagogic practices (Daniels, 2015). However, Bernstein (2000) distinguishes be-
tween institutional pedagogy carried out in over a long period of time in formal settings
and segmented or informal pedagogy carried out in everyday experiences and practices by
informal providers. SCT provides a compatible account that emphasises individual agency
through the concept of mediation (Section 4.2.1.3). Using both views of pedagogy can facil-
itate addressing relationships between macro (wider) and micro (local) contexts of activity.
I discuss further Vygotskian and Bernsteinian theories in Section 4.2.1.5).

Didactics on the other hand studies the relationship between students, teachers and the
subject-matter content (Holmqvist Olander, 2016). The aim of didactics is to plan and
organise learning experiences, with the teacher being a necessary component of the learning
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process. Thus pedagogy is about the philosophy, sociology or psychology of education, while
didactics is a form of specialised, domain-specific pedagogy. The focus in pedagogy is on
different types of teachers, contexts of teaching and teaching and learning processes (Watkins
and Mortimore, 1999). SCT emphasise the role of teaching in extending knowledge through
pedagogic practice, understood as “a fundamental social context through which cultural
reproduction-production takes place” (Daniels, 2001, p. 20). The teaching and learning
environment is conceptualised to be a “shared problem space” in which students co-construct
knowledge under the teacher’s guidance (Haenen et al., 2003).

For instance, Vygotsky (1978b) criticises the teaching of writing as artificial, self-contained
training when not founded on the needs of the child as they naturally develop and on chil-
dren’s own activity: “given from without, from the teacher’s hand”. Vygotsky further states
that learning music should not be about learning to strike keys while reading music but
about the essence of music itself. Rather than being taught as a motor skill, the teaching of
writing or music should be taught as systems of symbols and signs whose mastery affect a
critical turning point in the cultural development of the child. The teacher’s role is to help
the child discover that one can draw speech, or to shift the child’s activity from drawing
things (e.g. letters) to drawing speech/words (the meaning of letters).

This view of teaching and learning as affecting a child’s cultural development could be
extended to adult learners. Gordon (1993) used SCT as a conceptual model to investigate
the complexity of learning statistics as mature students at university and the role of teaching
in learning. In Gordon’s (1993) study, students’ approaches to learning statistics were
determined by their history of learning experiences, by their beliefs about mathematics and
statistics and by the teaching and learning context or setting. In this study, SCT is useful
in uncovering the complex processes of learning statistics as an in-service subject. SCT
promotes a unified historical line from a child’s make-believe play, drawing and writing.
In Gordon’s (1993) analysis, students’ learning approaches were influenced by their prior
experiences with learning school mathematics.

Relevance

From a Vygotskian point of view, reading and writing need to be relevant or ‘necessary
for something’, otherwise they are mechanical and boring (Vygotsky, 1978b). The mature
students in Gordon’s (1993) study perceived that the main purpose of studying statistics at
university is to recall information for an assessment and as irrelevant to their future careers.
One implication for teaching statistics from a SCT perspective is that statistics needs to be
taught “naturally” in order to be relevant and meaningful to students. Natural methods of
teaching reading and writing involve appropriate operations on the child’s environment. For
Vygotsky (1978b), teaching needs to bring the child to an ‘inner understanding’ of writing, to
arrange that writing as ‘organised development’ rather than learning. Drawing and playing
are considered to be preparatory stages in a child’s development of written language. A
teacher’s role is “to organise all the preparatory stages or actions and the entire complex
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process of transition from one mode of written language to another” (p. 118).
The teaching of statistics is a complex cultural activity which needs to be taught ‘nat-

urally’ and ‘relevant’ to students’ lives. From this perspective, Gordon (1993) defines the
teaching of statistics as

“The guiding of students to view their mathematical learning as relevant and
meaningful, rather than as the process of transferring a body of mathematical
knowledge from teacher to student.” (p. 45)

One of the challenges experienced by students in learning statistics is to know how to
make formal or generalised knowledge of statistics relevant to current and future contexts (see
Gordon, 1993, Section 2.6.4). Further, statisticians use formal knowledge to solve everyday
problems. These actions and interactions across contexts (e.g. from school to work) affect
not only the individual but also the different social practices in general (Akkerman and
Bakker, 2011). Bakker et al. (2008) for example discuss how statistical inferential reasoning
can be different when applied at school or in the workplace. In the workplace, contextual
reasons can overpower statistical reasons. At school however, statistical tests are used to
test the accuracy of statements. Different uses and applications of statistical tests, what
counts as evidence, inference, or conclusion are motivated by cultural norms and values.
Such workplace knowledge might contrast with textbook knowledge since it depends on the
context in which it is represented (Brown et al., 1989). Teachers might need to guide the
students in gaining awareness of the relevance of and connect formal knowledge gained in
lectures and other forms of social interactions at university to future informal, practical
knowledge. Developmental teaching holds that formal teaching and development are inter-
related and that when development follows formal teaching, it creates ZPDs. Following the
concept of mediation in the next section, I discuss the Vygotskian concepts of development,
learning and ZPD in Section 4.2.1.4.

4.2.1.3 The concept of mediation

The focal point in SCT is to provide and account for learning and development as mediated
by indirect processes with an emphasis on speech1, which is a form of behaviour. In a process
of formation, the individual acts upon and is acted upon by social, cultural and historical
factors by means of mediators (Cole, 1996). A critical issue then is “what is the pedagogy
of such a process of formation?”. The starting point in Vygotsky’s theory is the idea of
mediation of elementary mental functions by so-called tools (Vygotsky, 2012; Davydov and
Radzikhovskii, 1985).

The basic mediational triangle in Figure 4.2 represents a Vygotskian view of an activity
system. Based on Vygotsky’s concept of mediation, the basic triangle of mediation repre-
sents the subject, object and artefact (or tool) relationships, bringing together the artefacts

1In activity theory, a tradition also linked to Vygotsky’s work, the emphasis of analysis is on activity
itself. In other approaches such as situated action models, the unit of analysis is everyday actions of persons
in a setting.
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with human actions in order to dispense with the individual/social dualism (Cole, 1996;
Engeström, 1999). The triangle has the subject and object both directly connected to each
other through a natural path, “unmediated” (at the base of the triangle). Subject and object
are also indirectly connected through a medium of artefacts. The “cultural” or “mediated”
functions are those where subject and object are linked through artefacts. Both mediated,
cultural and unmediated, natural, elementary routes can operate ‘synergistically’. In my
study, lecturers represent the subject of activity and other people in the sociocultural set-
tings such as the students and their statistical meanings as the object of activity (Engeström,
2000; Rezat and Sträßer, 2012) or the statistics modules and the students on it (Trowler
and Knight, 2000).

In my work, I considered that even this basic notion of human thought as interweaving
of direct and indirect, objective and subjective aspects of experience was sufficient since my
focus was on individual lecturers. Thus, the complexities and opportunities offered by the
subject-object-tool relationships captured the aims of my study in which the subject was
actively engaged to establish the link between subject and object. In Chapter 5, I present
in detail how I applied the concepts captured in the mediational triangle to my data.

Figure 4.2: Mediational triangle

Language and signs were the main mediational tools in Vygotsky’s work. Vygotsky
described psychological tools as devices for mastering thought processes (Vygotsky, 2012).
Psychological tools such as language, counting systems, mathematical symbols, works of
art are artificial and a means of social communication with a definite meaning that has
evolved in history and culture (Davydov and Radzikhovskii, 1985). Material tools serve as
the mediator between the human hand and the object upon which the tools act (Kozulin,
2012). Tools are externally directed towards the object and subsequently become means of
controlling one’s own mental processes.

Cole adopts Wartofsky’s (1973) definition of artefacts/tools for a more differentiated
description on three levels. On the first level, primary artefacts are tools used in produc-
tion, e.g. words, writing instruments, characters, and are transformed by human activity.
Secondary artefacts are representations of primary artefacts and of modes of action using pri-
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mary artefacts, such as beliefs, traditions, norms, recipes. Tertiary artefacts are imaginative
artefacts, such as works of art. Tertiary artefacts are about the meaning of representation,
about mediation, and secondary artefacts are reflexive and primary artefacts are qualitative
(Seeger, 1998). Artefacts then can be material and also conceptual, affective or idealised
representations. In my research, I conceptualise primary tools/artefacts to represent text-
books, examples used in lectures or university infrastructure such as software. Statistical
models and formulae, teacher beliefs, curricula were part of secondary tools while lecturer
narratives about statistics represented “imagined worlds” and idealised representations of
statistics.

Vygotsky (1978a) was interested in the relationship between development and learning,
with special emphasis on learning once children reach school age. For Vygotsky, teaching was
not separated from learning; mediation by tools, peers and teacher comprise learning (Ler-
man, 1996). The pedagogic tools or strategies used by lecturers to help students’ learning
constitute a ZPD, which I discuss next (Moll, 1990). The use of units of analysis concep-
tualised in terms of the use of psychological tools in contexts raises questions of differences
between contexts, such as differences in pedagogic practices which represent differences in
contexts (Daniels, 2001). I consider the concept of context in Section 4.2.1.5.

4.2.1.4 The concept of zone of proximal development

A SCT perspective on learning is reflected in the general law of cultural development which
considers that psychological functions (attention, memory, cognition) appear on two planes:
first, on the social plane and then on the psychological plane. Vygotskian developmental
psychology proposes two developmental levels or “zones”: (1) actual development, what the
child can do on their own or ‘imitate’ in collective activity and (2) potential development,
what a child can do with adult guidance or in collaboration with (more capable) peers. In
Mind and Society, Vygotsky (1978b) valued dynamic assessment of children’s intellectual
abilities instead of measures that are interpreted as static such as IQ scores. Vygotsky
proposed the concept of ZPD as a metaphor to explain how social and participatory learning
takes place. Vygotsky stated that

“the distance between the actual developmental level (of the child) as determined
through problem solving and the level of potential development as determined
through problem solving under adult guidance or in collaboration with more ca-
pable peers.” (Vygotsky, 1978b, p. 85).

This definition highlights the difference between supported and unsupported performance.
The implication of ZPD is that a novice learner requires some help in order to master a
task or make progress. With ZPD, Vygotsky explains the key difference between learning
before starting formal schooling (pre-school) and formal school learning. ZPD defines mental
development prospectively as functions that are in the process of formation, maturation and
development. The difference between “pre-school”, everyday knowledge and “schooled”,
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scientific knowledge (Section 4.2.1.1) can also be extended to learning across the lifespan
(Lantolf and Thorne, 2006).

Development

SCT claims that development takes place under conditions of teaching, which in turn organ-
ises the concrete learning activity and its formation. Linear theories of development explain
development in a pre-deterministic way made up of developmental sequences, leading to
a fixed mature state. Children’s development is an intramental (psychological) process as
they move from unorganised heaps to complexes to concepts and this applies to develop-
ment across lifespan. Intermental (social) ability occurs in the relationship between people.
In this non-dualist conception of mind, mediated processes in which culturally produced
tools, including forms of talk, representations (ideas, beliefs), signs and symbols shape and
are shaped by human engagement with the world (Daniels, 2001). Vygotsky used the term
“zone” rather than level to emphasise that development is a dynamic and continuous process.
Instead of following a linear course or pre-determined course of events, the “zone” represents
a phase in development where a person is only able to perform a task and internalise it with
the help and supervision of someone more experienced (Cole, 1985; Tabach, 1999). In this
respect, “zone” is the social context of learning in which tools are made available and mean-
ings are shared between teachers (adults) and students (children). At the level of individual
adult learner, development can be understood as “cycles” of cultural transformations or
changes as a result of the interaction between active organism and active context (Tolman,
1999). Through these cycles, transformations or change, people acquire established culture
and also formulate desirable culture. The focus is on processes of learning and development
as well as its product.

From Vygotsky’s writings on the teaching of writing, music or Latin grammar (Vygot-
sky, 1978b, 2012), it seems that many activities undertaken by children are akin to those
undertaken by adults when learning a new skill. In Vygotsky’s (1978b) view, school should
make every effort to push children to develop what is “intrinsically lacking in their own
development” (p. 88). Learning oriented towards developmental levels that have already
been reached is seen as ineffective from the child’s overall development and thus teaching
needs to aim for a new stage of the development process, to be “ahead of development”.

This means that all adults, in all cultures, have higher sign-mediated systems (e.g. mem-
ory, counting, writing) and that in order to understand the cultural development of the child,
it is necessary to know the structure and function of higher systems, their origin and devel-
opment to “full maturity and death” (Vygotsky, 1978b). In this stance, development is not
stage-like, natural and a universal path towards maturity or growth. Development is char-
acterised by a process in which new stages arise out of “an actual confrontation between the
organism and the environment” (Stetskenko, 2011, p. 32), an adaptation of the organism to
the environment. So Vygotsky advocated researching child development by understanding
the origins of higher mental processes and uncovering their development through to their
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most advanced adult forms. From here arises the idea that people, including adults, develop
knowledge based on life experiences, mediated by cultural tools and within a social and
cultural context.

In SCT, the role of culture and the social context of the learner or teacher are impor-
tant in constructing knowledge rather than the individual developmental change (Vygotsky,
1978b). The mechanisms of individual developmental change is rooted in society and culture.
In this view, mind is a complex network of general capabilities, independent of the other and
developed independently. As a teacher himself, Vygotsky (2012) proposed that teachers’ be-
liefs and activity are influenced by their powers of observation, attention, memory, thinking.
Further, a student’s improvement in a specific ability will result in an improvement in all
his/her general abilities. In his view, the study of a subject (e.g. Latin grammar) can im-
prove a students’ attention in all other subjects. The assumption is that mental capabilities
function independently of the material within which they operate, and that the development
of one ability entails the development of others. The child learns structural principles whose
sphere of operation is other than just the operation since learning and development do not
coincide. Davydov (2010) argued that

“Cycles of development always precede formal teaching cycles. Teaching must be
at the tail-end of development and development always pushes formal teaching
and learning ahead.” (p. 12)

Teaching therefore can be structured in such as way to provide information and concrete
skill and also promote cognitive development in the student2. However, Vygostky’s view
that there is such a thing as transfer (e.g. from scientific to everyday knolwedge, p. 122)
has proven difficult to substantiate with empirical findings (van der Veer, 1998).

In the socio-cultural perspective, language and forms of understanding that are embedded
in social practices and contexts are seen as important cultural resources available to learners.
More experienced participants in the teaching activity such as lecturers have a key role in
mediating, scaffolding (a form of teacher support or intervention for the initial performance
of tasks discussed on p. 119) and extending learners’ knowledge about the world. The
teacher’s role is seen as connecting learner’s existing cultural and social understandings
before further “deep” learning can take place. Learning, seen as conceptual change, implies
that the student’s mind possesses some prior knowledge.

The teaching and learning processes are considered to be “effective” if learners are aware
from the very beginning of what some of the different aspects of the learning task are.
Under the guidance of the teacher and mediated through a learning task (tool), learners are
supposed to develop independent learning processes through their own activities. Vygotskian
ideas focus therefore on the content of teaching where the task of conceptual development
is intertwined with the task of developing students’ conceptual reasoning in a given field

2Vygotsky’s (2012) view that teaching needs to be ahead of development contrasts with practices which
theorise that development is ahead of learning as in the case of Piaget or which theorise learning as devel-
opment as in the case of Skinner.
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(Kozulin, 1998). So, the teacher’s role is to diagnose what the student already knows in
order to improve student learning. Teacher’s guidance is fundamental since the teacher
presents the learning task and the related knowledge and skills to be learnt in a meaningful
way (‘as a meaningful whole’).

The teacher is also responsible for stimulating and maintaining learners’ attention and
focus through the teaching and learning process. Since teaching needs to be ahead of de-
velopment, knowledge is also expected to have affective, motivational and cognitive value
(Vygotsky, 1987). From this perspective, teaching is developmental since it affects the
maturation of a learner’s (child) higher mental functions in a cooperative process. The
learner develops or matures through adult intervention/assistance and participation. How-
ever, teachers cannot transmit knowledge directly. Concepts and meanings develop as a
result of people interacting with the environment. In Thinking and Speech, Vygotsky (1987)
gave an example of unsuccessful teaching (Tolstoy teaching literary language to children) to
illustrate the difficulty of transmitting knowledge in a straight line. Vygotsky proposed that
formal learning directly influences development. The process of concept formation through
interaction with others and development leads to the formation of higher developmental
levels when the method of teaching is assumed to be complex, subtle and indirect.

Contradictions

In teaching statistics, development can be understood by analysing data for contradictions,
disruptions, tensions or innovations within concrete modes of the activity - before, during and
after teaching. In Gordon and Fittler’s (2004) study on teacher and teaching development,
one tension was between the roles of novice and experience teacher. In the Pilot study data
analysis Chapter 3, the RG interviews were designed to identify contradictions, contrasts or
opposing ideas and descriptions of the obejcts that were compared.

However, Engeström (2001) identified contradictions as sources of change or development.
The contrasts in the Pilot study RG interviews do not represent ‘problems’ or ‘conflicts’ and
therefore they may be used in a further analysis using a SCT lens since they represent
contradictions as perceived by the subject of the teaching activity. For example, when new
students start a module, i.e. begin to enter a teaching activity system, the lecturers’ tools
for teaching may become inadequate. A contradiction can arise between the new object
and the subject’s previous teaching activity. These contradictions of the activity are the
catalysts for change and development of the activity system (Engeström, 1996).

In the Vygotskian perspective, learning, as a higher form of human mental activity, is
a socially mediated process influenced by tools, the most important of which is language.
Further, learning is a process of internalisation in which skills and knowledge are transformed
from the social to the cognitive plane. Children actively appropriate tools to their own uses
rather than passively accepting them (Cole, 1996). The main assumptions are therefore that
learning precedes development and that mediation, through language as the main tool, is
central to learning. Adult students learning statistics require both concrete and abstract
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thinking and lecturers need to push students to develop what is intrinsically lacking in their
own development. In my analysis, I was interested in capturing lecturers’ teaching methods
for structuring the social interactions, leading the students through the steps of a task
and how culture influences the selection of learning contexts, the tools they use to mediate
learning and development.

Scaffolding

With ZPD, Vygotsky explained how people make progress through formal teaching. Lave
and Wenger (1991) distinguish between a ‘scaffolding’, ‘cultural’, ‘collectivist’ or ‘societal’
formulations of the ZPD. In my study, I considered that the lecturer needs to diagnose what
is lacking and provide guidance to advance development. This help offered by a teacher
has been called scaffolding, which can involve a variety of teaching methods used to move
students progressively towards improved understanding by “making connections to what
they already know”. In her study on adult students learning to weave, Greenfield (1984)
noted that scaffolding was an important theme in analysing learning to weave under the
supervision of an expert weaver. The novice weavers were able to complete a piece of woven
material indistinguishable by that produced by more experienced weavers only with the
help of a teacher. In this context, Greenfield conceptualised that teachers scaffolded the
learning by operating above the actual developmental level, in the learner’s ZPD through
joint activity. A ‘scaffolding’ interpretation of ZPD is therefore relevant in the context of
lecturing since the term scaffolding could be taken to infer a ‘one-way’ process whereby the
lecturer constructs the scaffold alone and presents it for use to the novice students.

In Greenfield’s (1984) study, the teacher’s involvement in the weaving process (e.g. taking
over difficult technical parts of the process) functioned as a scaffold in helping the learner
to complete the task. Teacher’s activity during the weaving process observed by the learner
is a further learning opportunity and internalisation of the teacher’s skill by the learner.
Similarly, I considered that lecturers’ discourse in micro-teaching in the lecture theatre,
could function as a scaffold for the students. In their discourse, lecturers may be able
to demonstrate sensitivity to the students’ level of understanding on statistical or context
knowledge and support what the students can already do. However, lecturers’ scaffolding
might not be individualised and differentiated in the same way with small versus large
student groups. Vygotskian theories stress the fundamental role of social interaction in
learning and the development of cognition, with ZPD as the primary activity space in which
learning occurs. Lerman (2001) suggests that ZPD is a symbolic space involving individuals,
practices and their activity. In my understanding, ZPD is the difference between a learner’s
present developmental age and knowledge and what the learner can achieve under a teacher’s
guidance. ZPD defines those functions which are in an embryonic state, that will mature
tomorrow or are in the process of maturation. ZPD therefore can account for cycles and
maturational processes that have been completed but also those currently in a state of
formation.
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Interpretations of Vygotskian theories of teaching and learning emphasise a contextu-
alised and social approach to education which considers that psychological function is socially
distributed in a community of learners (Kozulin, 1986; Wertsch, 1988; Cole and Engeström,
1993). Within this learning environment, the teacher’s role is to organise teaching resources
(tasks). Tasks and teacher explanations function as ‘scaffolds’ for learner sense making and
construction. The teacher and the learner negotiate, exchange and co-construct a concept’s
essence. In Vygotsky’s (1987) words,

“It is not things or reality that push the child’s mind along the path of devel-
opment. Reality is itself processed and transformed by the mind. Left to itself,
the child would achieve the development of nothing but gibberish. Reality would
never teach him logic” (p. 82).”

In the context of teaching of adults, as is the case at university level, teaching represents
the means through which learning and development is advanced. Vygotsky criticises teaching
that lags behind developmental levels or processes instead of focusing on emerging functions
and capabilities. This implies that teaching methods need to adapt to the historical and
cultural setting in which students live.

My interpretation of teaching from a SCT lens is about coaching or guiding a learner’s
acquisition of knowledge in context. Learning is a process of enculturation, adopting the
language, behaviour and norms of a social group, becoming members of that culture (Brown
et al., 1989). The view is that for students to learn domain-specific concepts, students need
more than scientific, abstract concepts and self-contained learning tasks (Brown et al., 1989,
also Section 4.2.1.5). Teachers need to show learners how to use a domain’s conceptual tools
in authentic activity.

A teacher’s role is to act as a practitioner does in using concepts to solve real-world
problems. In my understanding, a statistics teacher or lecturer needs to use learning activi-
ties to solve important problems. SCT perspectives would not necessarily exclude textbook
examples and teacher-lead explanations. The issue for teaching is to distinguish between
school learning activities and authentic activities. Within SCT, tools are formed and shaped
through cultural-historical processes and in turn tools shape the individuals who use them
to act on the world. SCT therefore can help understand the ways in which human action
shapes and is shaped by the contexts in which it takes place (Daniels, 2015). The final part
of my treatment of Vygotsian SCT considers context as a multifaceted concept.

4.2.1.5 The concept of context

Social, cultural and historical factors, conceptualised as context, are critical for the develop-
ment of individuals since in the Vygotskian view, all knowledge is gained through learning.
According to Cole (1996), individuals are active agents in their own development but do not
act in a context (setting) entirely by choice. Human activity and action are mediated in
context. Following Vygotsky’s distinction between sense and meaning, Cole and Gajdam-
aschko (2010) conceptualise two notions of context as a situation or environment, referring



Chapter 4. Main Study Methodology 121

to a physical environment or set of circumstances and a broader relational construct between
the individual and the social situation of development which “weave” together. Also impor-
tant in my analysis of ‘context’ are Vygotskian scientific and everyday concepts, Bernteinian
vertical and horizontal knowledge/discourse, representations and macro and micro contexts.

Context as physical environment

Educational research studies have conceptualised context as the physical and socio-economic
environment, understood as a situation, set of circumstances within which students interact
with the tools and people in different ways. Such research might focus on influences in the
environment, such as community or classroom contexts, on the teaching or on a student’s
cognitive and non-cognitive skills and development. In Chapter 2, I discuss some of the
literature on factors that influence teaching practice, including the nature of statistics, lec-
turers’ beliefs about a range of factors including statistics, teaching and students. Corbin
and Strauss (1998) created a coding device (the consequential/conditional matrix in Fig-
ure 1.1, p. 3) to show intersections of macro/micro conditions and consequences on actions.
The device was intended to help theoretical sampling (Section 4.2.3) decisions by locating
the contexts in which the conditions occur and the connections and paths between them. In
Section 4.2.2.2, I further show how Gage offers a ‘nested’ representation of context variables
that influence the teaching process. I found these two representations of “context” useful
in moving the data analysis forward in a pre-established direction by highlighting the need
to map conditions, contexts, consequences and actions (the basic components of separate
human activities) to the data.

Cole and Gajdamaschko (2010) also describe context as a nested set of socio-ecological
arrangements with various inter-relationships in ‘proximal contexts’, which are further em-
bedded in successive layers of sociocultural contexts. Successive layers of context can also be
conceptualised as constituting different planes of analysis containing specific aspects of devel-
opmental processes, such as micro- and macro-levels of context (Engeström, 1999; Daniels,
2001). In my study, the micro-level analysis privileges the study of the detail of interactions
in the lecture theatre. On this basis, the macro sociocultural context analysis would be re-
lated to predictions from the micro pedagogy. By combining a grounded analytical approach
within a SCT perspective (Section 4.2.3), the focus of the analysis on “context” encouraged
a broader analysis of structure and processes of the teaching activity in the specific setting
of the lecture theatre.

Context as intellectual environment

Vygotsky differentiated between general, scientific or abstract and everyday, specific or con-
crete forms of cognition. He proposed that tools have more influence if they are less ‘context-
specific’ (Bakhtin, 2007). As an illustration of the difference between sense and meaning,
Vygotsky (2012) gives an example from a fable (the dragonfly and the ant) which ends with
the words ‘go to dance!’. In Vygotsky’s interpretation, the words have a definite, constant
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meaning, but in the context of the fable they acquire a much broader ‘intellectual and affec-
tive sense’. The sense of words is enriched by the sense they can acquire in different contexts.
(Vygotsky, 2012) coined the fundamental law of dynamics as

“A word in a context means both more and less than the same word in isolation:
more, because it acquires new context; less, because its meaning is limited and
narrowed by the context.” (p. 340)

From a linguistic viewpoint, the sense of a word changes in different minds and different
situations in almost infinite ways. Vygotsky further suggests “zones of sense”, a ‘nesting’ of
different types of context in language, from sentence to paragraph, from paragraph to the
book, the book from all the other works of an author and so on. In my study, I was interested
in context as culture or intellectual environment and its relationships to thinking processes
evidenced through lecturers’ oral speech in lectures. The nesting of different meanings
became of particular interest, as I discuss in Chapter 5. In statistics, context knowledge
plays a critical role in thinking about data and is a motivating factor in students’ learning
(Langrall et al., 2006).

Scientific and everyday concepts

Vygtostky proposed that any learning that a child experiences at school has a previous
history. The interpretation of ZPD is based on Vygotsky’s distinction between scientific and
everyday concepts and on his argument that a mature concept is achieved when the scientific
and everyday versions have merged. For example, learning arithmetic starts with everyday
knowledge and experiences with quantity outside school. Learning in school is concerned
with “the assimilation of the fundamentals of scientific knowledge”. Thus learning that
occurs in different contexts (inside or outside school) is associated with the assimilation
of different concepts: everyday concepts which precede scientific concepts. Referring to
first language acquisition, Vygotsky further observes that development and learning are
interrelated since the children learn language under adult guidance in a social setting.

Vygotsky emphasised that formal education can help students learn in the ZPD decontex-
tualised, scientific concepts within a discipline. Connections to students’ everyday concepts
happen afterwards. Scientific concepts are fundamentally different from developing everyday
concepts, outside of school since everyday concepts are not capable of abstraction. Abstract
scientific concepts have the capacity to develop in a learner’s consciousness and increasingly
become more concrete through interaction with the teacher and learning tasks. Vygotsky
(2012) used a geographic analogy to describe relationships of concepts:

“If we imagine the totality of concepts as distributed over the surface of a globe,
the location of every concept may be defined by means of a system of coordinates,
corresponding to longitude and latitude in geography. One of these coordinates
will indicate the location of a concept between the extremes of maximally general-
ized abstract conceptualization and the immediate sensory grasp of an object i.e.,
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its degree of concreteness and abstraction. The second coordinate will represent
the objective reference of the concept, the locus within reality to which it applies.
Two concepts applying to different areas of reality but comparable in degree of
abstractness e.g., plants and animals could be conceived of as varying in latitude
but having the same longitude.

The “longitude” of concepts will, thus, be the characteristic of thought processes,
while the “latitude” will be the characteristic of their objective reference. [...]
This position of a concept within the total system of concepts may be called its
measure of generality.” (p. 291)

In Vygotsky’s law of equivalence described above, two concepts may apply to different
areas of reality but may be comparable in degree of abstraction, i.e. their respective measure
of generality. Vygotsky goes on to describe relations between concepts as relations between
numbers. Any number, in his representation, can be expressed in an infinitive number of
ways because of the infinity of number and because the concept of number controls all its
relationships to other numbers.

Vygotsky argues that the ways in which tools are used vary depending on context and
the student’s own development (Vygotsky, 1978b). Since an everyday or a scientific concept
can only be interpreted within the form or context they are used, Vygotsky (1998) also
emphasised the changes that allow a child to move from an ‘everyday’ concept, then to a
‘pseudo’ concept and finally to a scientific concept. Vygotsky (1978b) goes on to say that

“The child does not suddenly and irrevocably deduce the relation between the sign
and the method for using it. Nor does she intuitively develop an abstract attitude
derived, so to speak, from “the depths of the child’s own mind.” This metaphys-
ical view, according to which inherent psychological schemata exist prior to any
experience, leads inevitably to an a priori conception of higher psychological func-
tions.’ ’ (p. 45)

Gradually being guided by an adult, the student becomes more able to abstract and
generalise from concrete, everyday perceptions of objects. He warns that a pseudo concept
can appear to be the same as a scientific (true) concept and that the movement from pseudo
concept to scientific concept requires the guidance of an adult. To develop scientific concepts,
the students needs to ‘abstract out’ the concept (Confrey, 1995). Teaching as guidance in
transfer involves an intelligeble, shared context by the participants in the activity (Rogoff,
1982). Teaching constructs a context in which new information is compatible with student’s
current knowledge and skills and supports generalisation to occur.

Vertical and horizontal knowledge

SCT considers discourse to be at the centre of human development of higher intellectual
functions. Bernstein (1999, 2000) is another author who contrasted and further refined
specialist, abstract knowledge and concrete, everyday and local knowledge. As discussed in
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Section 4.2.1.2, Bernstein provides an account of pedagogic practice in which macro (large
scale, institutional) levels are integrated with micro (small scale, classroom) levels of analysis.
Thus an analysis of specific pedagogic discourses as a set of rules that mediate the learning
of statistical knowledge can enrich a characterisation of teaching discourse and practices in
undergraduate statistics.

Pedagogic discourse refers to what is taught, the statistical, scientific content and skills
and how they are taught by the teacher and learnt by the student. In his theory, Bernstein
distinguishes between vertical and horizontal discourses (Bernstein, 1999, 2000). Vertical
discourse takes the form of specialised, systematic and hierarchical discourse, as in the sci-
ences. Knowledge in the vertical discourse is achieved through ‘explicit rules of recontextual-
isation’. Horizontal discourse is usually everyday or “common sense” knowledge. Knowledge
is achieved through ‘oral, local, context dependent and specific, tacit, muti-layered and con-
tradictory across but not within context’ (Bernstein, 1999, p. 159). To make specialised
knowledges more accessible to students, in education, Bernstein claims that “segments of
horizontal discourse are recontextualised and inserted in the contents of school subjects”
(Bernstein, 1999, p. 169). Thus, Bernstein’s theory is a powerful way of explaining the in-
terdependence between the development of scientific and everyday concepts. For instance,
as a theory which transcend educational stage or context, it helps to account for those as-
pects of schooling that are meant to add to everyday knowledge without the development of
scientific concepts. Further, the development of scientific knowledge must take place inside,
rather than outside, school. In this interpretation, ZPD is therefore the distance between
cultural, historical forms of activity or vertical knowledge, as provided by the sociocultural
context and the everyday activity or horizontal knowledge. My analysis thus focused on
processes of socio-cultural-historical transformation.

In my study, the lecturing situation is an attempt to open up ZPD involving a lecturer
and the students on the module in which lecturer’s discourse is made up of “scientific”
concepts. Lecturers’ discourse may allow for contradiction to arise when coming into contact
with students’ discourse which constitutes “everyday” concepts. Lerman (1996) considers
that valuing of decontextualised, intellectual thought, divorced from personal and social
elements, becomes formal discourse. However, Vygotsky pointed out that both scientific
and everyday concepts contributed to each other, which result in “webs or patterns of
conceptual connection” (Daniels, 2001, p. 53). In the case of teaching, Ericsson and Simon
(1998) contrast verbal descriptions with explanations of thinking:

“Although verbal descriptions and explanations may not reflect spontaneous think-
ing with complete accuracy, such verbalizations present a genuine educational
opportunity to make students’ reasoning more coherent and reflective.” (p. 183)

Consistent with Vygotsky’s (1987) view of unity between thought and speech, Ericsson and
Simon propose that participants in the teaching and learning activity have to ‘unpack’ com-
plex silent thoughts into understandable ideas through verbalising, describing and explaining
their thinking.
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Representations

Any concept may have countless equivalent representations. Equivalence between represen-
tations depends on the relationships of generality between concepts. Representations, as a
concept, are a mental state with specific content, a reproduction of a former mental state.
Structurally equivalent presentations in teaching through pictures, symbols and signs where
something can be in place of something else meaning that a symbolic similarity is sufficient
(Seeger, 1998). Leontiev (1978) for example was critical of using particular representations
in school since there may be a long way from concrete to abstract and the student already
needs to know what an image is meant to illustrate. If what the image is meant to represent
is not obvious to the student, the representation can become an additional obstacle in the
learning process.

In the statistics classroom, there is a cultural practice of using representations (graphs,
images, narratives) as means to meaningful statistics which require transformation of every-
day knowledge (non-statistical, outside of statistics) into statistical concepts. So significant
in my study was Vygotsky’s system of two types, everyday concepts and scientific concepts
that a learner develops (Vygotsky, 1987). The learning of these two types of concepts is con-
text dependent. Everyday or spontaneous concepts emerge from personal life experiences.
Scientific or “true” concepts represent scientific knowledge and are systematically learnt or
developed during teaching and learning experiences.

Mathematical and statistical concepts can show similar generality as the words ‘go to
dance!’. The numbers in a statistical analysis represent discrete objects and statistical models
can apply to an almost infinite set of circumstances. The general rules of parsimony in
statistics require the simplest model or statistical theory with the least assumptions and
variables but with greatest explanatory power. General principles imply that they can be
transferred to a great number of applications. From a SCT lens, I considered that Vygotsky’s
system of concepts and lecturers’ representations in lectures were relevant in characterising
lecturers’ use of context knowledge in lecturing.

Macro and micro contexts

In my view, a focus on scientific and everyday concepts in statistics lectures has important
implications for teaching and learning. Although everyday concepts are expected to be ‘out-
side’ of school, in statistics the boundaries are less clear given the importance of “context”
in developing statistical thinking (Makar and Ben-Zvi, 2011). Concepts are not ‘absorbed
ready-made’, and the lecturer, through the medium of speech, is likely to play a (central)
role in guiding students to reach awareness and mastery of their own thoughts. Although
some of the knowledge statistics lecturers might present in lectures is situated in the context
of those lectures, unlike some of the statistics students might use in the workplace, such
examples are not in contradiction with ideas of generality and abstractness (Bakhtin, 2007).

Cole and Gajdamaschko (2007, 2010) suggest that people are influenced and shaped by
forces of history and culture, i.e. “context”. The same tool, for example a textbook, could
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mean different things in different modules and to different students. The environment does
not possess an objective, absolute meaning irrespective of the people who live in it (van der
Veer, 2007). Students develop new and different understanding through learning and so the
environment can also acquire different interpretations as the student develops. Thus, in my
interpretation of context as a relational construct, it is challenging to define the environment
since individuals attach different interpretations or meanings to aspects of the environment.
Further, the environment is social and it changes in response to mediated actions. However,
in my study, the role of context may support different and competing interpretations of
teaching process between statistical modules.

In my analysis, I was interested in extending this notion of “context” to include the
context of the situation but also the context of culture and history (Lemke, 1997). In
my conceptualisation, context can be physical or intellectual, micro or macro (Figure 1.1).
A university as institution or a module can be described as a stable frameworks, with
lecturers and students acting in relation to the university or module. Associated with each
level of analysis, my unit of analysis is the individual lecturer engaging in goal-orientated
teaching activity under conventionalised constraints presented at different levels of context
(Section 4.7.2.2).

Educational research interested in researching teaching practice has recognised the impor-
tance of integrating findings across multiple contexts (Summers and Davis, 2006). Despite
such interest, there has also been some confusion about what the terms micro and macro
actually mean. For Hammersley (1993a), macro and micro refer to ‘differences in scale of
the phenomena which are held to explain the events under study’ (p. xv). For example,
an explanation of the influence of a particular teaching style on student engagement in a
lesson (Section 4.2.2.4) is a micro explanation. The lecturer’s beliefs about his choice of
teaching style to be dependent on institutional constraints or expectations might be macro
explanations. Hammersley (1993a) suggests that macro and micro are types of explanations
and conceptualises micro-macro context as dimension rather than a dichotomy. The focus
of the analysis was on both the micro context of the pedagogical structures and the macro
context of the socio-cultural-historical teaching practice and taking into account tensions or
contradictions in the context of changing shared teaching and learning practices.

4.2.2 Gage’s theory of classroom teaching
As I showed in the previous section, within a SCT of developmental teaching and learning,
the students’ conceptual change is at the centre of the learning process, yet emphasising the
prominent role for the teacher, peers and objects in guiding the students’ thinking processes.
Vygotsky’s writings do not provide detailed descriptions of models of developmental teaching.
Outside SCT of developmental teaching, Gage offers a concrete-objective theory of school-
based teaching which views the teacher variables as fundamental in influencing student
thought processes and achievement. This presentation of Gage’s theory of classroom teaching
and related studies is based of my ongoing literature review for the main study and is
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intended to define some of the terminology used in the Main study.
Gage (2009, p. 2) describes the term teaching as “all of the events which might have a

direct effect on the learning of a human being”. Research on teaching has teaching at its
centre since it is the teacher who oversees all aspects of teaching, except for aspects which
are predetermined, such as content of prescribed curricula. Everything else, the teaching
style or the use of teaching resources are considered to be within a teacher’s control.

At the centre of all these actions is the link between the teacher’s subject-matter knowl-
edge of the curriculum with knowledge about students. Subject-matter knowledge includes
knowledge about the concepts which form the basis of teachers’ planning. Knowledge about
the students is concerned with knowledge about student learning and needs.

Thus, in his theory of teaching, Gage assumes that teaching is a natural social phenomena
which is fundamentally the same across time or cultures, i.e. universally valid. Smith (1963
in Gage, 2009) defines teaching as

“a system of action involving an agent, a situation and an end-in-view, and two
sets of factors in the situation: one set over which the agent has no control (for
example size of classroom) and one set which the agent can modify with respect to
the end-in-view (for example assignments and ways of asking questions).” (p. 4)

Thus teaching actions are highly dependent on the teacher but also on the context in
which the teacher operates. Gage proposes a model of teaching with six basic categories and
15 pairs of categories based on a historical overview of research into teaching, represented in
Figure 4.3. In the second part of my main study, I used relevant concepts in Gage’s theory
of teaching to guide my observations in lectures and structure my literature review.

Figure 4.3: A paradigm for the study of teaching (from Gage, 2009, p. 47)

4.2.2.1 Presage variables (teacher characteristics)

This category consists of teacher characteristics such as gender, age, teaching experience and
also intentions, beliefs, attitudes, values, etc. It also includes knowledge about teaching and
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knowledge about the subject matter or content. A number of conceptualisations of teaching
knowledge have been proposed in the research literature (e.g. see Mali, 2016).

4.2.2.2 Context variables (teaching situation)

In this category, Gage includes characteristics of the country nested within a region, a
community, a school and a class. Important in Gage’s model is not the definition of particular
aspects of learning, but the interactions between them. For example, researching teaching
can build some understanding of the interactions between presage variables (A in Figure 4.3),
context variables (B) and teacher thought processes (C).

4.2.2.3 Teachers’ thought processes

A teacher’s thought processes are studied before, during and after the teaching takes place.
Research thus can focus on teachers’ thought processes before teaching is interested on
planning, how teachers organise facts, concepts or principles being taught. Research can
also focus on teachers’ activities during teaching, momentary thought processes when deal-
ing with pedagogical content knowledge and after teaching when reflecting on teaching.
Thought processes can also include attitudes, motivations, values, emotions. Presage vari-
ables (teacher characteristics) can interact with thought processes to impact on the teaching.
Clark and Penelope (1984) proposed that teacher’s behaviour is substantially influenced and
determined by teachers’ thought processes. The teacher’s thought processes are about their
thinking, planning and decision-making, which are a major part of the psychological con-
text for teaching. Clark and Penelope’s (1984) review highlight that the teacher is a highly
reflective professional and that the teacher’s thought processes (e.g. planning) have real
consequences in the classroom (as discussed in Section 2.5).

4.2.2.4 Process and content of teaching

Gage (2009) proposed that the content of ‘what’ teachers teach deserve as much attention
in research on teaching as ‘how’ they teach. The model separates teaching processes from
cognitive processes. Teaching processes refer to the teacher’s verbal behaviour and cogni-
tive or social-emotional interactions with students. Cognitive processes are about students’
mental activities while learning.

4.2.2.5 Students’ thought processes

Research in mathematics education on students’ experiences and thought processes, whether
verbal or written, has looked at student views, expectations, attentional processes, motiva-
tion, memories, understanding, beliefs, attitudes, learning strategies, and metacognitive
(monitoring-own-thoughts) processes (Mapolelo, 2009). In statistics education, processes of
statistical thinking have also been the focus of a number of studies (see Chapter 2). In the
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context of my study, although I was aware of students’ activity and thought processes, it
did not form a focus of study.

4.2.2.6 Student achievement

Student achievement is a critical goal in teaching since it deals with the question whether,
at the end of the teaching and learning phase, students know more than they did before
engaging in the learning activity. In the hierarchical model of teaching process developed by
Thomas (2011), mathematical competence is the highest goal in the hierarchy and involve
the lecturer in the study verbalising his intentions, while being the culmination of all the
other activities that lead up to competent knowledge. In addition to knowledge objectives,
the lecturer might also have cognitive objects, of the type comprised in intended learning
outcomes. In the pilot study (in Chapter 3), I was particularly interested in what lecturers
desired for the students to achieve in their lectures, thus linking the process of teaching
category with the content category in Gage’s model. As in Treffert-Thomas’ model of
teaching process, the content or what the lecturer is teaching is part of the of process of how
the lecturer is teaching, his actions, beliefs and behaviours.

4.2.3 A grounded approach within sociocultural perspectives
Adopting a grounded analytical approach (GAA) within an existing theoretical perspective
as the one discussed in Section 4.2 is not without challenges (Seaman, 2008). According to
Glaser and Strauss, theory is a “strategy for handling data in research, providing modes of
conceptualisation for describing and explaining” (Glaser and Strauss, 1967, p. 3). In The
Discovery of Grounded Theory published in 1967, Glaser and Strauss defined Grounded The-
ory (GT) as ‘the discovery of theory from data’ (p. 1). In this sense, this initial conception
of GT saw discovery as emergence of categories of theory from data. Glaser and Strauss
further stated that

“In the beginning, one’s hypotheses may seem unrelated, but as categories and
properties emerge, develop in abstraction, and become related, their accumulating
interrelations form an integrated central theoretical framework – the core of the
emerging theory. The core becomes a theoretical guide to the further collection
and analysis of data” (Glaser and Strauss, 1967, p. 40).

In this early version of GT, phenomena create their own representations that can be directly
observed by the researcher. The stated general goal of GT is to generate theories system-
atically obtained and analysed rather than verifying theory. This suggests an objectivist
philosophy which claims that research should be value-free and objective.

Since then, Corbin and Strauss (2008) considered that GT “denote theoretical constructs
derived from qualitative analysis of data” (p. 1), rather than “building” theory from data
more broadly. While studying chronically ill people, Charmaz (1990) proposed a social
constructivist version of GT:
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(1) Ill people’s creation of taken-for-granted interactions, emotions, definitions,
ideas, and knowledge about illness and about self and (2) Researchers’ sociological
constructions which they develop, in turn, by studying chronically ill people’s
constructions. (p. 1161)

In this view, participants experience their constructions as reality. Categories and theory
about people’s beliefs and actions do not emerge from the data and instead are constructed or
interpreted rather than discovered by the researcher in interaction with participants (data).
The main purpose of analysis is to identify and explain contextualised social processes,
thus focusing on process and change. So the analysis is more reflective of the context in
which participants are situated than traditional GT since the analysis needs to relate to the
participants’ stories and to the worlds in which they live (Charmaz, 2006). In either versions
of GT, the aim of the emerging theory was to clarify and explain social processes, actions
and interactions. These two viewpoints indicate that the researcher might not need to go
through the full interpretative enquiry to produce theory, but rather that an abbreviated
version of GT is also possible as a collection of methods of qualitative data analysis to
produce theoretical constructs (Corbin and Strauss, 1990; Bryant and Charmaz, 2007).

So, it is possible to reposition GT from a methodology with positivist underpinnings to
an approach that can be used within different theoretical frameworks. In my study, GAA
was used as a systematic approach, a fundamental process for doing GT, in the context of
SCT (Section 4.2.1). GA can offer methods for collecting, managing and interpreting data
while an analysis through the SCT lens can depict how social situations are constituted by
culture and context. SCT has a well-defined and flexible methodology which can work well
with a GAA since SCT concepts can supplement a grounded analysis rather than limit its
scope. In this study, I adopt GAA as a tool to build up a line of argument, i.e. identify how
factors, theories and ideas connect and relate to each other to reach a conclusion.

GA was considered useful when considering the multi-layered or nested depiction of “con-
text” (discussed in Section 4.2.1.5). Both GAA and SCT focus on social processes of change
over contexts and time (Charmaz, 2014). Taking a GAA within SCT helped my analysis
of the multi-layered nature of the teaching activity at macro and micro levels (individual
lecturer within the lecture theatre/ department/ institution) and was able to focus on so-
cietal, cultural and historical changes in different contexts. In my research study, my aim
to build a model of how lecturers teach statistics interacted with my own interpretations
and understanding. From an ontological viewpoint, the way I constructed reality was not
value free since my theoretical perspective is situated within SCT. By using GAA within
SCT, I was able to expand context-analytic procedures, such as seeking new data sources
and analytic strategies that facilitate a more context-rich analysis.

All versions of GT take into account theoretical sensitivity of data, treatment of litera-
ture and other secondary data sources, constant comparison of data, data coding, theoretical
sampling methods, and the use of memos (explained in Section 4.7.2). GT offers a method-
ology for gathering and analysing data inductively for context and for bringing process into
a characterisation of teaching. There are several ways in which a GAA can be applied. In
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my research design, I adopt the approach described by Corbin and Strauss (1990), Corbin
and Strauss (2008) and Charmaz (2014).

4.3 Research design
Qualitative research designs are generally inductive and need to involve data analysis by
coding for themes and patterns. Maxwell proposes that

“The activities of collecting and analysing data, developing and modifying theory,
elaborating or refocusing the research questions, and identifying and addressing
validity threats are usually all going on more or less simultaneously, each influ-
encing all of the others.”(Maxwell, 2012, p. 3)

The research process Maxwell describes does not involve choices from a fixed ‘menu’.
Instead, the research design is a ‘blueprint’ of research and, as Yin suggests,

“A research design is the logic that links the data to be collected (and the con-
clusions to be drawn) to the initial questions of a study. Every empirical study
has an implicit if not explicit research design.” (Yin, 1994, p. 18).

So the research design deals with (1) what research questions to study, (2) what data are
relevant, (3) what data to collect and (4) how to analyse the results. The main purpose of
defining the research design is to help me build up the argument of how the evidence in
my thesis addresses the research questions. The object of the action are other people, the
students in the lecture theatre. Teaching is a process of interaction between the lecturer and
the students in which the lecturer guides the students’ learning. The use of psychological
tools in a goal-directed, purposeful teaching activity can explain relationships between micro-
and macro-levels of context by integrating analytical findings from the different contexts. I
present more specific details about how I apply GAA within SCT in my study in Section 4.7.

4.4 What research questions to ask
Within an interpretative paradigm, the research questions are generally open-ended, de-
scriptive and non-directional (Creswell, 2003). As I mentioned in Section 4.1, within this
paradigm, typically the research starts with a broad, generic question which is later refined
(Guba and Lincoln, 1994). Towards the end of my Pilot study (Chapter 3), I turned towards
re-formulating the research questions that would guide and focus my research in the main
study.

Using the theoretical perspectives in Section 4.2, the code system emerging from my
literature review (e.g. Figure 2.2, on page 16), and the first draft graphical representation
in Figure 3.3 (page 95), I was able to develop further my conceptual model and capture it
in graphical format, represented in Figure 4.4, to include some of the aspects I considered
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influential on statistics lecturers teaching practice. In the representation in Figure 4.4 on
page 132, I grouped “who” and “what” influenced the pilot study lecturers’ teaching practice
on two levels, the micro-level and the macro-level “contexts”. I considered that this graphical
representation is a “messy” conceptual model using some of the aspects emerging from the
Pilot study and my theoretical perspectives (Miles et al., 2013).

Figure 4.4: Main study initial conceptual framework

In the code system in Figure 3.3 (page 95), the aspects are grouped according to cur-
riculum, lecturer, students and other resources. However, not all aspects have the same
degree of influence on the lecturer. The module specification, the students and lecturer’s
research background appeared to influence the lecturers’ teaching practice more than for
example university teaching and learning regulations. Employers on the other hand were
less influential according to the data gathered from interviews. For instance, one participant
(participant 8) mentioned ‘importance of statistical concept on the job market’, yet at the
same time linked this statement with ‘easy statistics/methods’.

Another important aspect that influenced the lecturers’ teaching in this data was the
students’ degree programme, not necessarily the same domain as the lecturers’ research
background. For example, participant 12, a mathematician, commented on the challenge
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of collaborating with the students’ department in order to create curricula ‘relevant’ to
students’ Engineering degree programme. The lecturers’ teaching experience and experience
with previous student cohorts was another aspect which featured in the interview data. For
example, in the Pilot study, participants 9, 10 and 13 contrasted ‘easy’ versus ‘difficult’
concepts or techniques for students to grasp, which relate to SCT concepts such as prior
knowledge and the importance of preparatory stages (Vygotsky, 2012). Although regulatory
and professional body requirements for accreditation feature highly in how intended curricula
is designed in UK universities (Section 2.4.3), for the participants in my study these influences
were only peripheral to their day-to-day teaching.

Based on this conceptual model, I therefore expected to study some, rather than all
of these aspects and relationships in my main study depending on access to persons or
documentation. The research questions were intended to implement the conceptual model.
I therefore did not expect to include peripheral aspects in my research questions. Instead,
I expected that contexts such as ‘teaching practice’, ‘teaching process’, ‘content’, ‘lecturers’
or ‘teaching resources’ would be featured.

Research questions represent ‘facets of inquiry’. In the inductive grounded approach to
my research design, I decided to formulate initial general research questions concurrently
with the development of the theoretical assumptions for my study and refine or reformulate
the research questions during the course of fieldwork (Miles et al., 2013). As I was adopt-
ing an SCT lens to my study, I was particularly focused on lecturers’ roles, any points of
tension/contradictions in their work, possible effects of (re)organisation of the elements in
the activity system and on recognising incidents of contradictions that lead to change and
transformation. Yin (1994) proposed to form research questions in terms of “what”, “how”
and “why” are an indication of which research strategy might be appropriate. The “what”
research questions are exploratory in nature and hence require an exploratory case-study.
Similarly, the “how” and “why” questions could be answered using a case study strategy that
would include multiple-case studies relying on qualitative evidence (Yin, 1994). The choice
of research questions based on my conceptual model (Figure 4.4) also guided my sampling,
data collection and data analysis choices (Miles et al., 2013).

My overall research focus in my main study was characterising the context of teaching
statistics by studying enacted teaching practices and processes. My focus on the role of
“context” in teaching lead me to develop the following generic research question:

How do lecturers teach statistics to students in the “context” of non-specialist under-
graduate modules?

Early on, since I sought to describe and explain aspects of teaching practice on statisti-
cal modules, I decided to examine the process of teaching statistics using teaching resources
within the micro- and macro-level context, in an empirical enquiry that investigates a con-
temporary phenomenon within its real-life context, especially when the boundaries between
phenomenon and context are not clearly evident” (Yin, 1994, p. 13). As a result, I was able
to make my research questions more specific, as in Figure 4.5.
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• Purpose of study: Represent the teaching of “in-service” statistical modules at
undergraduate level from the perspective of the lecturers.

• General topic area: What insights can I gain about the teaching of statistics
at university by studying the way lecturers use learning resources (examples,
problems or exercises)?

• Research questions

1. What characterises the “macro-level context” of teaching statistics at univer-
sity?

1.1. What characterises the teaching activities on introductory statistics mod-
ules?

1.2. What characterises the lecturers’ beliefs about intended curricula and
about students?

2. What characterises the “micro-level context” of teaching statistics at univer-
sity?

2.1. What are the statistics lecturers’ lecturing styles?
2.2. How and why do the lecturers adopt these teaching methods to teach

introductory statistics?

Figure 4.5: Research purpose & questions (main study)
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As I began to collect observational data, I also started to analyse the teaching I was
observing by writing memos, making notes during teaching (e.g. about lecturers’ planning
and implementation in the lecture theatre) and observing the students in tutorials. In
considering teaching resources in context to be fertile opportunities for lecturers to mediate
(influence) students’ statistical sense making (Rezat and Sträßer, 2012), I anticipated that
for analysing the complexities of higher education statistics teaching practice, a GAA to
data collection and analysis would be suitable (Charmaz, 2014; Corbin and Strauss, 2008;
Wertz et al., 2011) within SCT. By using a grounded approach to my data collection and
analysis, I aimed to characterise or conceptualise the two lecturers’ teaching practice and
reveal amodel of the process of teaching in context. In my application of GAA, I started with
line-by-line, open coding. As data was ‘fractured’ by the process of open coding, I started
to assemble categories to group phenomena, while asking questions of the data such as “how
did a change in teaching context precipitate a (re)organisation of the activity system?”, “In
what ways and to what extent?”, “Did these changes vary by case (module/lecturer)?”, “How
did the two lecturers shift from a concrete representation to another concrete representation
or to an abstract one?”, “How did the lecturers teach for statistical knowledge?” and finally
“How did the lecturers engage and motivate students when teaching statistics?”.

4.5 What data are relevant
In my main research study, my purpose was to explain the teaching of statistical modules
from the perspective of lecturers. Thus my focus in the main study was on the delivery of
the modules but also the lecturers’ planning and thinking. As such, my data is primarily
in the form of words, language or text based on transcripts from observations of teaching,
interviews with lecturers, field notes and artefacts such as handouts given in lectures or
tutorials. To process this qualitative data, in my research, as discussed in Section 4.2, I use
a grounded approach to frame my qualitative enquiry and as an approach to data collection
and initial coding (Charmaz, 2014; Glaser and Strauss, 1967; Corbin and Strauss, 2008).

Throughout my research, I was guided by my research questions (in Section 4.4). As
my aim is to understand how lecturers teach statistics and to build insights into the context
of teaching of statistics, the grounded approach supported the data collection and analysis
that focused on the teaching actions and processes and lecturers’ intentions and strategies
in relation to teaching within specific contexts (Charmaz, 2014).

As such, I used the sample of lecturers who participated in my Pilot study to select at
least two lecturers (cases) for participation in my main study. I considered that multiple
modules and lecturers (cases) are likely to offer a deeper understanding of the teaching pro-
cesses I was interested in. I assumed that a study of “context” requires at least two different
perspectives and that the tools, i.e. domain (e.g. Psychology, Engineering, etc.), lecturers’
teaching experience, lecturers’ research background and students’ background influence a lec-
turer’s teaching practice or activity. For this reason, I was interested to include lecturers
with different backgrounds: teaching on different modules and departments, teaching within
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his/her department and outside their department, not trained statisticians yet using statis-
tics in their research, teaching student cohorts with a strong background in mathematics
or with assumed weak pre-knowledge of mathematics, with small/large student enrolment.
Given the time-scales for my study, I also gathered this data within a specific time-frame.

Based on my sampling strategy, I contacted five lecturers from each domain of study
(summarised in Table 3.1 on page 78). Three lecturers were planning to teach during the
specified time-frame and were also willing to participate in my study. Guided by the content
of the three modules, in the end I included two of the modules observed in the data analysis,
Module A and Module B. My choice was justified by the content of the three modules, since
the two modules were teaching similar introductory-level inferential statistics. Module A
was an introductory statistical methods module aimed at Psychology students. The lecturer
was a psychologist who had been teaching the module for five years. Module B was an
introductory statistical methods module aimed at Engineering students. The lecturer was
a mathematician who was teaching the module for the first time. I discuss the teaching-
learning context of these two modules in more detail in Chapter 5.

4.6 What data to collect
The lecturers included in my main study data collection and analysis formed the primary
cases. For each lecturer teaching a different statistics module, I collected data relevant to
their teaching practice. The dataset for this study therefore comprised audio-recordings of
lectures and laboratory sessions, interviews with lecturers at the end of the modules, memos
and field notes, copies of student laboratory work and a sample of summative assessments
(assignments and examinations).

I collected this data over one semester, as follows:

• Audio-recorded observations: Based on my research questions, I began to focus on
the lecturers’ teaching using examples, problems and tasks and I narrowed my litera-
ture searches towards the teaching of statistics at university and context in statistics
education.

• Memos and field notes: during each observation, I kept field notes and at the end I
wrote the key points and highlighted the parts of each lecture or laboratory session
which seemed interesting at that time. I also captured whether students seemed at-
tentive, the noise levels in the lecture theatre or laboratory, informal conversations
with lecturers or students before or after teaching, which I was not necessarily able to
audio-record.

• Audio-recorded interviews with lecturers: Interviews with the lecturers at the end of
the modules.

• Audio-recorded conversations with students during breaks.
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• Student laboratory work: Exemplars of student work during laboratory sessions.

• Summative examinations: Photocopied exemplars of students’ assignments and exam-
inations for summative purposes on one module. Although I used this data to make a
judgement about student learning, it had a peripheral role in my main research study.

In order to gain insights into characteristics of teaching on statistical modules, I sought
to explore the natural scene of the lecturers’ teaching activities on three statistical modules
by using participant or anthropological observation. My aim during these observations of
teaching was to be as neutral as possible as a participant-as-observer (Gold, 1958). Since
the lectures were attended by large numbers of students, I felt that my participation during
lectures blended with the natural teaching activities and gave me access to the modules,
documents and other insights into the delivery of the modules. During these observations,
I was able to use an audio recorder and take notes from the back of the lecture theatre.
Since I was not involved in the teaching of the modules, I was able to achieve a reasonable
analytic distance from the module staff and students. Although I attended the lectures and
tutorials as a researcher, I considered that my activity did not interfere with the expected
working relationships between students and teaching staff in the lecture halls or laboratory
sessions. In the case of classroom interactions, Delamont and Hamilton (1993) consider
that observers cannot be entirely neutral even when they are not involved in the teaching
activities. However, this research refers to classrooms in the context of small group teaching
of children in schools. In the lecture theatre, where student group sizes and organisation
are very different from what can be experienced in schools, I made the assumption that my
actions as a researcher were largely ignored by students.

The focus of my observations was guided by the research questions. For instance, I
contrasted the teaching methods of two modules, how the lecturers used teaching resources
(e.g. examples, exercises, problems) and studied how they delivered particular statistical
topics. Since initially my research questions were more general, I was interested in gaining
insights into the teaching process rather than narrowly focusing on pre-determined cate-
gories. Similar to the pilot study (as outlined in Section 3.3), I did not use an observation
schedule.

4.7 How to analyse the data
For analysing this qualitative data, I was concerned to build a set of categories guided by the
mediational triangle in Figure 4.2 that could be tested against additional data, i.e. additional
observations of lectures and interviews with the participants. My analysis was carried out
on two levels, the macro and the micro-levels of context (Section 4.2.1.5). Eventually, my
intention was to use these categories to create inter-relations between them towards an
emergent model of teaching statistics in “context”. Of first concern were however the ethical
considerations from which to draw evidence of a good quality data collection process, which
I discuss next. I then provide an account of the two modules included in the data analysis,
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my analytical approach for the analysis of observations data, documentation and the post-
module interview data.

4.7.1 Ethical considerations during data collection
Before starting to collect the data, I wanted to define in some detail the expectations I
wanted to build with the lecturers in order to maintain and improve the quality of my
interpretations (Miles et al., 2013). Within an interpretative paradigm, I was aware of my
role as a researcher in the data collection and analysis. As lecturers, my participants had
control over what happened in the lecture theatres. As best as possible, I aimed to keep the
purpose of my presence in the lecture theatre as unobtrusive as possible and maintain the
anonymity of students and lecturers. Anonymity was important to ensure the participants
presented their beliefs about their teaching and any other information about the modules
in an unbiased manner, avoiding self-censored or defensive accounts.

From the start of my classroom observations, I negotiated with the lecturers how much
time and effort would be required from them, what kind of data is involved, the researchers
involved in the study, the participants’ role in the data analysis and possible benefits to them
as lecturers but also to the wider research and teaching community, including the teaching
assistants.

The agreement between my participants and me was that I can participate in observa-
tions of live teaching and that they will provide documentation relevant to my study as well
as participate in a post-module interview. In my research design, I tried to ensure my partic-
ipants invested a reasonable amount of time. However, they did not receive a compensation
for participation.

Burgess (1985) vividly describes some ethical dilemmas with carrying out ethnographic
research in a school. During my research design, I was mindful of my role as a researcher in
the lecture theatre or laboratory, boundaries of informed consent and data dissemination.
The institution and the classrooms/lecture theatres where my detailed observations were
situated were susceptible to improvisation, not stable or durable.

4.7.2 Analysis of observations of teaching and documentation
The analysis of the observations of teaching and related teaching resources taking a grounded
analytical approach started with an initial overview of the field notes and memos, followed
by transcription of the data and open coding. Constant comparisons within and between
the two modules and lectures enabled me to start to build a set of categories and emergent
themes that I could then test against other data. Within the grounded approach, I used
the following ten iterative strategies to analyse the audio-recorded observational data of
lectures.

1. Data collection of lecturers’ teaching practice.

2. Memos and transcription.
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3. Pilot analysis: defining the unit of analysis and open (initial) coding.

4. Sampling and further open coding: identify additional relevant data for analysis.

5. Comparative analysis of data: compare chunks of data (teaching episodes identified in
the pilot analysis and through further sampling of the data).

6. Categories: start to formulate categories (ideas) based on the emerging codes.

7. Comparative analysis of data: further sampling of data.

8. Conceptual saturation: themes, what analytically different groups of concepts are
indicating

9. Test the themes: develop a theoretical explanation of the teaching with context di-
mension of teaching practice, i.e. based on emerging categories and themes derived
from the pilot analyses, identify further opportunities for data analysis to answer the
research questions and delineate relationships between themes.

10. Inter-relationships among themes towards the development of an emergent model of
teaching within a “context”.

These ten steps are summarised in the tabular representation in Table 4.1 (Harry et al.,
2005). In this analysis, I was interested to identify major issues and themes, and through
constant comparisons gradually focus on the emergent issues. My aim was to generate a
picture of teaching actions and processes using examples and problems in context. As it is
common in GAA, the data formed the basis for the emergence of theoretical ideas relating
to the lecturers’ use of learning resources in undergraduate statistics education. My aim
was to produce a model of teaching that embodied a theory (explanations) of teaching and
represented the relationships between entities that formed the theory.

Table 4.1: Data analysis map

Levels of analysis Codes
	 6 Model Increased levels of abstractions
↑ 5 Inter relationships & validation · · ·
↑ 4 Test the themes · · ·
↑ 3 Themes · · ·
↑ 2 Categories · · ·
↑ 1 Open Codes Based on observations and interviews

In this section, I provide a rationale for each of these steps in my data analysis. In the
next Chapter 5, I continue with details regarding my interpretations of the data, examples
of analyses and findings.
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4.7.2.1 Memos and transcriptions

Once I decided which modules should form the cases enquiry, the next step in the data
collection was to keep memos and make notes during and at the end of each observation.
During these stages of the data collection and analysis, my memos were characterised by
crude evaluations of the teaching that I was observing. For instance, I often questioned
whether students were making sense of the material lecturers presented to them. In one of
my comments on lecture 10, module B on Experimental Design, I jotted down

Quote 3 (Memo, Module B, Lecture 10)
‘Student noise levels are rising sometimes when the lecturer is talking (e.g. during the
section on threats to construct validity). I wonder what this might mean. Do the students
understand this or is there a feeling that this is not relevant to them? There are no ‘calcu-
lations’ in this topic, it is philosophical in nature. Is there something to do with the amount
of knowledge the lecturer delivered to students or with when this topic was delivered (at the
very end of the module). It seems that students were less engaged today than in previous
lectures’.

In this example, I questioned a number of aspects of the teaching: the curriculum design
(the sequences of learning during the module), student behaviour (elevated noise levels),
student sense making (not necessarily visible during the lecture) and the lecturer’s abil-
ity to convey meaning through this mode of teaching. Such memos gave me some insight
into teaching practices on these modules and supported my next stage of the initial data
analysis. However, later in the data analysis, I realised that during the early stages of this
research journey I was critical of the teaching I was observing, while later on, especially in
the comparative analysis of data, my main focus was to become critical of my interpreta-
tion and justify relating conclusions. Memos helped me deal with instances of confusion,
doubt or insight during data analysis. I used memos as instances of data which helped me
conceptualise and reorganise my analysis.

My analysis of observations of teaching and interviews involve transcription using soft-
ware. For this study, I used Transana3, a qualitative methods software which can be used
as a tool for transcribing and coding the data.

I considered that coding full transcriptions of lecturer discourse in lectures and interviews
could bring me a deeper level of understanding (Charmaz, 2014). Transana also allows the
linking of pictures/slides to lecturing transcripts and memos, so I was also able to code slides
for a better understanding of the context of teaching. I explain my coding process in the
next section. Although transcriptions can make the data analysis process more efficient and
‘preserve the rapid flow of ideas’ (Charmaz, 2014), they also require skill in analysing. The
extracts from transcripts or lecturing documents might not necessarily be illustrative of the

3Transana supports a qualitative analysis approach to coding which I used in this analysis. First, I
selected analytically interesting or important quotes or episodes with transcripts. The next step was to
create codes and sub-codes. The software also allows for writing memos for codes and episodes and create
diagrams based on the coding scheme.
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data. Instead, I regarded them as instances of the data itself (Wertz et al., 2011).

4.7.2.2 Unit of analysis and pilot analysis

My next step in the data analysis was to define the unit of analysis, i.e. the concept that
will form the focus of my analysis, a “case” which Miles et al. (2013, p. 45) defines as ‘a
phenomenon of some sort occurring in a bounded context.’ Defining the unit of analysis
was a core challenge in translating the theoretical perspectives into an applied method of
analysis. For Vygotsky (1987), the unit of analysis was word meaning, a holistic internal
aspect of the word as a microcosm of human consciousness. However, some regarded word
meaning as inadequate in explaining the relationship between “elementary” and “cultural”
development in ontogenesis (Cole, 1985) and meaning is not “a genetically primary unit
for the analysis of mind” (Zinchenko, 1985, p. 100). As a result, later research based on
SCT approaches have searched for other units of analysis, such as mediated action (Wertsch
and Stone, 1985; Zinchenko, 1985), activity (Davydov and Radzikhovskii, 1985), the object-
oriented and artifact-mediated collective activity system (Engeström, 1987), activity systems
(Engeström, 1999), the person speaking (Bakhtin, 1986) or community of practice (Wenger,
2000; Jaworski, 2008), to name a few examples.

Vygotsky (1987) argued that external relations among elements are not the same as
internal relations of a unit:

“In our view, an entirely different form of analysis is fundamental to further
development of theories of thinking and speech. This form of analysis relies
on the partitioning of the complex whole into units. In contrast to the term
“element”, the term “unit” designates a product of analysis that possesses all the
basic characteristics of the whole. The unit is a vital and irreducible part of the
whole.” (p. 44)

On the basis of Vygotsky’s scientific activity, Zinchenko (1985) outlines seven requirements
essential in a unit of analysis. Several of these requirements highlight that a unit must
be a functionally integrated, holistic psychological structure and have different and even
contradictory characteristics (or origins) that is the catalyst of development.

In SCT, the mediational triangle represents the idea that activity systems are a basic
unit of analysis for understanding human activity, which includes the subject (or subjects)
whose agency is selected as the point of view of the analysis, the object who is acted upon,
and the dynamic relationships btween them (Cole and Engeström, 1993; Barab et al., 2002).
As in Figure 4.2, the relations between the subject and the object of the activity are not
direct, they are mediated by a range of factors, including tools. The “doing” is to transform
or change something (Kuutti, 1996).

Working within SCT, I was guided by my research questions (in Figure 5.1) and the
conceptual framework in Figure 4.4. More specifically, in defining my unit of analysis, I
considered the mediational triangle in Figure 4.2 was my ‘minimal meaningful context’ for
understanding teaching actions in the activity system as the unit of analysis (Cole, 1985).
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To broaden the scope of my enquiry beyond observations and interviews, I also needed an
integrated account that brought the macro and micro together, the lecturers’ activity during
teaching and the social situations and concerns before/after teaching (Lerman, 2001). In
this study, the macro and micro tool-mediated activities as units for analysis allowed me to
study the changes in activity in which the lecturers and the contextual transformed social
reality.

In the macro analysis, I focused on lecturers’ participation at three levels: the module
teaching team, the university and the research/statistics community. The data for the macro
analysis came primarily from interviews with lecturers in the Pilot study (Chapter 3) and
Main study, documents relating to the module, teaching assistants and the literature review
in Chapter 2.

For the micro analysis, the unit of analysis was looking at the detail of activity during
teaching, focusing on particular teaching episodes (TE) in the modules. At the micro level, I
analysed the observational data from the perspective of the two lecturers engaged in teaching
actions in the context/setting of the lecture theatre mediated by teaching resources (tools).

Before starting to select teaching episodes from each lectures, I read the transcripts from
beginning to end to get a feel of the lecturer’s activities during the lecture. Using transcripts
of data, my focus was on quotes or TEs which represented the statistics lecturers’ teaching
activity of inferential statistics on introductory modules to students in the lecture theatre
using tools, such as examples, problems or exercises. Thus I defined as a TE a chunk of
teaching, a lecture activity or event coded as example, exercise, problem or task. A lecture
could then be chunked into temporal sequences of teaching as continuous process of ongoing
real activity in a real setting that lead to the emergence of an exposition, the ‘story’ or
‘narrative’ of the teaching under investigation.

The initial, pilot data analysis involved four TEs which I selected for three reasons.
First, they were the opening examples the lecturers used to introduce the topics of t-tests
and analysis of variance (ANOVA), two of fundamental statistical models students learn
in introductory statistics. Second, based on my initial coding, the first two TEs from
the lectures on t-tests yielded a rich set of concepts (ideas) that could be compared and
contrasted in useful ways. Third, the lecturers used the (everyday) “contexts” of these tasks
throughout the module, when teaching both topics. I then proceeded to identify additional
TEs in the lectures on t-tests and ANOVA across the two modules.

4.7.2.3 Sampling and open coding

For Charmaz (2014), coding is about defining “what is happening in the data and what
it means”. Coding allows the weaving of generalisable statements and specific contextual
analysis of actions and events. My theoretical perspectives shaped my analytical approach
by connecting fragments of data with the analytical abstraction of my analysis.

In the initial stages of the coding process, I took a first episode of data (L1 introducing
t-tests) and used it as the starting point of the coding process, using the Transana software.
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Based on the theoretical perspectives, during this period of ‘focused coding’, I was sensitive
to issues of teaching process, content and context. I also focused on actions and emotions
to preserve a sense of flow, precision and focus on making connections between fragments of
data and on what was happening in the data Charmaz’s (2014).

As I was analysing the data, I also wrote notes which were labelled with a code, a
conceptual label representing my analytic tool and interpretations of the lecturer’s actions
in the episode. For example, if I coded an episode in one of the lectures as “context”, I then
sought to find other instances where the lecturer used (other types of) “context” and how
this compared to examples from the other module. As new codes were emerging relating to
“context”, I created a category entitled “context’ and added new sub-codes to it. The codes
were quite concrete but close to the data and suggestive of possible processes in the data.
The codes also illustrated the context/situations in which the codes occurred.

4.7.2.4 Comparative analysis of data

Based on my memos and an initial coding of the transcripts of these two lectures, TEs rep-
resented units of comparative analysis. Although within-case or within-TE analysis brings
understanding in its own terms, cross-case or cross-TE analysis or synthesis can increase the
generalisability and transferability of interpretations to other contexts and gives confidence
that the processes identified are not entirely idiosyncratic (Miles et al., 2013).

My approach to the data analysis consisted of looking at two lecturers’ teaching processes
and content to observe how particular lecturers teach introductory statistics. I collected data
about each individual lecturer, including context variables and lecturer beliefs in the pilot
and main studies. I then compared these rich profiles for analysis to identify historically
grounded patterns.

In my analysis of observations of teaching, after initial, open coding and further sampling,
I proceeded to compare TEs that I identified in the previous step from different parts of
the lecture, different lectures and different modules in terms of how similar or different they
were conceptually based on the coding applied. Where I used the same code in different
episodes, I considered whether there were new or additional meanings of the code. Similarly,
I also considered how the codes were different or conceptually distinct from each other. I
considered that a cross-TE analysis would allow for identifying patterns of context, process
and content.

4.7.2.5 Identify categories and further comparative analysis

Coding involves attaching labels to chunks or segments of data that depict what each chunk
is about which then allow to ask analytic questions about the data. Chunks of data rep-
resented by codes then can be compared with other codes/segments of data. Through
coding, constant comparisons and writing memos, I was then able to produce categories
which answer questions about the data (Charmaz, 2014). Categories are at a higher level
of abstraction than codes and themes are at a higher level of abstraction from categories.
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The relationships between categories allowed for further analytic refinement of the data into
themes. Charmaz (2014) emphasises that grounded analytical approaches state that the
aim is to ‘construct theory’ rather than generate themes. In my analysis, using the unit
of analysis, I analysed actions and processes inductively rather than focus on generating
themes.

In order to generate categories and then themes, I compared episode with episode from
the same lecture, across different lectures and across modules for similarities and differences.
I also identified incidents (smaller chunks within an episode) which were worth comparing.
Codes that were considered to be similar in some way I grouped together under a higher level
descriptive concept, or category. This enabled me to differentiate between different categories
and themes and identify properties and dimensions specific to that category/theme (Corbin
and Strauss, 2008). I also attempted to make connections between the codes, categories
(assembled codes, grouped phenomena that represent increased levels of abstraction) and
themes (ideas, representations).

4.7.2.6 Reaching conceptual saturation and identifying themes

This process of comparing teaching episodes within and across lectures and lecturers, re-
vealed over thirty characteristics of these two lecturers’ teaching which I further expressed in
terms of themes or concepts. This grounded analysis was helpful in characterising these two
lecturers’ teaching, what learning resources these two lecturers were using on their modules
how lecturers were teaching in the lecture theatre, their use of examples and other learning
resources. Following my ten-step iterative data analysis process, at this point in the analysis
I sought to carry out comparative analysis of data using additional TEs and produce further
categories (ideas), substantiate and justify my interpretations of the data in order to move
towards more robust conclusions.

The grounded data analysis allowed me to identify similarities and differences in what
characterised the context of teaching on the two modules (first research question) and how
the two lecturers taught using context (second research question) along three themes:

• Context and abstraction: shift from concrete context to another concrete context or
abstract (mathematical/statistical) context.

• Statistical knowledge: emphasise procedures, build skills and concepts, discourse that
includes statistical arguments or limited mathematical content.

• Lecturer intentions to engage and motivate students by emphasising knowledge from
other domains (media resources, psychological studies), the utility of statistical tech-
niques or simulating the process of statistical enquiry.

Comparisons and additional data also clarified for me particular themes, such as what I
meant by ‘constructing’ and ‘de-constructing’ context. The main theme that was starting to
emerge was centred around contextual knowledge and its relevance to statistical knowledge.
In the background, lecturer’s motives and beliefs started to emerge as a theme from codes
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such as knowledge from other domains (engineering, psychology, management) and what
I perceived to be their teaching objectives. However, since my observational data did not
allow me to fully tap into lecturers’ motives and believes, I needed to turn to the interview
data to further the analysis.

4.7.3 Analysis of post-module interview data
At the end of the module, two to three weeks after the final week of teaching, I interviewed
the lecturers about their experiences teaching the module. I collected the interview data to
reveal the extent to which participants individually identified or abandoned the tools used
during teaching. I aimed the interview questions towards the meaning participants assigned
to the teaching process. Transcripts of naturally occurring talk (as in the lecture theatre)
revealed how the lecturers taught, who spoke and allowed for comparisons to stated beliefs
in interviews - why they taught in the way that they did. By comparing instances of naturally
occurring talk with formal/informal interviews, it was possible to identify unique ‘speech
genres’ and situate them within institutional/cultural contexts (Wertsch, 1993).

The comparisons between observations and interviews can then reveal teaching styles
situated in institutional/cultural context. Such comparisons between different data sources
could reveal contradictions and how they were resolved. In this way, I was able to in the
analysis lecturers’ tacit beliefs about teaching/ students/ statistics, local situations of the
module which might be had been apparent with analysing only observational data. In this
analysis, I focused in particular on how lecturers’ experiences changed during the course of
the module, how, what, and when they noticed such changes.

4.7.3.1 Post-module interview research questions

The three research questions that directed the data collection and analysis are as follows:

• What are the lecturers’ beliefs about teaching/ statistics/ students?

• What learning resources do lecturers use on their modules?

• Why do these lecturers use learning resources in their teaching?

In these interviews I was therefore interested in what ways and why, the use of learning
resources was similar or different among the two modules.

4.7.3.2 Data collection

I scheduled interviews with each lecturer at the end of each module, once the teaching and
assessment activities had finished. Although I had informal conversations with the lecturers
during the module, the interview was an opportunity for me to gather systematic data
about the lecturers’ views on specific issues relating to my research questions. The aim of
the data collection and analysis was to make comparisons between the two modules. As my
initial data analysis was done inductively throughout the data collection phase, I used a an
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interview guide, in Appendix C.1, to capture some of the topics I saw in the data at the
time.

4.7.3.3 Interview format

For this study, I chose an approach to interviewing my participants which could be described
as ’structured interview’. At the beginning of the interview, I explained that I was interested
to find out more about the participants’ experience in teaching the module and the influ-
encers in their choice of particular learning resources such as tasks, problems and examples.
I then proceeded by asking them some background information about their academic and
research background, teaching experience and experience in teaching this particular module.

After asking the lecturers an open-ended question, the participants were encouraged to
tell their experience of teaching their module and only when they had finished their narrative
I asked questions about points they brought up in the interview that I felt needed further
elaboration, but also about other areas which I was interested in exploring and had prepared
for the interview. Although I had prepared an interview guide, I allowed the interview to
flow freely.

For example, I asked the participants to tell me whether, as they looked back on this
module, any lectures stood out. This was followed by questions relating to their teaching,
such as describing the most important ways to teach statistics and how they designed/chose
the tasks and examples they used. Other areas which I explored during the interview
were about the lecturers’ use of context, student evaluation and assessment, statistical and
mathematical content, statistics as subject and the importance of software.

In order to obtain rich data about the lecturers’ views about the way they used learning
resources in their modules, I prepared copies of such resources from the three modules I
observed. The interviewees were encouraged to reflect on the use of the resources, how their
resources differed from or were similar to the resources used on other modules and why.

At the end of the interview, I asked the lecturers whether there was something they’d
do differently with the module or whether there was something else they would like to ask
or add to what has already been said. The interviews lasted approximately sixty minutes.

4.7.3.4 Data analysis

The first step in the data analysis was to transcribe the interviews. Before starting to
code the interviews, I read the interviews from beginning to end to get a feel of what the
interviews were about. At the start of the coding process, I took a chunk of data (e.g. the
beginning of the interview) and used as the beginning point of the coding process, using the
Transana software. As I was analysing the data, I also wrote memos which were labelled
with a code, a conceptual label representing my interpretation of what the lecturer said in
the episode.
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Chunking the data

In order to make the data analysis manageable, I broke down the interviews into manageable
episodes (chucks) with the aim to examine each episode in more detail. I used this approach
to also compare episodes from different interviews in terms of how similar or different they
were conceptually (i.e. in terms of the coding applied). Where I used the same code in
different episodes, I considered whether there were new or additional meanings of the code.
Similarly, I also considered how the codes different or were conceptually distinct from each
other.

For example, if I coded an episode in one of the interviews as ‘informal teaching’, I then
sought to find out this lecturer’s beliefs about teaching and how these beliefs compared to
the other participants. As new codes were emerging relating to the ‘teaching beliefs’ theme,
I added them to it.

Linking codes

Once I started to break the data apart and delineate codes (concepts) to stand for episodes
of data, I also attempted to make connections between the codes and relate them to themes.

For example, using the next episode, I related the broader code ’informal teaching’ to
the more specific ‘teaching statistics as an everyday conversation’ and ‘student numbers’. I
then hypothesised that the interviewee’s beliefs about teaching and his actual approach to
teaching in the lecture theatre were influenced by the context of this module. I was then
able to check in the data the lecturers’ beliefs about teaching and what they perceived to
influence their teaching practices. As these codes were connected, I could also elaborate on
them and explore links between how a lecturer’s ‘teaching beliefs’ influence his ‘teaching
strategies’.

Analytic strategies

The next step was to ask questions of my data which I could apply across datasets, such as
for example:

• What are these lecturers’ beliefs about teaching?

• How does the classroom situation influence their teaching practice and choice of strate-
gies?

• What tools do the lecturers use in their teaching and why?

The interview data I was then able to include in my analysis of observations and learning
resources. Integrating coding schemes from different sources of data was possible through
using the Transana software.
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4.8 Summary of chapter
This chapter depicts the process of defining my research paradigm, the theoretical perspec-
tives and analytical approach and the research design. Here, I sought to provide evidence
about ‘how’ I carried out my main research study, and also ‘why’ I did the study in the way
that I did. Within an interpretative research paradigm and SCT of teaching and learning,
l designed a qualitative study of observations of teaching statistics at university. My theo-
retical and analytical choices were motivated by my focus on teaching process, content and
“context” and guided my data analysis and interpretations. Further, I adopted a grounded
analytical approach to my data analysis. In the next chapter, I present the outcomes from
the data analysis and aim to describe a model of university teaching of introductory statistics
in context.
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One of the outcomes of my Pilot study in Chapter 3 was a ‘rough’ conceptual framework
of teaching practice, which I further refined in Section 4.4 to formulate the research questions.
As a reminder, my research questions are as summarised in Figure 5.1. In Chapter 4, I
described in some detail the methodology for my main study, which includes my research
paradigm, theoretical perspectives and research design. A summary of the data analysis
process is in Figure 5.2. My goal ultimately is to understand the teaching of statistics in
the lecture theatre – how and why lecturers make and implement decisions in the course of
lecturing.

In my data analysis, I am interested in the teaching of introductory statistics modules at
university in context. More specifically, adopting a grounded analytical approach within a

149
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1. What characterises the “macro-level context” of teaching statistics at univer-
sity?

1.1. What characterises the teaching activities on introductory statistics mod-
ules?

1.2. What characterises the lecturers’ beliefs about intended curricula and
about students?

2. What characterises the “micro-level context” of teaching statistics at univer-
sity?

2.1. What are the statistics lecturers’ lecturing styles?
2.2. How and why do the lecturers adopt these teaching methods to teach

introductory statistics?

Figure 5.1: Research questions (main study)

Research methodology (Chapter 4)
l

Data analysis (Methods and interpretation)
l

Report findings (Integrate findings)
l

Relevance and contribution (Chapter 6)

Figure 5.2: The data analysis process

SCT framework (as in Section 4.2), I seek to integrate my findings across macro- and micro-
levels of context in order to examine teaching practice. In my representation of lecturing
practice and processes, I attempt to provide a description of the properties or components
of the teaching process and content and relate context (micro and macro, physical and intel-
lectual), lecturer beliefs, lecturer contextual variables and lecturing tools. Fundamentally, I
seek to understand how these components of teaching process and content change, transform
and interact with each other during the delivery of the module. In my interpretations, I use
the Pilot study findings (Chapter 3), the post-module interview data and the observations
of lecturing.

5.1 Ethical considerations in data analysis
The lecturers granted me access to their lectures and laboratory sessions, which I audio-
recorded and wrote memos (as described in Section 4.7). At the beginning of my study and
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throughout the data analysis process, I contemplated on a number of ethical issues which
might have implications for data analysis (Miles et al., 2013). In Section 4.7.1 I described
how my participants gave full consent to participate in my study. In order to ensure the
trust of my participants, I also agreed with them regarding the type of data analysis I was
doing, which was transcribed, annonymised and coded using software (as in Section 4.7).

In the literature review and the Pilot study, I defined in some detail the worth of the
project and the contributions I intended to make to statistics education research. My com-
petence as a researcher was an important aspect of the data analysis (see Section 4.1).
During the project, I also improved my research competence through training, discussions
with supervisors and attendance at conferences. As the study progressed, I made my in-
terim findings public in presentations in workshops, with the agreement of the participants
through following the University’s Ethical guidelines and procedures.

5.2 Macro versus micro analysis
In SCT, the social context is affected by cultural and historical factors (in Section 4.2.1.5).
Relationships between micro- and macro-levels of context, seek to understand context in
terms of psychological and cultural tools (Section 4.2.1.3) that are provided by the sociocul-
tural context of university teaching and learning and used by individuals in their interper-
sonal context. In the micro analysis I studied instances of lecturers teaching their students
using lecturing tools in the lecture theatre. With the macro analysis, I intended to shed
light on the more complex issues that account for what I was observing at the micro level
(Lutz, 1993).

Macro analysis (Section 5.3)
l

Micro analysis (Section 5.4)
l

Model of teaching statistics in context (Section 5.5)

Figure 5.3: Macro-micro data analysis

Further, I conceptualised micro as small scale and macro as large scale. The lecturers
adapted their teaching styles or methods to the students at both micro and macro levels. For
example, on a small scale, in the lecture theatre, lecturers provided tailored representations
of statistics depending on their goals and beliefs about the students. On the large scale,
lecturers adapted the content of the modules to allow for students to achieve the learning
outcomes.

To examine the teaching of statistics at university, in my study, I attempt to integrate
findings from across multiple contexts taking a SCT perspective on teaching (Section 4.2).
The theoretical framework used in this analysis emerged through data analysis, which started
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using the grounded approach and then applying the framework to subsequent analyses using
the mediational triangle (Figure 4.2, p. 114). In my analysis, I regard the macro-micro as
a dimension rather than two separate components of analysis (Hammersley, 1993b). For
clarity, in this chapter, I present my analysis of macro and micro separately, yet being aware
of possible overlaps among components of analysis, perspectives on the data which are half-
way along the macro-micro dimension and relationships between them. Engeström (1987)
further suggests that in a complex society, there are a multitude of relatively independent
activities that are represented as sub-triangles but with the same internal structure. One
cannot assume the existence of a singular activity system. In my interpretation, I also sought
to make connections between macro-micro. To build an understanding of teaching statistics
in context, I conceptualised the mediational triangle in Figure 4.2, p. 114 for each layer of
analysis, macro and macro with inter- and intra-relationships between the nodes (corner of
a triangle such as ‘subject’) of two systems, as in Figure 5.4.

Figure 5.4: Integration of macro and micro analyses

The macro-level analysis is detailed in Section 5.3, followed in Section 5.4 by the micro-
level analysis. The factors included for each node of the mediational triangles emerged during
data analysis taking a grounded analytical approach and with a basis in the theoretical
perspectives in Section 4.2 and the conceptual framework in Section 4.4. Next, in Section 5.5,
I represent the macro-micro factors as a model of teaching statistics in context.

5.3 Macro-level analysis of context
A first step in the analysis was to look holistically at the two modules’ teaching-learning
environment and start identifying contextual factors and relationships. In Section 4.7.2.2,
I explain my approach to the data analysis and how I selected the unit of analysis for the
macro level. Using the components proposed by Gage (2009, in 4.2.2) and concepts of my
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theoretical framework (Section 4.2.1), my interpretative analysis started with a description
of each module’s teaching and learning context, teaching approaches and content.

As a precursor to the analysis, I filled in each node of the mediational triangle in Fig-
ure 4.2 with empirical data from the Pilot study (Chapter 3) and literature searches (Barab
et al., 2002). I depict my analysis in graphical format in Figure 5.5.

Figure 5.5: Macro analysis of teaching

Subject can refer to an individual or a sub-group whose agency is chosen as the point
of view of the analysis (Engeström, 1999). Under subjects, I placed the module team in
charge of designing the statistics modules (Section 5.3.1). In higher education, the module
team might include the lecturer in charge of designing a module, in collaboration with the
programme team, heads of school and a Teaching and Learning committee who ultimately
approves the programme and module specifications1. However, the lecturer teaching the
module might not have been part of the design process.

Under objects, I included the undergraduate students’s learning during a programme of
study as the protagonists of the activity (Section 5.3.2). Under tools I placed items such as
the intended curriculum and content, module staff characteristics (beliefs, goals, knowledge
of teaching, knowledge of statistics, knowledge of students’ degree subject, knowledge of
previous cohorts of students), knowledge of statistics practice in the field, Psychology or
Engineering (Section 5.3.3).

My analysis of the intended curricula at the macro level focused on the lecturers’ cur-
ricular and pedagogic planning, the lecturers’ goals and beliefs about teaching statistics,
about students and the teaching resources. Next, I was also able to link to my data some

1A specification provides a concise summary of the main features of the programme and the learning
outcomes that a typical student might reasonably be expected to achieve and demonstrate if full advantage
is taken of the learning opportunities that are provided.
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of the institutional issues such as university regulations and practices. The literature re-
view provided some information about how employers, statisticians or professional bodies
might influence the teaching practices in higher education. In this section, I characterise the
components of teaching process and content for each node of the macro-level mediational
triangle (Figure 5.5).

5.3.1 Macro-level subject
Based on my sampling strategy (Section 4.5), I analysed data from two introductory statistics
modules, one from a Psychology programme and another from Engineering (presented in
more detail in Section 5.3.3). In Gage’s linear model of classroom teaching, presage variables,
such as teacher characteristics and context variables to do with the teaching situation are
the building blocks of teaching (Section 4.2.2). In the macro analysis, I was interested in
similar changeable factors of the teaching situation. Along the macro-micro dimension, the
wider (large scale) sociocultural context was towards a macro world-view of the situations I
was dealing with. Module staff characteristics, being outside the classroom, were concerned
with institutional organisation rather then the micro lecturing practices of the actions inside
the lecture theatre. My analysis of the teaching of Modules A and B started before I went
into the classroom, as I gathered information about the module background information,
staff and documentation from the virtual learning environment and the pilot interviews
(Chapter 3).

The two lecturers had contrasting backgrounds, one being a Psychologist teaching in
the Psychology department and the other a Mathematician teaching in an Engineering
department. A key member of staff on module A, Lecturer 1 or L1 was a Psychologist and
an experienced lecturer who at the time of this study had been the module leader for over
five years. L1’s research background was in qualitative methods rather than quantitative. At
the time of my study, L2 was contemplating teaching other modules in the future, possibly
not quantitative methods.

The lecturer on Module B or L2 was a mathematician who, due to unexpected circum-
stances, had to step in to teach the module in the second week of teaching rather than week
6 as it had been planned and was delivering the module for the first time: As a result, L2
had no plans to amend the module materials, which had been developed by someone else
in the module team, in any significant way during this delivery of the module. The sudden
involvement in the teaching seemed to influence how L2 felt about his preparation with the
delivery of the module (as in Quote 4).

Quote 4 (L2, Interview 2)
“I did not expect that I had to do it [teach the module] which meant that some of it
was slightly less well prepared than it might have been, but anyway, life goes on. It was
adequate.” (0:01:36.9)

In Quote 4, L2 provides his own holistic post-module evaluation of how he thought about
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the circumstances of teaching the module. In this case, macro-level constraints such as
availability of staff, timetabling and the module content determined what went on in this
classroom, at the micro-level. I became familiar with the content and structure of Module
B in the pilot study as I had the opportunity to observe two lectures and two laboratory
sessions in the previous academic year (in Section 3.3). Although the lecturer changed
during these observations, I was familiar with the current lecturer as I interviewed him in
the pilot study (Section 3.2).

Drawing from the module specification and administration, my codes for macro context
were therefore about institutional practices and regulations which determined the rules and
structure for teaching and also about the unexpected unfolding of the activity in the real
setting of teaching on the module. The changes in teaching staff on one module as well as
the apparent stability of the other highlighted the responsiveness to the environment and the
improvisatory nature of human activity (Lave, 1988). My approach to looking for actions in
the teaching activity might mean that my interpretations of the changes and transformations
in space and time of the phenomena I was observing and thus unstable and less descriptive
of enduring factors. In my study of real, everyday teaching actions, I understood that I
could not cling on “objective” and pre-planned actions. The analysis demanded a flexibility
in interpretation necessary to understand how the two lecturers engaged in the teaching
process (Suchman, 1985).

5.3.2 Macro-level object
L1 was not planning any changes to the intended curriculum from previous years since he
believed the design was suitable to the students’ expected achievement and background:

Quote 5 (L1, Interview 2)
“at this stage, I have struck the right balance for what I am trying to achieve [...] I am really
happy when [the students] are just doing the basics, understand the basics” (0:09:03.8).

The intended curriculum was based on L1’s personal beliefs about the attainment and
experience with previous cohorts of students on the module. Over the years, the module
had experienced several transformations and changes as a result of students’ backgrounds
and attainment. At the time of my observations, the lecturer believed that he had found a
suitable approach for his students.

The significant thing about these adaptations to students’ background is their history
over the life of the module. The lecturer picked up some cues from students’ background
(e.g. A levels record) and the achievement of previous, comparable cohorts but also cues
from informal feedback from students in the lecturer’s social interactions with the current
students. The lecturer formed an impression of the students from the cues accumulated
during a longer period of time. The lecturer’s module design is based on these (perhaps
fragmented) cues. The lecturer seemed to have formed a representation of the ‘average
student’ using his creativity and intuitions about the students for the benefit of the students.
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From this point of view, the object of L1’s planning actions had as object “the average
student” on that particular Psychology programme.

Module B was aimed at second-year Engineering students from a range of disciplines
(Automotives, Materials, Product Design, Management, Manufacturing, Sports Technol-
ogy). The module was delivered at the same institution and enrolled over 120 students.
Each lecture was meant to be delivered by a lecturer and lasted approximately 120 minutes.
The statistics module followed a Mathematical Modelling module, which would have cov-
ered first and second order differential equations, Fourier series and Fourier transform, so
the students on the programme were expected to have A level qualifications in Mathematics,
potentially with a statistics component.

The subject of the activity can be studied in relation to the object of the activity to
determine how and why the module curriculum (tool) at the macro level is influenced by
the programme of studies defines the students’ background and the achievement of previous
cohorts of students. Although the Psychology programme aimed to give students a grounding
in statistics, the ‘average’ student, as conceptualised by L1, did not in his view match the
student profile defined in the specification. For instance, L1 believes that students find the
statistical content challenging and as a result the content of teaching needs to be adapted
to suit their profile.

Quote 6 (L1, Interview 2)
“even the good [students] were less comfortable on some of the issues we were introducing”
(0:02:52.7) and that “[students] know it’s science but they, perhaps expect it to be light as
it were [...] because it can cause quite a lot of anxiety. [...] If you look in other psychology
department, stats would be taught in a very different way, or maybe more mathematical.”
(0:18:57.2)

L2 however, teaching the module for the first time, had a much broader conceptualisation
of the object of curriculum design. In his own words (Quote 7), L2’s planning activity had
as goal students’ transformation and change mediated by knowledge of how statistics is used
in the world (statistical literacy).

Quote 7 (L2, Interview 2)
“It would be almost desirable from a statistician’s point of view because you would be
educating these various people who would go and apply statistics, they would turn out
more statistically literate then they otherwise would be.” (0:45:17.1)

Interpreted through a Vygotskian lens, Quote 7 relates L2’s teaching activity towards
students’ statistical sense making to the concept of ZPD, Section 4.2.1.4. Here, L2 focused
on the differences between the students’ present statistical knowledge and skills and the
outcomes the students might attain as a result of attending the lectures and successfully
progressing through the module. The outcomes might be short-term such as module grades
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and also long-term, such as how students might use statistics in their future employment
and lives. There may be different outcomes for a statistics education from a statistician or
a lecturer’s points of view, which may give rise to developmental possibilities of the activity
(Engeström, 2000). In planning his teaching, L2 identified contradictions and tensions in
the activity of teaching versus a potential future activity of using statistics in the workplace,
discussed in further detail in Section 5.3.4.

5.3.3 Macro-level tools
Intended curricula as defined in the module specification and in lecturers’ planning and be-
liefs about students were the tools in my macro-analysis. I considered curriculum and statis-
tical practice to be specialised psychological tools as specialised language (speech), writing
systems or number systems and so used as a means of achieving change and transformation
by module staff (Foley, 2009). Technicality and abstraction are tools curriculum design-
ers use to explore statistics curricula. The undergraduate students at the programme level
(object) are expected to learn this technical and abstract language appropriate for statistics
education. The ‘new’ reformed curricula in statistics education (Section 2.4.2) proposes that
curricula needs to reflect how statistics is used in practice within the students’ field of study
as knowledge of ‘specialised registers’ (Daniels, 2001).

5.3.3.1 Intended curricula

In the data analysis, I chose to focus on Modules A and B as they covered similar content
in univariate inferential statistics. Table 5.1 compares the structures of Modules A and
B. As my focus was on characterising the teaching of statistics at university in “context”,
similarly to my Pilot study, during these observations I focused primarily on the lecturer.
This meant that, at least initially, the data from laboratory sessions was less relevant since
the lecturers were not present. Table 5.1 briefly summarises some of the characteristics of
these two modules. Further, in Table C.1 in Appendix C.2 (page 290), I summarise the
lectures I observed for the modules included in the data analysis.

Module A

Module A was an introductory level, first year twelve-week statistical methods module aimed
at Psychology students at a research intensive university. The module was delivered in the
second term enrolled around sixty students. Each lecture was delivered by a Psychology
lecturer, L1, and was planned to last sixty minutes, followed each week by a practical
session and stats clinics that were run by two teaching assistants. Following institutional
regulations and the module specification, the module was taught over twelve weeks.

In the first semester, the Psychology students would have covered concepts in inferential
statistics such as variation, chi-square, correlation and regression. L1 designed the module in
the second semester to include two further topics in inferential statistics (week 1), Student’s
t-test (two lectures weeks 2-3) and analysis of variance (ANOVA, five lectures weeks 4-8,
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Table 5.1: A description of Module A and Module B

Module A Module B
Domain Psychology Engineering
Year 1 2
Lecturer Psychologist (L1) Mathematician (L2)
Teaching the module 5 years First time
Years of teaching experience 8 years 3 years
Students 60 130
Gender approx. 80% female approx. 75% male
Students Future Psychologists Future Engineers
Lectures 11 (Weekly) 11 (Weekly)
Duration of lectures 1h 2h
Laboratory sessions 11 × 1 hour 4 × 2 hours
Stats clinic/tutorial 11 × 1 hour None
Lectures on t-tests 2 2
Lectures on ANOVA 5 1
Lectures on other topics 0 6.5
Revision sessions 2 1.5
Assignment 50% 20%
Exam 50% 80%
Main lecturing resources slides slides/print-outs
Teaching own resources yes no
Room Laboratory Lecture theatre
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as in Appendix C.2). The emphasis in the module was on experimental design, inferential
statistics using software and examples of applications in real-life or realistic applications.
The remaining three sessions were spent on revision (weeks 9 and 10) and a class test (week
11).

The linear ordering of content through the module was accompanied by two summative
assessments, a mid-term assignment and a final multiple choice test. In this case, I had codes
relating to the macro context for the intended curriculum: module specification, teaching
resources planned for the delivery of the module and sequencing of content. At a macro
level, I was mindful of the beliefs of module staff about the students who normally enrolled
on the programmes. For example, Module A’s scheduling was from 9am to 1pm each week
“to suit the first year university students” and ensure their attendance (L1, Interview 2).

Module B

Module B was a twelve-week introductory statistics methods module delivered at the same
institution and enrolled over 120 students. Each lecture was delivered by a mathematics
lecturer, L2, and was planned to last 120 minutes. The module offered three one-hour
laboratory sessions run by a laboratory assistant where students had the opportunity to
solve statistical problems using software, but there were no tutorials.

In Module B, each lecture sequentially aimed to cover a new topic (also see Appendix C.2).
The content of the module focused on a range of topics, starting with probability, distri-
butions, descriptive statistics, hypothesis testing, t-tests, contingency tables, regression,
correlations, ANOVA and finally experimental design. Lectures six and eleven were revision
lectures. The emphasis during these lectures was on mathematical explanations of concepts
and hand calculations with answers provided during the lectures. The last lecture was spent
on revision.

5.3.3.2 Module planning and lecturers’ beliefs

For analysing module staff planning and beliefs, I relied primarily on the Pilot study inter-
view, interview 1 and the post-module interview, interview 2 with L1 and L2. For Module
B, since I observed lectures and tutorials in the Pilot study, I also had access to documen-
tation, such as handouts, before starting my observations of teaching. Here, I discuss each
module’s planning and beliefs about teaching, content and the students in turn.

Module A

L1 was mindful of students’ feedback and planned his teaching at ‘a medium high’ level
for the “average student” (in Section 5.3.2), meaning that students were expected to learn
basic principles (Quote 5, p. 155). L1 saw the strength of his teaching in offering very lim-
ited mathematical challenge to the students but emphasising experimental design principles
relevant to Psychologists and how these principles linked to statistical concepts.
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In the pilot interview, one of the constructs elicited (Section 3.2) by L1 contrasted
“knowledge underpinning the [statistical] analysis” versus “decision making”, as in Quote 8.
For L1, knowledge seemed to be about justifying an approach to a type of data analysis and
a tool for students to use. My interpretation is that “knowledge underpinning the analysis”
referred to scientific or schooled concepts which may remain tacit and only partially revealed
to the students (Section 4.2.1.5). On the other hand, “decision making” was about statistical
reasoning, the creative narrative of the analysis based on statistical rules. There seems to
be a distinction here between traditions of doing statistics in school or as statisticians do
and everyday experiences Psychologists might have.

Quote 8 (L1, Interview 1)
Knowledge underpinning the analysis - It is theoretical knowledge that feeds into using the
techniques, the tools

versus

Decision making - It involves justifying your approach, style of presenting (according to a pre-
defined structure or template). It involves both procedural and creativity, there is a choice
that the student makes, fit narrative into conventions; justification, putting the narrative
together.

Bernstein (1999, Section 4.2.1.4, p. 123) distinguishes between two forms of discourse,
vertical and horizontal, according to the forms of knowledge realised in the two. In my
interpretation of Quote 8, ‘decision-making’ is a form of horizontal discourse and ‘statistical
knowledge’ is a form of vertical discourse. Further, this also reflects some of the purposes
with a statistical analysis of describing, deciding and predicting from data.

L1’s main teaching goal was that the students should have an understanding of exper-
imental design and how to select a suitable statistical technique and interpret the output:
‘we are trying to put statistics in a new context, trying to see that when faced with a
‘context’ or scenario, students can use a t-test or ANOVA’ (Interview 2, 0:08:09.8). The
module team replaced certain components of the statistical process, such as mathematical
calculations and data collection by the exclusive use of statistical software using existing
data-sets (Quote 9).

Quote 9 (L1, Interview 2)
“I find mathematics relevant, I know that it is all about mathematics at the finer level, but
in my teaching, personally I do not feel the need to include it. And as a group we agree on
this, the teaching strategy of doing it this way.” (0:13:37.9)

L1’s intentions appeared to be to show students a conceptual way of understanding
statistical concepts and topics (Section 2.4.1.5) in order to help students approach statistics
like other psychologists would: ‘logically not mathematically’, by using software and a deep
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understanding of their research design and research question. In both interviews 1 and 2, L1
perceived the statistical analysis as ‘easy’ if students engaged with the practical exercises,
but not when students were required to apply different techniques in different contexts, as
illustrated in Quote 10.

Quote 10 (L1, Interview 2)
“We feel it is important that [students] get transferable skills, [...] trying to think why you
would use [a statistical test] in context, rather than automatically pressing buttons. At
least I hope that this is what we do.” (0:18:57.2)

L1’s short term goal for the students was for them to be able to carry out a t-test and
an ANOVA when presented with a dataset, but also, in the longer term, to link different
statistics curricula to future Psychology projects or employment. In interview 2, Quote 11,
L1 expressed the importance he placed on experimental design principles as a prerequisite
to making sense of statistical concepts.

Quote 11 (L1, Interview 2)
“What I am interested in is the logic; if [the students] get the logic of design first and
then the logic of how you have to think of variance that makes it easier for the student to
understand what is going on or the value of t and the significance level.” (0:11:48.2)

The teaching style on the module was expected to be ‘formal’ (Quote 12). Using the
contrasts suggested by Bernstein (1999, p. 158), my expectations for L1’s enacted teaching
discourse was a dualist focus on operations versus principles, statistical (outside) context
versus everyday (inside) context, a social discourse that is between intimacy and distance
and a lecturing voice that alternated between dominated and dominant.

Quote 12 (L1, Interview 2)
“Even the communication between the lecturer and the students, even some of the commu-
nication, some of the lectures tend to be formal.” (0:34:59.1)

In Quote 12, L1 reveals a contradiction between his aim to use active learning as a
teaching tool and the reality of the module which imposed a more traditional methodology.

Module B

Similar to L1 (Quote 8), in interview 1, L2’s main issues for teaching statistics at uni-
versity revolved around mathematics and everyday context. In Quote 13, L2 contrasted
“understanding the real world problem” versus “doing statistics”, i.e. much of the scientific
knowledge that is the focus ‘inside’ university teaching with statistics ‘outside’ the mod-
ule that is used in the workplace to solve everyday problems. The contradiction between
“university” and “workplace” statistics suggested in Quote 13 reflects Bakker et al.’s (2008)
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finding that formal statistical inference is about populations and focuses on induction while
workplace statistics is pragmatic and focuses on processes and action. In the workplace, con-
textual reasons might need to overpower statistical ones. The tension for L2 is about how
to teach contextualised, everyday horizontal knowledge in the context of the lecture theatre,
focused on vertical discourse. One important aspect of the macro context in the teaching
of statistics is the lecturers’ position in relation to the object of the activity mediated by
knowledge as tool. L2 expected a change in the relation between ‘informal’ statistics that
students might have and formal knowledge.

Quote 13 (L2, Interview 1)
Understanding what the real world problem is – translating [the real world problem] into
maths equivalent; ability to think about the world in a mathematical way, deciding what to
apply. Some people may be able to do this, some may not. Real world interacting with the
maths world, applying statistical ideas to real world context

versus

Doing the stuff – going behind what test to use, more of the detail, what to do.

Vygotsky suggested that the educational process should be considered not only in terms
of curricular content but also as possible sources of students’ progress (Kozulin, 2012). L2
desired for the students to develop the ‘ability to think about the world in a mathematical
way’ and ‘apply statistical ideas to real world contexts’ suggests to me Vygotsky’s idea of
evaluation of ZPD rather than already formed abilities (Section 4.2.1.4). Vygotskian theory
transcends educational stages since processes of learning and development of statistics (and
mathematics) transcend developmental and phase boundaries. In the data analysis, the
interview data suggests that the lecturers believed that students come from school with
particular mathematical and statistical culture (e.g. procedural) and expect them to develop
towards statistical literacy, reasoning or thinking (e.g. Quotes 7, 13).

L2 expected students to regard statistics as ‘a normal thing to do’ and ‘be part of a
relatively normal everyday conversation’ (L2, Interview 2, 0:03:45.9), thus indicating the
focus in his teaching on ‘statistical literacy’ (Ben-Zvi and Garfield, 2004). For Vygotsky
(2012), the teacher’s role was to organise and prepare a “natural” transition from the ev-
eryday drawing (or play) to mastering meaningful writing (or the scientific). L2 similarly
observed in Quote 13 the challenge faced by statistics educators in scaffolding (p. 119) the
learning for the students to help them progress from “everyday” concepts to mastery of a
system of statistical symbols and signs.

Vygotsky (2012) explains the teaching of writing as uniting drawing and play to the writ-
ten and spoken symbols in a way that is relevant and meaningful to students (Section 4.2.1).
In this view, the teacher needs to bring the students to an inner understanding of statistics.
The lecturer needs to ensure that statistics is organised development rather than learning.
Teachers organise all the preparatory stages or actions and the entire process of transition
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from one mode of understanding to another, e.g. from drawing objects to writing letters
to drawing or as in Quote 13 from understanding what the real problem is about to ‘doing
the stuff’, i.e. going through the statistical investigative cycle. Although the expectation
was not that students would come onto the module as ‘tabula rasa’ (“blank slate”) and that
they had some preexistent knowledge of statistics or the context of their own disciplines (e.g.
Engineering), formal teaching needed to account for students’ current development and help
them continue make progress through both concrete and abstract representations. Haenen
et al. (2003) suggests that in ‘good’ classroom conversations ‘the students experience the
boundaries of a concept and have the opportunity to specify the concept further’. Statistical
concepts thus might emerge through ‘conversation’ or reflections on the scientific knowledge
experienced in the lecture theatre.

L2 regarded statistics as a life skill, but not necessarily a subject students used immedi-
ately after graduation, as in Quote 14.

Quote 14 (L2, Interview 2)
“You can never predict just because you have not used something in your first three months
of a placement it does not mean it is not going to be relevant in the next three months or
three years or however long.” (0:27:28.5)

In this case, L2’s experience with and knowledge of statistical practices determined his
views on the curricular processes on the module. It seemed that L2 was interested in expand-
ing students’ knowledge and understanding into the future, beyond the immediate present
needs of the module or programme, as part of a general academic education. Thus, consider-
ing the students’ mathematical background (having studied at least two other mathematics
modules previously), he expected them to engage with hand calculations.

A previous member of the module team and a participant in Pilot 1 interviews (Sec-
tion 3.2) described t-tests as ‘tedious detail’ and less important. In this participant’s view,
important concepts for students to learn were understanding what is a p-value, understand-
ing difference between main effects and interactions in an analysis of variance, the difference
between inferential and descriptive statistics and how to interpret results of statistical tests.
These strategies appeared to form the basis for the module specification at a macro level.

Both L1 and L2 agreed that having too many examples from outside the students’ pro-
gramme of study may not help students see the relevance of statistics to their studies or
future profession. As a mathematician, L2 tended to believe that giving students a good
background in the underlying statistical methodology was more important than an empha-
sis on real-world problems. When I asked L2 whether he could see a situation where one
statistical module would meet the needs of very different disciplines, he answered that it
would be desirable from a statistician or mathematician’s point of view. Quote 15 suggests
that such a module may however not necessarily be a popular choice for departments.
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Quote 15 (L2, Interview 2)
“[Students] would get taught only useless theory and they won’t know how to apply things
in their discipline they are meant to be at university to learn about.” (0:48:15.0)

This idea of ‘useless theory’ in Quote 15 was striking to me, so I went back to my inter-
view data from the two participants. The participants seemed to imply that some content
may or may not be relevant to the students or to their disciplines, which was reminiscent of
Vygotky’s view of ‘good’ teaching which needs to be necessary, relevant and taught naturally
(Section 4.2.1). To L2, it was important that students learnt statistics and mathematics for
practical purposes, have awareness of different methods and their limitations (Quote 16). In
his view, a mathematician has an understanding of the underlying mechanisms, whereas a
non-mathmatician/statistician would not have. However, his assumption was that knowing
the required mathematics can help dealing with the everyday “context”. So the category
‘useless theory’ I expanded to a ‘black box’. A ‘black box’ seemed to include the under-
lying mathematical principles which are not required when applying statistics in practical
situations using software.

Quote 16 (L2, Interview 2)
“[Students] just need to know that there’s a black box there that they can use. And if
they want to compare two different groups or whatever, then they can apply a t-test to
that situation. And if they want to look at flows of rivers, and whatever, then a statistical
differential equation that they can use, they don’t need to know complicated existence and
uniqueness theorem about differential equations, just the same as they don’t need to know
about the derivation of why this test statistic follows a t distribution or why it follows
another distribution.” (0:41:12.2)

In interviews 1 and 2, L2 believed that there should have been more emphasis on using
software for analysis. In Quote 17, L2 recognised the challenge with teaching statistics
which, in his view, should involve both a mathematical understanding of the material and
also working with larger datasets using software and focusing on interpretation of statistical
outputs. It seems that in his view, the challenge for curricular planning is what statistical
content and how to make the statistics visible to the students and turn ‘black boxes’ into
‘open boxes’ for the students, who, at least initially, are perceived as outsiders (Williams
and Wake, 2006).

L2 challenged the belief that students, as novice statisticians, could use software as a
‘black box’, with no understanding about what goes on in the analysis. In my interpretation,
it seems that some understanding of the mathematical bases of statistical models could
complement the use of software ‘as if it was a black box’. In this case, I noted a tension
between the planned, intended curriculum on Module B, and L2’s beliefs about teaching
and about statistics.
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Quote 17 (L2, Interview 2)
“If I was to be involved with the module for longer, then there should be less emphasis
on hand calculations and more emphasis on getting the computer to do something for you.
But obviously being able to interpret the output as well. Even so, I think there is still
some advantage in doing some hand calculations so you understand what the computer
is doing for you. You do not want it to be a complete black box, the computer, but you
need to be able to... Perhaps an ideal outcome would probably be that you can use the
computer as though it is a black box, but equally, if you are in the right mind set, or the
right circumstances, you can lift the lid of the black box and understand a bit of what goes
on inside if circumstances were appropriate.” (0:12:30.4)

L2 was also mindful of students’ misconceptions and difficulties which he would have liked
to address in his lectures. For example, L2 believed that students found difficult and needed
more practice in turning a real world problem into a mathematical problem, as in Quote 18.
Here, L2’s focus was on helping students discern relevant from irrelevant information in a
statistical analysis and interpretation.

Quote 18 (L2, Interview 2)
“Recognising what statistical procedure needs to be applied, what bits of information [the
students] are given, they need to plug that into a formula and then they very often get
extremely confused if there is any spurious information given as well. [The students] want
to know, they want to pick out what information is relevant. And it is probably something
that students need a lot more practice at. But is is difficult, I know.” (0:23:22.7)

L2 also recognised the challenge in helping students achieve this aim, given current
module curricula (as in Quote 19), structured around statistical procedures, and the teaching
sequences through the module. Here, there seemed to be a contradiction between doing
statistics in real-life, outside the module at the macro level and implementing the statistics
curriculum in the lecture theatre, at the micro level.

Quote 19 (L2, Interview 2)
“Because you [the lecturer] only present a situation which is appropriate for the procedure
that you want to model in five minutes’ time.” (0:26:14.6)

However, given the unexpected planning of Module B, L2 believed that he followed the
same strategies as for previous cohorts. In Quote 20, L2 provided his own holistic post-
module evaluation of how he thought about the circumstances of teaching the module. In
the circumstances of Module B, L2 was using tools (teaching resources) designed by module
staff over a number of iterations. While the planned teaching and learning resources were
similar, I was interested to see how L2 implemented the curricula during the module (in
Section 5.4).
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Quote 20 (L2, Interview 2)
“I just took over the module and ran it again as much as possible in exactly the same way
it was run last year” (0:10:40.7).

5.3.4 Macro-level contradictions
My qualitative data analysis was an iterative process involving several layers of analysis of
the transcripts from interviews and lectures with their respective teaching resources. In the
final stages of the macro analysis, I aimed to extract broad themes from the categories that
emerged through my analysis. The analytic strategy was consistent with my approach in
the Pilot study of reporting broad themes and categories (Section 3.5.4, p. 92). By weaving
together the outcomes of the Pilot study and the Main study macro analyses, I was able
to pay attention to and carry out a comparative analysis of the contradictions and tensions
(Section 4.2.1.4, p. 118) that were revealed in the lecturers’ accounts of their experiences
with teaching statistics on the two modules. The analysis of contradictions also aimed
to identify opportunities or circumstances for change and transformation in the teaching
activity (Engeström, 1999). To explain lecturers’ development in context, I present this
part of the analysis with reference to the three themes that emerged from the Pilot study.

5.3.4.1 Teaching in “context”: statistical versus contextual knowledge

From a SCT perspective, lecturers’ beliefs (Section 2.5.1) about mathematical, statistical
or contextual knowledge represent mediational tools that shape the teaching activity (Sec-
tion 4.2.1.3). Thus the teaching activity needs to be analysed in terms of the tools employed
by lecturers (subjects of the activity) towards students’ statistical sense making (objects of
activity). Teachers’ beliefs about the relationship between mathematics and statistics was
researched in the case of school mathematics. Begg and Edwards (1999) found for example
that teachers believed that mathematics is not needed for a good grasp of statistics and that
statistics gives meaning to mathematics. By contrast, L1 and L2 planned their teaching to
address their students’ perceived level of mathematical preparation for doing statistics.

In Chapter 2, I discuss how Shaughnessy (2007), Cobb and Moore (1997) and Wild and
Pfannkuch (1999) emphasise the importance of the contextual in statistics and a view of
statistics as fundamentally different from mathematics. L1 similarly believed that a lack of
interest in mathematics should not prevent students from grasping ‘basic’ statistical con-
cepts, although he agreed that the module content can cause high levels of statistical and
mathematical anxiety in students. Context knowledge as a tool was used to demonstrate to
students that is is possible to think about data without mathematics and as a motivating
factor (Langrall et al., 2006). L1 took into account students’ prior knowledge of mathe-
matics, which from a vygotskian viewpoint, showed that what students learnt on Module A
had a previous history and started with students’ everyday knowledge and experience with
statistics within Psychology (Section 4.2.1.5).
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L1 conceptualised context as being about how one uses statistics in real life. In his view,
understanding statistics in context needed to include how one uses context, the background
information required to carry out a task, the dataset, the mathematical content, experi-
mental design issues and their impact on interpreting the statistical information presented
(Interview 2, 0:05:58.0). In his view, statistics was a tool for use in another subject area
and students were required to build an understanding of statistics outside of statistics (Gal,
2000): “students should understand the general logic and apply the context, rather than
formulae” (Interview 2, 0:13:37.9). In L1’s view, students first needed to understand the
dataset, the research question, followed by which statistical technique to apply. In this ap-
proach, L1 suggested that students being guided by the lecturer, gradually become more able
to abstract and generalise from concrete, everyday perceptions of objects. Further, students
required ‘a questioning attitude’ that involved statistical knowledge and also contextual
knowledge (Wild and Pfannkuch, 1999). Statistics was therefore a tool for understanding
Psychology, since with statistics, students “got more than just statistics, got more about
design, about putting things in context” (0:31:14.4).

For L2, ‘context’ was perceived to be a teaching device “to make the lecture a little
bit like an informal conversation” (Interview 2, 0:03:45.9) and to motivate students while
carrying out hand calculations (0:12:30.4). For L2, one way to conduct and interpret the sta-
tistical information was therefore to present a basic understanding of statistical terminology,
language and formulae while embedded in a ‘very brief’ context. L2 believed that students’
difficulties with statistics are due to the movement from a real-world context which might
contain spurious information, recognising what statistical procedures need to be applied
and carrying out the statistical calculations. In this view, with statistical knowledge, L2
challenged the students to recognise relevant information within the real-world context. In
order to improve students’ sense making, L2 believed that the focus in introductory statistics
should be on“turning a real world problem into a mathematical problem” (0:23:22.7). From
a SCT lens, L2 believed that statistical or “true” concepts represent scientific knowledge that
needs to be systematically learnt or developed during teaching and learning experiences in
the lecture theatre or laboratory (Vygotsky, 1987).

Both lecturers focused on students’ (objects of the teaching activity) statistical under-
standing in context as key to interpreting the statistical information, interpreted as scientific
knowledge, planned for the module and relevant to students’ lives or subject-domain, e.g.
engineering and statistics (Watson, 2000). This view of understanding concrete context
versus understanding abstract statistics supported the finding from the Pilot study which
identified a tension between the theoretical basis of statistics and the application of statistics
in context.

5.3.4.2 Teaching of the statistical process components: knowing about versus doing

A contradiction also emerged between the students’ sense making (the object) and the
statistical process components (mediational tools). The tools employed in the teaching
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activity appeared to be inadequate in helping students with diverse learning needs make
sense of the statistics. In dealing with context, both lecturers referred to the activity of
carrying out statistical analysis, reflected in the process components, from data collection to
interpretation. However, there seemed to be a contradiction between the teaching activity
and the statistical analysis activity. For L1, there was a contradiction between interpretation,
decision making and doing the analysis. L1 stated that tasks were similar in terms of the
“calculations in the background” and what differs are the contexts in which problems are
set. In the case of the Psychology module, the contexts were about people rather than
machinery, as for the Engineering module. This is a view that data analysis seamlessly is
a process of “changing representations to engender understanding” (Wild and Pfannkuch,
1999, p. 227). However, the need to understand the statistical process components lead to
a tension between moving students from using computers to do the statistical analysis to
thinking in a statistical way.

For L2 however, it was important to first think in a statistical way and only then use
computers to assist with the statistical analysis. L2 used a metaphor to refer to the use
of software “as a black box” (Quote 16, p. 164) and believed that students should under-
stand something about the statistical calculations before using software. The challenge with
transitioning from abstract concepts to concrete applications is that statistics is taught in
concepts isolated from each other and also from the context and statistical process com-
ponents in which they can be applied (Bakker and Derry, 2011). Vygotsky proposed the
idea that it is possible to use a concept before fully grasping its meaning (Section 4.2.1.5).
Concepts can be developed through activities in which the concepts gain meaning. The
learning of concepts need not be formal since it can take place within the domain of activity
in which they function (Bakker and Derry, 2011).

In a vygotskian sense, word meaning is acquired in activities mediated by others grad-
ually, through a series of actions and part of a system of coordinates (Section 4.2.1.5) in
which the concept is used (Derry, 2007). Although L1 focused on everyday knowledge be-
fore statistical, he also recognised that two concepts may apply to different areas of reality
but may be comparable in degree of abstraction or generality (Vygotsky, 2012). Although
L1’s teaching aimed to focus on applications of statistics to Psychology, statistical processes
could be expressed and interpreted in a number of ways, depending on the context in which
they were used.

By contrast, L2 believed that teaching statistics should be an accumulation of statistical
concepts, starting with the most simple, as a transition from the abstract towards the
concrete, similar to the representationalist approach that follows a topic-by-topic approach
in which statistical concepts are taught in separate sections, from simple to more complex
(Bakker and Derry, 2011). In L2’s view, students required an understanding of terminology
to be able to then embed statistical language and concepts in a wider context or question
claims made based on the analysis (Watson, 1997).

L2’s view of learning statistics was different from L1 who promoted a transition from
conceptual (with software) towards interpretation (without software). In L1’s approach
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to planning curricula, the order of teaching was governed by the increasing complexity of
statistical models and also by the reasoning steps that lie in students’ ZPD (Section 4.2.1.4),
in what Bakker and Derry (2011) termed the inferentialist approach. L1 promoted the use of
spontaneous concepts to support students’ interpretations even in the absence of the scientific
concepts (Quote 11, p. 161). In Section 5.4, the analysis will show how the implemented
curricula on the two modules differed in how the lecturers transitioned from the abstract
(‘knowing about’ statistics) towards the concrete (‘doing’ statistics) or the reverse, from the
concrete towards the abstract.

5.3.4.3 Student learning: what students should do versus can do

Beliefs about teaching as ascending or descending towards the concrete were also motivated
by lecturers’ beliefs about the learning outcomes students were able to achieve in the teaching
and learning time available. A third contradiction in the teaching activity was between the
lecturers’ intended curricula as a mediational tool and the attained curricula, interpreted
as the object of the teaching activity. What students should do, I interpreted in terms
of lecturers’ beliefs about intended curricula. Also, what students can do represented the
attained curricula, students’ statistical sense making as a result of engaging in the teaching
activity.

L1 made his longer term goals for the students explicit (e.g. be able to use statistics
for a final year project or as Psychologists). L1’s longer term goals were in contradiction
however with shorter term goals of addressing students’ low prior attainment in mathemat-
ics and anxiety with statistics. Similarly, L2’s longer term goals for his students were to
think about the world in a mathematical way and to apply statistical ideas to real world
contexts (statistical literacy). L2’s view of statistics as a relevant academic education with
students’ activity in the lecture theatre. For L2, statistics was relevant regardless of stu-
dents’ programme of study since it was ‘a normal thing to do’. However, L1 believed that
what statistics is relevant depended on the programme of study, students’ backgrounds and
motivation or their future employment needs. These apparent differences in lecturers’ be-
liefs may have been linked to their different teaching approaches for motivating students
(Section 2.5.3.4) discussed below in Section 5.4.3.2.

From a SCT viewpoint, statistics needs to be relevant or ‘necessary for something’ in
order to motivate students (Section 4.2.1.2, p. 112). L1 considered that relevant context was
a preparatory stage in students’ sense making, while L2 viewed mathematical knowledge as
a preparatory stage in students’ development of statistical literacy. For L1, the teaching of
statistics involved the guiding students to view context as relevant to current and future con-
texts rather than mathematics, while L2 was closer in his beliefs about statistics to Gordon’s
(1993) position (Section 4.2.1.2). Since actions and interactions across contexts affect the
teaching activity, the analysis of the interview data indicated that different approaches to
teaching statistics are motivated by lecturers’ beliefs, norms and values in interaction with
students’ learning of statistics to create ZPDs (Bakker et al., 2008; Akkerman and Bakker,
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2011). Finally, these beliefs about teaching as ascending or descending towards the concrete
were linked to lecturers’ views of how to address the contradiction between what students
can do based on their perceived motivation and preparation for doing statistics and what
‘relevant’ statistics students should do, the intended curricula.

5.3.5 Macro-level model of teaching
Based on Vygotsky’s work, Cole (1996) and Cole and Gajdamaschko (2010) distinguish
between notions of context defined as nested within each other and also as weaving together
(Section 4.2.1.5). The context of behaviours and ways in which cognition can be related
to that context are created simultaneously by the combination of subjects, objects and
tools in a setting (Cole, 1996). Throughout my macro-micro analyses, I looked to interpret
relationships between the nodes of the activity system (Figure 5.5). The aim of the analysis
was to identify implications of the active construction of context in teaching actions to do
with planning curricula (Daniels, 2001).

At the macro-level, I considered what teaching actions were taking place before and after
teaching the modules from the lecturers’ point of view, but considering other members of the
module planning team who, at some point, might have affected the planning actions. Some
of the historical changes of the two modules became apparent during my pilot observations
and interviews, conversations and post-module interviews with the two lecturers. In my
interpretations of this data, I concluded that the two lecturers, as subjects of the activity
system, had complex representations of the body of students (the object of the activity)
and their history with them mediated by tools such as the lecturers’ (and module staff)
knowledge of statistics and also of aspects of teaching and beliefs about teaching, students
or statistics.

On Module A, L1 informed his planning of the module over a long period of activity. L1’s
micro-experiences with previous cohorts of students and with implementing the curriculum,
influenced the macro-planning. The tools at L1’s disposal were not new, they changed
over a number of iterations. Engeström and Middleton (1998) maintain that tools ‘come
to embody the stable and structural work practices’, however that they are ‘not just there’
(p. 4). Engeström and Middleton propose that tools are invented, borrowed (purchased)
and put into use, then they ‘wear out’ and are disregarded and replaced by new ones. In
the interviews, knowledge of statistics is constructed by the relationships between the object
of the activity system (undergraduate students on the programme) and other objects (past
cohorts of students).

On Module B, interviews from L2 suggested that he was planning to teach ‘in exactly
the same way’ as in previous iterations of the module. However, on Module B, there seemed
to be a dilemma of teaching action: of stable routines and skilled development of teaching
tools and the disruption, innovation and change in module team. A participant in the Pilot
study interviews, who had contributed to Module B’s development, was able to articulate
in his own terms his intentions for the teaching of statistics. However, previous expertise,
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beliefs and intentions, might not have been immediately obvious or known to L2. A module
team’s ongoing collaboration and construction of teaching tools might be disrupted when
team members change or when the body of students, the object of the activity, changes. In
the analysis of local module planning practices, I noticed ‘a whole social network of resources
beyond the confines of the setting’ (Laufer and Glick, 1998). The intended curricula on these
modules can be explained by looking at how subjects, objects and tools connect to other
different subjects, objects and tools in space and time.

Although module specifications are intended to specify ‘what’ to teach, the lecturers
formed their own representations of ‘how’ to teach, the process of teaching. For L1, a
Psychologist, everyday concepts within the real-world context of statistical problems and
how to apply statistical models rather than their mathematical underpinnings were more
important. L2, a mathematician, was more ambivalent in ‘how’ to teach to ‘lift the lid of
the black box’. In L2’s case, a conceptualisation of the object of activity was broad, based
on macro-experiences (previous teaching of other modules aimed at different students, the
module specification). L2’s knowledge of the history of changes on the module and more
limited social interactions with the module staff and previous cohorts appeared to influence
his belief that he had less control over the content of teaching and learning than L1.

The link between the nature of knowledge and how to acquire it is important in ex-
plaining the lecturers’ pedagogy and their creation of forms of teaching. Vygotskian ideas of
developmental teaching considered that teaching can provide information and concrete skills
but also promote cognitive development through a good quality intended and implemented
curriculum. The lecturers seemed to believe that the purpose of statistics education is to
create in the student a system of statistical and mathematical concepts and also incorporate
statistical literacy, reasoning and thinking.

In university statistics, the subject matter may be used as a tool to affect changes in
students, whereas in the workplace statistics is used to solve everyday problems. For L1
and L2 (Quotes 8, 13), ‘doing statistics’ was about translating the horizontal everyday
discourse into vertical scientific (statistical/mathematical) discourse as a process of (re-
)contextualisation. The emphasis in the interview data is on the teaching and learning of
statistics within authentic and meaningful events. The importance of the interplay between
the scientific concepts in statistical theory and the spontaneous, everyday concepts in the
real-world “context” of the statistical problems seem central to the lecturers’ conceptualisa-
tion of teaching and learning of statistics. If the scientific cannot connect with the everyday
concepts, then learning of statistics breaks down. For the two lecturers, it was important to
plan module content that connected meaningful real-world contexts with theoretical bases
of statistics. The challenge for planning the teaching of statistics was to collate their own
idiom/language within their own discourse, which results from lecturers’ attempt to impose
multifaceted sense on a particular word/statistical concept. The lecturers’ inner speech,
where one word can stand for a number of thoughts and feelings, can be substituted in
intended as well as implemented teaching for a long and profound discourse.



Chapter 5. Main study Data Analysis and Findings 172

5.4 Micro-level analysis of context
The second step was to analyse the enacted or implemented (Figure 2.2) teaching on the
two modules. For the micro analysis, I also filled in each node of the mediational triangle
with empirical data from the pilot observations and I refined my interpretations during the
data analysis. This process of analysis resulted in the items in Figure 5.6.

Figure 5.6: Micro analysis of teaching

Units of analysis (Section 4.7.2.2) are the means by which the analysis undergoes func-
tional reorganisation and needs to be a functionally integrated whole while simultaneously
allowing for internal contradictions and heterogeneity that is the catalyst for development,
change and transformation (Lee, 1985; Zinchenko, 1985). The micro analysis was concerned
with the tool mediated activity of the individual lecturers acting in the context of the lecture
theatre. The micro unit of analysis therefore was therefore composed of individual lecturers
and the tools they used to allow a focus on different aspects of the activity of teaching
from the macro analysis. Thus, the micro unit of analysis included important links between
the subject’s activity towards the object mediated by tools. Under subject, at the micro
level, I included the lecturer teaching in lectures (Section 5.4.1). The object included the
students’ sense making inside the lecture theatre (Section 5.4.2). Under tools, I placed the
implemented curricula, the cultural practice of using curricula in the teaching activity to
represent meaningful statistics (Section 5.4.3).
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5.4.1 Micro-level subject
At the macro-level, the module team occupies the subject position (Section 5.3.2). In the
next action of teaching in the lecture theatre at the micro-level, members of the module team
can be the subject. In my analysis, L1 and L2 were the subjects of the teaching actions in the
lecture theatre, each with specific goals and intentions for dealing with and implementing
the intended content. In the macro-analysis, the lecturers revealed a complex set of beliefs
about the purpose of teaching and learning at university and the body of students. Inside
the lecture theatre, at the micro-level, the lecturers came prepared with specific teaching
plans and goals for each lecture.

5.4.2 Micro-level object
The students learning and making sense of the statistics in the social context of the lec-
ture theatre and during social exchanges were included as the object of lecturers’ activity.
Students’ attendance in Module A was fairly stable in lectures at around 45-50 students
each week. The lecturing hall was organised with round tables of about eight students. L1,
reflecting on the teaching of the module, expressed the view that a good lecture is when
‘students make an effort, rather than the lecturer talking at the front of the class’ (L1,
Interview 2). At a micro level, L1 expected students to engage with the module through
exercises, assignments and attend regularly, even when students required additional support
with the mathematics.

L1 showed a deep concern for the students’ views of statistics and was keen to help
them succeed. However, L1 also acknowledged the challenge of turning short term goals
in the module into longer term effects for the students’ learning. For example, from my
observations, L1 would spend from one to five minutes in each lecture advising students on
study skills and attendance to improve their performance on the module.

In Module B, out of around 130 students registered, about 80 students attended each
week. In interview 2, L2 felt that he could not engage the students in a ‘normal conversation’
given the number of students and hoped that the students gained ‘a bit of an appreciation
that doing some statistics is a normal thing to do’ rather than ‘spouting stuff at them’. L2
considered important to stretch and challenge the students, “get students off balance”, and
ask them questions that they were not expecting in order for students to get “an education
when they are at university rather than just turn up, learn things and get a qualification”
(Interview 2, 0:26:14.6).

In my data for both modules, the students were present in lectures, were taking notes,
making eye contact, smiling, nodding, whispering to each other or getting distracted by
social media. Verbal interactions lecturer-students was mainly in informal conversations
outside lecturing time. Direct interactions between lecturers and students were also taking
place using electronic mail or in one to one meetings in their offices. As I was observing the
lectures and tutorials only, it is possible that I could not discern all the elements of these
interactions in my analysis.
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5.4.3 Micro-level tools
In my observations of lectures, in the SCT perspective, tools featured prominently since
learning was seen as a process of “appropriating tools for thinking” (Rogoff, 1982; Renshaw,
1996). In lectures, tools were made available by lecturers who (initially) acted as interpreters
and guides in the students’ cultural apprenticeship. Also, the actual means of social inter-
action (language, gestures) were appropriated by the students, internalised and transformed
to form tools for thinking, problem solving and remembering (Wertsch and Stone, 1985). L1
delivered all the lectures in Module A using slides, with the lecturer standing at the front
of the class and students sitting at round tables, resourced with a laptop computer for the
practical session only. L2 delivered the lectures in a similar fashion to L1, using slides and
standing at the front of a large lecture theatre, occasionally writing on the whiteboard.

Similar to the macro analysis, curriculum was interpreted as a psychological tool (Sec-
tion 5.3.3). In my dataset, I had access to the lecturing resources (slides, handouts) and the
transcripts of lectures. Thus the tools in my analysis were lecturers’ implemented curricula
as represented in lecture resources – written slides or handouts and in lecturers’ teaching
discourse – the lecturer talking about statistics. The micro tools included chunks of lectures
interpreted as temporal sequences of content, pedagogic routines and statistical routines.
These tools thus mediated a movement from the social place of functioning to the individual
place of functioning.

I considered that a lecture is a ritual or technique at lecturers’ disposal, and hence a tool
in the lecturing activity (Vygotsky, 1978b). Bligh (1972) draws attention to the importance
of lecture organisation. In my first analysis therefore, to characterise the types of lectures
used on these modules, I considered the organisation of lectures in terms of how the content
was structured and the timing of each routine (5.4.3.1).

Other lecturing techniques or routines discussed by Bligh (1972) include how lecturers go
about giving explanations, using handouts, different styles of lecturing and ways of obtaining
feedback about student learning or student opinions about the teaching. Viirman (2014)
further described and analysed mathematics lecturers’ presentation of mathematical routines
or discourses. I use a similar strategy to categorise lecturers’ pedagogic routines in my second
analysis (Section 5.4.3.2).

Significant differences between mathematics and statistics (Section 2.4.1.5) mean that
the routines used in Viirman’s study are not specifically relevant to the teaching of inferential
statistics to non-statisticians. In my third analysis, taking a SCT perspective on teaching
and learning (Section 4.2.1), I investigate statistical routines, the ways in which lecturers
construct statistical meaning in their statistical discourse (Section 5.4.3.3).

5.4.3.1 Lecture organisation

In this first analysis of lectures, I used implemented lesson/lecture plans I re-created using
lecture resources (slides, handouts, writing on the board), lecture transcripts and my own
notes during lectures (Saroyan and Snell, 1997). My unit of analysis was lecturers mediating
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students’ sense making mediated by the organisation of lectures in terms of content, time,
context and sequences of learning. The analysis of how lecturers organised the teaching
resulted in three types of lectures: new topic lectures, integration lectures and revision
lectures, each with associated forms of lecture organisation, routines and purposes.

In summary, new lectures were ‘hierarchical’ in form, which is considered to be a useful
organisation for complex and difficult subject matter and to aid students’ memory (Bligh,
1972). In hierarchical lectures, different points of information are grouped together with
a unifying feature, such as a heading. Since each item is grouped with another idea, hi-
erarchical lectures are considered useful for the presentation of facts and for dealing with
introductory and difficult topics, aimed at students with limited prior knowledge of the
subject matter.

Integration lectures used lines of argument or ‘chaining’ to arouse motivation, synthesise
what was taught up to that point and suit the students’ level of attainment since by this
point the students were assumed to have had some understanding of the subject matter. In
integration lectures, the lecturer would therefore make assumptions about students’ prior
knowledge and abilty to handle the concepts. In chaining lectures, each story consists of
a chain or sequence of events. The two lecturers synthesised what was taught up to that
point and made assumptions about students’ prior knowledge and their ability to handle
the concepts.

Revision lectures assumed some prior knowledge of statistics and used either chaining
(L1) to maintain students’ attention or a hierarchical representation of the module content
and a focus on statistical knowledge rather than involving reasoning processes (L2).

Module A types of lectures

Based on my analysis of the ways in which L1 organised the lectures, I concluded that
there were three types of lectures: new topic (lectures 1, 2 and 4), integration lectures,
consolidating material relating to the introductory lectures (lectures 3, 5-7) and revision
that aimed to prepare students for the module assessments (lectures 8-11). Figure 5.7 shows
the timelines of L1’s lecture activities for the three types of lectures2,3.

New topic lectures. L1 would start a lecture with stating the aims of the module and
of the lecture, a brief comment about module regulations (e.g. attendance, summative
assessments, deadlines), a brief introduction to the topics to be covered, e.g. ‘today I would
like to start with a very common inferential statistic test which is a t-test. [...] I will go
into [t-tests] in a bit more detail, understand how it works and what we can do with it’
(Lecture 2, Module A, 0:01:56.8). Bligh (1972) classified lecture organisation into two types:
“hierarchic” forms and “chaining”, with variations of the two in more complex forms. The
‘new topic’ lectures I broadly characterised as hierarchic in form since L1 presented the
statistical theory first followed by examples linking to the statistical theory.

2Note that the timings in Figure 5.7 are approximate and that lectures did not last exactly sixty minutes
since they were immediately followed by tutorials.

3The content of lectures is summarised in Section 5.3.3.1 and Appendix C.2 (page 290).
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(a) Lecture 2, Independent t-tests (New topic)

(b) Lecture 3, Dependent t-tests (Integration)

(c) Lecture 8, Revision, ANOVA (Revision)

Figure 5.7: Module A: introductory, integration and revision lectures
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For example, in a new topic lecture, L1 would spend five to six minutes on reviewing
previous sessions and talking about the value of statistics to students’ professional training
and the value of student engagement in the learning opportunities provided by the module.
The review included concepts the lecturer considered to form the basis for the new topic (e.g.,
hypothesis testing, statistical significance, principles of experimental design), a restatement
of the learning outcomes (‘by the end of this session you should be able to run an inferential
test using SPSS’, Lecture 2 0:05:23.3). The ways in which L1 linked his learning outcomes
to the lecture content implied a view of statistics that was relevant to students and also
necessary for something (Vygotsky, 2012, see Section 4.2.1.2, p. 112). L1 then went on
to explain the new statistical model (e.g. independent samples t-tests) using sequences of
examples of “context”, real-world situations or representations. For instance, examples of
differences between two conditions included the scores of males and females on a statistics
test, driving under the influence or not, comparing two drugs.

For example, in TE:1 L1 introduced t-tests by referring to the history of how Gosset
invented the t-tests and showing pictures of a pint of Guinness and of W. Gosset on screen.
In total, a ‘new topic’ lecture included four different representations (“context”). With
Gosset’s picture on Slide 1, L1 represented a cultural icon for the statistics’ community
and aimed to shape students’ identity (Rodd, 2003): “[Gosset example] gives the students a
sense of first how statistical techniques have come to be, as it were, what kind of inventions
they are” (L1, Interview 2, 0:04:49.1).

The everyday representations of situations when statistics might be used as a tool were
followed by statistical theory. L1 reluctantly used mathematical symbolism and in the
case of the lecture on t-tests, L1 presented a ‘basic’ formula (Slide 2, TE:1) ‘for [Students]
to understand the general principle’, and at the same time L1 emphasised that students
‘will see how this overall principle works in practice’ (Lecture 2, 0:30:30.4). I refer to this
teaching episode again in Section 5.4.3.2 and 5.4.3.3 when I discuss L1’s discourse in terms
of pedagogic and statistical discourses.
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Module A, Lecture 2, Title of slide: Basic formula for t

TE:1 “Now let’s get into t-tests. [...] What do you think (.) is the relationship
between beer and statistics? Do you think there’s any relationship between
beer [stout] and statistics at all? Beer, in this case Guinness, Hmm? (2)
Well, there is one, and a very interesting one. What we refer to as the
t-test was invented by William Gosset. (( )) work at the Guinness brewery
in Dublin. [...]

Slide 1: William Gosset

This is the basic formula for t-test. What do you have? You have math-
ematical averages. Two groups, M1 minus M2, divided by the measure of
spread within groups. The measure of spread or variance is an important
aspect in a t-test.” (0:28:27.2)

Slide 2 title: Basic formula for t

t = M1 minus M2
measure of spread within groups

At different points during the lecture, L1 also spent approximately five to ten minutes
encouraging the students to persevere with the practical exercises. For example, in TE:2,
L1 gives students advice on how to approach their studies on the module by carrying out
the exercises provided in class.

Module A, Lecture 5

TE:2 “It’s so easy statistics, it’s always here, never goes away, never
moves. It’s always there. [...] Statistics is easy, do the same practi-
cal, allow a bit of time and then come back to the same exercise and
see if you can do it again. Sometimes you may get a false impres-
sion. Consolidate. When you are in a position to do it in a different
context, it is not so easy.” (0:11:48.2)
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At the end of a lecture, L1 would present about ten multiple choice questions to students
on slides using an electronic voting system (Kay and LeSage, 2009). Students answered the
questions individually and submitted their answers via the clickpad. L1 than presented the
spread of answers in the class for each question as well as the correct answer. Finally, L1
gave feedback to the whole group with comments about the correct answers, followed by
further encouragement.

Integration lectures. While in the introductory lectures L1 provided theoretical sta-
tistical and mathematical knowledge, approximately spending seven to ten minutes in the
introductory lectures (Figure 5.7a), in the integration lectures L1 emphasised practical ap-
plications of statistical models at the expense of theoretical content (Figure 5.7b).

For example, L1 would often state that ‘what is important is the practical side’ (Lecture 4,
0:00:44.7). It appeared that the main aim of these lectures was ‘to put [statistics] as much
as I can into a broader context’ (Lecture 3, 0:46:55.3). As such, L1 would present three
examples within a “context” and involve students in answering multiple choice questions
using the electronic voting system at the end of the lecture.

For example, the aims in TE:3 stated the problem students needed to deal with (e.g.
two-way analysis of variance, ANOVA) which were followed by a definition of ANOVA (slide
2) and two examples of studies using ANOVA (slides 3 and 4). L1 preferred to narrate
different statistical situations or “contexts” (as in slides 2 and 3) before commenting on
the research design (variables), the results of the analysis and the interpretation of results.
The integration lectures were organised in a sequence of stories and events so chaining of
information in my view best described L1’s approach to organising such lectures (Bligh,
1972). Chaining therefore was a natural choice of exposition for these types of lectures.

Module A, Lecture 6, Slides

TE:3 Slide 1: Aims

• To consolidate key issues related to two-way analysis of variance
• To discuss in more detail the notions of main effects and interaction

Slide 2: Two-way ANOVA

• Involves two IVs [independent variables] and a single DV [dependent
variable]

• It has the potential to indicate the extent to which the two IVs may
combine to influence scores on the DV

Slide 3: Context-dependent memory study (Example 1)

• Godden & Baddeley (1975)
• Context dependent memory = memory for information is best when

the surroundings at recall match the surroundings at encoding.
• 2 IVs = place of encoding (on land vs under water); place of recall (on

land vs under water)
• Findings: word lists that were first encoded under water were best

recalled under water; those encoded on land were best recalled on
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land

Slide 4: (Example 2)

• We might want to see if. . . Students revising for exams should try to
match the conditions of the exam as much as possible when doing the
revision

• Questions:
1. Will there be an overall difference in exam performance between

those participants who revised in the sitting room and those who
revised in the exam hall?

2. Will there be an overall difference between those who took the
exam in the sitting room compared with those who took it in the
exam hall?

3. Will exam performance be best when revision conditions match
exam conditions?

Because L1’s lecturing involved a chain of argument, L1’s teaching was accompanied
by detailed oral and written explanations (on slides). An example such as slide 3 in TE:3
would be explained only briefly (approximately 5 minutes), as an example of a real study.
L1 would then spend 15 minutes on the second example and provide much greater level of
detail and linking the “contexts” of the two studies. The slides supported L1 in making clear
to students when moving from one stage of the analysis to the next and for summarising
the ‘story’ L1 was telling at that time.

Revision lectures. The revision lectures primarily aimed to review how to interpret
statistical outputs produced by software (SPSS) in one example and to revise abstract,
theoretical statistical underpinnings as preparation for the end-of-module test (Figure 5.7c).
Within the framework formulated by Bligh (1972), revision lectures are a combination of
hierarchic and chaining forms of lectures. L1 would make a few brief points referring to
theory he wanted to emphasise in the revision lecture from a number of topics covered in
the module. For each topic, L1 would then present an example and give practical advice to
students on how to perform the analysis (TE:4).

Module A, Lecture 7, Slides

TE:4 Slide 1: SPSS Exercise

• 1 way ANOVAs: This is a one-way ANOVA with 3 levels, W, X, and
Y. Scores are measured on Z

• 2 way ANOVAs: This is a two way ANOVA with a 3x4 between
subjects design, Factor A relates to (whatever) and has 3 levels, X, Y
and Z, Factor B relates to (the other thing) and has 4 levels, A,B,C
and D

• Report 3 F Values!



Chapter 5. Main study Data Analysis and Findings 181

Slide 2: SPSS Exercise continued

• Is there a significant difference?
• Answer the question, + report appropriately e.g. giving F/t, df, p

values
• Visual displays
• Graphs with appropriately numbered label, e.g. Fig. 1, 2, 3 etc

throughout your document.

Slide 3: Tables

• For each study, paste in your output tables and give each one a label
– e.g. ‘Table 1, 2, 3 etc, Table showing. . . ’

• . . . THEN do a description! Make sure all descriptions illustrate your
understanding of the findings as clearly as possible

• Golden Rule: More is more!

Revision lectures made assumptions about students’ prior knowledge and assumed stu-
dents had some ability in handling the material. However, the presentation was for students
to use independently, in tutorials or after the lecture.

Module B types of lectures

L2 also used lectures and slides as the main teaching tools. My analysis of the Module
B lectures revealed that there were two types of lectures, new topic lectures and revision
lectures (Figure 5.8).

New topic lectures. Lectures 1-5 and 7-10 started with L2 providing a brief review of the
previous week’s topics (e.g. contingency tables, conducting χ2 tests), stating the new content
and relevant textbooks, in Figure 5.8a. This brief introduction to the lecture’s content
(rather than learning outcomes) was then followed by definitions of theoretical statistical
concepts (e.g. ANOVA). Using Bligh’s (1972) framework, L2’s lectures used a “classification
hierarchy” which consisted of a title of the lecture, a topic such as Analysis of Variance and
different points of information, such as the slide in TE:5

Module B, Lecture 9, Slide title: Today

TE:5 1. Coursework
2. Analysis of Variance (Workbook 44).

• What is it for?
• When is it appropriate?
• How do you do it?
• When can’t you do it?

3. One-way ANOVA
4. Two-way ANOVA
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(a) New topic lecture

(b) Revision lecture

Figure 5.8: Module B: new topic and revision lectures

Once the mathematical bases of the statistical tests were presented on slides and ex-
plained to students, L2 proceeded with presenting around four worked examples, e.g. the
relationship between whether preference for Marmite depends on gender or road sign leg-
ibility and age, as in TE:6. In lectures 3, 4 and 10, L2 included newspaper articles and
published studies to teach particular concepts (TE:7).

Module B, Lecture 7, Driving Age Example

TE:6 A Pennsylvania research firm conducted a study in which 30 drivers (of ages
18 to 82 years old) were sampled and for each one the maximum distance at
which he/she could read a newly designed sign was determined. The goal
of this study was to explore the relationship between driver’s age and the
maximum distance at which signs were legible, and then use the study’s
findings to improve safety for older drivers.

In worked examples, L2 showed students calculations on slides accompanied by expla-
nations on the whiteboard using graphical displays. L2 focused on structuring the material
and providing “step-by-step instructions” on how to carry out an analysis as “it might be
argued it makes it easier [for the students]. You might call it spoon feeding, I call it making
things clear” (L2, Interview 2, 0:15:42.8). To achieve this, L2 offered small steps at a time
combining theory, calculations and interpretation of data so that the students could follow
the lecture and “think about what they were learning and keep up [with the lecturer]”. Thus,
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the solution to the problem appeared over several slides, each covering answers to one of the
steps in the analysis, moving the students progressively towards answering the questions.

Module B, Lecture 4

TE:7 “So, very often in statistics we want to go and use some data to answer
questions like those presented on this ER taken this example, taken some
time ago now from BBC News website ‘Are women drivers better than
men?’. the whole idea is that this article on the BBC website claims that
((the old adage)) that women drivers are better than men, they are a bit
more cautious, is the common explanation provided for that. It has ap-
parently been proved by the Advertising Standards Authority. The results
of that nature, the claims of that nature, claims of that nature can be
properly backed up. And they can have an awful lot of influence. This
somewhat more recent BBC news article (2) shows us the kind of influence
that those kind of findings can have, apparently regardless of whether,
ER, men or women are better or worth drivers ((some amongst us)) have
decided that this is sex discrimination, so maybe it’s unfair on the basis
that there are underlying differences between men and women. Maybe
it’s unfair on the basis that we ought not to be allowed to distinguish be-
tween men and women. There are obviously other, this is this is a more
popular example, ((but)) looking for differences between groups, looking
of evidence between groups is one of the main applications, ideas behind
hypothesis testing. We’ll see examples through this lecture how we might
go about collecting and analysing data that addresses questions of this
nature. ”

The practical examples were then followed by further detailed statistical theoretical bases
of the statistical tests covered, including variables, hypotheses, test statistic. L2 relied on
the theory-example-theory (statistical rule or approach) strategy for explaining links within
a lecture in which statistical theory was followed by an example, followed by further theory
and examples, as in Figure 5.8a. L2 conveyed the mathematical bases of statistics with little
reference to statistical software in lectures. L2 also aimed to demonstrate to students the link
between variables, the research questions that were answered using statistical experiments,
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applying formulas and interpretation of results.
Revision lectures. Lectures 6 and 11 provided an opportunity for the lecturer to em-

phasise the module content and topics students needed to be aware of most. In Lecture
6, statistical theory was followed by worked examples printed on handouts with gaps for
students to fill in the answers while the lecturer provided the calculations. In Lecture 11,
there was an emphasis on the summative exam structure, on providing general advice on
how to answer the questions in an exam situation and on the resources students should use
to prepare for the exam, as in Figure 5.8b. Unlike Module A revision lectures, L2 showed
students a hierarchy of module content, move on sequentially through the theory relating to
each topic and showing students ‘what they might be asked in the exam’ as in TE:8.

Module B, Lecture 11, Slide title: What might you be asked in the exam

TE:8 1. T-tests
• Calculate and interpret one sample t-test.
• Calculate and interpret independent sample t-test (when equal

variances are and aren’t assumed; use F-test to check this as-
sumption.)

• Calculate and interpret paired t-test.
2. χ2-test

• Analyse contingency tables with χ2-test of (i) independence or
(ii) goodness of fit.

3. Regression and correlation
• Calculate, interpret and use regression equation.
• Calculate and interpret Pearson’s correlation.
• Conduct appropriate hypothesis tests.

However, the revision lectures were more complex than the new topic lectures since
L2 conveyed a more complex argument through comparing and contrasting the different
statistical models and principles. For example, L2’s general advice at the end of the lecture
was to ‘make sure you understand not just how to do the various tests, but also when they
are appropriate and how to interpret the results’ (0:04:33.6, Module B, lecture 11).

In summary, in Modules A and B, new topic lectures were characterised as hierarchical in
form since the object of the lecture was to introduce new concepts and then show how they
are applied in practice. Integration lectures on Module A were characterised by chaining,
with the lecturer presenting a sequence of examples in different “contexts”. The integration
lectures were aimed at keeping students engaged with the module, present connections across
the curriculum or different lectures and help students ‘consolidate’. Finally, revision lectures
were a combination of chaining and hierarchical forms in Module A and hierarchical forms
for Module B but with the addition of complex comparisons across the module content.



Chapter 5. Main study Data Analysis and Findings 185

5.4.3.2 Pedagogical routines

The literature review (Section 2.5.3) revealed very limited research carried out on how lectur-
ers provide explanations to, motivate or question students in statistics education. Vygotsky’s
(2012) account of how children ‘explain’ words (the development of word meaning) involves
what object the word designates, its attributes or what can be done with it. In this view
of thought versus meaning, the inner planes of verbal thought, abstract concepts can be
translated into the language of concrete action. The description of lectures from the two
modules shows that the lecturers planned and organised their teaching using a particular
combination of teaching methods and decisions during lectures, some of which I summarise
in Table 5.2. My second analysis of the lecture observations data investigated the ped-
agogical routines to do with how lecturers mediated students’ sense making mediated by
explanations, motivators and questioning (Bligh, 1972; Viirman, 2015).

Table 5.2: Pedagogical routines

Strategy L1 L2
Explanations

with narratives and objects on slides + +
with narratives and whiteboard - +
with narratives of “context” from another domain + +
with narratives about history of statistics + -
with metaphors + +
with theory-example-theory + +
with equations + +
with definitions + +
with graphical representations + +
with statistical methodology + +
how to design study - -
how to collect data - -
how to analyse data using hand calculations + -
how to analyse data using statistical software - -
how to interpret statistical analysis + +

Motivators
by showing the utility of statistics to students + +
with “contexts” relevant to students + +
by providing handouts - +
by making the learning outcomes clear throughout + -
by making the content of the lecture clear + +
by showing the nature of statistics + +
by commenting on study skills + -
by referring to summative assessment + +
by using humour + -

Questions
control questions + +
facts + +
formative assessment + -
rhetorical questions + +

Note: + = yes, - = no
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Explanations

The issue of how lecturers explain statistical ideas to students is particularly complex since
statistical ideas involve knowledge and understanding from multitude of domains, includ-
ing mathematics and the students’ programme of study (Section 2.6). In experiments of
micro-teaching, Gage (1978) for example captures the importance of teacher explanations
to student learning (Section 2.5.3.1). Bligh (1972) summarised the challenge with providing
explanations in lecturing:

“Effective explanations link what is to be explained to two or more ideas already
in the students’ minds. If these two ideas are not already in the students’ minds,
they too will need to be explained. If so, at least one of them will need an
explanation of a different type.” (p. 119)

Since numbers in statistics are numbers with a context (Cobb and Moore, 1997), the
lecturers’ discourse built up explanations and links through the curriculum presented in
lectures using slides showing statistical theory and examples of applications of those models
in different “contexts”. Lecturers explained not only the statistics but also the ‘external’
contexts, i.e. from domains other than statistics. I come back to this point in more detail in
Section 5.4.3.3. Bligh (1972) recorded eight types of explanations used in lectures. Relevant
in my study were mental, regulative, analytical, functional and spacial (Section 2.5.3.1). In
this section, I provide examples of explanations used by the lecturers during the course of
the modules.

Lecturers’ narratives about the history of statistics is an example of amental explanation,
which is a type of metaphor (Martin, 2003). A strategy used by L1 was to explain to students
why and how some statistical concepts were invented and how they have evolved, which are
considered to be important to conceptual understanding (Derry et al., 1995; Bakker et al.,
2008). For example, L1 introduced a new topic, Student’s t-test, using the example of how
Gosset invented t-tests nearly a century ago. In TE:1, p. 178, L1 provided details about
the statistical model and links relevant statistical concepts (e.g. mean, sample, population),
explained the problem Gosset solved using statistics while he was employed at the Guinness
factory in Dublin thus giving statistics a purpose outside the module and finally presented
a formula for t-tests. L1 did not go further with this example but rather used it as a general
motivator (discussed next) for introducing the theory of hypothesis testing.

Another strategy used by lecturers was to use regulative explanations by presenting
basic statistical concepts first, before engaging students in complex examples for which in-
depth understanding is required such as in a theory-example-theory sequence. In lectures,
both lecturers sought to build curriculum from a few, basic yet central abstract concepts.
This approach to teaching statistics is reminiscent of the sociocultural top-down approach
to teaching developed within the context of school mathematics (Newman et al., 1995;
Renshaw, 1996). The top-down approach emphasises the knowledge of the teacher and an
ascent from abstract, theoretical knowledge to concrete (Davydov, 2010). Signs and symbols
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are treated as pre-given tools that can be brought into the classroom/ lecture theatre4.
Within the university setting, the lecturers ‘moved’ from statistical concepts to statisti-

cal activities (e.g. explaining a “context” or showing a worked example) to understanding
of statistical models (t-test, analysis of variance, regression). In this way, the general and
abstract concepts appeared to connect to concrete and empirical experiences under the lec-
turer’s guidance. However, following from the Pilot study findings (p. 92), university statis-
tics curricula presents a contradiction between the theoretical knowledge students should
learn versus the knowledge they can learn as well as the theoretical knowledge relevant
to students’ longer term goals. As discussed in Section 5.3.4, curricula that is relevant or
necessary for something can differ depending on lecturer, students or domain of study.

Worked examples (with hand calculations or statistical outputs created with software)
were instances of analytical explanations. For L2, a teaching strategy was to show hand
calculations and use examples that enabled students to apply the statistical models. The
problems were manipulated to show straightforward relationships between elements, as in
TE:6 for example. In this type of analytic explanation, L1 showed a general rule (statistical
model equations), an instance/example of the variables in the model (intermediate steps
in calculations) and finally how the general statistical model is applied. Similar to L1,
this strategy required the presentation of statistical theory first, which could then be used
in calculations. The step-by-step approach to presenting the worked examples suggested
L2’s wish to provide ‘correctly organised’ teaching in order to enhance students’ learning of
statistics.

L1 on the other hand chose to show details of the problem (e.g. Slides 3 and 4, TE:3)
followed by graphical representations and outputs of analysis produced using statistical
software (SPSS). L1’s emphasis was on explaining the research questions that are answered
using statistics and the possible interpretations of statistical analyses, i.e. the first and
the last steps of the statistical investigative cycle (Wild and Pfannkuch, 1999). L1 was
keen to establish empirical generalisations which the students then could apply in further
situations (e.g. Quote 11 and TE:2). L1’s implemented curricula appeared closer to what
a psychologist does. L1’s focus was on the “context” of the problems presented on slides,
captured in a sequence or cycle of cases through the module (Malone et al., 2012).

Functional explanations sought to emphasise relationships between the statistical pro-
cess components of the statistical investigative cycle. The lecturers’ step-by-step, ‘scaffolded’
presentation of the worked examples or statistical outputs were examples of functional ex-
planations, intended to make sense of the purpose of the statistical activity for the students
and served the purpose of conveying the thinking behind the steps of a statistical analy-
sis (actions) in the example. In either hand computations or interpretations of statistical
outputs, the lectures’ strategies were to ensure students possessed the tools to make the
connections between “context” and statistical model.

To introduce new concepts, the lecturers often made use of visual aids as spacial expla-
4By contrast, within an approach generally promoted in bottom-up teaching, the taken-as-shared ways

of using symbols grow out of children’s activity under the teacher’s guidance (Cobb et al., 1996).
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nations. For example, L1 used pictures of thin and overweight people to explain differences
in means. L2 used the graphical representation to explain inferential statistics. In this case,
the spatial explanation uses an abstract visual aid of intersecting circles and arrows. At
first glance, it is hardly comprehensible in the absence of a deep understanding of inferential
statistics, in TE:9. L2’s explanation however, rooted in a “context” assumed to be familiar
to students’ future professions, makes reference to everyday, concrete objects, cement, most
adults would be familiar with. In explaining ANOVA in Slides 3 and 4 in TE:3, L1 explains
the psychological concepts involved in the two studies first and then moves on to explain-
ing the statistical model. Such examples suggest the challenge in combining statistical and
non-statistical concepts in explanations.

Module B, Lecture 11

TE:9 (0:52:18.4) In a manufacturing type situation, we might want to use infor-
mation about the constituents of a particular kind of a cement maybe in
order to predict the strength of that cement. In order to actually measure
the strength of the cement, we have to do some sort of test where we have
to actually destroy a bit of cement. So obviously we want to be able to
make accurate predictions based on the input without actually having to
test and destroy actual cement we want to use for some building project.

However, such representations of abstract statistical concepts, such as statistical infer-
ence in TE:9, can result in contradictions when their meaning is taken for granted. In the
context of school mathematics, Seeger (1998) considered that representations and manipu-
latives can hinder students’ sense-making. For the students in my study, the representation
of statistical inferencing might require an explanation of the statistical concept and an ad-
ditional explanation of the visual representation. In this TE, the explanation involves an
additional external context of a manufacturing situation. In Activity, consciousness and
personality, Leontiev (1978) noted that a scientific explanation of the relationship between
an image and its features can be subjective:

“in order for a sensible, visual, or aural image of an object to appear in a man’s
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head, it is necessary that an active relationship be established between the man
and this object” (p. 49)

In my analysis, I use a common reformulation of Vygotsky’s model of mediated act (Fig-
ure 4.2) to fit my data analysis in which the unit of analysis is individually focused (rather
than to understand dialogue, multiple perspectives and networks of interacting activity).
In a Vygotskian interpretation, the individual needs to be understood with his/her cultural
tools and the social context needs to be interpreted with the agency of individuals who use
and produce tools. This means that the objects of the activity, students’ sense making, be-
come “cultural entities” and the object-orientedness of the teaching action in TE:9 becomes
key to understanding human cognition (Engeström, 2001). So if an image is used as a teach-
ing tool, its function is to build up the internal actions of the student. Its function depends
on the culture in the lecture theatre that teaches multiple perspectives, both abstract and
concrete.

Using the “symbolic” representation of the visual image in TE:9 and L2’s speech about
a “concrete” manufacturing situation, L2 intended to teach students a statistical concept
rather than enrich the sensory experience in the lecture theatre. The representation in
this case reflects L2’s explanations of statistical inference using a metaphoric representation
using visual aids in the lecture theatre and not statistical inference. As in the case of
Vygotsky’s (1978b) example of tying a knot in a handkerchief to remember something, L2
creates a mechanism of “reverse action”, a tool that is operating on the individual, not on
the environment.

Motivators

Reminiscent of Vygotsky’s (2012) view of learning which is required to be relevant to stu-
dents’ lives and necessary for something (Section 4.2.1.2), Lave (1988) has contrasted the
success of learning situated in ‘everyday’ contexts as purposeful and motivating with the in-
ert knowledge of formal schooling. Lave was referring to the acquisition of workplace-based
skills, not necessarily applicable to the learning of statistics. Instead, the two lecturers in
my study often emphasised to students the value of statistics to their lives and professional
training. L1 aimed to keep students motivated during lectures and planned for the examples
to have ‘personal meaning’ for the students. Davydov and Markova (1982) propose an ap-
proach to learning in the context of educational activity which assumed that a person does
not necessarily become ‘submerged’ in activity. For the development of concepts, Davydov
and Markova (1982) suggest a direct link between the experience of object-directed activity
and the mental development of the student (child). Vygotsky (1997) and later Davydov and
Markova (1982) were concerned with the apparent contradiction between social practices
and personal meaning.

“In the course of development of educational activity, it is necessary to ascertain
and create conditions that will enable activity to acquire personal meaning, to
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become a source of the person’s self-development and comprehensive development
of his personality, and a condition for his entry into social practice.” (p. 55)

Davydov (2010) describes a teaching intervention in which students began with counting
of concrete objects followed by abstract, algebraic notations. The assumption is that when
mastering a concrete operation, the child will also master some general structural principle
which can then be applied broader than the particular operation. Similarly, both L1 and L2
extended the content beyond statistical theory and included everyday concepts which they
believed were familiar to students. Since their main goal was to provide students with the
key aspects of statistical models and the situations in which such techniques might be useful
in Psychology or Engineering, the presence of real Psychological studies, newspaper articles
or engineering scenarios seemed to be a powerful pedagogical tool for bringing statistics into
the micro-context of the lecture.

Thus, a teaching strategy used by L1 and L2 to accomplish their learning objectives
was to integrate everyday concepts and statistical, scientific concepts. First, the everyday
concepts used in examples to describe statistical models were elaborated and made more pre-
cise and general by lecturers. Second, students’ understanding of Psychology, Engineering or
other ‘everyday’ situations, assumed to be personal to the students, was used by the lectur-
ers to represent statistical models, inteded to be relevant for something (see Section 4.2.1.2,
p. 112).

L1 would also address the students directly and keeping them engaged with words such
as ‘let’s recall’, ‘remember’, ‘coming back to our example’. L1 would also appeal to the
students’ empathy by making his discourse personal. In TE:10 L1 made past references
to himself as student. In this way, L1 encouraged to students to ‘imagine’ themselves as
psychologists and showed the utility of the statistical model to students’ lives outside the
module.

Module A, Lecture 4, Introduction to ANOVA

TE:10 “I remember when I was a student, [I was thinking] “why don’t we do
multiple t-tests?”. We know t-test is a very good instrument, a very
good tool. Why don’t we do t-tests? Is there some rule against it? Is
it because you just say so? But it’s a good statistical reason. Imagine
we wanted to design a course and we wanted to see which teaching
method would work best for our students. You’re an educational
psychologist for instance and you wanted to design a course.”

Staats (2007) contends that the “context” of a problem or application, even the thin
“context” of a textbook word problem ‘invites students to participate in an imaginative act
or a fantasy world’ (p. 7). In my case, L1 compared the utility of ANOVA, the topic of
the lesson, with a model taught in a previous lesson, t-test. L1 also referred to students’
futures, thus trying to make the statistical concepts memorable. Statistics on this module
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was not just numbers and datasets since L1 tried to connect to people and life in different
macro-contexts. Staats (2007) uses the concept of ‘imagined world’ to refer to the context
of mathematics. L1 actively promoted this type of thinking about ‘imagined worlds’.

“Contexts” were also used a motivator and stimulating tool on Module B, as for instance
in TE:9. In these TE, lecturers demonstrated how they can use ‘dynamic contexts’ in socially
contextualised learning experiences for the students to develop a sense of the importance
of statistics to their professional and personal lives yet still focus on statistical learning
objectives. In mathematics education, Boaler (1993) maintains that approaches to context
that develop both personal meaning and a deeper understanding of mathematics improve
transfer of learning to new situations. A challenge for lectures is to find ‘external’ contexts
which are real to the students, not just the lecturers. In Memo#3, Module A, I noted that
L1 assumed that his students had some understanding of psychological studies as well as
familiarity with a range of statistical concepts in order to be able to engage with this example.
For instance, in Lecture 2, L1 encouraged his students to connect the module’s activities to
the psychology literature they were familiar with and use statistics as psychologists do.

On Module B, there were very few instances of interaction with students and there was
no component to evaluate learning during lectures. Instead, students were encouraged to go
back to the lecture slides and textbooks after the lecture. Similarly to Module A, L2 also
aimed to influence students in accordance with his own educational goals (as discussed in
TE:7 and Section 5.3.3) and considering students’ motivations, interests and willingness to
take part in the lecturing activities. It seemed that the focus on Module B was on formal
learning in communication and cooperation with the lecturer and after having done this
joint activity, the students were encouraged to carry out similar activities independently
and approach these exercises in ‘statistical’ ways (Section 4.2.1.4).

Questions

Vygotskian developmental teaching (Section 4.2.1.4) emphasises teaching as guiding or as
assisted performance. The teacher, seen as the more capable adult and organiser of learning,
provides or negotiates ‘hints’, ‘supports’ or ‘scaffolds’ to or with the student. Since the focus
is on change within the ZPD, the teacher is expected to lead the student from informal to
mastery and beyond through mediational means such as modelling, leading questions or by
providing initial elements of the task solution. Vygotsky’s distinction between everyday,
pseudo and scientific concepts means that a scientific concept is achieved when the every-
day, followed by pseudo concepts have merged with the scientific (Lave and Wenger, 1991).
Questions asked by teachers have an important role to play in the process of transformation
from everyday concepts to scientific concepts (Davydov, 2010).

My analytic approach was based on the grounded methods used in the initial phase
of data analysis (open coding and categorising, Section 4.7.2). The categories or concepts
were further refined based on previous research by Bligh (1972) and Viirman (2015). Other
models were considered at this stage such as Bloom’s (1956) taxonomy or the categorisations
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proposed by Pedrosa de Jesus and da Silva Lopes (2011) (Section 2.5.3.2). However, these
were not suitable in the context of the lectures observed as these frameworks focused on
cognitive levels not revealed in the data.

In this analysis, I noticed four types of questions (Table 5.2) control questions, facts,
formative to check student learning and give students feedback about their own learning and
rhetorical. Both lecturers used control or comprehension questions, such as ‘any questions
up to now?’, ‘what does it tell you/us?’, ‘right’, ‘yes?’, ‘remember?’ (Viirman, 2015). In the
situation of the lecture theatre, students did not generally give a verbal response. However, in
my notes, I observed that students were nodding and making eye contact with the lecturers.
Thus students were able to give non-verbal cues to the lecturer. These questions were
generally asked at key points in the lecture at the transition lines in Figures 5.7 and 5.8.
The lecturers would then move on to another part of the lecture.

The lecturers also asked factual questions, such as ‘how do I do degrees of freedom, where
do I look?’, ‘are you familiar with SAT scores?’, ‘but which group differs from which?’, ‘what
does quasi mean?’, ‘what are the two main types of hypothesis?’, ‘is it positive or negative?’,
‘does the other variable tend to increase or decrease?’. On Module A, only on one occasion
a student answered such a question, ‘what’s the level in psychology we use for statistical
significance?’. However, rather then moving on, lecturers would offer additional explanations
and factual information about the content. For example, in Lecture 4, L1 asked ‘how many
conditions do we work with in ANOVA? Hmm? (3) Two, two conditions, two groups.”
(0:05:56.9).

Again, lecturers were able to receive feedback from students with factual questions
through eye contact, level of noise in the lecture theatre, pauses which lead to informal
brief comments (often inaudible). Although the questions involved simple facts relating to
the content of the lecture, often the factual questions were about key statistical concepts.
Only once lecturers were satisfied that students were familiar with such concepts they moved
on to the more difficult part of the lecture. Emphasising key concepts was also important
for lecturers in scaffolding the learning.

In Module A, feedback from students, either in informal social exchanges or using elec-
tronic voting, meant that students could be active participants in the lecture, as managed
by the lecturers. The lecturer and students checked the learning that took place together,
mediated by the multiple choice questions (related to the end-of-module assessment) and
the voting system. Histograms of student answers to the four multiple choice questions were
means of making students’ understanding visible to the group. L1’s feedback directed at
the students (objects) in relations to the questions asked (tools) was intended to convey the
thinking behind the assessment tasks. Instead of using electronic voting, L2 asked students
twice to show hands for one of two choices of statistical tests (e.g. paired versus independent
t-test).

A fourth type of questions were rhetorical questions which were very quickly followed
by an answer from lecturer such as ‘why is it the case?’, ‘what does the null hypothesis
do?’, ‘what statistical techniques come to mind?’, ‘how might we go about describing that
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relationship?’, ‘here is the data, what can you tell from it?’, ‘is there any evidence to support
this concern?’, ‘what kind of procedure should we be using?’. These rhetorical questions
seemed to require a higher level of cognitive involvement from the students and marked
fundamental issues for the students to take away from the lecture. Rhetorical questions
were also opportunities for lecturers to open an important sequence of learning.

Through this analysis, I concluded that at the micro level, the lecturers provided context
in the lecture by incorporating macro-level factors such as students’ previous knowledge
and experiences of studying other subjects at university, relevant to their lives or of a well-
known situation (e.g. drug controlled trials, machine break-down), as well as through visual
or gestural support (e.g. pictures of thin and overweight subjects, spontaneous examples
from human resources, students’ heights). In my analysis in Section 5.4.3.3, I therefore aim
to characterise the nature of lecturers’ discourse by looking at the ways in which lecturers
explained the content of the examples, problems and exercises with the aim to characterise
the lecturers’ statistical routines or discourse.

5.4.3.3 Statistical routines

In this analysis, I assumed that the statistical discourse ‘coordinates participants and deter-
mines what thinking, speaking, and writing counts as meaningful, correct, good thinking,
and acceptable understanding’ (Blanton et al., 2016, p. 440). In the process of analysing
the transcripts of observational data and teaching resources (Chapter 4), an initial stage in
the data analysis was to identify a way of splitting the data into teaching episodes (TEs)
based on naturally occurring breaks in the teaching such as a new topic, example or exercise.
In this analysis, the unit of analysis was the “context” used by lecturers in their lecturing
discourse. When comparing different teaching episodes, I started to notice differences in
the ways the lecturers focussed on statistical concepts as well as on particular ‘external’
situations (e.g. TE:1, TE:3 and TE:6). In this section therefore, I develop the concept
of ‘context’, the stories, situations, scenarios and narratives used in examples by the two
lecturers.

In my initial coding of the data, I noted that the TEs showed an intertwine between
statistical and non-statistical ‘context’ or representations. Borrowing from Vygotky’s geo-
graphic analogy (Section 4.2.1.5), I represented the lecturers’ discourse using a system of
two axes which would allow for depicting the relationships between concepts with a “longi-
tude” and a “latitude”. Further, Bernstein (1999) proposes a model of vertical scientific and
horizontal everyday discourse (p. 123). Statistical problems deal with information which can
involve non-statistical objects, equally difficult to understand or deal with in the analysis
as everyday, spontaneous knowledge (in Section 5.3.3.2). Bernstein’s theory of vertical and
horizontal knowledge/discourse is a way of explaining the interdependence between the de-
velopment of scientific and everyday concepts which transcend educational stage or context.
In my analysis, I develop Bernsteinian ideas by showing that statistical discourse prescribed
for engineering or psychology students incorporates numerous examples that model every-
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day situations, intended to include the students into the discourse of university statistics.
The recontextualization of everyday real-life situations into curriculum is a two-dimensional
representation between ‘real statistics’ and ‘real-life’.

Decisions regarding the non-statistical context during a statistical analysis can lead to
various interpretations of the statistical outcomes (output). In this dataset, I therefore
decided to represent the two types of knowledge in a TE as two-dimensional axes: statis-
tical S representations or “contexts” on the vertical axis and non-statistical NS represen-
tations on the horizontal axis, in Figure 5.9. The axes range from ‘rich’ or more (+) of
the statistical/non-statistical context to ‘thin’ or less (-) “context”. Vygotsky’s framework
to concepts (Section 4.2.1.5) includes everyday, pseudo and scientific concepts. A pseudo
concept is somewhat in between an everyday, concrete and a scientific, abstract concept.
Therefore, in Figure 5.9, a pseudo concept used in teaching might involve a hybrid of ‘some’
statistical and ‘some’ non-statistical “context”. Abstract, statistical represent a degree of
generality presented by a given mode of representation. By contrast, non-statistical repre-
sentations have a concrete, everyday and objective reference of a concept and relate to the
reality to which they apply.

Figure 5.9: Lecturing discourse: statistical versus non-statistical

The diagram in Figure 5.9, through its depiction of the two axes, statistical and non-
statistical, is also reminiscent of Cobb’s definition of statistics as the “interplay between
pattern and context” (Cobb and Moore, 1997, p. 802). For Cobb and Moore, statistical
knowledge and context knowledge are quintessential components of a statistical investiga-
tion, and similar to Ben-Zvi and Aridor-Berger (2016) use of context and data ‘worlds’. The
context world is subjective, introspective analysis since it might include for instance cultural
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knowledge about the data, the norms by which it was produced, while the data world is all
about objective real scientific data manipulation (Vygotsky, 1978b). In my analysis, while
the coding revealed the two contrasting yet inter-linked worlds of the situational and the sta-
tistical, I sought to interpret the ways in which the lecturers were interlacing the statistical
and the non-statistical types in their teaching (Cobb, 1999).

To characterise the “context” in the examples given in teaching, in this analysis I in-
cluded 234 teaching episodes (detailed in Table 5.3). Next, I placed different TEs on the
two axes in Figure 5.9 and categorised five broad types of discourse, defined according to
levels of statistical and non-statistical context: real life, realistic, symbolic, prototypical and
parabolic, represented in Figure 5.10.

1. Authentic : actual, real life, published and referenced studies.

2. Simulated : realistic “context” which may be based on real-life studies but is adapted
for specific classroom purposes.

3. Parabolic : a narrative about an informal, non-statistical, real-world context (e.g. a
historical example) that is compared to a formal representation of a statistical concept.

4. Prototypical : idealised “context” such as worked examples, with sample answers and
calculations.

5. Symbolic : statistical theory with minimal reference to a contextual situation.

These TEs embodied characterised macro conditions, such as authentic statistical applica-
tions in the real-world or intended curricula of each module. They also referred to micro
conditions about how the lecturers implemented these resources in the classroom.

I arrived at the differentiation of the two forms of representation (Wertsch, 1992) along-
side the two dimensions by comparing pairs of episodes and theorising how TEs were similar
or different from each other. The representations in my data connected the world of statis-
tics to the world outside the lecture theatre by using scenes, situations from the students’
domain of study, from everyday life. These representations resulted from an understanding
of the necessity of getting into the structure of statistics (Seeger, 1998). Therefore, here I
show that the placement of these TEs on either axis (or dimension), as representations of
everyday tools and of statistical tools, is of course not absolute. Instead, the order of these
types on each line was about how the statistical or the non-statistical “context” in the TE
related each other. Also, particular examples might shift along one of the dimensions during
the teaching process or when used for different purposes or in different situations.

In Figure 5.10, authentic and symbolic TEs are similarly rich in statistical conceptual
information, but differ along the non-statistical axis. A simulation would perhaps be less
embedded in a non-statistical “context”, but be used by the lecturer to focus on specific
statistical concepts or procedures and give students a view of how particular types of statis-
tical analyses are to be carried out. Parabolic TEs are pedagogical tools used as metaphors,
often at the start of new topics or lectures. Although parabolic examples were embedded in
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Figure 5.10: Lecturing discourse: statistical versus non-statistical forms of representation

an everyday ‘context’, they were used as a resource in initiating the translation of informal
language into more formal, statistical language. From this point of view, I considered them
closer to a statistically thin (less −) ‘context’ and also to being contextually embedded (more
+) in a scenario. The process of categorising ‘context’ in these teaching episodes also lead
me to consider a fifth type of episode, prototypical, which characterised the lecturers’ use
of worked examples.

In Table 5.3, in module A, I identified 80 teaching episodes in eleven lectures, of which 17
covered periods when L1 made his learning outcomes and aims explicit or made announce-
ments. In the remaining 63 TEs, the majority of the lecturing time, L1 spent talking about
authentic (30%), simulated scenarios (30%) and symbolic episodes (20%). In Module B,
I identified 193 teaching episodes across eleven lectures. Of these 193 teaching episodes,
five covered periods when L2 gave advice to students (e.g. about module assessment) and
twenty-one when he made his aims explicit (mainly the content being covered). The remain-
ing 167 teaching episodes were different types of “context”. L2 spent the majority of the
lecturing time on prototypical (35%) and symbolic (35%) TEs, with only a small number
of simulated, authentic or parabolic TEs. The table also shows that the same scenario was
used on several occasions to make different points during the module.

In what follows, I discuss each of these types of episodes, bringing in examples of data
which I considered paradigmatic in the sense that the lecturers used them a number of times
or for particular purposes.
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Table 5.3: Types and number of teaching episodes

Teaching episodes

Module Authentic Parabolic Simulated Prototypical Symbolic Total

A 9 7 10 (2) 41 (39) 67

(“Contexts”) (4) (7) (5) (NA) N(A)

Time spent
(approximate)

30% 10% 30% 10% 20%

B 3 24 8 38 96 167

(“Contexts”) (1) (13) (8) (29) N(A)

Time spent
(approximate)

1% 18% 6% 35% 35%

Authentic

Authentic TEs were generally used on these two modules to (1) show students the importance
of contextual knowledge in statistics, (2) statistical conceptual understanding and the role
of contextual knowledge within it and (3) reveal details of authentic statistical practices
and finally (4) for pedagogic purposes as motivators (Table 5.2). Authentic and simulated
examples used by the lecturers were thus a higher level of statistical reasoning since they
were about applying the methods to the specific case of the problem (Chervany et al., 1977;
Garfield, 1998). In instances where the lecturers’ discourse considers authentic interplay
between data pattern and context, the non-mathematical substance of such examples, the
statistical discourse is intended to develop deep statistical thinking (Cobb and Moore, 1997).

L1 for instance used Everitt’s (Hand et. al. 19945) study of effective therapies for
anorexia six times, from lectures three to seven. The study used as independent variables
a control condition and two treatment conditions, cognitive-behaviour therapy, and family
therapy. The dependent variable in the study was the gain in weight over a fixed period
of time. L1 adapted this context to teach both topics, t-tests and ANOVA (Example 1,
Appendix D). to explain issues with research and factorial designs, validity and reliability
at the end of lecture 10.

With authentic TEs, the lecturers first highlighted the importance of contextual knowl-
edge in the statistical analytic process. For example, L1 pointed out that the change in
means of weight at time one and weight at time two might not necessarily be due to the
family therapy intervention since other factors might affect the measurements of weights.
The task relied on students’ non-statistical knowledge about anorexia (even at a superficial

5In this Anorexia study, Everitt reported on a study of the effects of family therapy as a treatment for
seventeen anorexic girls. Girls were weighed before and after several weeks of treatment using family therapy.
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level) and an understanding of the experimental design of the study. The lecturers used the
authentic TE (e.g. TE:3 and Example 4, p. 297) to show students how the concepts taught
in the lesson were applied in real research practice. I therefore considered that the lecturers
were constructing context, starting from explaining particular concepts, e.g. allocations into
groups, then moving to show practical examples.

The second aim with these authentic TEs was to emphasise statistical [S] knowledge
and how contextual [NS] knowledge supports this, e.g. when manipulating data, selecting
the appropriate test to use and interpreting the findings. For example, the students were
required to consider the [NS] elements such as the research question, experimental design
and also which statistical test was suitable to the [NS] context.

In laboratory sessions after the lecture (not attended by the lecturers), the task then
required the students to use this non-statistical [NS] knowledge to understand the design of
the study (types of variables) and how to enter the data into SPSS. The students used their
understanding of the statistical [S] analysis learnt in the lecture (micro condition) to set up
the study and run the analysis using software.

A third aim with authentic examples was to reveal details of authentic statistical prac-
tices. The lecturers’ experience with statistics in their research activities were relevant macro
conditions in this case. For example, L2 felt he was “reasonably familiar with [this study], so
can explain it better” (L2, Lecture 10, 01:38:41.1, in Example 4, p. 297). L2’s main aim was
to use this research-based example to emphasise to students the challenges with providing
evidence for the validity of the study’s claim, that participants were more persuaded by an
argument if they knew the author’s identity. L2 encouraged his students to ‘anticipate these
kinds of attacks’ (e.g. whether the questionnaire was worded appropriately) and to ‘design
your study to allow for these kinds of explanations’ (i.e. for the validity of inferences). Such
learning aims could only be achieved using an example embedded in a contextual reality
that L2 was familiar with.

Fourth, authentic scenarios were used in these modules for pedagogic purposes, to provide
analytical explanations through comparing and making sense of different statistical models,
introduce new concepts, link statistical concepts through the module, review materials and
make their learning outcomes explicit. For example, both lecturers used authentic scenarios
to compare t-tests with ANOVA by manipulating the same scenario in different analyses.
In this way, the lecturers also linked concepts through the module and revised content.

Further, Quote TE:11 shows how L1 used the Anorexia scenario to make his learning out-
come clear to students and give them advice on how to approach their learning, evidencing
his belief that revision and practice with examples in context aid students’ comprehension
and retention. In this case, L1 did the re-contextualisation for the students to meet the mod-
ule’s learning objectives (‘define the role of inferential statistics for psychological research’,
Module A specification).
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Module A, Lecture 5, ANOVA

TE:11 “When you are in a position to do [the analysis] in a different context,
it is not so easy. What we need is transferable skills, don’t we?
I’m not just teaching you Everitt. I’m not just teaching you this
example. I’m teaching you something that you can take into various
other contexts, with your own data, with the data in your report for
instance, you should be able to recognise the one way ANOVA and
conduct a test and report it.” (0:31:17.3)

In authentic examples, I considered that, although the lecturers embedded their discus-
sions of experimental design or statistical models in an authentic scenario, these TEs moved
from being authentic, contextually bounded to a more abstract understanding of statistical
principles. In summary, with authentic TEs, the lectures showed students the relevance of
statistics to their education or future employment and also connected authentic, everyday
statistics to the module intended and implemented curricula.

Simulated

The use of authentic and simulated contexts characterised L1’s style of teaching. Although
simulated TEs included plausible or realistic scenarios, such TEs contained sufficient com-
plexity (e.g. about research design and plausibility) necessary to achieve a particular peda-
gogical objective. Second, simulated TEs emphasised statistical knowledge and sense making
but sometimes visualised these concepts using informal imagery that replaced formal, ab-
stract statistical representations. When compared to symbolic, I judged that authentic and
simulated TEs were more focused on the link between a situation and statistics. Third,
simulated TEs showed students the steps of a procedure in a way accessible to students. For
instance, the lecturers could ignore other issues with the data if they did not form the focus
of the TE (e.g. ignoring measurement error when explaining regression).

A first aim with simulated was to get students thinking about the statistics presented to
them. For example, in Lecture 1, L1 introduced a simplistic scenario of male and female test
scores on a statistics exam to introduce new concepts in statistical inferencing (Example 2,
p. 294, Appendix D). First, L1 showed two computer-generated analysis outputs of descrip-
tive statistics using two versions of data A and B (Figure D.1a). Across the two versions, the
means for the two groups were the same but the standard deviations (SD) differed in order
to exemplify the effect the standard deviation SD has on t. To aid comprehension, these
two situations were also plotted using bar charts (some with error bars, Figure D.1c). This
statistics exam example was a means for L1 to develop students’ statistical sense making
and familiarity with statistical outputs (TE:12).
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Module A, Lecture 2, t-tests

TE:12 “what is important is that you understand the number of partici-
pants, where you can derive the degrees of freedom, you have signif-
icance, you have the value and before we do anything else, you look
here. I need to decide whether this is not significant” (0:43:46.7)

Further, L2 used four real political parties and three football clubs in the UK against
a measure of happiness in order to stress experimental design principles and how to use
graphical representations when carrying out an ANOVA (Example 5, Appendix D).

Another way of revealing statistical procedures to students was for the lecturers to replace
abstract statistical formulations with more concrete representations. For instance, L1 chose
not to go into exact formulations of abstract statistical models and used simulation as
concrete images to ‘surprise’ the students and emphasise conceptual understanding. In L1’s
view, defining models using vivid imagery rather than formal statistical representation was
an appropriate way to engage this cohort of students.

In Lecture 9, L2 presented a news article introduced previously in Lecture 4 on t-tests
(TE:7, p. 183 and Example 6, p. 299) to teach the notion of interaction using informal
imagery since the formal statistical process has been replaced by statistical software. L2
used the same variables driving ability and gender as in TE:7, p. 183 and added education
(basic education, college education, higher education) to compare the driving ability scores
of more than two groups.

Simulations were also used to show the steps of a procedure and provide students with an
understanding of what goes on in the statistical analyses reported in research or media such
as TE:3, p. 179. For instance, the intention in Example 2, p. 294 was not to use the ‘context’
of comparing test scores on a statistics exam as an application of the formal statistics, as
it was the case with the authentic Anorexia study in the previous section, but to show the
process of data interpretation. In Lecture 3, L1 expanded on the descriptive statistics from
the previous week using the statistics exam study with the use of the t statistic to compare
the two independent groups. In this way, the context of the statistics exam linked different
concepts through the module and provided continuity for the students.

Similarly, in Module B, Lecture 7, regression, L2 examines the concept of residuals, ‘a
number that we’ve come across in stats, those êi, these errors that we’ve come across a
few slides ago, the difference between the independent variable and the predicted value of
the dependent variable’ (L2, Lecture 7, 1:23:30.6), by showing a series of scatterplots. L2
emphasised the value of graphical representations in both understanding statistical concepts
(e.g. the definition residual = observedy − predictedy = y − ŷ) and in the process of
data analysis. However, as I discuss below, Module B relied more on prototypical worked
examples to emphasise detailed steps of statistical procedures.

In summary, simulations are examples of sufficient complexity for achieving particular
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pedagogic objectives. With simulations, lecturers aim to get students thinking conceptually
by showing for example the link between contextual and statistical analyses and the mechan-
ics of the models, in particular, the interpretation of plots and outputs. Depending on the
lecturers’ beliefs about the module objectives and experience with the students, simulations
might also replace abstract statistical representations.

Parabolic

Parabolic TEs were specific types of examples used at the beginning of a lecture or topic.
The focus in these examples was on the interaction with the students rather than the ex-
ample itself in the sense that the lectures were first introducing new concepts, unfamiliar
to the students, by using situations drawn from informal, authentic situations (e.g. history
of t-tests TE:1, news article TE:7), but simplified to make unfamiliar statistical concepts
familiar for the students. The lecturers talked about informal, authentic scenarios that they
compared to a statistical model. In this way, with parabolic, lecturers were able to explain in
which situations particular statistical tests are used. Finally, the lecturers provided a formal
representation of statistical ‘context’ which was the point of the comparison.

The example of how Gosset invented t-tests nearly a century ago was an opportunity for
L1 to (1) provide details about the statistical model and link relevant concepts, (2) explain
the problem Gosset solved using statistics while he was employed at the Guinness factory
in Dublin thus giving statistics a purpose outside the module and (3) present a formula for
t-tests (as in Quote TE:1 on page 178). L1 did not go further with this example but rather
used it as a general motivation for introducing the theory of hypothesis testing. L1 also
commented on key concepts associated with t-tests: sampling (‘[Gosset] came up with a
statistical way of comparing small samples’) and statistical inference (‘[Gosset] wanted to
extrapolate to the whole population’) using an authentic situation (barley, Guiness, quality
control). L1 provided further interesting background to the t-tests and appeared to use
beer (stout) as an aide-mémoire for the students: “when you’ll have a pint of Guinness you
will think ‘Oh, t-tests” (0:26:18.7). Further, L1 emphasised the relationship between an
authentic object (beer) and statistics. To me, this was an example of how L1 organised
the learning from ‘drawing letters’ to ‘writing meaningful text’ (Vygotsky, 2012) and the
movement from the metaphor using the history of t-tests, what L1 perceived to be everyday
concepts, to the theoretical generalisation of the definition of t-tests. This may indicate that
at university, much of the statistics that is taught to students has the potential to go beyond
non-scientific, empirical generalisations, unlike in school mathematics (Kozulin, 2012).

The episode ended with the lecturer emphasising a formal definition for t-tests, “what
is the question that a t-test is asking? the one that I put here” which precedes the formula
for t-tests on the next slide. The closing lines invited the listener to actively think about
the relationships between the story and the elements of a statistical model. The lecturer
showed a simplified formula (as in TE:1 on p. 178) in order to facilitate the comparison
between the statistical model and the non-statistical contexts, with an emphasis towards
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the non-statistical. The lecturer appeared to me to use an abridged version of a factual
reality to stimulate students to make sense of the formal, theoretical statistics by linking
non-statistical and statistical types of ‘contexts’.

In my memos alongside this episode, I observed the necessity of comparing different
types of ‘contexts’ in order to provide an authentic characterisation of this lecturer’s teach-
ing. L1 reinforced my interpretation of his teaching as contextualised in Interview 2 when
he suggested that he aimed to emphasise statistical sense making through non-statistical
‘context’ rather than statistical ‘context’: “[students] should understand the general logic
of statistics and apply the context, rather than a formula.” (L1, Interview 2, 0:13:37.9). L1
expressed his view of ‘context’ in Interview 2, Quote 21 as an essential learning outcome for
these students. In this TE, the historical context aims to facilitate the transfer of meaning
towards students’ statistical sense making by which the properties of one object (the history
of t-tests) are transfered to another (the scientific definition of t-tests) (Vygotsky, 2012).

Quote 21 (L1, Interview 2)
“The Gosset example is kind of trivial, but it is more than that. It actually shows how
statistics can be applied to a real life context. That is the lesson for me at least, that
Gosset used it for other purposes, to get good beer and psychologists are using it now to do
good experiments in a way. I hope that gives [students] a sense of this idea that statistics
is fun and useful and you need to find the right context, you need to understand what it
does and how you use it.” (0:05:04.1)

In TE:7, on whether men are better drivers than women (variables: driving ability and
gender), L2 modelled to students the claims or hypotheses which could be made in this
example. This TE was also structured in three parts: (1) provide details of a statistical
model, ‘the philosophy behind hypothesis testing, what is trying to do’ (L2, Lecture 4), (2)
explain the problem that was under investigation and (3) replace informal representations
with formal statistical models. What is important to notice in this TE is the way in which L1
uses informal language and terminology as a precursor to formal hypothesis testing to high-
light the importance of contextual knowledge to understand potential sources of variation
and error (Gal, 2002). Although the contextual knowledge presented to students originated
from real-life, L2 adapted and simplified it for the purposes of constructing hypothesis tests
from the news article (H0 and H1) which he initially termed ‘claims’. L2’s main focus here
was on showing students the benefits of the t-test to measure the extent to which the two
groups are different from each other. So concrete situations are used here to make sense
of a new statistical concept, hypothesis testing. Further, L2 compared the null hypothesis
H0 with ‘life being as simple as possible’ or that ‘everyone is the same’ and the alternative
hypotheses H1 with a ‘more complicated version of events’, that one group might be better
than the other (directional hypothesis) or different (nondirectional hypothesis). L2 then
proceeded to relate these properties (variables, hypotheses) to more formal definitions of
t-tests. Using statistical discursive routines in authentic, simulated or parabolic TEs, the
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lecturers appeared to acculturate the students into ‘how statisticians reason and work within
the statistics discipline’ to develop new ways for students to view the world (Pfannkuch and
Wild, 2004).

In summary, parabolic served as motivators when introducing statistical theory. Also, [P]
were aimed at helping students transition from everyday, informal, intuitive understanding
of statistics to more scientific, formal concept formations through the use of language made
accessible for the students.

Prototypical

Relating to the first stage of statistical thinking as defined by Chervany et al. (1977), proto-
typical examples support students’ comprehension of a problem. At the centre of Module B
were worked examples illustrating the key concepts and methods using small datasets. L2’s
declared intention, as in Quote 22, was to show students ‘prototypes’ or typical examples of
problem situations, procedures or concepts that students could replicate. In Modules A and
B such ‘worked examples’ were also a focus of the summative assessment, counting for 50%
and 80% of the module grade respectively.

Quote 22 (L2, Interview 2)
“So that the students hopefully have got a decent prototype to go and well, not quite to
copy from, but replicate the procedure if they have seen it used. And hopefully when I
present those kinds of calculations on the [board], in the lecture, I am doing it in a way
that is similar to how you would if you were handwriting it down as well. I tried to get it
[the presentation] to just display one little bit of the equation at a time so that they have to
write down one bit and then write down the next bit and think about it in the same order
as they would have to if they were writing it and doing it themselves.” (0:08:49.9)

First, these ‘prototypes’ were intended for the lecturers to model procedures and cal-
culations. In L2’s view, the module content did not focus on the transfer of contextual
problems to other contexts, as in Module A (TE:11 on page 199) but on providing ‘proto-
typical’ worked examples for students to replicate calculations. In Module B, prototypical
were characterised by a reliance on hand calculations using small datasets, so that they
could be computed in the classroom. In Example 7, Appendix D, students were expected
to manipulate a small dataset of twelve pairs of mother-daughter heights to answer five
questions. The example came at the end of the regression and correlation lectures and L2
intended it as an exercise to ‘put those things [regression and correlation] together’, i.e.
how to apply the lecture content. L2 also pointed out in the lecture that it was ‘an exam
type question’ (Module B, Lecture 8, 0:45:22.6). As a result, students were asked to apply
formulae taught in the lecture (e.g. Pearson’s product moment correlation coefficient r, the
regression equation y = αx+β, significance testing for correlation). The intention seemed to
be for the students to be able to ‘generalise’ from the mothers/daughters heights situation
and algorithm to other correlation and regression problems (similar to 21).
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The choice of variables, mother-daughter pairs, was also prototypical since it relied on
students’ intuitive, situated and non-statistical understanding of the real-world situation
where a child’s height is predicted from that of the parent. So this “context” was meant to
have a broad appeal to students in the classroom, at a micro level, based on macro level
assumptions about this scenario. The explanation of regression relies on a personal context
for its sense, seen as contextualised rationality (Wertsch, 1992). Regression is represented
here in terms of its concrete particularity for which a different “voice” was required. For
Derry (2013), decontextulised rationality characterises a ‘voice’ or social speech type, in a
similar vain as Vygotsky’s (2012) abstract reason. In the case of the regression example, the
mother-daughter pairs represent objects and events (semantic content) in terms of formal,
logical and quantifiable categories. The categories’ meaning can be derived from their po-
sition in abstract statistical models independent of the lecturer’s speech contexts. On the
other hand, contextualised forms of representation (students’ knowledge of the world which
associates mothers and daughters’ heights) represents events in terms of their concrete par-
ticularity (Wertsch, 1992). However, in the context of the lecture theatre, decontextualised
models of discourse were privileged.

In Example 7, the calculations were carried out using calculators or by hand, with a
focus on substituting ‘appropriate numbers to appropriate places’ or drawing a conclusion
‘that there is a significant correlation between the heights of mother and daughter’ (L2,
Module B, Lecture 8, 1:06:20.5). I observed a similar aim in Module A where students were
given step-by-step instructions in how to run an analysis using software (Example 3) and
how to interpret the output, e.g. ‘a one-way ANOVA revealed a significant effect for length
of revision on SAT results’ (Module A, Lecture 8).

A second important aim for prototypical was to illustrate concepts and methods for the
students and introduce ‘new statistics’ for the students, including new signs, terminology
(e.g. how to report or interpret results) and rules of thumb that are accepted within a par-
ticular module. In Example 7, p. 300, L2 used a scaffolded pedagogy in which he proceeded
to show students the answers to each question on slides, using tables and the whiteboard
(e.g. to explain significance testing using the normal distribution), while students copied
answers using handouts. L2 interpreted rtest ≈ 3.126 (Slide 3, Example 7) as ‘moderately
strong’, thus showing students how to apply common rules of thumb for interpreting the
size of a coefficient and offer a qualitative interpretation of the statistical output. In this
case, statistical principles and practices outside the module are brought into the classroom
to help interpret the output of this particular example.

Both lecturers aimed to provide some explanations for the principles and interpretations
of the statistical examples. Lecturers’ comments about statistics might be seen as ‘discursive
contributions’ that support students’ ‘increasing participation in mathematical speaking/-
thinking’ (Lerman, 2001, p. 89). The challenge was to use a sufficient range of examples
to help students recognise the correct statistical test for a scenario and to make sense of
statistical concepts and models (Ryan and Williams, 2007).

In summary, prototypical TEs had a role in illustrating and replicating statistical proce-
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dures and calculations and influencing students’ way of thinking about statistics. Ultimately
however, I considered that prototypical were ‘typical examples’ in each module’s setting and
culture that encouraged the lecturers and their students to participate in joint statistical
practices.

Symbolic

Symbolic TEs captured abstractions or generalisations of statistical models using formulae,
definitions and graphical representations of variables. On these two modules, statistical
theory preceded, followed or was introduced within a scenario that presented material in a
general framework.

Instances where the theory was introduced in the ‘context’ of examples included TEs
where L1 discussed how to interpret an SPSS output as ‘abstract knowledge’ (“because you
have two rows here. Which one do you read? There is a rule”, Module A, Lecture 2), despite
it being linked to the context of a particular exercise. This practice was in accordance with
L1’s intention to teach statistics without mathematics (Quote 9, page 160). Similarly, L2
introduced decontextualised statistical theory in the context of prototypical as in Example 7
and Example 8 in Appendix D. In the latter, L2 integrated symbolic content and prototypical
calculations using a brief scenario (comparing the performance of four machines in five
observations) to interpret the context. In this example, L2 did not give the students the
opportunity to consider reasons why the measurements for the different machines might be
different from each other (between groups) or why the measurements might vary for each
of the machines (within-groups). The aims here were to explain particular statistical tests
and manipulate the data rather than search for patterns in the data or gain insights into a
particular scenario. Instead, such questions about the data were explored within realistic
and authentic TEs.

Further, L2 attempted to show students how they could use the statistics presented in
the module to address statistical questions in concrete prototypical examples, e.g. finding
the standard error of the mean or the proportion of samples that give estimates of the
crushing strength of a load of bricks within a particular value of the mean. In this way, L2
made a link between symbolic with decontextualised statistical terminology and contextu-
alised prototypical TEs. L2 also emphasised the ‘nitty gritty’ of statistics (L2, Lecture 3,
0:30:11.9) that included statistical terminology as being different from everyday language.
For example, L2 differentiated between ‘estimate’ as a statistical procedure, about collecting
data from a sample and estimating, about applying a formula for estimating the population
parameter based on the sample data (Lecture 3, 0:32:07.6).

Further, L2 clarified differences in notations for population and sample means and stan-
dard deviations in order to then explain the central limit theorem (clt) in Example 9, p. 304.
Fundamental in traditional statistics, L2 also considered clt to be ‘a key theoretical tool’
(Lecture 3, 0:37:05.2) which gave him reasonable and useful approximations and later sup-
ported explanations of confidence intervals and the inferential techniques used in the module.
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An alternative approach would have been to use software to obtain other, better approx-
imations using simulation-based methods, including permutation tests and bootstrapping
(Rice, 2006). L2 first chose to briefly state the clt (‘if we have lots of observations then
the sample mean approximately follows the normal distribution’). Other versions of the clt
present various degrees of abstraction and generality (e.g. Chihara and Hesterberg, 2011),
but in this case, since L2 was interested in its use for practical purposes, he presented a less
mathematical, not as formal version to justify the use of the normal distribution, depending
on two parameters, the mean µ and standard deviation σ of normal density.

The second step was to further explain clt conceptually (e.g. ‘if we have large numbers
of samples of independent observations, each of these samples being of size n, these samples
can then be considered as random variables...’). Third, L2 explained the formulae on slide
3 in Example 9 identifying the Normal model but not the normal density equation. Forth,
L2 encouraged students to use an interactive internet applet after the lecture to manipulate
the population mean and sample size to obtain visual representations of the distribution of
the population and how that compares to the sample distribution.

By contrast, L1 provided a description of statistical models using mathematical symbol-
ism, which was simplified using non-conventional notations or words (TE:1, page 178). L1’s
beliefs about the student’s mathematical level and perceived anxiety with the statistics in-
fluenced his curricular design and teaching approaches. L1 did not offer explanations about
the process of solutions, how to solve equations or how to perform the necessary calcula-
tions. Instead, L1 focused on how to interpret outputs from statistical analyses and how to
work with models without mathematics: ‘what I am interested in is the logic of design first
and then the logic of how you have to think of variance for instance. [...] I personally do
not feel the need for mathematics. We just use SPSS’ (L1 Interivew 2, 0:10:39.8). I noted
how L1 showed the mathematical formula only after he had introduced the students to a
model’s applications and interpretations (TE:1). For example, in TE:13, L1 introduces the
principle of ANOVA with a contextual example (predict memory scores on the basis of age
and gender using an ANOVA model) rather than by showing a mathematical representation
of the model.
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Module A, Lecture 4, ANOVA

TE:13 “If you have more than two groups, you will use something else,
analysis of variance. I am going to get to one way in a moment.
A t-test allows only one independent variable. Analysis of variance
allows for more than one independent variable. For example we are
interested in the effects of gender and age on memory scores. We
want to see if gender, one independent variable, and age, second
independent variable, have an effect on how people score on a memory
test. We have gender, for example males and females and we have
age, let’s say over fifties and less than fifty. And I want to see if it has
an effect on memory scores. How many facts they remember from
their holidays, for instance. That is different from what we have done
before. So analysis of variance allows for more than one independent
variable.” (0:10:21.2)

In this case, L1 represented statistical knowledge in terms of its concrete particularity
which further highlights L1’s teaching “voice”, dominated by contextualised representations
rather than the “voice” of decontextualised rationality (Wertsch and Stone, 1985; Wertsch,
1992). In Module A, abstract, symbolic formulations are not the highest goal of statistical
meaning-making (Lemke, 1997).

In summary, on these modules, symbolic involved informal versions of definitions, the-
orems or models to justify the use of statistics. Symbolic encouraged reflection on the
relevance of models with informal graphical methods, particular situations and examples.
Finally, formulae and statistical symbolism defined general models (abstract, deductive prop-
erties of the model but without formal proof) and showed a standard way of carrying out
statistical analyses with prototypical TEs.

Overall, the characterisation of TEs in this section showed a weaving between micro
and macro conditions that allowed these lecturers to make the module material accessible
to students. The challenge in both Modules A and B was for the lecturers to present
materials conducive to ‘relevant learning’, that resonated with students’ past and future
cultural experiences as well as knowledge assumed to be required outside of university.

The analysis of these TEs in which I sought to identify the synthesis between macro
and micro conditions, highlighted the significance of the localised statistical practices within
much broader considerations about the statistical analysis. Together, these multitude of
‘contexts’ portrayed statistics as a research, scientific practice and also as ‘everyday’ knowl-
edge and activity, although perhaps with an emphasis towards the former, scientific practice.
The analysis suggests a view of curricula in terms of its relevance for the lives of students
and for “doing” statistics. Lecturers’ teaching process is influenced by the contradiction
between abstract and concrete representations as sources of change and development. The
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data shows how the two lecturers take into account the context in which teaching and learn-
ing activities take place - within institutions, modules, lecture theatres, etc. In this analysis,
I looked to bridge the abstract rationality of statistics to the situated nature of the teaching
activity.

5.4.3.4 Cycles of “context”

Analysing the teaching processes in the lecture theatre through the SCT lens, I was interested
to explore how lecturers organise students’ learning of statistics and why. To this end, I
looked at transitions during teaching, across lectures (horizontal analysis) and how each
lecture was conveyed (vertical analysis). In this part of the analysis, I present how the
lecturers used TEs throughout the lectures in what I called “lecturing cycles of context”.
These “cycles of context” was another way of defining lecturers’ teaching styles/approaches.
To ensure a “context” conductive to achieving the learning outcomes, the teaching process
was characterised by individual (of lecturers) or collective (lecturer, students, wider teaching
community and statisticians) actions. At the micro level, the teaching I observed in Modules
A and B used lecturers’ discourse and prepared slides as the main mediational tools. In
lectures, I observed very few and brief dialogic interactions with students on either module,
with 95-100% of lecturing time being spent by the lecturers explaining, demonstrating and
showing students sequences of examples. The use of slides during and after lectures played
an important role in lecturers’ teaching activity towards students’ sense making.

In both modules, the slides used during teaching sequenced and structured students’
learning. The slides were also a key reference of the teaching that took place for students,
in addition to notes or voice recordings of lecturers’ speech during teaching. So slides were
used in both modules to scaffold or support the learning so that students could accomplish
certain tasks otherwise not being able to on their own, often after the lecture, e.g. in
laboratory sessions. By making the slides available during and after the lectures (following
institutional rules), they were intended to aid students become independent learners. The
slides used by students after lectures were intended to guide the students, help and support
their learning in the absence of the physical presence of the lecturer but as an additional
“voice” of the statistics being taught on these modules. In this way, the slides could highlight
the importance of written language, statistical signs and symbols in the teaching that took
place and emphasise the importance of social interactions through lecturers’ direct support
of students’ statistical sense making. In Module A, the slides were projected on screen during
the lecture to present statistical concepts, problems and multiple choice questions (linked
to the electronic voting system). During lectures, students could take notes to capture
L1’s speech in addition to the summary presented on screen. In Module B, the slides were
projected on a screen and were also made available on printed on paper but with gaps for
students to fill in during lectures, e.g. with their own computations. In this way, L2 sought
to engage the students in the communicative teaching activity that was taking place during
lectures through the use of “gappy” slides.
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Lecturing cycles - Introductory and integration lectures

1: Announcements/Aims/content/learning outcomes −→ Revise concepts

2: symbolic −→ parabolic −→

3: symbolic−→ · · · −→ authentic −→ simulated −→ · · · −→

4: symbolic −→ Multiple choice questions (Student feedback)

Lecturing cycles - Revision

1: Announcements & summary of module content −→ Exam/coursework structure

2: Symbolic −→ authentic OR simulated OR Multiple choice questions (Student
feedback)

3: Summary/Advice/Resources

Figure 5.11: Cycles of context in Module A lectures

Through interconnecting different types of “contexts”, the lecturers sought to actively
engage and ensure the participation of their audiences, the students. For L1, the contextual
meaning of these episodes was motivated by his aim to provide students with a ‘basic’ un-
derstanding of introductory inferential statistics based on his knowledge about the students
and his extensive teaching experience on this module (Quote 5.3.2, p. 155). For L2, these
episodes were mainly about providing challenge to students, and also help them with what
can be a difficult subject to study (Quote 18, p. 165). The use of these resources were there-
fore at the heart of the curricular planning for these modules as well as guided by lecturer’s
beliefs about teaching statistics.

In his teaching, L1 alternated between statistical theory and practical applications. Fig-
ure 5.11 shows that L1 first introduced or reviewed abstract concepts in the introduction
and learning outcomes (the first five minutes of a lecture). Only after L1 discussed two
to four contextually bound examples he drew out the theoretical principles, followed by
further examples. So, the pattern in which L1 used stories following the schema in Fig-
ure 5.9 (page 194) showing types of TEs, moving from highly symbolic, statistical content
to examples with limited, narrow statistical content and from highly embedded to reduced
contextual stories (narratives). This transition from symbolic to authentic to simulated
characterised this module’s representational system.

Mapping the cycles of context across all the lectures in Figure 5.11 revealed one pattern
in the lecturing stages of introductory (Figure 5.7a, page 176) and integration (Figure 5.7b,
page 176) lectures and another pattern for the revision lectures (Figure 5.7c, page 176).
The introductory lectures started with L1 making his aims and learning outcomes explicit,
followed by a review of the previous week or term’s topics. In the second cycle, L1 started
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Lecturing cycles - New topic

1: Announcements/Aims/content−→

2: symbolic −→ parabolic −→ · · ·

3: symbolic −→ prototype −→ · · ·

4: symbolic −→ prototype OR simulated OR authentic −→

5: Summary/Advice/Resources

Lecturing cycles - Revision

1: Announcements & summary of module content −→ Exam/coursework structure

2: symbolic −→ prototype −→ · · ·

3: Summary/Advice/Resources

Figure 5.12: Cycles of context in Module B lectures

new material with symbolic followed by parabolic contexts. The third cycle in the lecture
was characterised by a cycle of symbolic representations followed by authentic or simulated
scenarios. Finally, L1 would provide further symbolic explanations (in lectures 1-3, 5, 6)
followed by multiple choice questions using electronic devices (lectures 1-4 and 6).

Table 5.3 (p. 197) shows the larger volume of prototypical and symbolic cycles in Module
B as well as the larger amount of time spent on these two types (approximately 70% of the
module). Figure 5.12 shows that Module B’s teaching pedagogy involved predominately a
pattern of weaving symbolic and parabolic and symbolic and prototypical TEs. Conversely,
Module A allocated more time along the non-statistical dimension, with an equivalent pro-
portion of episodes (approximately 70%) spent in the simulated/authentic quadrant).

The pattern in Figure 5.12 was altered in two lectures. In lectures 4 (hypothesis testing)
and 9 (ANOVA) L2 started from a parabolic TE, a newspaper article in TE:7, p. 183,
and the research questions a t-test or an ANOVA may answer. L2 then moved towards
a symbolic TE. In these two cases, the pattern described in Figure 5.12 was temporarily
reversed in the second lecturing stage from parabolic to symbolic TEs, although the pair
symbolic/ prototypical was maintained. This cycle parabolic-symbolic is similar to the
pattern in Module A, TE:1, p. 178, in which L1 scaffolds statistical knowledge using the
pattern decontextualised scientific concepts (research methods and key statistical concepts),
followed by the history of t-tests and further scientific concepts (a basic formula for t). L2’s
focus on exam practice meant that the revision lectures were ‘atypical’ and suggested to me
that the message conveyed to students was that statistics, as assessed in the module, focussed
on mathematical logic ahead of meaning-in-context. However, example 11, page 306, showing
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the kind of advice L2 offered students at the end of the final lecture 11, indicated that
the process of teaching I describe here, although it mirrored some of the elements of a
mathematically-based curriculum focused on formal inference, it also appeared to integrate
abstract deductive reasoning with some meaning-in-context (Cobb, 2015).

In summary, with this analysis of cycles of “context”, I was able to identify similarities
and differences in the teaching of statistics between the two modules. On the one hand, both
modules used cycles of “contexts” to help students’ achieve the module learning outcomes.
Lecturers’ actions and transitions from one episode to another in Figures 5.11 and 5.12
were broadly similar. However, Module A suggested a ‘fading’ of the concrete context while
Module B ‘built up’ from abstract to concrete representations. These differences were not
directly apparent in the intended curricula in the module specification and were observable
only through this analysis of process of implemented teaching.

5.4.4 Micro model of teaching
The lecturers’ macro-planning involved the preparation of decontextualised knowledge ma-
terialised on slides. The micro-teaching was mediated by lecturers’ discourse that contex-
tualised the mediational tools in the learning resources. The teaching activity revealed a
contradiction between learning statistics “by doing” and learning “by abstraction”. When
compared across setting (the two modules), it becomes apparent that knowledge which I
understood to be decontextualised is in fact another form of contextualised knowledge and
the teaching observed is contextualised (Lave and Wenger, 1991). The lecturing activity
involved telling, narrating and transfering from context to context. The analysis of these
two statistical modules (cases) at the micro level gives an indication of the diversity of lec-
turing practices and processes. Key to lecturing practices are the mediational tools, the
ways in which lectures are organised and lecturers enact their pedagogical and statistical
discourses (Vygotsky, 2012). The micro-model emerging from this analysis can be conceived
from different perspectives as a collection of micro units of analysis (Zinchenko, 1985), in my
data the lecture organisation, pedagogic discourse, statistical discourse and lecturing cycles
(structure, origin and function).

The analysis of the ways in which lectures were organised showed two patterns. Module
A taught the same topic over several lectures using chaining forms of organisation. As a
result, I categorised three types of lectures: new topic, integration and revision. L1 used
each of these types for different purposes for the students. Module B was organised at
macro-level with longer lecturing time and as a result taught a new topic each week, with
two revision sessions in the middle and end of the module, to coincide with the assessment
schedule on the module. The consequence at the macro-level for the lecturer was that L2
covered a broad curriculum in two types of lectures, new topic and revision in a hierarchical
form of organisation.

The pedagogic discourse was organised around a number of routines or strategies (Ta-
ble 5.2): explanation, motivator and questions. Each of these routines were directly influ-
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enced by the object of the activity, the students and could be explained in terms of lecturers’
developmental teaching using a SCT lens.

The statistical discourse I categorised in terms of the “contexts” used in the teaching
resources (examples, problems or exercises) as authentic, simulated, parabolic, prototypical
and symbolic. These were explained in terms of two types of lecturing discourse, statistical
and non-statistical. The conceptualisation of these different types of “contexts” involved
lecturers’ statistical and pedagogical knowledge. Both L1 and L2 used discourse and narra-
tive as a teaching style. Cycles of “contexts” characterised L1’s teaching as relying on the
non-statistical axis of the model and L2 on the statistical axis (Figure 5.10) which contrast
abstract, symbolic formulations at one end and concrete at the other.

5.5 A model of teaching in context
My representation of a model of teaching statistics is alongside two axes, the macro-micro
and the external-internal continua, depicted in Figure 5.13. In this model of teaching statis-
tics in context, I considered the distinction between the two types of context, the social
situation or environment and the ways in which cognition can relate to that context (Cole,
1996; Cole and Gajdamaschko, 2010). In Section 5.4.3.3, I conceptualised the objective sta-
tistical axis in Figure 5.9 to differ radically from the subjective non-statistical axis. Vygotsky
(1978b) promotes the scientific analysis, an internal system of meaning created through so-
cial interactions, to reveal internal, individual differences which are “hidden by external
similarities” which are more abstract or generalised (p. 63). Lecturing as cultural develop-
ment is a historically elaborated process which mediates students’ learning (Cole, 1985).

Based on data of intended curricula (Figure 2.3, p. 17) from institutional documenta-
tion of module planning (quadrant 1) and interviews with lecturers in the Pilot and Main
studies (quadrant 2), my conception of macro-teaching is of movement with a spiral form
(Section 5.3.5) composed of social, objective institutional regulations or statistics as subject
matter representations (quadrant 1) and individual, subjective and abstract culture, norms
and values lecturers held during teaching activities and cycles of planning (quadrant 2).

Cole (1996) suggests that the social context of development is the objective environment.
Statistics, as vertical discourse does not consist of culturally specialised segments but of spe-
cialised, explicit knowledge (Bernstein, 1999). In Figure 5.13, the macro-objective quadrant
1, contains the objective elements of society to include statistics as a discipline, university
regulations and intended curricula, which I discussed in Section 5.3.3. Decisions regarding
module planning and intended curricula based on university regulations, expectations in
society about what constitutes learning statistics at university and statistics as a domain
worthy of enquiry can be characterised within the external-macro world (Section 5.3.3).

From a SCT perspective, Cole (1996) describes tools as both ideal (conceptual) and ma-
terial and emphasises the cultural-historical nature of the development of subjective, ideal
cognition at the macro-micro levels. In statistics education, Gal (2002) considers that sta-
tistical literacy involves both knowledge which involves literacy skills, critical questioning,
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Figure 5.13: A model of teaching statistics in context

statistical, mathematical, and contextual knowledge (in quadrant 1) and also dispositions.
Dispositional components are about critical thinking and attitudes towards statistics, peo-
ple’s beliefs and attitudes to enable positive problem-solving. In his model of statistical
literacy, Gal (2002) considered that statistical skills include both statistical ability but also
the set of cultural practices that people engage in. Similarly, Nisbett et al. (2009) high-
lighted the importance of cultural prescriptions to reason statistically about events and also
recognise that formal training can improve people’s statistical reasoning about everyday
events. Thus, in quadrant 2 of the macro-subjective, I include culture, norms, dispositions,
traditions and values as depicted in lecturers’ beliefs about teaching, statistics and the world
(Section 5.4.3).

Historic iterations of a module teaching are seen as separate yet related and inter-
connected activity systems due to which later and current activity systems are realised. Each
of the nodes rather than being static, they are dynamic, subject to change and transforma-
tion through time. On ModuleA, the same subject mediated students’ learning through ever
changing tools. On ModuleB, the module team, the subject of the activity, changed yet was
planning teaching using the same tools. The object of the activity might be conceptualised
differently, depending on the subject. Essential at macro-level activity in quadrant 1 are
the historical nature of human experience, the objective social environment and experiences
of other students and the existence of subjective prior beliefs and schemas in quandrant 2
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(Kozulin, 1998).
The micro-analysis relied on lecturers’ discourse, lecture resources and learning objec-

tives during teaching (quadrant 3) and lecture organisation and cycles of context (quadrant
4). The micro-context appears as a movement from one context of activity to another, as
interactions between objective and concrete patterns of behaviour which I could observe at
the micro-level inside the lecture theatre (lecture organisation, cycles of context, actions and
interactions) in quadrant 4 and the subjective beliefs of lecturers about curricula, students
or statistics, both during teaching and during planning (before/after teaching) in quadrant
3.

Lecturers and students’ beliefs, affective attitudes and motivations were also specific to
the situation inside the lecture theatre. The interview data suggested that lecturers’ beliefs
about statistics, students or teaching, as mental constructs, represented the codification of
the lecturers’ experiences and understandings about themselves as teachers and as statis-
ticians, the nature of statistics , learning, students and institutions. The subjective world
of the individual mental life is represented in quadrant 3. Here, I include the imagined,
subjective worlds of the personal capabilities of individuals who actively construct context
in action. The Pilot interviews revealed what lecturers perceived to be a challenge in statis-
tics education and statistics as a scientific activity of putting real-world into mathematical
frameworks, i.e. connecting and relating quadrants 1 and 2 in the micro-teaching discourse
based on lecturers’ beliefs about statistics and about teaching. For example, critical beliefs
of how to integrate abstract statistical concepts within an external, non-statistical context
characterised L1 and L2’s views on the teaching of statistics at university.

Bernstein (1999) explains that horizontal, context-specific discourse reinforced through
pedagogy facilitates the development of a range of operational ‘knowledge’. In quadrant 4 of
the micro-objective, I include patterns of behaviours, actions and interactions in the lecture
theatre which I could observe directly but were context dependent, embedded in ongoing
practices, usually directed towards specific, immediate goals and highly relevant to the people
in that activity (Bernstein, 1999). For example, implemented curriculum, lecture organisa-
tion pedagogic and statistical routines were positioned within the micro-objective context.
Lecturers’ intentions and objectives for their students and students motivations were however
issues of the micro-subjective context. The lecturers’ cycles of “context” (Section 5.4.3.4)
were intended to bridge the macro-macro with the objective/external-subjective/internal
dimensions.

The ways in which lecturers and students use tools inside the lecture theatre in the
relationships between quadrants 3 and 4 transforms the model of contexts. The model of
contexts which are nested, that surround and those which weave together implies that the
‘rings’ may be reshaped, transformed and interpreted in a multitude of ways. In my model
of context therefore, I had at one end the objective social environment and at the other the
subjective cultural cognition which is transformed through ‘active construction of context in
action’ (Bernstein, 1999). On the horizontal axis, I included the relations between objective-
subjective, ideal-material that are fundamental within vygotskian frameworks which distin-
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guish between objective, “external” physical objects (sense) and their subjective meanings
when used for particular purposes (Section 4.2.1.5). Bakhurst (1997) states that the ideal
“involves a resolute defence of the objectivity of ideal phenomena, which are said to exist as
aspects of our spiritual culture, embodied in our environment” (p. 34). At the same time,
on the vertical axis the model includes my main foci of analysis, the macro-micro dimension
(Hammersley, 1993a).

The analysis of external teaching activity can reveal insights of the internal, often hidden
activity. Macro-micro relationships could be sought between the ‘average student’ as defined
in the module specification (quadrant 1) and the implemented curricula in the lecture organ-
isation and cycles of context (quadrant 4). Further, relationships between the undergraduate
students’ intention before the module and lecturers’ intended curricula (quadrant 2) and the
realisation of these intentions in implemented and achieved curricula (quadrant 3) could give
rise to contradictions in the teaching activity. In this way, the model in Figure 5.13 could
be used to characterise the teaching process and curricula.

However, the model presupposes commonality between the contexts analysed. This com-
mon ground makes it possible to transfer from one context to another (Greeno, 1997; Derry,
2013). Teaching statistics from concrete, authentic representations to abstract representa-
tions is intended to enculturate the students into using different forms of representations.
Lecturers’ explanations provide formal rules and procedures which are re-interpreted for
students. The lecturers transfer meaning of the statistical models from a real, authentic
application (representation) to an adapted or transformed representation. By treating the
adapted representations as if they were a real statistical analyses, the lecturers can “act out”
a meaning. This means that planning lectures (quadrants 1 and 2) and lecturing (quadrants
3 and 4) requires expertise and a deep knowledge of the subject matter (Davydov, 2010;
Hadegaard, 1990).

5.6 Summary of chapter
In this chapter, I presented in some detail the process of my data analysis and interpretations
at two levels of analysis: micro and macro. At the macro level, my analysis was structured
around the three components of the basic mediational triangle. Using data collected during
the pilot and main studies in interviews with lecturers, module documentation and institu-
tional regulations, I gave an account of the curricular planning on two introductory statistics
modules and of lecturers’ beliefs regarding their planned curricula. At the micro level, the
analysis focused on the interview and observational data from lectures to characterise the
teaching strategies in the teaching of statistics using lecturers’ planning/organisation and
lecturing discourses on these two modules. The outcome of the analysis was a macro-micro
model of statistical teaching practice at university. The model can be used to characterise
teaching styles and experiences on statistical modules. In the next Chapter 6, I aim to put
my findings into a broader context and discuss the contributions of my work to statistics
education research and teaching.
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In my study, I have characterised the teaching of introductory university statistics as a
‘service’ subject on two modules from a sociocultural perspective on teaching. My aim was
to capture specific insights about the teaching of statistics in context using several sources of
data. In my pilot study, I interviewed twenty lecturers using the repertory grid technique to
identify aspects of how the lecturers perceived intended curricula, their beliefs about specific
teaching approaches and students’ learning (Chapter 3).

The process of analysing interviewees’ beliefs about the intended curricula supported my
main study methodology (Chapter 4) and data analysis (Chapter 5) investigating teaching
processes. To focus on two levels of analysis of context, macro and micro, in my main study,
I used sociocultural theory as an interpretative lens with a grounded analytical approach
to analyse observational data and characterise the teaching of statistics at university of
two modules. The outcome of my data analysis of the statistics teaching activities on two
statistics modules in Chapter 5 is a model of teaching statistics in context. In this final
chapter, Chapter 6, I draw together the different sources of data and facets of the analyses
presented in previous chapters.

First, I consider answers to the first research question “what characterises the teaching
of statistics at the macro-level?” in Section 6.1. To answer this question, I draw on findings
about what lecturers wish to teach and why from the Pilot study (Chapter 3), the Main
study macro-analysis (Section 5.3 and also Section 5.4). Second, I look at answering my

216



Chapter 6. Summary and Conclusions 217

second research question “what characterises the teaching of statistics at the micro-level” in
Section 6.2. Here, I draw on findings about how lecturers teach (lecture) inside the lecture
theatre and why. Answers to this question involve my analysis of lecturers’ teaching in the
lecture theatre (Section 5.4) as well as relationships between the intended and implemented
curricula, between macro-micro (Section 5.4.4). Next, I reflect on the contributions of my
research to the teaching profession in Section 6.4 and the research community in Section 6.5.
Following this, I reflect on the quality of my investigation in Section 6.6. Finally, I conclude
this chapter with an overview of future research in Section 6.7. In Table 6.1, I summarise
the main conceptualisations that emerged in my study and which I discuss in this chapter.

Table 6.1: Components of analysis

Teaching Statistics

Macro Module intended curricula Statistical professional practices

Lecturers’ beliefs about teaching Lecturers’ beliefs about statistics

Micro Pedagogic discursive routines Statistical discursive routines

Lecture organisation Cycles of “context”

6.1 What characterises the macro-teaching of statistics?
Teachers’ belief systems, teaching processes and classroom practices are thought to make
a positive impact on student attainment of the learning outcomes and attitudes since, in
turn, they are assumed to influence teachers’ curriculum decisions-making and teaching ap-
proaches (Pajares, 1992; Calderhead, 2004). Teachers’ belief systems, composed of ‘beliefs’
connected to one another and to other cognitive/affective structures’, reflect their personal
beliefs or attitudes about education, about the subject matter and about the students (Pa-
jares, 1992, p. 316). In my pilot study, I considered Munby’s suggestion that it was important
to investigate the relationship between beliefs and lecturer behaviours and decisions (Munby,
1982). Thus, I explored lecturers’ planning of undergraduate statistics education and in par-
ticular what the lecturers in my study perceived to be important for students to learn on
statistical modules at university.

In this study, I assumed that lecturers’ conceptions of standards such as learning out-
comes are tacit knowledge and so difficult to examine and articulate with other methods
(Sadler, 1989). My methodology used the repertory grid technique (Kelly, 1955). Reper-
tory grid (RG) interviews were designed to identify and investigate the relationship between
lecturers’ constructions of different aspects of the intended curricula of university statistics.
The resulting data from twenty participants was in the form of statements (words) and rat-
ings. It was therefore possible to analyse this rich dataset using quantitative and qualitative
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methods.
Following this study, I was able to produce a ‘rough’ conceptual framework (Figure 3.3)

which guided the research design of my Main study (Section 4.4). The research design of the
Main study included observations of the teaching of statistics inside the lecture theatre and
interviews with the lecturers. In the end, I analysed the teaching of two statistics lecturers,
a Psychologist teaching statistics to Psychology students and a Mathematician teaching to
Engineering students.

The main source of primary data were macro-interviews and documentation. The data
collected before, during and after teaching I could interpret through a Vygotskian theoretical
lens using a grounded analytical approach. My analysis used the basic mediational triangle
in Figure 4.2 seen as the context for understanding teaching actions carrying out multiple
layers of analysis (Section 4.2.1.5).

Recent research in statistics education (Chapter 2), has highlighted the importance of
teaching statistical concepts and methods (computations) to non-statisticians using real-
world or authentic tasks (Broers, 2006; Seabrook, 2006). The data suggested that the
main issue for statistics pedagogy is to engage in and integrate both (advanced) statistics
as a scientific activity and statistics as embedded in authentic or real-life situations. The
connection between scientific practice contained in objective statistical analysis and cultural
practices in subjective interpretations of the world were fundamental issues for a model of
teaching (Section 6.3).

Lecturers believed that their role in the lecture theatre was to show students how to
use statistical conceptual tools in ‘authentic’ activity (Brown et al., 1989). The issue of
how to integrate “imagined” worlds in the curriculum is reflective of Vygotskian issue with
distinguishing between school learning activities and authentic activity. Vygotsky (1978b)
saw the role of the teacher to provide students with the external signs or tools and transform
these tools into internal signs as means of remembering through speech, since ‘the very
essence of human memory consists in the fact that human beings actively remember with
the help of signs’ (Vygotsky, 1978b, p. 51). Vygotsky used the concept of logical memory
which is voluntary and made possible by mediational tools. Vygotsky further put forward
that ‘in this way, external forms of mediated behaviour develop’ (p. 45). Thus, by using
tools as aids to memory, ‘human beings are able to control the conditions of their future
remembering’ (p. 202) and are able to voluntarily ‘remember by constructing narratives
which require the recall of past events for their intelligible completion’ (Bakhurst, 1998,
p. 204). In lectures, lecturers attempt to offer students symbolic devices in conjunction
with statistical theory to aid recall and understanding. Thus a scatterplot or realistic TE
might be employed by these lecturers to help students remember a statistical model. In his
psychological experiments across age ranges, Vygotsky (1978b) concluded that adolescents
and adults’ mnemonic systems could be disrupted if they were asked to use external aids.

The lecturers in my study had a deep concern for the planning of curricula, includ-
ing which teaching resources are most beneficial to students’ development. There was less
agreement for the participants in the Pilot and Main studies on how to integrate abstract,
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statistical concepts in a non-statistical context. For some of my participants, students re-
quired the statistical language while other lecturers believed that students needed concepts
in a “context” with interpretations following conventions but importantly without mathe-
matics

In general, for the Pilot study participants, statistical thinking related to knowledge of
statistics, ability to communicate with data in reports, reading quantitative studies and
interpreting the meaning of data. Statistical thinking was contrasted to objective, routine
analysis and techniques. For different lecturers, different statistical models or techniques
seemed relevant, depending on the students’ programme of study or lecturers’ perceptions
about which skills are valued in employment. This was in contrast to the curricular re-
forms reviewed in Section 2.4.2 which aimed to propose a more standardised approach to
the teaching of statistics across in-service modules. For the lecturers in my study, the
constraints present in their macro-context, such as students’ background, hours in the cur-
riculum, availability of resources influenced their beliefs of statistics curricula and shaped
their planning.

The concept of ZPD (Section 4.2.1.4) assumes that subjective, mental capabilities func-
tion independently of the material within which they operate. However, the data analysis
in Chapter 5 shows that the opposition between external and internal worlds can be lim-
ited (Zinchenko, 1985). For instance, L2 saw the study of statistics as a useful activity
to students’ more general academic development and the development of statistical think-
ing/reasoning as beneficial for the development of other abilities. Students’ background,
interests and motivations were fundamental to lecturers’ planning. Some interviewees in the
pilot study believed that students are able to follow recipes while other lecturers looked to
stretch their students who could think in a mathematical way and know what the statistical
recipes were made out of.

The majority of interviewees focused on the two later stages of the statistical process,
analysing data and interpreting the results. L1 seemed to support this view that students
might benefit from an understanding of where the statistical analysis leads before formulating
research questions (possibly given to students) or collecting data (too time consuming).
However, L2 saw statistics teaching more like a ‘conversation’ and a ‘normal thing to do’,
implying that statistical reasoning was a key goal in his perception of ‘ideal teaching’.

Kozulin (2012) noted that the difference between scientific and everyday concepts is their
content, theoretical versus empirical. The comparisons of the two modules’ teaching contexts
revealed this difference between scientific and everyday concepts, i.e. a contrast between the-
oretical statistical representations and practical uses of statistical representations. For L1,
the purpose of statistics education was to develop in students a practical worldview of statis-
tical representations. By contrast, L2 saw the purpose of statistics education to develop in
students a statistical worldview which required some theoretical concepts, including mathe-
matics, to “open up the black box” (16, p. 164). The distinction between scientific concepts
and everyday concepts in statistics education is however more difficult to discern distinc-
tions between scientific and everyday concepts in the process of teaching. This is due to the
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multifaceted nature of statistics which involves statistical and mathematical knowledge and
considerations of the contextual knowledge of the target domain. Davydov and Markova
(1982) (Section 4.2.1.4) define ZPD as the distance between the cultural knowledge and
scientific concepts which is made accessible through formal teaching and the everyday ex-
periences of individuals. The data suggests that statistics lecturers’ conceptions of teaching
statistics is influenced by their institutional context, cultures, values and resources (Gordon
et al., 2007). Overall, the interviewees seemed to focus on statistically-based outcomes,
rather than on personal or transferable skills.

The module planning cycles identified in this study suggest continuity but also change
or interruption in working practices which can disrupt the creation of tools, such as planned
curricula (Laufer and Glick, 1998). For example, L2’s sudden arrival on the module team
meant that he felt ‘less prepared’ than he would have liked to be. This lead to what L2
considered to be minor changes to the way the teaching resources were eventually used in the
lecture theatre. Based on my Pilot study observation notes appeared to be less interaction
with the students than in the lectures I observed in the Pilot study 3 (Section 3.3).

In summary, in my macro-analysis I have captured three dimensions of module planning:
(1) teaching with “context” : the tension between planning for theoretical knowledge and
understanding (statistical) versus applying statistical methods and techniques in a real-
world, authentic context (non-statistical), (2) contextual constraints: the tension between
various statistical process components, e.g. allocating teaching time for data collection
versus analysing or interpreting data. and (3) student learning: what students can learn
versus what students should learn, curriculum design.

The macro-analysis of lecturers’ planning and beliefs demonstrated that they were bring-
ing into the lecture theatre considerable amounts of knowledge about statistics and also
about aspects of teaching, crucially the students and also the university environment. The
lecturers’ history with the students helped them understand the students through past social
interactions and in more abstract terms as defined in curricular documentation. Through
understanding of the context the lecturers’ planned the teaching and the context in which
teaching takes place can further help understand what the lecturer does and why (Gordon
et al., 2007).

6.2 What characterises the micro-teaching of statistics?
At the micro-level, I used multiple units of analysis to trace the changes and evolutions
in the lecturers’ teaching practices and tools as they related to each other. During my
micro-analysis, I considered what was taking place at any point during the lecture from
the lecturers’ perspectives. Inside the lecture theatre, there are various rules, routines and
moves for implementing the planned teaching. The lecturers in my study, as demonstrated
in the macro analysis, were equipped with various beliefs about the purposes of student
learning at university, the body of students in front of them, the specific learning goals and
plans for the lecture (as evidenced on slides) and the module or programme as a whole.
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The micro-transcripts of lecturing brought out different or multiple “voices” of teaching as
continuous re-contructions of teaching practices (Bernstein, 1999).

An initial unit of analysis was the lecturer’s organising the teaching process using lec-
turing as a teaching method. By looking at the way lecturers organised the lectures, I could
answer the question on how the lecturers adopt such a teaching method when teaching in-
troductory statistics. Lectures were characterised into three types: new topic, integration
and revision. Each lecture type was organised differently, depending on the purpose of the
learning.

Module A used all three types to teach the two main topics planned for the students. The
new topic lectures were generally characterised as “hierarchic” in form since they presented
statistical theory first, followed by examples. The use of integration lectures meant that L1
could use the same “context” or case several times during the module and so chaining of
information characterised this style of teaching. In this way, L1 connected the learning across
the module. Finally, revision lectures were a combination of hierarchic and chaining for L1
and hierarchical with complex forms of comparing and contrasting for L2. The analysis of
lecture organisation revealed the lecturers’ thinking in concepts, the internal connections of
things as well as connections and relationships between concepts (Vygotsky, 1998).

My next unit of analysis related to the lecturing pedagogical routines or ‘moves’ to
further understand how lecturers teach and also why. The variety of pedagogical routines
of explanations, motivators and questions used on Modules A and B describes the rich
lecturing practices of my participants. The requirement for presenting ‘numbers with a
context’ in statistics lead lecturers to use a variety of explanations to provide details about
statistical models (with or without the theoretical underpinnings) with a theory-example-
theory strategy. Motivators were used to ‘hook’ students into the lecture and deal with
possible student anxiety with statistics (Quote 6, p. 156). Finally questions were used
on both modules to facilitate verbal and largely non-verbal communication. Rather than
passively sitting in the lecture theatre, I assumed that the students were able to give lecturers
feedback throughout the lecture using non-verbal cues.

With the unit of analysis of the teaching of statistics using “context” in the problems,
exercises or narratives during lecturing, “things” such as teaching/learning resources, statis-
tical symbolism or verbal discourse contribute to the creation of meaning inside the lecture
theatre. However, the connection between lecturers’ beliefs and actions is not necessar-
ily straightforward (Schoenfeld, 1998). The use of teaching with “context” unit of analysis
allowed fresh insights into lecturers’ statistical routines inside the lecture theatre.

In this analysis, I considered that lecturing routines embraced the messy, improvisa-
tional, unexpected qualities of teaching and learning context of making meaning of school
situations (Preskill, 1998; Connelly and Clandinin, 1990). In my study, discursive routines
and narratives are therefore situated, connected to lived experiences and embedded in a
context (Pulvermacher and Lefstein, 2016). To become members of a particular professional
community of practice, students need to learn representations of practice and use them cor-
rectly (Goodwin, 1994). Similarly, learning statistics is an opportunity to be exposed to
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statistical models, problems or authentic situations of practice which can be used in other
future contexts, e.g. with “authentic” or “simulated” TEs.

L1’s statistical discourse was grounded in a series of ‘cases’ or problems in a ‘context’.
The affinities between the two main topics of the module, t-tests and ANOVA, allowed him
to present these cases across several lectures and different content. L2’s lecturing was also
characterised by a large number of problems or exercises which he presented to students.
In his case, the focus seemed to be on teaching for theoretical and procedural knowledge,
although this varied depending on the topic of the lecture.

Previous studies have focused on the use of metaphoric discourse as teaching devices to
enhance learning (Glynn, 1974; English, 2007; DelMas, 2004; Groth and Bergner, 2009). In
my study, the focus on types of statistical routines revealed important aspects of lecturers’
teaching. For instance with “authentic” and “simulated” routines, the lecturers emphasised
statistical reasoning and thinking. With such examples, the lecturers were able to connect
one domain of experience to another (e.g. statistics and the real world) and in thinking with
concepts, the lecturers created meaning for the students from that connection.

In other cases, using “parabolic” examples, before or after representing abstract statis-
tical theory in formulae, lecturers depicted concrete cases to replace the abstract theory
(Presmeg, 1992). The lecturers further used “everyday” language to guide the reasoning
process of the students visualising the statistical models. L1 for example in TE:1, p. 178
made sense of the statistical concept of sample by relating it to concrete objects such as the
production of Guinness (Jacob, 1997). L2 used differences between driving ability of men
and women in a sample as a representative part of a whole (Watson and Moritz, 2000). In
this example (TE:7), L2 appeals to prescriptive gender and language cultural stereotypes.
Such example were however lacking in statistical detail thus allowing informal, non-statistical
language to represent a theoretical statistical model.

Two other types of examples, “(proto)typical” and “symbolic” used in lectures focused
on statistical theory to the expense of ‘context’. Statistical concepts such as averages were
conceived first as abstract representations. When data were used to compute the average
for example, the numerical values obtained through these calculations represented concrete
objects. The lecturers were then able to connect abstract symbolism to the concrete objects.

Lecturing cycles of “context” described different patterns of teaching process on the two
modules, thus allowing me to connect process with the content of teaching (Gage, 2009).
Transitions from one “context” to another meant that lecturers were able to emphasise key
statistical goals of reasoning and thinking. On the surface, the lecturing materials might
not reveal the depth of knowledge that lecturers’ discursive routines unveiled.

L1 in particular started new topics by highlighting the key statistical concepts required
to access the learning. Symbolic content was then immediately followed by authentic or
simulated. L1’s style of teaching was to weave together statistical concepts and theory with
everyday “context”. L2 transitioned from symbolic to parabolic in the first lecturing ‘move’
and then repeated the symbolic-prototypical cycle about three times during the lecture.
Only at the end of lectures, L2 discussed authentic problems, once he was confident the
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students had seen the theoretical underpinnings.

6.3 A model of teaching statistics at university
Pedagogic practice interpreted from a vygotskian perspective on teaching is a fundamental
social context through which cultural reproduction-production takes place (Daniels, 2001).
In the model of teaching of statistics that I proposed in this study, I attempt to make various
teaching practices explicit and open to further analysis and debate. The model of teaching
includes descriptors of teaching actions on two dimensions, macro - micro and objective/en-
vironment - subjective/cognition. At macro level I describe the lecturers’ teaching activity
mediated by tools such as statistical knowledge, curriculum, university regulations within
the objective environment. Also at the macro level, the lecturers’ beliefs about planning
teaching focussing on “context” or on statistical theoretical knowledge were influenced by
external tensions and constraints, such as time allocated to teaching, existing teaching re-
sources which could not be changed. Lecturers’ set of beliefs was also internal, reflecting
their own set of expectations and experiences. The macro dimension interacted with the
lecturers’ behaviours, actions and interactions in the lecture theatre mediated by teaching
methods and routines.

The visual representation of my model (Figure 5.13, p. 213) is intended to have a re-
flexive function and summary of the written argument. The intention for example was to
show that teaching can be planned and/or implemented in different ways, reflecting different
conceptions of teaching. The model further suggests the possibility of studying relationships
amongst all nodes at macro-micro and objective-subjective dimensions and different path-
ways through the system.

The model is not intended as an absolute “truth” of the teaching I observed in my study
and does not claim to capture lecturers’ full decision making accurately. As with other
models, it aims to simplify the complex phenomena I dealt with in this work. Some of
the behaviours and actions might not be represented, such as the complexity of students’
actions. However, my intention with this model is to reflect the lecturers’ behaviour in the
activity of teaching to try understand it a little bit better.

6.4 Contributions to the research of university teaching prac-
tices

My work fits within the traditions of sociocultural studies of developmental teaching and
learning. Previous research has looked at curricular planning (Section 2.5.1) and student
learning and difficulties with statistics (Section 2.6.4) and at lecturers’ beliefs. However,
previous research in statistics education has not looked at putting together macro-micro
analyses of statistics lecturers intended and implemented curricula with a focus on compo-
nents of teaching in action.
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My study has contributed to statistics education in three different ways:

• A methodological approach using the basic vygotskian triangle.

• A characterisation of lecturing practice of university statistics.

• Two accounts of teaching introductory statistics at university.

The application of sociocultural theory in my study was an effective tool for under-
standing teaching (lecturing). Sociocultural theory explains that subjects and objects are
indirectly connected through tools. The study of mediational (indirect) tools in my study in
relation to the subject-object relationship was a way of representing the teaching processes
and content and helped me understand the phenomena I was observing.

The importance of sociocultural theory in my study is that it brings attention to lecturers’
actions, including curricular planning and teaching in the lecture theatre. The lecturers in
my study had a complex set of beliefs about teaching, the students and about statistics. So
the basic mediational triangle helped me capture what lecturers did and why they did so.

The second important contribution of sociocultural theory was that it brought the con-
text of teaching and learning into view. When lecturers engage in teaching actions, they
interpret their teaching within their own belief structures and schemas. The ways lecturers
teach statistics reflect their own personal goals and experiences with teaching, students and
statistics (Gordon and Fittler, 2004). Lecturing activities are shaped and influenced by the
histories and cultures of the university in which they carry out the activity, nested within
regions, countries and the world. Social factors within and outside the lecture theatre also
influence lecturers’ teaching practices. In my study it was possible to make sense of lecturers’
actions within a complex interpretation of the context of the teaching.

In my study, I characterised the lecturing of statistics as a complex process realised in
lecturing actions. The data in the Pilot study underpins a focus on tensions in developmental
teaching. The Main study observations illustrate the agency of lecturers in dealing with these
tensions and constraints. As stated in Chapter 2, statistics educators have expressed strong
beliefs about the value of lectures and lecturing. However, there are no empirical studies
which have investigated the lecturing method from the perspectives of lecturers. The micro-
analysis presented Section 5.4 contributes to addressing this lack of studies of university
lecturing practice and shows the central role of representations in the teaching and learning
processes.

The study of cultural tools used in lecturing presented in this analysis can be used
to describe and analyse teaching practice in statistics more generally. In particular, the
classification of different types of lecture organisation, although not exhaustive, I have not
found in the literature. The classification highlights the importance of transitions and time
spent on different episodes of learning through the lecture.

The classifications used to describe pedagogical routines primarily drew on previous
research by Bellack et al. (1966) in the context of school-based teaching and Viirman (2015)
in the context of university mathematics. While the classifications are similar, my study
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offers a different perspective on the importance of explanations, motivators and questions
specific to statistics lectures.

The classification used to describe statistical routines I have produced through my an-
alytical process. I believe that a focus on the statistical and non-statistical dimensions of
the lecturing discourse and teaching resources is applicable more broadly, to other statistical
modules at university. Moreover, the analysis of cycles of “context” reveal that statistics
lectures do not have to be primarily about the passive transmission of knowledge and that
the lecturing activity can be conducive to statistical reasoning and thinking. My interpre-
tations of the data confirm previous research by Rodd (2003) in the context of mathematics
education, as discussed in Section 2.6.1, p. 49. In my data, the lecturers encouraged the
students to uncover the ‘subtext’ of lecturers’ discourse, which I interpreted it to be similar
to uncovering the ‘subtext’ or thoughts hidden behind an actor’s lines in a play (Vygotsky,
2012).

6.5 Contributions to the teaching of university statistics
In my study, lecturers had different views about the teaching of statistics in terms of what
to teach and how to teach. This thesis can offer lecturers and teachers of statistics the
opportunity to reflect on the range of teaching practices available. Statistics educators
could use this study to compare their own teaching practices to the two cases depicted in
this study and identify similarities or alternatives they might not have been aware of. This
study aimed to represent different practices and viewpoints which means that I was able to
offer a view of statistics education which includes a range of contexts with diverse cultures,
norms, values and beliefs.

My depiction of context offers the statistics education community a description and
analysis of teaching inferential statistics to non-statisticians. The multifaceted teaching
approaches observed in my data provide an alternative perspective on the debate between
teacher and student-lead teaching styles. An implication of the developmental teaching
interpreted through the sociocultural lens is to view lecturers’ interpretations of statistics
captured in their pedagogical and statistical discourses as having been developed through
their experiences with Statistics, Psychology, Mathematics or Engineering through work and
school experiences over a long period of time. For example, both lecturers commented on
their own experiences of learning statistics at school or of using statistics in their own work.

Through teaching statistics over several cycles of learning, lecturers’ expertise in teaching
and in statistics develops. The findings in my study capture one instance in the ongoing
progression of these lecturers’ teaching. The macro-micro analysis also highlights the re-
lationships and connections between internal, inner planes of lecturers’ intentions, verbal
thoughts and speech in the lecture theatre, with its possible interpretations. The challenge
for teaching and learning of statistics include identifying the tools which enable lecturers to
reinterpret statistics for the students as meaningful knowledge rather than dry procedures
and techniques. Through meaningful representations of statistics, lecturers might be able
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to change symbolic and prototypical exercises to a tool for use in authentic contexts outside
of university.

6.6 Reflections on the quality of the study
In this section I turn to the question of the quality of my model of teaching and of my study.
In Section 4.1, I outline the criteria for good quality research. In this section, I discuss various
aspects of the quality of my study drawing on the points made in the previous chapter.
Charmaz (2014) considers that good quality research is interesting, logical and makes sense
to the reader. In reflecting on the quality of my study, I considered the justifications for my
research questions, my methodology, the research process and the plausibility of my findings.

Before selecting a topic for my main study and deciding on the research questions, I
carried out three different pilot studies. These pilot studies were an opportunity for me to
review existing literature in statistics education, have conversations with twenty lecturers
engaged in the teaching of statistics across disciplines and academic levels and observe
lectures and tutorials. The literature review of professional, didactic and research studies
revealed a keen interest in researching the teaching practices of inferential statistics at all
levels of education and especially at university introductory level. Inferential statistics is
a topic which is of interest in a large number of disciplines that use statistics in their
programmes of study. However, there are no observational studies that I know of which
were concerned with lecturers’ teaching practices. My basic unit of analysis in the main
study was the teaching of statistics activity and I believe that characterising the teaching
of statistics at university can help both teachers of statistics and researchers in statistics
education better understand teaching practices in context and the concern for how teaching
statistics is interwoven with the “context” of the activity.

My methodological approach was guided by an interpretative paradigm. Given my focus
on lecturers’ teaching practice, I could carry out detailed analysis of this observational and
interview data using the sociocultural theoretical lens and applying a grounded analytical
approach. The sociocultural framework has been used in mathematics and statistics edu-
cation as a useful tool for interpreting teaching and learning activities. At the same time,
sociocultural perspectives on teaching and learning are not prescriptive of particular teach-
ing approaches. As I showed in my account of the theoretical perspectives used in this study,
sociocultural lens provides useful tools for characterising and analysing teaching activities.

The detailed account of my research design process contributes to the credibility or
plausibility of my interpretations. Using an overlap of several data sources (pilot interviews,
prolonged observations, interviews with lecturers) lead to the collection of thick descriptive
data which lead to various layers of analysis. Throughout the analysis, I made my analytical
approach apparent and explicitly connected my research paradigm, theoretical perspectives,
research design and data analysis. In my analysis, I provide detailed examples of data and
interpretations, using existing research literature for detailed interpretations. This lead to
rich descriptions and a detailed account on multiple levels of analysis.
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Regarding my categorisations using the grounded analytical approach, I compared and
contrasted my findings throughout the study to existing research and I provided a reflec-
tive account of my findings. The literature review also helped with defining and using the
technical terminology. Throughout this analytical process, I asked myself critical questions
regarding the value or worth of my study to the educational research and teaching commu-
nities. Presentations and publications of preliminary findings meant that I had the oppor-
tunity to discuss and receive constructive criticisms which lead to further improvements of
my research study (Harth, 2016, 2017).

Finally, the output of my analysis, a model of teaching statistics in context, can be
evaluated using quality criteria. For example, Schoenfeld (1998) proposed quality criteria
such as how well a model describes or explains what the lecturers were doing, whether it can
predict other lecturers’ teaching practices in a closely related context and whether it could
capture the range of teaching styles and experiences. The model emerged as part of a lengthy
research process in which different sources of data were collected and analysed. Although the
analysis might not represent the full complexity of teaching actions accurately, the multiple
pilot studies carried out before the main study and the prolonged observations in the main
study were intended to give confidence in the analytic process. It could be argued that I
included only two lecturers in studying teaching styles. Investigations of teaching practice,
not completely specific to the context in which they are applied, opt for depth of observation
and analysis (Weber, 2004).

6.7 Conclusions and future research
In the process of conducting this research study and writing my findings, several new areas
of enquiry deserve further attention in the teaching of statistics at university. For example,
I considered that both levels of analysis, macro and micro and the interlinks between them
could be enhanced with carrying out further research.

For example, Vygotsky did not perceive the teacher and the child as a separate reality
and was interested in the social environment of the child (Davydov, 2010). In order to pro-
vide more depth to this analysis of teaching activity, the expanded triangular representation
of activity systems (Figure 5.4) could be used in future research to enable an examination
of multiple systems of activity at the macro level of the community and micro levels con-
centrating on lecturers and students operating with tools such as curricula and teaching
resources (Barab et al., 2003).

Such a longitudinal study would involve additional datasets to include student activity
inside and outside of the lecture theatre. The aim of such as study would be to represent the
social elements of the teaching and learning activity systems with the addition of community
of students, rules (within and outside the lecture theatre) and division of labour (Engeström,
1999). The expanded mediational triangle also encourages the analysis of interactions be-
tween factors and emphasises the relationships between the subject and the community, an
aspect which I did not capture here as it was beyond the scope of my present study. For in-



Chapter 6. Summary and Conclusions 228

stance, the use of teaching assistants by module teams is fundamental to students’ learning.
In this analysis, I did not include the teaching assistants since the focus of my enquiry was
the lecturers (Green, 2010; Justice et al., 2017).

Longitudinal data could also be used to capture relationships and connections between
the study’s model components (Figure 5.13). A future study could for instance investigate
the impact on learning of different lecture timings and transitions, different lecture types,
curricular delivery and cycles of context as modelled in this study. The lecturers in my study
were concerned with the relevance of curricula planned and implemented in their modules.
A future study could for example investigate how students are able to transfer statistical
skills and knowledge learnt in one context (e.g. introductory statistics module) to another
(e.g. a third year project or industrial placement).

The micro-teaching routines are a rich area which in my view require further investigation
of both verbal and non-verbal routines. In my study I did not analyse in detail the non-
verbal routines such as the arrival of the students, seating or students’ reactions. Although I
made notes about some of these exchanges, they were not a focus of investigation. However,
school-based research has shown how non-verbal routines affect the teaching process since
they give purpose and meaning to the teaching activity (Pollard, 2014). A future study
could look to use video data of lectures to examine non-verbal routine processes in more
detail at the university level.

Amongst verbal routines, discourse markers have been considered to be fundamental for
understanding however less is known about their role in the spoken discourse of technical
subjects such as statistics (Christodoulidou, 2011). Another area which I think requires
further attention is the use of questioning techniques to include formative assessment in
statistics lectures (Brophy and Hahn, 2014; Larsen, 2017).

Of particular interest in my study were the links lecturers were making in explaining
statistical concepts or non-specific information. Previous studies of school- or university-
based teaching agree that teachers’ skill in explaining and reasoning in lectures is critical to
students’ learning (Bligh, 1972). However, there have been very few experimental studies of
this aspect of micro-teaching of statistics. Further investigations are required to uncover the
relationships between teaching and the development of statistical reasoning at university.

I believe and hope that my study has contributed to some extent towards a (re)conceptualisation
of developmental teaching of statistics at university for the 21st century and has raised issues
with how to tailor, differentiate and scaffold the teaching to meet the needs of very diverse
students, curricula and future work contexts.
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A | A definition of statistics

Although no formal definition of statistical thinking, reasoning and literacy has been agreed
in the literature, in my pilot study I used the following definition from Ben-Zvi and Garfield
(2004, p. 7)

• Statistical literacy includes basic and important skills that may be used in under-
standing statistical information or research results. These skills include being able to
organize data, construct and display tables, and work with different representations of
data. Statistical literacy also includes an understanding of concepts, vocabulary, and
symbols, and includes an understanding of probability as a measure of uncertainty.

• Statistical reasoning may be defined as the way people reason with statistical ideas
and make sense of statistical information. This involves making interpretations based
on sets of data, representations of data, or statistical summaries of data. Statistical
reasoning may involve connecting one concept to another (e.g., center and spread), or
it may combine ideas about data and chance. Reasoning means understanding and
being able to explain statistical processes and being able to fully interpret statistical
results.

• Statistical thinking involves an understanding of why and how statistical investigations
are conducted and the “big ideas” that underlie statistical investigations. These ideas
include the omnipresent nature of variation and when and how to use appropriate
methods of data analysis such as numerical summaries and visual displays of data.
Statistical thinking involves an understanding of the nature of sampling, how we make
inferences from samples to populations, and why designed experiments are needed in
order to establish causation. It includes an understanding of how models are used to
simulate random phenomena, how data are produced to estimate probabilities, and
how, when, and why existing inferential tools can be used to aid an investigative pro-
cess. Statistical thinking also includes being able to understand and utilize the context
of a problem in forming investigations and drawing conclusions, and recognizing and
understanding the entire process (from question posing to data collection to choosing
analyses to testing assumptions, etc.). Finally, statistical thinkers are able to critique
and evaluate results of a problem solved or a statistical study.
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B | Pilot study

In this section, I include the list of actual statistics modules included in the data analysis of
learning outcomes (Pilot 1).

B.1 Factor anlaysis (Pilot 1 and 2)
To analyse the repertory grids in my pilot study, I used factor analysis plots, which rep-
resented the elements, constructs and factors graphically, to link the elements to the con-
struct(s) that were close to them (Manly, 2005). Using Idiogrid 2.4, I then classified each
repertory grid element together with the construct(s) that explained it. Using the same
categories, I compared actual module learning outcomes, the elements produced by partici-
pants and the element-construct(s) labels. In this section, I exemplify one such analysis of
the grid in Table B.1.

In this analysis, I applied open categories to the extracted factors in order to identify
emerging themes. Their properties were further categorised into sub-themes. In order to
identify and characterise the collection of constructs that attracted most interest, a frequency
analysis identified how often each theme occurred. The results were not absolutes, but a set
of relationships between elements and their constructs in the repertory grid. The literature
was not emphasised in this case as it could constrain the data analysis (i.e. classifying).
Instead, the literature was accessed as it became relevant and used to refine the findings in
light of it. Below, I exemplify the Factor analysis using data from one participant.

The first step in the quantitative analysis was to undertake a separate Factor analysis
for each grid, with the aim of deriving a smaller set of uncorrelated (i.e. independent)
factors, which can be used to describe the larger number of statements in a grid. Hence, the
statements are treated as the ‘variables’ in a classical Factor analysis, whilst the elements
serve the role of individual observations. As there were typically more constructs than
elements, the factor analysis was used as an exploratory study (Chatfield, 1988). The result
is a set of new variables or Factors that are smaller in number than the number of constructs,
such that each construct can be expressed as a linear combination of these Factors.

267



Table B.1: An example of a repertory grid from one participant

Elements?
Construct (positive pole, C+) E1 E2 E3 E4 E5 E6 E7 E8 E9 Construct (negative pole, C−)
C1+ E3 is interpreted using E5 1 7 1 7 2 7 6 1 6 qualitative interpretation C1−
C2+ description and interpretation of data 7 6 4 1 6 1 4 4 1 inferential stats C2−
C3+ analysing and interpreting data 3 7 4 1 3 1 3 2 1 sampling C3−
C4+ methods of analysis 1 7 1 3 1 4 1 1 4 sampling C4−
C5+ interpretation of data and stats, what it means 7 6 6 1 2 5 4 7 1 analytical method, mechanics of doing it C5−
C6+ qualitative description & interpretation 7 2 6 1 7 1 4 7 1 quantitative description C6−
C7+ techniques 1 2 1 6 7 2 4 1 7 how to interpret results of analysis C7−
C8+ inferential 1 4 2 6 1 7 3 2 4 descriptive C8−
C9+ interpreting results and what they mean 7 5 6 1 2 5 4 7 1 applying techniques C9−
C10+ simple methods 7 2 7 1 6 1 2 4 2 more complex methods C10−
C11+ method/design 1 1 1 7 7 2 4 1 7 interpreting results C11−
C12+ method 1 3 1 6 4 1 3 1 7 being critical C12−
C13+ understanding data 1 7 1 1 1 1 1 1 1 collecting data C13−
C14+ low level 4 2 5 3 5 1 3 4 6 high level C14−
C15+ least demanding year 1 5 3 NA 6 5 3 3 5 7 most demanding year 1 C15−
C16+ least demanding year 2 4 2 5 6 5 2 3 4 6 most demanding year 2 C16−
C17+ least demanding year 3 4 2 5 5 5 1 3 4 5 most demanding year 3 C17−
?The participant elicited 17 bipolar constructs (positive C+ and negative C−), nine elements (E1 to E9) and 152 ratings.
E1: be able to use simple inferential statistics;
E2: appreciate different sampling methods - when each might be used ;
E3: have a basic appreciation of multivariate methods;
E4: be able to interpret graphs and tables and draw reasonable conclusions;
E5: understand confidence intervals;
E6: be able to describe data using descriptive statistics and appreciate graphical methods;
E7: be able to apply correlation methods and interpret results;
E8: be able to apply regression analysis;
E9: be critical when interpreting data and stats given to students (e.g. in media).
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Table B.2: Eigenvalues for all factors (unrotated)

Factor Eigenvalue % Variance Cumulative%
1 7.42 43.63 43.63
2 5.98 35.18 78.80
3 2.06 12.14 90.94
4 0.88 5.20 96.14
5 0.23 1.38 97.52
6 0.19 1.10 98.63
7 0.16 0.94 99.57
8 0.07 0.43 100.00

Idiogrid generated the output in Table B.2, for the repertory grid data shown in Ta-
ble B.1. This relates to what are referred to as unrotated factors, which I first consider
here. Rotating the factors is an approach that can produce an equivalent set of factors
which explain the same amount of information in the statements as in the unrotated case,
but rotation can often make interpretation of the underlying meaning of the factors easier.
Each factor is derived from one of the eigenvectors associated with the correlation matrix
relating to the original repertory grid.

Table B.2 provides information about each factor in descending order of the size of the
eigenvalue associated with the eigenvector from which it was formed. The eigenvalues also
indicate how much of the variation in the statements is explained by that factor and so
the factor with the highest eigenvalue is the most informative. The total variance in the
statements explained by the factors is given by the sum of the eigenvalues and so Idiogrid also
displays the eigenvalue in terms of percentage of variance explained (e.g. factor 1 explains
43.63% of total variance). For repertory grid data, a factor that explains 50% of variance is
considered high.

Next I made a decision regarding the number of factors that should be extracted using
the output in Table 6 based on how many eigenvalues were greater than unity (Manly,
2005). In this case, there were three factors with eigenvalues greater than one, ranging from
7.42 down to 2.06, which together explained 90.94% of variance. In the context of Factor
analysis, this represents a very good solution. I interpreted this to mean that the three
factors provided the best explanation of the information and inter-correlations contained
amongst the different statements and hence best indicated a summary of that participant’s
views of the statistical abilities students ought to learn.

The eigenvectors of the correlation matrix are used to determine factor loadings, which
are the coefficients used to represent each construct as a linear combination of the factors.
These are shown in Table B.3 for three factors. The output also generates communalities for
all constructs, which represent the proportion of variance in a construct that is explained
by the factors. In this example, the communalities are all quite high (close to one) which
again suggests the solution is a good one. Most of the variance for the seventeen constructs
is therefore accounted for by the three common factors. Factor loadings that are 0.50 or
more (regardless of the valence) are considered large or moderate loadings and indicate how
the constructs are related to the factors. In B.3 it can be seen that eight constructs depend
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Table B.3: Factor loadings and communalities (unrotated)

Variable F1 F2 F3 Communalities
C1+ -0.52 0.83 -0.07 0.97
C2+ 0.69 -0.33 -0.54 0.88
C3+ 0.58 0.19 -0.76 0.95
C4+ -0.18 0.79 -0.43 0.84
C5+ 0.96 0.05 0.12 0.95
C6+ 0.60 -0.76 -0.03 0.93
C7+ -0.90 -0.15 -0.25 0.89
C8+ -0.45 0.79 0.33 0.94
C9+ 0.95 -0.03 0.23 0.96
C10+ 0.51 -0.79 -0.13 0.91
C11+ -0.92 -0.19 -0.13 0.91
C12+ -0.93 0.00 -0.35 0.98
C13+ 0.28 0.58 -0.73 0.95
C14+ -0.28 -0.86 -0.21 0.85
C15+ -0.63 -0.59 -0.01 0.75
C16+ -0.64 -0.70 -0.02 0.89
C17+ -0.41 -0.85 -0.15 0.91

on more than one factor, shown in bold (e.g. C6, C13, C15 and C16).
Next, I used Idiogrid to carry out a varimax rotation with these three factors to find a

new solution that rotates the factors which are thus easier to interpret. The text output
in Table B.4 contains the eigenvalues for the varimax rotated factors (F∗) and the factor
loadings for all statements that give the coefficients for this new solution. The communalities
are, as expected, the same and the rotated factors are still uncorrelated. By comparing the
relative factor loadings of the various constructs on the factors, I could identify the constructs
that had the highest factor loadings on this factor. This rotated solution seems better than
the unrotated factor model since only four of the constructs are dependent on more than one
factor. In the case of repertory grids, varimax factor loadings greater than 0.7 or smaller
than -0.7 can be considered substantial in interpreting them since this would indicate at
least 50% (0.702) overlap between the constructs and the factors (Grice, 2007). In analysing
the grids, I therefore used this criterion as it made the data easier to interpret, represented
in bold in Table B.4.

Factor analysis uses the pattern of correlations among constructs to estimate how much
the ratings on each construct depend on the hypothetical Factor (i.e. the Factor loadings for
each Factor). Examining the content of each construct that loads on each Factor provides
the substantive meaning of a Factor. For example, consider that the factor loadings range
from -1 to +1. If all the constructs that positively load on a Factor involve ‘using statistical
techniques’ (e.g. C7-, C11- and C12- using the same notations as in Table B.1 for these
constructs), that negatively load on a Factor involve ‘interpreting data’ (e.g. C7+, C11+
and C12+) but other constructs about say ‘statistical reasoning’ have low or zero loadings
on the Factor, the Factor could be identified with ‘interpreting data versus analysing data’.
This interpretation therefore is developed inductively, based on a combination of formal
mathematical modelling and subjective judgements that make the link between observable
data and hypothetical Factors (Kane, 2006).
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Table B.4: Eigenvalues of factors and factor loadings (varimax)

Factor loadings
Factor Eigenvalue %Variance Cumulative% Construct 1 2 3
1 6.54 38.48 38.48 C1+ -0.22 0.94 -0.19
2 6.06 35.64 74.13 C2+ 0.30 -0.68 -0.57
3 2.86 16.81 90.94 C3+ 0.29 -0.22 -0.90

C4+ -0.06 0.70 -0.59
C5+ 0.90 -0.32 -0.17
C6+ 0.28 -0.92 0.06
C7+ -0.92 0.18 0.06
C8+ -0.02 0.96 0.17
C9+ 0.91 -0.36 -0.04
C10+ 0.15 -0.94 -0.01
C11+ -0.92 0.17 0.19
C12+ -0.94 0.30 -0.07
C13+ 0.15 0.26 -0.93
C14+ -0.59 -0.70 0.16
C15+ -0.74 -0.28 0.35
C16+ -0.78 -0.37 0.38
C17+ -0.68 -0.63 0.24

In order to understand the patterns defined by factor analysis and identify the rela-
tionships among constructs, elements and factors graphically, for each grid, the elements,
constructs and factors were plotted against each other. Distances between and among ele-
ments, constructs and factors suggest how they may be related to each other (Curtis et al.,
2008). Idiogrid generates a plot for each pair of factors that simultaneously represent the
elements, constructs and factors. The plot relating to Factors 1 and Factor 2 is shown in
B.1. Each factor can be thought of as defining a coordinate axis of such a plot. In Figure
5, Factor 1 is the X axis, Factor 2 is the Y axis and the blue dots inside the plot indicate
the Factor loadings for Factor 1 and Factor 2, e.g. S16- is plotted using the factor loading
in Table 8, such that in I have +0.78 on the X-axis and +0.37 on the Y-axis vs. S16+ with
-0.78 on the X-axis and -0.37 on the Y-axis.

The constructs that loaded on the first Factor are C16-, C15-, C11-, C7-, C12-, C5+
and C9+ versus C9-, C5-, C12+, C7+, C11+, C15+ and C16+, represented along the right
and left hand side of the plot. In this case, the sets of constructs ‘interpretation of data
and stats - what it means’, ‘interpreting results and what they mean’ versus ‘techniques’,
‘method/design’, ‘method’, ‘most demanding’ represent Factor 1. The grey lines represent
the distance between the construct factor loadings (blue dots) and origin.

The red crosses represent the Factor score for each element that indicate which elements
have higher or lower Factor scores for each Factor and hence are similar or dissimilar to each
other with respect to the Factors. In these Factor analysis plots, groups of statements that
are close together (i.e. groups of blue dots) are assumed to be similar in meaning as are
elements that are close together (e.g. E1, E3 and E8 which seem to be about statistical tech-
niques versus E4 and E9 in the opposite quadrant which appear to be about interpretation
and critical analysis, i.e. statistical reasoning).

Further, elements in a particular quadrant are explained by the construct represented
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Figure B.1: Factor analysis plot
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alongside that quadrant. For instance, E1 ‘inferential statistics’ and E8 ‘regression analysis’
are about C6- ‘quantitative description’, C1+ ‘E3 is interpreted using E5’, C10- ‘more
complex methods’ and C8+ ‘inferential’ as well as C9- ‘applying techniques’, C5- ‘analytical
method, mechanics of doing it’ and C12+ ‘method’.

Once all the grids were analysed following the same procedures as shown here, I was able
to interpret each factor based on the set of constructs with the highest Factor loadings and
each element based on the Factors that defined it, using multiple classification schemes. In
total, the factor analysis reduced the 143 constructs provided by the participants in Design
1 to 32 factors, shown in Appendix 3 for each participant. Note that the analysis presented
previously related to Participant 6 in Appendix 3, overall factor numbers 18 to 20.

B.2 List of statistical modules consulted for the Pilot study

Table B.5: The statistics modules used to clasify the types of learning outcomes in Section 3.4.2

N Domain(s) Level Credits Teaching
1 Geography 4 10 2h contact time/week and 1h

lectures
2 Engineering 5 5 24x1h lectures
3 Psychology 4 10 2h contact time/week including

lectures & tutorials
4 Psychology 4 10 2h contact time/week including

lectures
5 Psychology 4 20 12x1h lectures
6 Psychology 5 10 10x2h lectures
7 Sociology, Psychology, Human

Biology
4 10 14x1h lectures

8 Psychology 5 10 22x1h lectures
9 Psychology 5 10 11x1h lectures
10 Psychology 6 20 11 x 2h lectures
11 Psychology 4 10 10 x 1h weekly lectures
12 Engineering 4 10 11 x 2h lectures
13 Mathematics 4 10 24 x 1h lectures
14 Business & Economics 4 10 2h lectures per week
15 Business & Economics 4 20 3h lectures per week
16 Business & Economics 4 20 3h lectures per week
17 Business & Economics 4 10 2h lectures per week
18 Business & Economics 4 10 2h lectures per week

B.3 Interview data analysis (Pilot 1)
In this Appendix, in Table B.6 I include the list of repertory grid elements with the constructs
that explain them based on the SVD plots of all pairs of factors (NA means that there were
no constructs close to an element) for each participant. Next, Table B.7 includes the Factor
analysis values for repertory grid interviews (Pilot 1, 32 Factors).
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Table B.6: List of elements and constructs using Factor analysis (9 participants)

N Participant Element Constructs (relating to element)
1 1 creativity might not need to use advanced maths; not

always required; most demanding
2 1 good report writing skills needed to analyse and present complex

reports; least important; low level
3 1 confidence to apply math to different areas not necessarily applicable to teams; not

necessarily applicable; better to have strong
knowledge so better equipped to apply it to
different areas; need decision making skills to
decide when and how to apply mathematical
techniques; most demanding at introductory
level

4 1 ability to handle data in spreadsheets needed to analyse and present complex
reports; demanding introductory level;
numbers might not apply

5 1 Strong numeracy skills needed to analyse and present complex
reports; least year 3; needed to succeed with
maths problems; better to have strong
knowledge so better equipped to apply it to
different areas; need decision making skills to
decide when and how to apply mathematical
techniques

6 1 ability to lead and be lead flexibility when working within teams; not
always required; might not work with others;
only applies if within a team

7 1 able to handle team work flexibility when working within teams; not
always required

8 1 Ethics creativity to have broad ideas but
constrained by ethics

9 1 quick decision making skills needed to succeed with maths problems;
numbers might not apply; needed to analyse
and present complex reports;

10 2 ability to write a report using statistics ability to interpret analysis, use statistics in
practice, skill rather than knowledge, low
level, understanding on intuitive level,
knowledge of basic methods



A
ppendix

B
.Pilot

study
275

Table B.6 continued from previous page
N Participant Element Constructs (relating to element)
11 2 ability to estimate econometric models and

interpret them
ability to use and interpret statistics (skill,
technique)

12 2 understanding of classical view regression
model

knowledge

13 2 knowledge of time series models knowledge of advanced methods and
statistical theory

14 2 ability to understand and read statistical
papers in journals

ability to interpret and use statistics, low
level

15 2 knowledge of statistical inference procedures knowledge
16 2 knowledge of advanced cross-section

methods, e.g. panel data
interpret analysis

17 2 understanding of problems with CLRM, e.g.
serial correlation, heteroscedasticity

understanding statistical theory

18 2 knowledge of probability theory knowledge
19 3 statistical inference econometric theory uses statistical inference
20 3 exploring data straight forward, low level
21 3 graphical displays straight-forward procedures, produced by

software, stat inference not required,
exploratory technique require software

22 3 econometric theory thrown up by regression and correlation
23 3 time series techniques straight forward problems, no econometric

problems
24 3 econometric problems uses statistical inference
25 3 statistical software techniques require software, does not require

statistical inference
26 3 regression and correlation underlie time series
27 3 probability concepts straight forward, least years 1 and 2, low level
28 4 how to do a t-test tedious detail; practical application
29 4 what is a p-value most demanding; meaning of data;

population; output; inferential; most
demanding; high level

30 4 ways of describing distributions (mean, SD,
mode, etc)

structure of data; sample; input; descriptive;
least demanding; low level; practical
application

31 4 assumptions of various different statistical
tests

NA
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Table B.6 continued from previous page
N Participant Element Constructs (relating to element)
32 4 understanding difference between main

effects and interactions in an ANOVA
NA

33 4 difference between inferential and descriptive
statistics

conceptual understanding; important
concepts

34 4 difference between dependent and
independent data

structure of data; sample; input; descriptive;
least demanding; low level

35 4 relationship between effect size, power and
significance

meaning of data; population; output;
inferential; high level; conceptual
understanding

36 4 how to interpret results of statistical tests NA
37 5 associations regression needed to understand

relationships;
38 5 regression significance testing not important;

randomisation not important; high level;
most year 1

39 5 multivariate statistics high level; significance testing not important;
most demanding

40 5 bi-variate relationships low level, least demanding; need descriptive
statistics to understand associations

41 5 numerical theory need descriptive statistics to understand
association; understanding numerical theory
is fundamental to understanding associations

42 5 descriptive statistics low level, least demanding; need descriptive
statistics to understand associations

43 5 significance testing difference between variables identified by
significance testing; no requirement to
understand relationships; understanding
numerical theory fundamental to
understanding associations

44 5 population & sample low level; good descriptive statistics result
from randomisation

45 5 randomisation good descriptive statistics result from
randomisation; low level; no requirement to
understand relationships

46 6 appreciate different sampling methods - when
each might be used

collecting data; sampling; least demanding
year 1, 2



A
ppendix

B
.Pilot

study
277

Table B.6 continued from previous page
N Participant Element Constructs (relating to element)
47 6 understand confidence intervals method of analysis, most demanding year 1, 2
48 6 have a basic appreciation of multivariate

methods
quantitative description, complex method,
inferential

49 6 be able to describe data using descriptive
stats and appreciate graphical methods

low level, simple methods, qualitative
description and interpretation

50 6 be critical when interpreting data and stats
given to students (e.g. in media)

interpreting data, results, what they mean

51 6 be able to use simple inferential statistics applying technique, method, design;
analytical method, mechanics of doing it;
techniques; method/design

52 6 be able to interpret graphs and tables and
draw reasonable conclusions

interpret results and what they mean; most
year 1, 2

53 6 be able to apply regression analysis applying technique, method, design
54 6 be able to apply correlation methods and

interpret results
qualitative interpretation, qualitative
description, simple methods, descriptive

55 7 team work not essential in statisticians, social skills
56 7 t-tests essential of good statisticians, value on the

job market high, least demanding in year 2
and 3

57 7 one sample tests misunderstood by students, low value in the
job market, high level, purely statistical, logic
of research process

58 7 relationship between effect size, power and
significance

misunderstood by students, low value in the
job market, high level

59 7 statistical inference essential of good statisticians
60 7 chi-squared essential of good statisticians
61 7 ability to understand and read quantitative

research papers in journals
communication skills, non-statistical skill,
value in the job market high

62 7 difference between descriptive statistics and
inferential

essential of good statisticians, value on the
job market high, least demanding

63 7 ability to write a report using statistics communication skills, non-statistical skill,
value in the job market high

64 8 dangers of ’blind’ statistics application-based concept, year 3
65 8 understanding linear and non-linear one component of maths that defines one

section/specific concept; specific requirement,
functional
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Table B.6 continued from previous page
N Participant Element Constructs (relating to element)
66 8 decision making global concepts; why we do what we do vs.

what we do; application of the skill in the
real world context

67 8 relationship vs. difference related to linear algebra; specific
68 8 confidence with material education-based concept, can be learnt; least

year 3
69 8 philosophical underpinning education-based concept, can be learnt; least

year 3
70 8 numeracy education-based concept, can be learnt; least

year 3; specific
71 8 functional application application of the skill in the real-world

context; global concept
72 8 report writing application of the skill in the real-world

context; global concept
73 9 statistical considerations need to be included

at all stages of a study
low, easy concepts for students to grasp;
knowledge of concepts, right/wrong answers;
concept used to communicate statistical
procedures, findings and recommendations

74 9 know meanings of results of tests, such as
p-values and confidence intervals

easy to use textbooks to guide the procedure;
pure, theoretical statistics

75 9 understand principles of best statistical
practice in terms of interpreting and
reporting results

difficult, challenging concepts for students;
high level; what test to run and how to
interpret the results

76 9 facility with statistical software easy concepts; applied statistics
77 9 understanding the theoretical underpinnings

of tests to understand their assumptions/
constraints

difficult, challenging concepts for students;
high; pure, theoretical statistics

78 9 report writing in statistical context high level; difficult, challenging concepts for
students; skills or knowledge that can only be
learnt by doing, hands on experience is
essential

79 9 relationship between power, significance,
effect size and sampling size

easy to use textbooks to guide the procedure;
easy concepts for students to grasp

80 9 understanding how descriptive
statistics/graphical methods complement
formal inference procedures

skills or knowledge that can only be learnt by
doing, hands on experience is essential
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Table B.6 continued from previous page
N Participant Element Constructs (relating to element)
81 9 critical evaluation of a study concept used to communicate statistical

procedures, findings and recommendations
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Table B.7: Repertory grid Factor analysis values (Design 1)

Factor
N

Participant Factor E-value Var% Cum% Within participant Factors + Within participant Factors -

1 1 1 4.45 27.81 27.81 creativity to have broad ideas but
constrained by ethics

required to succeed with
quantitative (maths) problems;
least year 3; needed to analyse and
present complex reports

2 1 2 3.48 21.78 49.59 flexibility when working with
teams; need to be creative to take
on different roles; need decision
making skills in order to lead

[NA]

3 1 3 3.47 21.72 71.31 need decision making skills in
order to decide when and how to
apply mathematical techniques;
better to have strong knowledge so
better equipped to apply it to
different areas

[NA]

4 1 4 3.08 19.23 90.53 low level, least required in year 1,
2, 3

[NA]

5 2 1 10.38 61.03 70.6 knowledge and understanding of
advanced techniques, statistical
theory, statistical models, intuitive
understanding of statistical theory
(e.g. econometric models)

skills in using or interpreting
statistics, ability to use and
interpret statistics, skill rather
than knowledge (e.g. report
writing)

6 2 2 5.35 31.47 92.5 knowledge of basic methods,
understanding on intuitive level,
low level, least demanding across
years of study

understanding of statistical theory
using mathematics, knowledge of
advanced methods, high level

7 3 1 5.39 31.71 31.71 econometric theory uses statistical
inference, no software required
(e.g. statistical inference,
probability concepts, econometric
theory)

graphical displays produced by
software, graphical displays
important for identifying time
series models, exploratory
techniques require statistical
software (e.g. exploring data)

8 3 2 3.93 23.14 54.85 no econometric problems, straight
forward procedures (e.g. time
series techniques) [NA]

using regression and correlation
may lead to econometric problems,
need software to calculate
regression and correlation
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Table B.7 continued from previous page
Factor
N

Participant Factor E-value Var% Cum% Within participant Factors + Within participant Factors -

9 3 3 3.34 19.67 74.52 high level low level
10 3 4 2.14 12.59 87.11 regression and correlation underlie

time series techniques, concepts
that examine time series properties
of data

not about time series [NA]

11 3 5 1.72 10.11 97.23 Not required in regression and
correlations, most Year 3 (e.g.
time series techniques) [NA]

statistical inference required to
interpret regression/correlation,
least year 3

12 4 1 4.07 33.91 33.91 low level high level [NA]
13 4 2 3.76 31.32 65.22 structure of data; sample;

descriptive; input
output; population; meaning of
data; inferential [NA]

14 4 3 2.4 20.01 85.23 tedious detail; practical
application;

important concepts; important
conceptual distinctions; conceptual
understanding [NA]

15 5 1 4.75 27.95 27.95 description of data relies on
theory; multivariate not required;
concepts not dependent on
bi-variate relations; no regression
testing relevant

associations stem from bi-variate
relationships; multivariate needed
for association; bivariate
relationships explained by
regression; multivariate stats
needed to understand associations
[NA]

16 5 2 4.66 27.43 55.39 need descriptive stats to
understand association;
understanding numerical theory
fundamental to understanding
associations; low level; least year 1,
2, 3

no need; not dependent on
understanding; high level; most
year 1, 2, 3[NA]

17 5 3 4.05 23.8 79.19 good descriptive stats result from
randomisation; difference between
variables identified by significance
testing; understanding population
and sample required for descriptive
statistics; no requirement to
understand relationships

regression needed to understand
relationships; significance testing
not important; randomisation not
important [NA]
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Table B.7 continued from previous page
Factor
N

Participant Factor E-value Var% Cum% Within participant Factors + Within participant Factors -

18 6 1 6.54 38.48 38.48 interpretation of data and stats -
what it means; interpreting results
and what they mean; being critical

techniques; method, design,
analytical method-mechanics of
doing it, low level (least
demanding across years of study)

19 6 2 6.06 35.64 74.13 multivariate methods are
interpreted using confidence
intervals; methods of analysis;
inferential; quantitative
description; more complex
methods

qualitative description and
interpretation; simple methods;
descriptive; sampling, low level

20 6 3 2.86 16.81 90.94 collecting data, sampling (e.g.
when sampling methods may be
used)

analysing and interpreting data,
understanding data

21 7 1 4.25 24.99 24.99 purely statistical, essential of good
statisticians, logic of research
process that students need, high
level (e.g. statistical techniques
and procedures)

communication and interpretation
skills, social skills, organisational
skills, low level, not essential in
statisticians (e.g. team work;
ability to write a report using
statistics)

22 7 2 4.08 24 48.99 low value in the job market,
misunderstood by students, Most
demanding year 2 and year 3 (e.g.
relationship between effect size,
power and significance)

easier to grasp, crucial to the
curriculum, value on the job
market high, low level, least
demanding in years 2 and 3 (e.g.
descriptive and inferential
statistics)

23 7 3 3.95 23.23 72.21 not essay style (skill), less
requirement of English language
skills, not related to report
writing/structure least demanding
in year 1 (e.g. statistical
techniques)

report structuring, language skills
required, essay skills, most year 1
(e.g. ability to write a report using
statistics, ability to understand
and read quantitative research in
journals)

24 7 4 2.59 15.26 87.47 theoretical underpinning of
statistics, presence within lectures
high, repeated

hand computations required
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Table B.7 continued from previous page
Factor
N

Participant Factor E-value Var% Cum% Within participant Factors + Within participant Factors -

25 8 1 4.93 29.01 29.01 education-based concepts that can
be learnt; relationship and linear
algebra are related, different way
of conceptualising; specific
requirement functional, different
ways of achieving the same result;
implicit knowledge and
understanding, least demanding in
year 2 and 3 (e.g. statistical
techniques, knowledge, numeracy,
philosophical underpinning)

application-based concept; global
concepts, usage of the skill in the
real-world context; most
demanding in year 3 (e.g. report
writing, functional application,
decision making, dangers of blind
statistics)

26 8 2 4.54 26.68 55.69 emotional response to the
material; most year 1 (e.g.
confidence with material)

knowledge-driven response to the
material, analytical components;
application, presentation of
material, report writing, least year
1 (e.g. report writing)

27 8 3 2.16 12.68 68.37 core knowledge that one should
have of statistics

making a decision is based on
interactions and their nature (e.g.
z-scores)

28 8 4 2.01 11.82 80.18 low level; generic skill understanding of the concept
(relationship vs. difference) leads
to good decision making; high level

29 8 5 1.8 10.58 90.76 why we do what we do vs. what
we do; global, harder to define
concepts, needed for employment

one component of maths that
defines one section, specific
concept

30 9 1 3.72 46.46 46.46 easy concepts for students to
grasp; easy to use textbook to
guide the procedure; low demand

judgment, decisions about what
test to run and how to interpret
the results; difficult, challenging
concepts for students; skills or
knowledge that can only be learnt
by doing, hands on experience is
essential; high

31 9 2 1.77 22.08 68.54 best practice in statistical analysis,
broad statistical ideas; pure,
theoretical statistics

applied statistics;
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Table B.7 continued from previous page
Factor
N

Participant Factor E-value Var% Cum% Within participant Factors + Within participant Factors -

32 9 3 1.45 18.08 86.61 concept used to communicate
statistical procedures, findings and
recommendations (in writing, as a
consultant, orally);

concept used to carry out technical
procedures that are not necessarily
reported [NA]
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B.4 Pilot 1 and 2 emerging themes

Table B.8: Emerging themes and sub-themes in the repertory grid data

Theme description Sub-theme
code

Sub-theme description Factors Frequency

1. Statistical knowledge
and understanding vs.
application of statistical
methods and techniques

1.1 Knowledge of theory, conceptual knowledge and
understanding vs. applying techniques in the
real world context

5, 14, 25, 30, 31 5

1.2 Knowledge and understanding of statistical
methods, techniques and procedures vs.
statistical thinking and reasoning (evaluate or
reflect on statistical procedures, integrate and
synthesise the context knowledge with statistical
knowledge, work with models to draw inferences
from data and communicate a statistical
argument about the real situation)

8, 13, 18, 23, 25, 29,
32

7

1.3 Statistical (exploratory techniques, inferential
statistics, graphical representations, probability,
estimation, significance tests, ANOVA,
regression, correlation, bi-or multivariate
methods, time series analysis) vs. non-statistical
outcomes (mathematics, confidence with
statistics, team work, logical thinking,
communication skills – report writing, critical
thinking, creativity, using resources –
information technology)

1, 2, 3, 6, 7, 8, 21,
23, 25, 28

10

2. Statistical process
components

2.1 Collecting data vs. analysing and interpreting
data

20 1

2.2 Analysing data (applying techniques) vs.
interpreting data/models (communicating with
data)

5, 7, 18, 19, 21, 23,
32

7
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Table B.8 continued from previous page
Theme description Sub-theme

code
Sub-theme description Factors Frequency

3. Student learning and
curriculum design

3.1 Easy (basic, straightforward, intuitive,
understood, learnt from textbooks) vs. difficult
(demanding, challenging, complex, advanced,
hard, misunderstood, mathematically-based,
learnt by doing) ideas/concepts/methods

5, 6, 8, 19, 22, 25,
29, 30

8

3.2 Knowledge or skill important (relevant, essential,
core) vs. not important (not essential) to
learning particular aspects of statistics

7, 14, 17, 21, 27, 30 6

3.3 Need to cover in the module (presence within
lectures, high value in employment) vs. don’t
need to cover (low value in employment or in
carrying out particular statistical analysis)

10, 11, 15, 16, 17,
19, 22, 24, 29

9
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B.5 Pilot study coding system
Interviews from the Pilot 1 and 2 analysis using quantitative and qualitative data analysis
was produced using the emerging topics, the constructs and elements provided to partici-
pants and the repertory grid data. All interview summaries were coded, although I produced
a more detailed analysis of the interviews provided by the two lecturers who participated
in the main study analysis (as described in Chapter 4). I assigned themes or statements to
various descriptive and analytical categories. The code system is made up of themes, clas-
sified as parent codes in Transana, which contained codes (sub-themes or categories) within
them. In total there were ten parent codes and sixty five codes in the code system. The
code system is summarised in Table B.9. Statements within the interview summaries were
qualitatively reviewed and coded to as many parent codes and codes as applicable.

Table B.9: Repertory grid code system (interview design II)

Theme (parent code) Sub-theme (code)
Curricular Assessment

Lecturer beliefs about what students
should be taught
Purpose of module

Didactic Student engagement
Student learning
Student short/long term goals
Teaching approaches
Value of experience on the job

Institutional Control over module
Institutional pressures
Lecturer’s experience
Outside department
Within department

Pedagogy Easy for students
Hard for students
Lecturer beliefs about statistics
Lecturer beliefs about students

Skills Calculations
Communication
Contextual knowledge
Descriptive statistics
Gosset
Hypothesis testing
Interpretations
Intuition
Probability - not statistics
Problem solving
Software
Speak the language of maths
Statistical analysis procedures
Statistical literacy
Translate real world context into maths

Statistical analysis Creative
Interpretation
Knowing what it means

Continued on the next page. . .
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Theme (parent code) Sub-theme (code)
Maths language
Practical
Process
Routine applications of techniques
Technique
Terminology

Statistical applications Concrete
Context of what is being measured
Decision making process
Experimental
Narrative
Non-statistical
Particular skills
Statistics needs to make sense in context

Statistical theory Abstract
Equation
Mathematics/statistics
Next step in mathematics
Tool
Variables

Relevance Context
Field of study
Statistical

Other (KRG Technique) Build scale
Construct
Did not rate cards/constructs
Explain technique
Feedback to participant
Rate cards
Value of ratings



C | Main study

C.1 Interview guide

Background

For how many years have you run the modules?
What is your academic background?
What is your involvement in developing the module resources?

Teaching on the module

As you look back on the module you taught this term, are there any lectures that stand
out?
Could I ask you to describe the most important ways to teach statistics?
Could I ask you to describe how you designed/came up with the tasks and examples you
used (a task is an example, exercise, lab sheet, question)?
How did you produce the tasks you showed students in your lecture?
What are the links to other modules or to what students will do with the material later on?

Learning resources

Why did you select the different resources to present to students?
Why did you select particular context of statistical tasks? (context is a background scenario,
research background, dataset)
What do you think about the context of these tasks?
How do you think the tasks are relevant to the students?
How do they compare to other tasks you may have used or are used on other modules?

Student evaluation and assessment

What are the links between the tasks and examples and the way you assessed the module?
Why did you assess your students and what do you consider assessment to be?

289
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Mathematical and statistical content

In your view, do you think the formulas help students understand the statistical tests?
In your view, how important is mathematics to students’ understanding of the content of
your module?
How important is statistics to these students’ academic and professional development?
What is the role of software in teaching and learning statistics?
What is your students’ previous experience with maths? How did they cope with it?

Conclusions

What would you do differently with this module?
Is there something else that occurred to you during this interview?
Is there something else you would like to ask me?

C.2 The content of Modules A & B
In Table C.1, I summarise the lectures I observed for the modules included in the data
analysis.
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Table C.1: Summary of observations from Modules A and B

Module A Module B
Lecture Topic Context Topic Tasks in Context

1 Inferential statistics Students’ attention during stats
lectures

Probability N/A

Descriptive statistics
Inferential statistics SPSS output comparing males/females
Standard deviation
Types of variables
Error and
significance

Guilty verdict

2 t-test 1 Gosset Normal distribution Throw dice
Stats exam results (1) Examination test scores
Drug A vs. drug B Human height
Driving and alcohol Strip of wire

Assembly component
3 T-test 2 Diet Descriptive

statistics, Sampling
Employee days off

Stats exam (2) THE University league tables
Family therapy (1) Volt cells

Optical cutting
Brick cutting
Airport arrivals

4 ANOVA 1 Family therapy (2) Hypothesis testing 1 Better driver (1)
Masking witness Dishwasher powder
Death of parent and depression Car assembly plant
Age and memory Fuel formulation

Rugby scores
5 ANOVA 2

(Two-way)
Family therapy (3) Hypothesis testing 2 Paint factory
Teaching methods Rubber material
Biscuits and age Iron in compounds

Exam marks
Marmite and gender
Machine breakdown

6 ANOVA 3
(Two-way)

Context-dependent memory (Gooden
& Baddeley, 1975) Contingency tables 2 Darts and handedness

Student revision conditions Sound track preferences
Finished on next page
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Table C.1: Summary of observations from Modules A and B (Finished)

Module A Module B
Lecture Topic Context Topic Tasks in Context

7 ANOVA (Revision) Family therapy (4) Regression Heart disease and blood pressure
Car acceleration and tyre diameter
Years of education and earnings
Temperature and electronic
components
Driver’s age and sign legibility
distance
Leaning Tower of Pisa
Blood sugar levels and diabetes

8 ANOVA (Post Hoc) SATs and revision length Correlation Driver’s age and sign legibility
distance
Sewage in the Lake
Gas-Electricity bill
Mother-daughter heights
Purity of oxygen

9 Review Revision worksheet ANOVA Better driver (2)
Alloy spacers
Four trucks
Happiness, political party and football
team
Students’ self-esteem and academic
success

10 Revision Selected response questions Experimental design Tuition and student learning
CW experiement
Inglis & Mejia-Ramos, 2009

11 Mock test Selected response questions Revision None



D | Examples of Teaching Resources

In this section, I provide examples of lecturing resources used on Modules A and B.

D.1 Module A

Example 1 (Module A, Practical tutorial task)
Below are data from a study on the effect of family therapy as a treatment for anorexia.
In this study 17 adolescents were given treatment. They were weighed before and after.
The following scores are the weights in pounds.

No therapy CBT Family therapy
−0.5 1.7 11.4
−9.3 0.7 11.0
−5.4 −0.1 5.5
12.3 −0.7 9.4
−2 −3.5 13.6
−10.2 14.9 −2.9
−12.2 3.5 −0.1

11.6 17.1 7.4
−7.1 −7.6 21.5

6.2 1.6 −5.3
−0.2 11.7 −3.8
−9.2 6.1 13.4

8.3 1.1 13.1
3.3 −4 9.0

11.3 20.9 3.9
0 −9.1 5.7
−1 2.1 10.7
−10.6 −1.4
−4.6 1.4
−6.7 −0.3

2.8 −3.7
0.3 −0.8
1.8 2.4
3.7 12.6

15.9 1.9
−10.2 3.9

0.1
15.4
−0.7

To run a related groups t− test is very simple. You should do the following:

1. Enter the data in columns. Don’t forget to label the variables clearly.

2. Click on Analyze>Compare Means>Paired Samples t test

293
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3. A dialogue box comes up. It will list your variables. Click on both the Before and
After variables and then the arrow to move them into the right hand box. They
come up as one pair. Click on OK.

Now consider the output.

4 The first box gives you some useful descriptive stats for each set of scores (Ns,
means and standard deviations).

5 The second box gives you the correlation between the two sets of scores (ignore this
for the moment).

6 The third box tells you the most important stuff with respect to the paired t test.
In particular it gives you the t value, the df and the p value – all of which are
required for the report.

Activities
Paste your output into your word file and answer the following:

1. What is the null hypothesis for this study?

2. Does the t− test allow you to reject it or not?

3. Do a scatterplot of the two sets of scores – give your graph a title, e.g. ‘Fig 1 Graph
showing the relationship between family therapy and weight gain in anorexic girls’.
Fit the regression line only if you think it is a significant result. Paste the scatterplot
and correlation output (above) into your word file. What does this tell you? Would
you expect there to be a correlation?

4. Is the test significant? Represent with appropriate notation, i.e. t(df) =?, p > 0.05
or p < 0.05. Also report your correlation r(N) =?, p > or p < 0.05

5. Produce a bar graph of the two sets of scores. Under Graphs/Legacy Dialogs select
Bar and then ‘Summaries of separate variables’ and ‘Simple’ then ‘Define’. Transfer
both sets of scores to the ‘Bars Represent’ box and give the graph a title, e.g. Fig.
1 Graph showing the effect of. . . . Click OK. What does the graph tell you?

6. Why did you need to do the t-test as well as the correlation? What more did the t
test tell you?

7. Is this a matched pairs design or a repeated measures design?

Example 2 (Module A, t-tests, Lecture 2)
Statistics Exam example data outputs and plots comparing males and females
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(a) Two computer-generated analysis outputs for version A and version
B data

(b) SPSS output of the independent t-test analysis

(c) Two plots for Version A and Version B data

Example 3 (Module A, ANOVA, Lecture 7)
Slide 1: SPSS Exercise
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• 1 way ANOVAs

– “This is a one-way ANOVA with 3 levels, W, X, and Y. Scores are measured
on Z”

• 2 way ANOVAs

– “This is a two way ANOVA with a 3 ∗ 4 between subjects design, Factor A
relates to (whatever) and has 3 levels, X, Y and Z, Factor B relates to (the
other thing) and has 4 levels, A,B,C and D”

• Report 3 F Values!

Slide 2

• Is there a significant difference?

• Answer the question, + report appropriately e.g. giving F/t, df , p values

• Visual displays

– Graphs with appropriately numbered label, e.g. Fig. 1, 2, 3 etc throughout
your document.

Slide 3: Tables
For each study, paste in your output tables and give each one a label – e.g. ‘Table 1, 2,
3 etc, Table showing. . . ’
...THEN do a description! Make sure all descriptions illustrate your understanding of
the findings as clearly as possible
Golden Rule: More is more!
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D.2 Module B

Example 4 (Module B, Experimental design, Lecture 10)
Slide 1
Inglis and Mejia-Ramos (2009) were interested in exploring the extent to which an au-
thority figure influences how mathematics students and mathematics lecturers react to
mathematical arguments.
Research Question: Does knowing that an argument was written by an expert mathe-
matician make it more persuasive for students and lecturers?

• The research design

• Reliability

• Validity (esp. construct validity and external validity: both of which were criticised
by reviewers)

Slide 2
Participants
Undergraduate mathematics students (from three “highly ranked” UK universities; and
research-active mathematicians from universities throughout UK and Australia.
Method
Internet study. Participants were asked to read a claim, an argument in favour of that
claim, and then were asked to “say to what extent [they were] persuaded by it”. Re-
sponding via a sliding 0-100 scale.
Groups were randomly split into two conditions: those in the experimental condition
were told the author of the argument’s name, and those in the control condition were
not.
Author was Professor Tim Gowers (University of Cambridge).
Slide 3
Screen shot of on-line survey
Slide 4
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Slide 5

1. Draw a diagram to explain the design of the experiment.

2. Do you think that the design is reliable?

3. What do you think the issues were that the reviewers raised to do with: construct
validity? external validity?

Example 5 (Module B, ANOVA, Lecture 9)
Question
A study looked at whether happiness (measured as a %) was related to how an individual
votes, and which football club they support:

• What is the design? (e.g.“2× 3 factorial”)

• Will the main effects of football-club and voting-behaviour be significant?

• Will the football-club × voting-behaviour interaction be significant?
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Describe the findings of the study in words.

Example 6 (Module B, ANOVA, Lecture 9)
Worked example - equal sample sizes
Slide 1
The better driver example

If we want to answer the question: Who drives better? Drivers with basic education,
college education or higher education?

and
Does the gender of the driver make any difference?

Slide 2
Two way
Using a two-way ANOVA we can interrogate the influence of more than one factor. For
example, we may be interested in both how education affects driving, and in how drivers
sex affects driving.
Suppose we categorise each one of “education” samples into two groups: “men” and
“women”. So we have a design where we want to know how two factors influence how
good driver a person is:

• Education: basic, college, higher (three levels)

• Sex: Men, Women (two levels)

This is called a 3× 2 factorial design.
Slides 3-8
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(a) Two way - no effects (b) Two way - main effect of education

(c) Two way - main effect of sex
(d) Two way - main effect of sex and
education

(e) Two way - interaction (f) Two way - interaction

Figure D.2: Module B ANOVA, Better Driver example

Slides 9
An interaction occurs when the effect of one factor changes depending on the level of
another factor. Graphically, this is reflected by the lines on a profile plot (of means) not
being vertically shifted copies of each other.

Example 7 (Module B, A worked example)
Slide 1, The problem

The table below shows the respective heights of a sample of 12 mothers and their adult
daughters in inches (in).
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Height of mother Height of daughter
65 68
63 66
67 68
64 65
68 69
62 66
70 68
66 65
68 71
67 67
69 68
71 70

1. Calculate the Pearson’s correlation coefficient (r) for these data.

2. Is this correlation statistically significant (use α = 0.05)?

3. Interpret the results of part (b) regarding the relationship between the heights of a
mother and her daughter.

4. Fit a least squares linear regression model to predict the height of a daughter from
the height of her mother.

5. If the height of a mother is 75in, predict the height of her adult daughter.

Slide 2, Answer A1 Calculate the Pearson’s correlation coefficient (r) for these data.
Let x be mother’s height and y be daughter’s height.
First calculate the sums

∑
x = 800,

∑
y = 811,

∑
x2 = 53, 418,

∑
y2 = 54, 849 and∑

xy = 54, 107. Also n = 12.
Then

r =
n
∑

xy −
∑

x
∑

y√(
n
∑

x2 −
(∑

x
)2
)(

n
∑

y2 −
(∑

y
)2
)

= 12× 54, 107− 800× 811√
(12× 53, 418− 8002) (12× 54, 849− 8112)

= 484√
1016× 467

≈ 0.703.

Slide 3, Answer A2

Is this correlation statistically significant (use α = 0.05)?
We want to test H0 : r = 0 against H1 : r 6= 0 using α = 0.05

The test statistic is
rtest = |r|

√
n− 2√

1− r2

= 0.703×
√

10√
1− 0.7032

≈ 3.126.

The critical value is t(n− 2, α/2) = t(10, 0.025) = 2.228.
As 3.126 > 2.228 we reject H0 in favour of H1 and conclude that there is a significant
correlation between the heights of mother and daughter.
Slide 4, Answer A3



Appendix D. Examples of Teaching Resources 302

Interpret the results of part (b) regarding the relationship between the heights of a mother
and her daughter.
The correlation coefficient r is positive and close to 1.
We can conclude that there is a moderately strong increasing linear relationship between
the heights of mother and daughter.

Slide 5, Answer A4

Fit a least squares linear regression model to predict the height of a daughter from the
height of her mother.
The regression line of y on x has equation y = a+ bx, where

b =

∑
xy

n
−
∑

x

n

∑
y

n∑
x2

n
−
(∑

x

n

)2

=

54, 107
12 − 800

11 ×
811
12

53, 418
12 −

(800
12

)2 ≈ 0.47622

Slide 6, Answer A5

If the height of a mother is 75in, predict the height of her adult daughter.
If x = 75 then y = 35.8353 + 0.47622× 75 ≈ 71.6in.

Example 8 (Module B, ANOVA, Lecture 9)
Worked example - equal sample sizes
Slide 1
Four machines make alloy spacers for use in the assembly of a microlight aircraft. The
spacers are supposed to be identical, but the four machines give rise to the following
varied lengths in mm:

Machine A Machine B Machine C Machine D
46 56 55 49
54 55 51 53
48 56 50 57
46 60 51 60
56 53 53 51

x 50 56 52 54

We can work out the mean of means as x = 1
4(50 + 56 + 52 + 54) = 53.

Slide 2
The variation between samples (or treatments or factors) can now be worked out (let a
be the number of treatments):
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S2
Tr = 1

a− 1

D∑
i=A

(
xi − x

)2

= 1
4− 1

(
(50− 53)2 + (56− 53)2 + (52− 53)2 + (54− 53)2)

= 20
3 = 6.67

Slide 3
We can also work out the variation within samples (due to chance errors unrelated to
the treatment):

A:
∑

(x− xA)2 = (46− 50)2 + (54− 50)2 + (48− 50)2 + (46− 50)2 + (56− 50)2 = 88

B:
∑

(x− xB)2 = 26

C:
∑

(x− xC)2 = 16

D:
∑

(x− xD)2 = 80

To get a pooled estimate of the total variance within samples (the variance due to errors),
we use the formula (compare with a similar method for the independent samples t-test):

S2
E =

∑
(x− xA)2 +

∑
(x− xB)2 +

∑
(x− xC)2 +

∑
(x− xD)2

(nA − 1) + (nB − 1) + (nC − 1) + (nD − 1)

= 88 + 26 + 16 + 80
4 + 4 + 4 + 4 = 13.13

Slide 4
We have now worked out the variation between samples, S2

Tr and the variation within
samples S2

E and can start to ask which is bigger.
If the variance between-samples is bigger than the variance within-samples we can prob-
ably conclude that the treatment makes a difference. It can be shown that if H0 is true
then the ratio

F = nS2
Tr

S2
E

will be approximately 1. (n here is the number of observations per sample). This
ends up being the test statistic and follows an F distribution with the following degrees
of freedom:

• Numerator: Number of Samples− 1, a− 1.

• Denominator: Total Sample Size−Number of Samples, a× n = a(n− 1)

Slide 5
Ratio:

F = nS2
Tr

S2
E

= 5× 6.67
13.13 = 2.54

Degrees of freedom:

• Numerator: Number of Samples− 1 = 3.

• Denominator: Total Sample Size−Number of Samples = 4× 5− 4 = 16.
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The critical value (using α = 0.05) is F (3, 16) = 3.24. Since 2.54 < 3.24 we cannot
reject the null hypothesis. There is no evidence of a systematic difference between the
groups. (The observed differences between the sample means are plausible under the null
hypothesis that the underlying group means are the same.)

Example 9 (Module B, Central limit theorem, Sampling, Lecture 3)
Slide 1: Cenral Limit Theorem
If we take large samples of independent observations of size n with mean X from a
population that has a mean µ and standard deviation σ then the distribution of sample
means x is normally distributed with mean µ and standard deviation σ√

n
σ√
n
is the standard error of the mean.

http://onlinestatbook.com/stat_sim/sampling_dist/index.html

Slide 2: Some conditions
For smaller samples:

• if individual observations vary according to a normal distribution, then so will the
sample means but

• if the observations don’t vary normally, the sample means probably will, given that
the sample size is big enough.

If the sample comes from a population which is not infinitely large, the observations are

not independent. In this case, the standard error is given by the formula: σ√
n

√
N − n
N − 1 .

Slide 3: Distribution of the mean
Suppose X ∼ N(µ, σ2), then the means of samples from this distribution are distributed

X ∼ N

(
µ,

(
σ√
n

)2
)
.

So the bigger your sample, the smaller the variance of your sample mean, and the more
accurate your understanding of the population mean.
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Example 10 (Module B, Confidence intervals, Lecture 3)
Slide 1: Confidence Intervals
A confidence interval gives an interval estimate rather than just a point estimate for
parameter values. With a pre-determined level of confidence, the true value of the pa-
rameter lies within the calculated interval.

• We will use CIs for the mean and the standard deviation.

• Often calculate a 95% confidence interval so that 95% of sample estimates will
capture the population value.

• Although the 95% level of confidence is the most common, other percentages can
been used, e.g. 90% or 99%.

• A CI can be thought of as a range of plausible values for a population parameter,
given some data.

Slide 2: Interval estimation for the Mean
Suppose X ∼ N(µ, σ2), the means of samples from this distribution are distributed

X ∼ N

(
µ,

(
σ√
n

)2
)
.

Slide 3: 95% confidence interval for the Mean

P(−1.96 < U < 1.96) = 0.95
(Why? Because P(U > 1.96) = 0.025)

P

−1.96 < x− µ
σ√
n

< 1.96

 = 0.95

P
(
µ− 1.96 σ√

n
< x < µ+ 1.96 σ√

n

)
= 0.95

P
(
x− 1.96 σ√

n
< µ < x+ 1.96 σ√

n

)
= 0.95

Slide 4: 99% confidence interval for the Mean

P(−2.58 < U < 2.58) = 0.99
(Why? Because P(U > 2.58) = 0.005)

P

−2.58 < x− µ
σ√
n

< 2.58

 = 0.99

P
(
µ− 2.58 σ√

n
< x < µ+ 2.58 σ√

n

)
= 0.99
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P
(
x− 2.58 σ√

n
< µ < x+ 2.58 σ√

n

)
= 0.99

Slide 5: In general...
So, in general
The (1−α)100% confidence interval is equal to x±SE × uα

2
The value uα

2
is such that

P(U > uα/2) = α

2 (from the normal distribution tables).
The above formula assumes that we know the population variance. In practice this is
often not the case and we have to estimate the population variance from the sample.

For this we use the sample variance: s2 =
∑n

i=1(xi − x)2

n− 1 .
If n is big enough (n > 30), the above CI formula remains valid.

Example 11 (Module B, General advice, Lecture 11)
Slide
When performing statistical tests make sure you:

• Explicitly state the null hypothesis, the alternative hypothesis, the alpha value, the
test statistic and the critical value.

• Write a short conclusion of what the result of the test means, e.g. ”therefore we
can reject the null hypothesis and conclude that µ1 6= µ2; i.e. that machine 1 is
performing differently to machine 2.”

• Write things out in detail: much easier to mark.

• Make sure you are aware of the assumptions of the different tests – you might be
asked about this.

• Make sure you understand not just how to do the various tests, but also when they
are appropriate and how to interpret the result/s.

• Show your working.


