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Phased Mission Modelling using Fault Tree Analysis

R A LaBand andJ D Andrews
Department of Systems Engineering, Loughborouglvéssity, Leicestershire, UK

Abstract: Many types of system operate for missions whichnamele up of several phases. For the
complete mission to be a success, the system npestte successfully during each of the phases.
Examples of such systems include an aircraft flightd also many military operations for both aiftcra
and ships. An aircraft mission could be consider®the following phases: taxiing to the runwaygtak
off, climbing to the correct altitude, cruising,stending, landing and taxiing back to the terminal.
Component failures can occur at any point durirgyrthission but their condition may only be critical
for one particular phase. As such it may be thatttansition from one phase to another is thecatiti
event leading to mission failure, the componentufas resulting in the system failure may have
occurred during some previous phase.

This paper describes a means of analysing thebiiglyaof non-repairable systems which undergo
phased missions. Fault Tree Analysis has been asélde method to assess the system performance.
The results of the analysis are the system faiogles in each phase (minimal cut sets), the failure
probability in each phase and the total missiorelisility. To increase the efficiency of the arsdy

the fault trees constructed to represent the sy$t@iore logic are analysed using a modularisation
method. Binary Decision Diagrams (BDD’s) are thempéoyed to quantify the likelihood of failure in
each phase.

Keywords: phased mission$ault tree analysis, binary decision diagrams

1 Introduction

If the success of a mission is reliant upon a setbgectives operating over different time intesalt

may be referred to asRhased MissionDuring the execution of the phases in a misdios,system is
altered such that the logic model, system configumaor system failure characteristics may chatoge
accomplish a different objective. The phases inssion may be expressed in terms of. phase number,
time interval, system configuration, task(s) touralertaken, performance measure(s) of interest, and
maintenance policy. This type of mission can beattarized as a sequence of discrete events require
to complete a task e.g. an aircraft flight phagéepa

In order to identify possible causes of phase arss$ion failure, a method is required to express how
combinations of component failures (basic everas) @ccur during the phases throughout the mission
and cause system failure. These failure events ribguire quantification to enable the likelihoodlan
frequency of mission failure to be determined.



The main techniques that have previously been im@iged for the solution to phased mission
problems are that of Fault Tree Analysis, Markowasis and Simulation. The techniquefaflt tree
analysis (FTA) is a commonly used tool to assessptiobability of failure of industrial systems. $hi
method may be adapted for analysis of systems asimgrof more than one phase, where each phase
depends on a different logic model. Hence the cermy of the modelling is significantly more
difficult than for single phase systems. The faude approach represents the failure logic of ylséem

in an inverted tree structure, and allows for baqlalitative and quantitative system reliability se

to take place. The earliest inspection of the amlgf phased missions was that carried out byyEsar
and Ziehms 1]. This research employed a fault tree method byclvithe mission is split into
consecutive phases whereby each phase perfornecéiesp task. The success of the mission depends
on the performance of the non-repairable componesésl in each phase. The probability of this
success is referred to as tHession Reliability Mission unreliability is defined as the probatyilihat

the system fails to function successfully duringgeast one phase of the mission. An important bl

is to calculate, as efficiently as possible, eitter exact value or bounds for the mission unrgitgb
parameter. Methods to obtain estimates of suchdmare discussed by Burdick et 3. [

Situations may be encountered in phased missidysamghat prevent the assumption of independence
between component failure or repair being madeubh circumstances, methods other than fault tree
analysis must be applied. One such technique isMtr&ov approach 3]. The reliability of a mission
may not be obtained by the simple multiplicatiortted individual phase reliabilities. This is duethe

fact that at the phase change times, the system ocoapy a state that allows both of the involved
phases to function. The phases of the mission vallstatistically dependent and an approach for
solution has been presented by Smotherman and utkrhf] for repairable components. Of the many
considered solutions to phased mission problenmsulation techniques typically offer the greatest
generality in representation, but are also oftenrtiost expensive in computational requirements. The
Markov method offers a combination of flexibility representation and ease of solution but requires
transition rates to be independent of tiBjepnd suffers from a potential explosion in thenier of
state equations for even moderate sized problems.

In some situations, it will be difficult to modelsystem by fault tree or Markov methods. This tgpe
situation will occur if a system is too complexuse deterministic analysis, or if the failure aapair
distributions of a component may not have a condtlure or repair rate. In such circumstances,
simulation may be necessary.

Previous work has concentrated on assessing missiceess. This paper identifies the probability of
failure in each phase. Depending on the phase ttteatfailure occurs, the consequences can be
significantly different. Having calculated the paddility of failure in each phase, the mission
unreliability is simply the sum of the phase fadyprobabilities. In reducing the complexity of the
problem in this way, the efficiency of the appro@&improved. Further improvement can be achieved
by employing modularisation methods and the Bir2egision Diagram (BDD) method. Focus will be
restricted to a system where components are naradye.



2 Previous Fault Tree Methods for Phased Missions

A very simple phased mission problem consistinghoh-repairable components withh B and C
representing component failures in each of the ghasay be used to demonstrate approaches to
phased misison analysis (Figure. 1).

The simple system will enable the features of thpr@aches to be understood without complicated
analysis. During phase 1 which lasts until tim#he success of the mission is dependent upori tieo
three componentd, B,andC. Successful completion of phase 1 means themytten enters phase 2
which requires componer to function between timeg andt,, along with at least one of the
remaining two componen& andC. The final phase requires that only one out ofttinee components
must function between andts for the mission to be accomplished successfully.

Phase 1 Phase 2 Phase 3

A e

b 4 2 5
Figurel Reliability Network of a Simple Phased Mission &ys

Considering the phases as separate systems, thé&réas to represent individual phase failure age
shown in Figure 2. The notation used to represemiponent failure in phaseisA,B,C for
component#\, BandC respectively.

Figure2 Fault Tree Representation of Individual PhaseuFedl



The minimal cut sets for each phase when treatsd@arate systems are:

Phasel Phase Phase3
A A ABC
B BC
C

The method of calculating the reliability of a pedsmission cannot simply be obtained by the
multiplication of the reliabilities of each of thmdividual phases as this involves the false assiomp
that the phases are independent and all compoaents the working state at the beginning of each
phase, and results in an appreciable over-predicticystem reliability.

A method proposed by Esary and Ziehrkifvolves the transformation of a multi-phase nuasto
that of an equivalent single phase mission. Thissformation process involves three stages analys o
concerned with the failure of the mission. It dowesg account for the phase in which failure occurs.
Having expressed the failure causes for each pbgseeparate fault trees as in Figure 2, the
transformation to single phased mission is achidyed

1. Elimination of unnecessary cut sets. If cut setamfearlier phase contain any from a later phase
they may be removed from the first.

For example if the minimal cut sets for epblase in the mission are:

Phasd Phase
AB A
CDE CF

then minimal cut seAB can be removed from phase 1Aafailing in phase 1 means it will still be
failed in phase 2 which will fail the mission. Thieakes the status of componé&ntrelevant.

In the problem shown in figure 2 it means that mial cut sefA can be removed from phase 1.

2. Component failure events in each phase fault treeegplaced by an OR combination of the failure
events for that and all preceding phases. For ebmpmponent failure in phase 2 would be
represented by the OR of the failure of the compbimephase 14;) and in phase 2%) since the
component is non-repairable (see Figure. 3). [Nlwdeeplacement is only performed on phase fault
trees which have the eliminated minimal cut setsoneed].

Figure. 3 Replacement OR combination



3. Each phase failure is combined using an OR tgatepresent overall mission failure (i.e. therdgve
that any phase does not complete successfullys ffansforms the original multi-phase mission
into an equivalent single phase mission as shoviguare. 4.

v

Fa lure in Phase 1 Fa lure in Phase 2

‘C> ‘O@GQG@@@

Figure. 4 Equivalent single phase mission

Failure in Phase 3

This equivalent single phase mission (see Figyrpra@duces different minimal cut sets than would
have resulted from the combination of the individuigase minimal cut sets.

The process of removing cuts sets prior to thetcoctson of fault trees can generally be seen to
produce a simpler failure diagram and problem falysis. However, since cuts sets are removed to
produce this single phase mission, it becomes isplasto calculate individual phase failure
probabilities which would be desirable.

3 Proposed Fault Tree Method for Phased Missions

A new method is proposed which enhances the faadtapproach in the previous section. It will erabl
the probability of failure in each phase to be deteed in addition to the whole mission unreliatyili

For any phase, the method combines the causesa#ssiof previous phases with the causes of failure
for the phase being considered to allow both catalt and quantitative analysis of both phase fiailu
and mission failure.

The event of component failure in phase again represented as the event that the compoaoeld
have failed during any phase up to and includinrgsph System failure in phases represented by the
AND of the success of phasksi-1 and the failure during phasgFigure. 5)
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Phasei fault tree with
each basic event
replaced with an OR
combination of
component failure in
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Failure in Failure in
Phase 1 Phasei-1

Figure. 5 Generalised Phase Failure Fault Tree

Mission unreliability,Q,,s, IS then obtained from

Ques=>.Q ®

whereQ is the failure probability in phaseandn is the total number of phases.

This method allows for the evaluation of individyddase failures, and also accounts for the comditio
where components are known to have functioned éblerthe system to function in previous phases.
However, due to the fact that cut sets are not vehaintil a later stage in the analysis, the faek
can be much more complex and require significamtbye effort to solve.

The failure of a system may occur in many diffenealys. Each unique way is referred to asy/stem
failure mode and involves the failure of either a single comga, or the combination of failures of
multiple components. To determine the minimal &is ©f a phase or mission, either a top-down or a
bottom-up approach is applied to the relevant fande. For any phases after the first phase, the
incorporation of the success of previous phasesistat the fault tree will be non-coherent and not
simply consist of AND and OR gates. NOT logic vk required to represent this success, and the
combinations of basic events that lead to the seoge of the top event are referred toPasne
Implicants

This proposed method may be applied for the sirttplee-phase mission given in Figure 1. The fault
tree to represent the initial phase failure ofrtiission remains identical to the fault tree repnésstgon

of the individual phase failure of phaseshown in Figure 2. Phagefailure can then be shown as the
combination of phasé success and failure in phaaéFigure 6).



Fails during Phase
2

Function through
Phase 1

Failure Conditions
met in Phase 2

Figure6 Phase 2 Failure Fault Tree

Similarly, phase8 failure can be represented as the combinatiorha$¢l and phas@ successes, and
failure in phaseé (Figure 7).

Functions Through Functions Through
Phase 1 Phase 2

Figure?7 Phase 3 Failure Fault Tree

3.1 Fault Tree Modularisation

Fault tree modularisation techniques are helpfuleduce the size of a fault tree to enable prime
implicants to be found more efficiently. These mladigation techniques reduce both memory and time
requirements. A non-coherent extension of a mothaltion technique developed by Riso [6] has been



employed in this work. It repeatedly applies thegst of contraction, factorisation and extraction t
reduce the complexity of the fault tree diagrame phases are identified as:

e Contraction

Subsequent gates of the same type are contracfedntoa single gate. The resulting tree structsre i
then an alternating sequence of OR and AND gates.

e Factorisation

Identification of basic events that always occugether in the same gate type. The combination of
events and gate type is replaced by a complex eMentever, since NOT logic is included in order to
combine phase success and failure means thatsirstidge, the primary basic events that are found to
always occur together in one gate type must haveptaments that always occur together in the
opposite gate type by De Morgans’s laws, e.g.

200(= A+B 2001= AIB
2000= A[B 2001= A+ B

e Extraction

Searches for structures within the tree of the famown in Figure 8 that may be simplified by
extracting an event to a higher level.

Figure8 Extraction Stage of the Modularisation Technique



3.2  Primelmplicantsin Phased Mission Systems

Due to the non-coherent nature of the fault tréles,combinations of basic events that lead to the
occurrence of the top event of any phase failueeeapressed as prime implicants. The notation tsed

represent the failure of componehtin phasei isA. A represents the functioning of componént
throughout phase The notation used to indicate the failure of enponent in phasetoj isA,, i.e.
fails at some time from the start of phase the end of phage

This notation enables us to define a new algebex the phases to manipulate the logic equations.
What is of concern in later phases is the timettmgi.e. phases) during which the component fagu
occur. So if we produce a combination of eventc@nponeni:

A A (A +A)

it means we will only produce the top event beiegedoped ifA fails in phase8 or4i.e. A,, where,
Aa, = da(t, )= [ Fa(clt

f . (t)is the density function of failure times for compoh A

A summary of the new algebraic laws are:

ATA=A

A A =0

A=A

A A =0 (2)
EDAXJ' = A

AALA =A

At+Aant+. A=A

Therefore if two implicant sets contain exactly #ame components where all but one of which occur
over the same time intervals and the other islar&in contiguous phases, the two implicant seag m
be combined with the period of failure for the cament with time discrepancy adjusted, eg:

AB
AiBZ AlBlz




As the components are non-repairable, the everdraponent failure will only be possible over
contiguous phases. This simplification approachetioee allows the prime implicants for the simple
example given in Figure 1 to be expressed as:

Phase 1
Tl = Al + Bl+ Cl
A
Minimal Cut Sets: B,
C:l
Phase 2
T,=ABC(A+ A+ BG+ BC+ BG+ BQ
=AABC+ABCBC
= AZ Bl Cl + A. BZ g
Prime Implicants: é 5.5
AlBZCZ
Phase 3

T3 =ABC ((AA(BB, +C,C,) (A + A + A) (B, +B, +B;) (C, +C, +C;)
= A3B;Cy3 + A;B3Cs

A;B;C,,
A;B,;C,

Prime Implicants:

3.3  Quantification

Having established the prime implicants for eaclasghthey may now be used to quantify the
probability of phase and mission failure.

The unreliability,Q ,for each individual phasas found using a simple inclusion-exclusion expansi
for the prime implicantsC, in the phase,



i

Q=Y PC)-Y> ACn Q)+ +(-D"*RGn Gn--n G)

j=1 j=1 k=1
Therefore the event of phase failure for this sethree-phase mission may be expressed as:
Phasel:  Q=0,+G+¢ - 0,06~ 0 ¢~ ¢ ¢+ ¢ ¢ g
Phase 2:  Q,=q,(1-q)(1-q)+(1-6) 4 G- ¢ G G (3)

Phase 3: Q3:quqB3q$23+q%q323%_ GG q

As the failure of each of the phases produce miyteatlusive causes, the probability of mission
failure may be expressed as a sum of the unratiabibf the individual phases:

Quss =Y Q @

For systems with non-repairable components, theard number of failures per mission is equal to
the mission unreliability.

4 Binary Decision Diagram Analysisfor Phased Missions

A Fault Tree Structure is very efficient to repmsgystem failure logic, however is not an ideahfo
for mathematical analysis. Binary Decision DiagrdBBDs) represent a logic expression and offer
efficient mathematical manipulation, although ivesy difficult to construct directly from the sgsh
definition. For larger fault trees it is more ef#int to convert to a BDD prior to analysis. The @@eh
of performing the quantification process aftertfasnverting the fault tree to a BDD form offers
significant advantages for large complex fault$réiéhis is particularly true of structures whick ar
non-coherent, such as the phase failure fault.trees

Figure 9 shows a Binary Decision Diagram. Pathsuyin the BDD start at the top root node and
terminate at one of two terminal nodes, 1 or Oerwinal one indicates top event occurrence and
terminal zero is top event non-occurrence.

2 Terminal O
Vertex

Terminal 1

Vertex >

Figure9 Binary Decision Diagram



Each node on the diagram corresponds to a basit Evihe fault tree which has to be placed in an
ordering prior to BDD construction. In this case tirdering isA<B<C.

All nodes have two out branchesl Branch corresponds to component failure a@dbeanch
corresponds to a component working state.

Prime implicants are given by events on paths tjindbhe diagram which lead to a termidalertex,
i.e.,

AB

ABC
In this case, by consensus these can be reducekhitoal cut sets:

AB
AC

since this BDD does not represent a non-cohereteisy More details of qualitative BDD analysis can
be found in referencée].

4.1 Construction

A binary decision diagram consists of vertexes wleach vertex has an if-then-else structure asrshow
in Figure 10.

If(X1) then

Consider function f1
else

Consider function f2
endif

Figure 10 A Binary Decision Diagram Vertex
This if-then-else structure is represented in $taord (te) notation as
ite(X1, f1, f2)
To combine two basic events using a logical openaii ,

If J =ite(X, f1, f2)
and H =ite(Y,gl1 92)



fX <Y JOH =ite(X, f1OH, f20 H)

(5)
fX =Y JOH=ite(X, f10 g1, f20 g2)

The basic events in any BDD are represented age(A,1,0)and A= ite{ A0,1) . For phased mission

systems, the BDD is constructed so that each coempas considered in each phase (in phase order)
before the next basic event is taken into account.

4.2  Quantification

Since each path to a termidais disjoint then the exact top event probabi@xact is given by:
Qexact = z p(r;)
i=1
where p(r;) is the probability of théh disjoint path t

Further details of BDD quantification can be foundeference§).

4.3 Example

The simple three-phase mission illustrated in Fegumay be represented in BDD form for each phase
and then quantified. The fault trees for phaseidufie 2), phase 2 (Figure 6) and phase 3 (Figuezer)
first converted to BDDs. These BDDs are shown guFeés 11-13 respectively. Their analysis is
presented below.

In BDD methodology to evaluate the success of a@las opposed to the failurel, & replaced by @
and a0 by a1l for the terminal nodes.



Phase 1
For phase 1, thiée structure represented by the BDD in Figure 11 is:

ite(A, 1, ite(B, ,1,ite(C,,1,0)))

Figurell Phase 1 Failure BDD

Analysis of this BDD gives
Minimal Cut Sets: B,
C:1
Ql =0, +(1- qu)qu +(1- %)(1_ 031) O,
Phase 2

The BDD for failure during phase 2 is given by thkkowing ite structure:

ite(A, 0, ite( A, ite( B 0, it G ,0,1)), it B,0, it€ B, it¢ C,0, ité C,1,0)),0))))



Figure 12 Failure During Phase 2 BDD

For each path to a terminglusing the algebra of events gives,
A A B C B, C

Prime Implicants: EEE Cl_ => i -

AABBCGCG A, B, G

Nodes on a BDD path will represent failure or fumeing of a particular component through different

phases. These must be combined using the algebkeents given earlier prior to evaluating the

probability of the status required of that compdnen

Having considered each component encountered athalhpe probability of the path to the termital

is evaluated as usual by taking the product optiedability of the component status. The phaseril
is then obtained by summing the probability of edisfjoint path.

Q, =0, (1-0g )(1-0c ) +(1-0s — 04, ), A,



Phase 3

The BDD representation for the fault tree reprasgrfailure during phase 3 is:

Figure 13 Failure during Phase 3 BDD

AAABBBGGG AB,C, -
Prime Implicants: A A, A, B B B CC —> ABGC — :Bs és
AAABBCGC AB,C, =

Q=00 %, + 0%, &~ G G Q.

Therefore it can be seen that the unreliabiliteath of the phases as found by the BDD method is
identical to that obtained using fault tree analy&quation 3).

5 Conclusions

1. The accurate assessment of mission unreliability sigstems with non-repairable components
operating over a sequence of phases can be pedarsieg non-coherent fault tree structures.



2. The direct quantification of the fault trees isqguently problematic for even moderate sized
problems due to the size and complexity of theltegulogic functions.

3. Fault tree modularisation methods provide someatsoiu in the size of the problem but not enough
for this alone to offer a practical solution method

4. The use of Binary Decision Diagrams (enhanced towatt for the phased nature of component
failures) to calculate the failure probability ol phase in the mission provides an efficient and
accurate means of evaluating the mission reltgbili
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