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Abstract—To aid an automatic taxiing system for unmanned
aircraft, this paper presents a colour based method for se-
mantic segmentation and image classification in an aerodrome
environment with the intention to use the classification output
to aid navigation and collision avoidance. Based on previous
work, this machine vision system uses semantic segmentation
to interpret the scene. Following an initial superpixel based
segmentation procedure, a colour based Bayesian Network
classifier is trained and used to semantically classify each
segmented cluster. HSV colourspace is adopted as it is close
to the way of human vision perception of the world, and
each channel shows significant differentiation between classes.
Luminance is used to identify surface lines on the taxiway,
which is then fused with colour classification to give improved
classification results. The classification performance of the
proposed colour based classifier is tested in a real aerodrome,
which demonstrates that the proposed method outperforms a
previously developed texture only based method.

Keywords—Unmanned Ground Operations; Semantic Segmen-
tation; Image Segmentation; Superpixel; Colour Classification;
Bayesian Network

I. INTRODUCTION

Although Unmanned Aerial Systems (UASs) are com-
monly associated with their roles in military and defence,
there are also many potential civil applications for UAS.
Unmanned aircraft could bring huge benefits in areas such
as search and rescue, border security, law enforcement, aerial
photography and environmental monitoring. As such, there
is a large drive for UAS to be integrated within the national
airspace system [1] [2].

Small scale UAS will likely be easy to integrate, as they
will operate with minimal interaction with existing airspace
users. However, as civil UAS proliferate, they are likely to
grow larger and become more similar to manned aircraft.
As current large UAS are predominantly military, they are
commonly operated out of segregated aerodromes. However
for civil operations, it would be impractical to operate
ground facilities solely for unmanned aircraft. Therefore, it
is expected that future UAS will operate from existing civil
aerodromes, alongside manned aircraft.

Despite these intentions, current UAS are often lacking
even basic automated capabilities. Without the need to
interact with other users, current UAS generally employ
unconventional taxiing methods, such as manual retrieval,
which are incompatible with civil operations. This current
inability to operate in non-segregated aerodromes repre-
sents a large barrier to bringing UAS into the National
Airspace System (NAS). In addition to operating in new

Fig. 1: Upper picture showing superpixel Oversegmentation
and the lower image showing Final Untrained segmentation
performed on example runway image

environments, future UAS are also likely to operate with
less flight crew. It has previously been identified that there
is a large economic benefit for a single operator to command
multiple UAS, during both ground and air operations [3]. As
directly controlling multiple craft is impossible, a shared-
autonomy approach (Such as Global Positioning System
(GPS) driven taxiing with human collision risk detection) is
also insufficient. Therefore, a great number of robust func-
tions are required. For this work, focus has been placed on
the essential requirements of accurate ownship localisation
and collision risk detection.

This work has been undertaken in conjunction with BAE
systems, who have provided the practical test data used for
validation. As a result, the system proposed in this paper
is constrained by the availability of sensors on the test-
platform. Matching the current BAE UAS hardware, this
work assumes that direct sensing capabilities are limited to a
single forward facing monocular camera. As such, a machine
vision approach is the only feasible method of direct sensing.

A. Machine Vision
For collision risk detection, the forward facing camera

must be used to detect and identify any objects in front of the



UAS. Although a library of potential collision risks could be
assembled for object detection, there would always remain
the possibility of an unexpected object posing a collision
risk. Therefore, a generic collision risk detection method
is more suitable. As aerodromes are designed to minimise
risk to taxiing aircraft, the majority of the environment
will have minimal objects with which to collide. As such,
the camera image will commonly only consist of terrain
features; such as asphalt and grass. If these surfaces types
can be reliably identified within an image, any remaining
regions will therefore not represent terrain and can therefore
be considered a collision risk. Therefore, the purpose of
the machine vision system for this work is to robustly
classify a small number of expected classes. Any remaining
regions within an image which are not classified with a high
confidence can be regarded as a collision risk. (It should be
noted that whist this paper shows methods of robust colour-
based classification, the techniques used to identify collision
risks are detailed in a sister paper [4]).

As any part of the image could represent a collision risk,
a whole-image classification approach is required. This has
been achieved using a process of semantic segmentation,
whereby an image is divided into visible distinct regions
(i.e. segmented) and each region is assigned a high level
semantic classification (e.g. taxiway, surface marking). This
work continues from the initial research conducted in [5]. In
this previous work, a semantic segmentation approach was
implemented, with image texture used as the main feature
for classification. Despite good results, any texture based-
approach is computationally intensive, making real-world
application more difficult. As such, this paper intends to use
the same segmentation method but also seeks to identify
if colour data alone is sufficient as the primary feature for
classification.

The classification process is to be achieved using a
Bayesian Network (BN) approach. BNs provide many ad-
vantages compared to the naı̈ve data fusion approach used
in [5]. For each type of feature used for classification, the
data is original expressed in a function unique to each
data type. BN make use of probability so that incompatible
sources can be fused together to achieve better results.
For this work, Hue-Saturation-Value (HSV) colour data is
used alongside Normalised Relative Luminance (NRL). This
novel implementation is intended to improve the detection
and classification of surface markings.

B. Paper Contents

The remainder of this paper is organised as follows;
section II discusses image segmentation, and how untrained
segmentation is performed using methods explored in a
previous work [5]. Section III explains the proposed HSV
based colour classifier. Section III-B details how luminance
is used to provide yellow and white line detection. Section
IV introduces the BN data fusion method proposed in this
paper, which is followed by a brief introduction to BNs.
Section V gives details on the final image classifying BN,
including the network’s structure, inputs and discretisation.
Section VI compares the performance of the current texture-
only classification method compared to the proposed BN
methodology, using a test set of labelled aerodrome images.

II. IMAGE SEGMENTATION

Modern semantic segmentation techniques commonly at-
tempt to perform both image segmentation and classification
simultaneously. By simply categorising pixels at a small
scale (either individually or in small groups), larger regions
within an image are formed where many neighbouring
pixels share the same class. As the final segmentation is
based directly on classification results, this method is com-
monly referred to as classifier-led-segmentation. Without
the need for separate stages, data is extracted from each
pixel only once, making such techniques highly efficient. As
such, this approach has proven popular, with classifier-led-
segmentation commonly used to rapidly categorise images
for ‘semantic retrieval’. This enables search engines to match
images without requiring manual descriptions of image
contents [6].

Due to the complexity of fusing many different informa-
tion types, non-deterministic approaches, such as Artificial
Neural Network (ANN), are commonly used. A nearly ideal
output for this work was achieved in [7], which made
use of an ANN to generate segmented images for urban
scene recognition, specifically for Self-Driving Car (SDC).
However, regulatory approval of non-deterministic methods
(such as ANN) for aerospace use is unlikely. The use of
non-deterministic systems has already been identified as a
potential barrier to entry for new technology. From [8],

“Existing adaptive/ non-deterministic algorithms have not
been widely applied to safety-critical civil aviation applica-
tions in part because of the lack of a mature process for
designing, implementing, and testing such algorithms.’

As such, non-deterministic methods are difficult to pro-
pose for use on an UAS when there is no certainty that they
could ever be used. Consequently, this work differs from the
majority of modern semantic segmentation techniques as it
only makes use of using deterministic techniques.

In addition, segmentation and classification are undertaken
as separate stages. Prior to ANN becoming common, seman-
tic segmention often made use of distinct segmentation and
classification stages, such as [9]. Rather than use pixel classi-
fication to define regions, segmentation is instead achieved
using basic low-level image features. As prior knowledge
of the image contents has no bearing on the segmentation
results, such methods are commonly known as ‘untrained
segmentation’. Classification can then be applied to each
region individually.

This work continues to use the segmentation approach
outlined in [5]. This is a two-stage process which begins
with an initial ‘superpixel’ clustering. The term ‘superpixel’
refers to a small cluster of pixels, grouped together based on
their colour and spatial distance. Superpixels are becoming
increasingly popular for use in computer vision applications
as they can significantly reduce computational load. As only
very similar pixels are clustered together, the mean data
for a superpixel is highly representative of each pixel it
contains. With every pixel in the original image grouped
into a superpixel, an image with millions of pixels can
be reduced to a meaningful representation of only a few
hundred superpixels. Apply machine vision techniques at
the superpixel level can then produce similar results but far
faster then equivalent pixel-based processes.

As in [5], this work uses Simple Linear Iterative Cluster-
ing (SLIC) to generate superpixels [10]. SLIC is currently



the foremost superpixel generation algorithm, capable of
generating superpixels of regular shape and size, whilst
also minimised colour varience within each superpixel. The
efficiency of the algorithm also makes it very practical, with
a standard desktop computer providing sufficient computa-
tional power for SLIC to process high resolution images in
real time [11]. The upper half of Fig. 1 is an example of
superpixel segmentation achieved using SLIC.

As superpixels are spatial constrained, the end result
is always a significant over-segmentation. This minimises
the risk that any superpixel will constrain more than one
category of object, whilst also ensuring that superpixel
boundaries conform to the boundaries of objects within the
image. However, an over-segmentation also introduces many
borders which have no presence in the original image. For
classification, larger clusters are preferable, as each cluster
has more date available for the classifier. In addition, fewer
regions to classify increases computational speed. Therefore,
the over-segmentation is resolved by a second application of
clustering, grouping superpixels into larger, visually similar
regions.

This secondary clustering is achieved using the Density-
Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm, as outlined in [12]. DBSCAN is a
method of clustering that uses density reachability, so that
dissimilar superpixels can be merged if connected neigh-
bours between them are similar enough to form a path. This
is essential to overcome the effects of distance on large
regions such as taxiways, which introduce colour and texture
gradients proportional to phyiscal distance.

The metric used to compare superpixels is colour distance
within the CIE L*a*b* (CIELAB) colourspace. As the orig-
inal superpixel boundaries formed by SLIC are preserved
during DBSCAN clustering, the final result retains the sharp
resolution required for 3D estimation. Shown in Fig. 1 is an
example of DBSCAN clustering of the super pixels form
Fig. 1. By varying the threshold used by DBSCAN based
on empirically inspected results, each output cluster should
ideally represent a single object or material type. This makes
the scene easier to interpret, as all data within each cluster
can be used during classification.

III. COLOUR CLASSIFICATION

In the previous work undertaken in [5], image texture was
used as the primary feature for region classification. Unlike
colour data, where mean values can effectively represent a
region, texture data is the variance of colour values over
multiple pixels. This necessitates the use of complex feature
descriptors to enable comparisons for classification.

As such, texture data is extremely data intensive. Even the
most simplified results are far more complex than colour,
and are significantly more computationally expensive to
extract. Therefore, this paper seeks to identify if colour
data alone is sufficient for semantic segmentation. Although
[5] did make use of colour data, it was mainly used to
increase classification confidence, or differentiate between
classes with similar texture data. For example, differentiating
between asphalt and painted surface markings is most easily
achieved using colour.

A simplified approach to semantic segmentation is re-
quired. As the intention is to infer collision risks by identi-
fying terrain types, the number of classes is limited to only
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the most common aerodrome features. These are; asphalt,
grass, painted surface markings (red, white and yellow)
and sky. As each of these classes have distinct colours,
they can be differentiated using colour alone. Similarity to
known examples of each class can then provide a measure
of confidence which can be passed to the BN. As multiple
objects can share the same colour, additional information
must be used in the BN to help differentiate objects.

In machine vision, the word ‘colour’ refers to the wide
array of different methods of representing pixel values. As
different representations of colour can make processing far
easier, the rest of this section is divided between conven-
tional segmentation using HSV, and a novel application of
NRL, designed to improve the detection of taxiway surface
markings.

A. Hue, Saturation and Value
For this work, colour classification is primarily achieved

within the HSV colourspace, which is commonly used for
image classification [13]. Unlike Red-Green-Blue (RGB),
HSV is designed to make human interpretation easier,
separating colour data into channels reflecting how human
vision functions. The main benefit is that the image inten-
sity (Value) is separated from the colour information. This
separation allows colour information to be more robust to
changes in lighting. In addition, as Hue is defined within a
single channel, colour distance calculations are very simple.

Rather than use Cartesian co-ordinates, HSV uses a cylin-
drical colour-coordinate system, as shown in Fig. 2. This
allows for intuitive rules to be established for classification.



In practice, the BN classifier processes data from all three
HSV colour channels simultaneously. However, the logic
behind HSV classification is more easily thought of as a
sequential process as shown in Fig. 3.

The ‘first’ channel to process is Value, which represents
distance from black within the cylindrical co-ordinates.
Unlike luminance (which is true distance from black), the
colour primaries (i.e. red, green and blue) and pure white
will all share the same maximum Value, despite primary
blue only being around 10% as bright as pure white. This
is extremely useful, as it provides clear distinction between
dark coloured pixels and black, such as for grass and asphalt.
As all other classes are typically bright in colour, low Value
is considered indicative of asphalt.

The Saturation colour channel denotes the intensity of
colour and is therefore applicable to the classification of
every region which is not identified as black. Colourful
objects have high Saturation values whilst grey objects have
low values. Yellow and red surface markings, and grass were
all expected to be colourful whilst white surface markings
and asphalt were not. To align with testing conditions, sky
was assumed to be grey to reflect the overcast skies typical
of UK weather.

As both Value and Saturation are highly influenced by
light levels and atmospheric conditions, the colour of a single
object will vary dramatically during a single day. Therefore,
it is extremely difficult to define typical levels for each class.
Instead, the tendency of the data to either have high or low
Value and Saturation has been used. For use in the BN,
probability is assigned proportional to the to the distance
from the appropriate end of each colour channel. I.e. regions
with very low Value have a high probability of being asphalt,
while regions with high Value have an equal probability of
being any other class. The only class which does not use
Value during classification is ‘Red surface markings’, as the
Value range has been found to be too great to be meaningful.

The final colour channel is Hue, which is used to differ-
entiate regions with high Saturation and Value. Only surface
markings (red and yellow) and grass use Hue during classi-
fication. As Hue represents the angular position within the
cylindrical colourspace, confidence is derived using angular
distance from known hue values for each class. As human
perception of colour varies with only slight changes in
Hue, upper and lower threshold limits are imposed to judge
whether Hue criteria had been met, rather than distance
from a singular value. This distance is then converted into
probability through a Gaussian Probability Density Function
(PDF) for use in the BN.

B. Surface Marking Detection

As relatively few classes have been selected, the majority
of classes can be differentiated using just the simplistic HSV
approach outlined above. However, low saturation classes
(i.e. ‘grey’) are more difficult. If the BN classification were
to be performed using the above data alone, it would be
difficult to differentiate between asphalt, white surface mark-
ings and sky. Therefore, additional information is required to
differentiate between them. As sky clusters are constrained
in terms of position (i.e. they always appear above the
horizon line), they are the simplest to classify. For this work,
an horizon detection algorithm is used and high-Value low-

Saturation regions which appear wholly above the horizon
are considered to be sky.

Differentiating between white surface markings and as-
phalt is more complex, as the perceived intensity of colours
is always influenced by other colours within the same scene.
In low light, the white surface markings may be less bright
than the asphalt in direct sunlight. It is only when they
are compared to neighbouring clusters that their brightness
becomes apparent. Therefore, comparison between pixel
clusters is the easiest way to differentiate between them.
Although relative Value could be used, as aforementioned,
the Value channel is not a direct assessment of brightness,
but simply the distance of each colour from black. As such,
regions of the image which are perceptually very bright
will not be well represented, as they will be similar in
Value to any region of pure colour. As surface markings are
often worn, an extremely sensitive measure of brightness is
required.

The intensity of light is commonly referred to as Lumi-
nance. As image data is used, automatic white-balancing
and aperture effects prevent the actual luminance value from
being used. Instead, relative luminance of all pixels within
the image is more common. As clusters of sky pixels will
always be brighter than ground pixels [14], the relative
luminance within an image is typically based on the sky.
As both asphalt and surface markings are found on the
ground, this work suggests the approach of using the horizon
detection algorithm to redefine the maximum brightness.

The perceived difference between surface markings and
asphalt is increased by re-normalising the luminance values
within the image, relative to the maximum luminance of
any region on the ground. This new image, which we refer
to as NRL, then represents a fairly consistent measure of
the brightness of pixels on the ground. A benefit of this
approach is that as NRL strongly emphasises what appears
bright to human eyes, it is also highly effective in detecting
yellow surface markings. Relative luminance can be derived
from RGB colourspace using Eq. 1, where R, G and B are
the respective mean pixel values in each colour channel per
cluster, and Y is the relative luminosity of each cluster/

Yi = 0.2126Ri + 0.7152Gi + 0.0722Bi (1)

NRL can then be calculated using Eq. 2.

NRLi =
Yi

Ymax
(2)

As relative luminance is highly sensitive to hue, atmo-
spheric effects can have a large influence in the effectiveness
of NRL over great distance. This can be mitigated by com-
bining cluster luminance information with cluster distance
to camera information, and is explained in greater detail in
section V-B .

IV. BAYESIAN NETWORK AND DATA FUSION

For classification, a technique is required that enables
the fusion of metrics which are not directly comparable.
From the HSV and surface marking classifiers previously
described, discrete class, continuous NRL and realworld-
distance estimates must all be combined to produce a final
classification. For this work, the decision has been made to
use Bayesian Networks (BNs), which are commonly used



to represent knowledge and reasoning under uncertainty.
They are built around a probabilistic graphical model, which
represents a set of random variables and their conditional
dependencies. As such, BNs can provide comparisons using
any types of data, provided the result can be expressed in
terms of probability.

In addition to a discrete class estimate, the final output
from a BN includes a probability for each cluster. As this
final value incorporates all previous information, a simple
threshold can be applied below which all clusters are simply
considered unknowns, and therefore potential collision risks.
This provides a simplistic method of tuning the classifier,
should a higher degree of confidence be required.

The use of BN for semantic segmentation is well estab-
lished. However, the majority of approaches use BN within
a classifier-led-segmentation effort (such as [15] and [16]),
rather than the independent classification stage used here.

A. Data Discretisation
As a discrete BN implementation is used, the input

variables require discretisation before use. Due to HSV data
being stored using 8-bit integers, it is already discretised.
However, the 16 million potential combinations are far too
numerous to be of use. Instead, each of the colour channels
is discretised into far larger bands. As Hue represents the
angular position within the cylindrical colourspace, it is
discretised in to 24 discrete states for 0 - 360◦ in 15◦

increments. Both Saturation and Value are simply assigned
10 states, in increments of 0.1 between 0 and 1. As Hue and
Saturation are difficult to perceive at low Value, a further
simplification is made that all colours below 10% Value are
considered black. This produces a colourspace with 2161
discrete colours in total. An image converted to show these
discrete colours is shown in Fig. 5

TABLE 1: Relative NRL discrete states

NRL states
High NRLi > 0.77
Medium 0.65 < NRLi < 0.77
Low NRLi < 0.65

NRL values are discretised differently. Rather than use
uniform bands, the NRL data is divided in to three states
High, Medium and Low. The thresholds for each state
have been determined empirically, to best capture the results.
Obvious surface markings are captured within the High
state, worn and faded lines are captured within the Medium
state and all other clusters are assigned the Low state. The
values used for this work are shown in Table 1, having
been determined empirically from test images. Dist is the
discritesed distance of the cluster from the camera, which
can have the states Close, Mid and Far, the use for this
will be explained in the next section.

V. BAYESIAN NETWORK STRUCTURE

There are three parts to a Bayesian network; a Directed
Acyclic Graph (DAG), a Conditional Probability Distribu-
tion (CPD) for each node on the DAG, and an inference
engine used to solve the network.

The DAG for the proposed BN is shown in the lower
part of Fig. 4. The BN consists of two sub-networks; one

for HSV colour classification and another for surface line
detection. Each sub-network provides information to the
final Class estimation node, which fuses the data together.
The network is individually applied to each cluster produced
during the segmentation phase, with the input variables
(Dist, NRL, H , S and V ) extracted directly from each
cluster. The final output is a probability of the cluster be-
longing to each class, with the highest probability indicating
the most likely class. This is summarised in Eq. 3, where ci

is the class assigned to cluster i.

ci = arg max
Classi

P (Classi|Hi, Si, Vi, Disti, NRLi) (3)

In order to complete the network, the CPDs need to be
determined. For each node, the CPD states the marginal
probability of a each variable with respect to the other
variables within that node. Where suitable, parameter es-
timation techniques have been used to calculate the CPDs.
For example, despite the significant decrease from 16 million
to 2161 colours for HSV colour classification, there are still
far too many discrete colours for manual conversion.

Parameter estimation is common in BN design. Unlike
the intuitive network structure, some numerical parameters
are harder to elicit from human experts. To this end, in
literature a number of methods have been developed to
estimate the parameters for both complete and non-complete
data. As this BN is not overly complex and has complete
data, it is possible to provide manual classification for every
cluster in the training set. This allows Maximum Likelihood
Estimation (MLE) parameter estimation to be used. MLE
selects the set of values of the model parameters that maxi-
mizes its likelihood function. MLE parameter estimation has
been used previously for image classification, and has been
demonstrated to improve performance in skin detection [17].
The application of MLE to Bayesian networks is explained
in detail in [18].

In order to minimise complexity, each CPD is trained
within it’s sub-network, reducing the number of examples
required for each training set. The final class estimate CPD
has been manually filled out, as it fuses the two sub-networks
using logic that can be easily applied by an expert. Table 2
contains the CPD for the final node, Class, showing exactly
how the fusion is performed.

When the HSV colour classifier indicates the
Colourclass is a neither white nor yellow surface
markings, and Line is F (false) the probability of the final
Class being that colour class is 1. However if line is T
(True) then the probability of it being one of those non-line
classes is reduced to 0.1 and there is a probability of it
being a white or yellow line of 0.45 each. In a similar
way, If the colour class is either a white or yellow line and
Line is true then the probability is 1. If Line is F then
this probability is reduced to 0.1, and then all other classes
will have an equal 0.225 probability. The 0.1 probability
for both cases is to say that even though the line classifier
contradicts what the colour classifier is saying, there still
is a chance the line estimation is incorrect. As it is only
0.1 this shows that there is a great deal of confidence in
the line estimate over the colour classifier, which is due to
NRL being a very robust identifier.
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Fig. 4: Full Bayesian Network

TABLE 2: Class CPD P (Class|ColourClass, Line)

Colour Class Line Asphalt Grass Sky White Yellow Red
Asphalt T 0.1 0 0 0.45 0.45 0
Grass T 0 0.1 0 0.45 0.45 0
Sky T 0 0 0.1 0.45 0.45 0

White T 0 0 0 1 0 0
Yellow T 0 0 0 0 1 0

Red T 0 0 0 0 0 1
Asphalt F 1 0 0 0 0 0
Grass F 0 1 0 0 0 0
Sky F 0 0 1 0 0 0

White F 0.225 0.225 0.225 0.1 0 0.225
Yellow F 0.225 0.225 0.225 0 0.1 0.225

Red F 0 0 0 0 0 1

A. Bayesian Colour Classification

The HSV sub-network based on HSV colour is shown
on the left side of Fig. 4. The six possible classes are
represented by individual nodes, for which MLE has been
used to train the CPDs. Each node has two discrete states:
true (T ) and false (F ). As discussed in Section III-A, every
colour channel may not be useful for every class. Therefore,
the edges indicate which classes are conditioned using Hue,
Saturation and/or Value.

The node colourclass is a hidden node which simply
combines the individual true/false probabilities into a single
node. This simplifies the network, making it easier to ob-
serve the output of the colour classifier, as all classes can
be compared in a single node. In addition, this also makes
the CPD of the final class estimate node much simpler, as
it will have only a single parent.

An example of the classifier output is shown in
Fig. 5. In this figure, the top image shows a typical
aerodrome scene which has undergone discretisation
in HSV. The class probabilities of each cluster are
calculated from P (Colourclass|H,S, V ). This is
the marginal probability distribution of Colourclass
with H,S, V entered as evidence. As before

Fig. 5: Discretised HSV colour image and subsequent
Bayesian network colour classifier output

ci = argmaxColourClassi P (ColourClassi|Hi, Si, Vi)
is the chosen class for that cluster. The lower half of Fig. 5
depicts the classifier output.

Using only the HSV colour classifier, the percentage of
correctly classified pixels for the example image is 95.6 %.
From Fig. 5 it can be clearly seen that the largest source of
error is the misclassification of white surface markings as
sky. This is due to the two classes sharing the same discrete
colour and performing classification without any additional
context. A more detailed discussion on this misclassification
is presented in Section VI-A, referring specific to ‘cluster
261’, as labelled in Fig. 5.
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B. Normalised Relative Luminance Line Detection
The second sub-network is specifically intended to pro-

vide an additional probability of a cluster being either
a white or yellow surface marking. This sub network is
shown on the right side of Fig. 4, with the variable Line
representing this probability. As with the discrete classes
within the HSV sub-netowrk, Line has two states, true (T )
and false (F ).

As mentioned in Section III-B, atmospheric effect can af-
fects NRL over distance. On clear days, Rayleigh scattering
scatters blue light more than red, lowering the NRL values of
objects in the distance. Conversely, on overcast/rainy days,
the presence of water droplets in the air scatters all light
wavelengths equally. As such, all colour channels increase,
with objects in the distance tending to have a higher NRL
value. As the test footage used for this paper was taken on a
wet, overcast data, NRL values increase at extreme distance.
As a results, classes which would have Low NRL states in
the foreground gain Medium or High states when far from
the camera.

A different example image in Fig. 7a shows the NRL val-
ues for each cluster, clearly indicating the suitbility of NRL
for surface marking detection. This figure also shows the
atmospheric effects created by rain, as the areas highlighted
with red circles have high NRL values despite being grass
and asphalt. To mitigate these atmospheric effects, clusters
in the distance that have a higher NRL values need to be
given a much lower probability of being a line. This is easily
achieved using the BN structure shown in Fig. 4, where
cluster NRL and cluster distance from camera (Dist) are
combined together.

As only distant clusters are affected significantly, precise
distance estimation is not required. Therefore, for simplicity
of concept, distance to cluster is approximated using the
pinhole camera model. For any point captured by a pinhole
camera, similar triangles can be used to map between the
3D position of the point P (X,Y, Z), and the position of the
point within the image Pc(u, v) as shown in Fig. 6. Given
the focal length f and the height of the camera above the
ground Ycamera. The ground position X and Z to the base
of the cluster is calculated below. Using simple trigonometry
the ground distance Dc to the cluster can be calculated.

Z =
f.Ycamera

v

X =
u.Ycamera

v

(4)

To be used within the BN, cluster distance must be
discretised. This is achieved in a similar way to NRL, with

Dist discretised in to three states: Close, Mid and Far, as
shown in Table 3.

For the same example image as in Fig. 7a the discrete
states for each cluster are displayed in Fig. 7b. In ellipse
1, there are several distant clusters which have high NRL
values due to the weather. By introducing distance, these
clusters are in the Far state, and therefore will no longer
have any chance of being misclassified as a line.

Ellipse 2 demonstrates a more difficult result, as the
clusters have similar NRL values to actual surface markings
at the same distance. Therefore, a Mid state simply reduces
the probability of being a line. As actual lines generally have
far higher NRL values, this is seen as an effective solution.
The CPD of the Line node is compiled to represent these
relationships and is shown in Table 4.

TABLE 3: Dist discrete states

Dist states
Close Dc < 20m
Mid 20m < Dc < 55m
Far Dc > 55m

Fig. 8 depicts the final probabilities of clusters being
considered surface markings, based on the sub-network
alone. Actual surface markings are clearly well defined.
Although some non-surface marking clusters have none-zero
probabilities of being a line, the actual probability remains
low at 0.25 which will not affect the final classification
unduly.

VI. RESULTS

In order to evaluate the proposed methods, a specific aero-
drome data set has been created. Video footage and avionics
data has been collected during mock-taxiing performed at
Walney Island Airport (WIA), in the UK. For semantic seg-
mentation, several hundred video frames underwent manual
segmentation and classification, to produce data for training
and validation.

The data-set scenario provides a realistic and visually
challenging scene, due to the effects of weather and the
aerodrome itself. The data set was created over several days,
during a period of inclement weather. This directly influ-
ences image contents, with many puddles and rain present
within the test images. The overcast skies also affect the
images as a whole, with poor lighting conditions reducing
the Saturation and making classification more difficult. In
addition, the taxiway surface at WIA is aged and worn,
with inconsistent surface colours where repairs have been
made. Both asphalt and surface markings vary dramatically
throughout the test footage.

The overall classification results have been created using
20 images captured from WIA but not used for training.

TABLE 4: Line CPD P (Line|NRL, Dist)

NRL state Dist state True False
Low Close 0 1

Medium Close 0.75 0.25
High Close 0.9 0.1
Low Mid 0 1

Medium Mid 0.55 0.45
High Mid 0.8 0.2
Low Far 0 1

Medium Far 0.2 0.8
High Far 0.6 0.4



(a) Normalised Relative Luminance

(b) Discrete cluster distance

Fig. 7: Example of an aerodrome taxiway image, processed
for NRL and distance

Fig. 8: Example of an aerodrome taxiway image white or
yellow line probability

The success of the semantic segmentation approach is judged
through comparison to manual classification of the same im-
ages. Assuming the manual classification to represent ground
truth, the output is assessed for both total classification
accuracy, as well as the accuracy of each individual class.
A further comparison is made to the previous texture-based
classification methods used in [5].

A. Example Cluster

To illustrate the results of using the full BN, the same
example image that was previously classified using HSV
colour alone has been reclassified using the full BN and
is shown in Fig. 9. This single image demonstrates the
improvement in results, however there still remain a small
number of misclassified clusters which are shown in purple.

To demonstrate each element of the classification process,
a particular cluster has been chosen from the example image
to be tracked throughout. This cluster, labelled ’cluster 261’

Fig. 9: final classification of test image showing segmenta-
tion, misclassifications and unknown clusters
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Fig. 10: The full Bayesian Network with evidence entered
for cluster 261, with marginal distributions for all hidden
nodes, and line probability

in both Fig. 5 and Fig. 9, was originally misclassified as
sky by the HSV colour classifier. Fig. 10 depicts the full
Bayesian Network with evidence entered for cluster 261,
with marginal distributions for all hidden nodes displayed.
After the evidence is entered for H , S and V these nodes
calculate the individual probabilities of the cluster being
each class. The individual class nodes are then recombined
to give the posterior marginal distribution for ColourClass,
which is shown in the first column of Table 5.

It can be seen that when using HSV colour classification
alone, Sky is the winning classification, with a probability
of 0.567. By comparison, WhiteLine only has a probability
0.369. This is the result of the overcast sky clusters being
discretised into the similar bands for Saturation and Value.
In this image, cluster 261 has an S state of 1 and a V state
of 9, compared to the main sky cluster, which has a S state
of 2 and a V state of 9. Despite the difference in Hue values
between the two clusters (H state for cluster 261 is 4, H
state for the sky cluster is 8) at low Saturation levels the
Hue value is almost arbritary within HSV and should not be
used for classification.

Moving outside of the HSV colour sub-network, cluster
261 has a high NRL value of 0.85 which equates to a discrete
NRL state of High. As the cluster is only approximately
3 metres from the camera (Dist state Close), there will be
no atmospheric effects that must be mitigated. As clusters
above the horizon are always given a zero value, high NRL
is considered strongly indicative of surface markings. From
the CPD for Line in Table 4, the probability that cluster 261
is a surface marking receives a high value of 0.9. Therefore,
despite misclassification using HSV data alone, the inclusion
of NRL in Class increases the probability of cluster 261
being a white surface marking to to 0.542, which is therefore



TABLE 5: Marginal posterior distribution for Class and
ColourClass for cluster 261

Class Colour Class Class
Asphalt 0.0159 0.0051
Grass 0.0159 0.0051
Sky 0.567 0.125

White Line 0.3694 0.542
Yellow Line 0.0159 0.3177

Red Line 0.0159 0.0051

TABLE 6: Percentage error for Bayesian network classifier
and colour classifier compared to texture only classifiers,
using the test set

Classifier Mean % pixel misclassification Mean % cluster misclassification
BN 2.18 % 15.341 %

Colour 2.76 % 24.34 %
LBP 6.29 % 52.81 %
MR8 5.12 % 57.67 %

the correct winning class. The marginal posterior distribution
for Class is shown in Table 5.

B. Classification Accuracy
For comparison, the previous texture classification meth-

ods used in [5] have been applied to the same data set, using
both Maximum Response Filters (MR8) and Local Binary
Pattern (LBP) texture descriptors. As this previous method
has been shown to give performance adequate for navigation
or obstacle detection, this will be used as a comparison for
performance when using colour data alone.

The average percentage error for the test set is presented
in Table 6, comparing the previous texture based approach
against the BN classifier at both a pixel and cluster level. An
obvious issue with the texture based classification method
is indicated by the large difference between pixel-level error
and cluster-level error. This is to be expected, as the size of
feature descriptors used in texture based classification often
result in the misclassification of small clusters. As colour
information is entirely constrained by the boundaries of each
cluster, this same issue is not present in the BN classifier.
In fact, despite using less data, the BN approach shows a
performance increase over the texture classifier. As expected,
this is especially true for small clusters, as can be seen from
a 4% improvement at the pixel level, but a more significant
40% improvement in cluster classification.

The benefits of including NRL are also apparent. Despite
the colour classifier sub-network (ColourClass) performing
better than the final result of the texture based method,
further improvement is made when NRL data is included.
Through data fusion, the performance of the full BN is
increased by 0.6% per pixel and by 9% per cluster.

It is also useful to compare the classification for individual
classes. The breakdown for the LBP, MR8 and BN classifiers
are shown in Tables. 7, 8 and 9 respectively. Each row rep-
resents the percentage breakdown of the original manually
classified class, in terms of the automated segmentation and
classification results. The highlighted diagonals represent
correct classifications.

Distinguishing between surface markings on texture alone
is shown to be significantly difficult, with White and Yellow
surface markings often miss-classifying as each other. In
addition, red surface marking classification is also very poor
for both MR8 and LBP due to the asphalt and red surface
texture being very similar.

TABLE 7: Percentage breakdown of LBP Texture only
classier of test set
aaaaa

Man Auto Asphalt Grass Sky White Yellow Red

Asphalt 95.5 2.7 1.3 0.4 0.1 .003
Grass 3.5 94.5 0 1.8 0.3 0
Sky 0.4 0.6 98.9 0.01 0.01 0
White 4.2 1.7 0 86.5 7.6 0
Yellow 5.4 1.7 0 17.0 76.0 0
Red 86.5 11.2 0 2.0 0.1 0.1

TABLE 8: Percentage breakdown of MR8 Texture only
classier of test set
aaaaa

Man
Auto Asphalt Grass Sky White Yellow Red

Asphalt 99.0 0.5 0 0.2 0.3 .01
Grass 10.1 87.9 0 1.0 0.9 0
Sky 0 0 98.9 1.1 0 0
White 3.5 .03 0 77.3 19.2 0
Yellow 2.5 0 0 2.1 95.3 0
Red 86.5 0 0 0.8 0.9 9.4

Looking at Table 9 it can be seen that using HSV
colour and NRL dramatically improves the classification
accuracy; increasing correct classification for white, yellow
and red surface markings to 99.06%, 92.93% and 97.98%
respectively. The biggest remaining error is yellow surface
markings misclassified as asphalt for 5.19 % of the pixels.
This is a result of worn yellow surface markings having
NRL values to low to correct the misclassification from HSV
alone.

The Texture only classifiers distinguishes between asphalt
and other classes well, with MR8 performing better at 98.9
% compared to 95.5 % for LBP. As the colour classifier only
uses H and V to classify asphalt, combining them together
in the BN has yielded similar performance at 98.13 %.

As sky typically represents the largest region in each
image, it usually has the most information available and
therefore has the best correct classification at around 98.9%,
for both MR8 and LBP. However small patches of sky,
especially those close the horizon, are still affected by
the effects of large texture descriptors. As sky is easily
distinguishable by colour, these incorrect sky classifications
have been completely removed as the BN classifies 100 %
of them correctly in Table 9.

The only results which are possibly misleading are related
to the detection of grass. In terms of both colour and texture,
grass is less consistent than the other classes, with varying
blade length and different grass breeds. As such, the texture
only performance is not as favourable, at 94.4% for LBP
and 87.9% for MR8, compared to the results of the BN
classifier at 98.2%. However, as the moisture and chloroform
levels within grass determine it’s colour, seasonal colour
variation is likely to be greatly than texture change. This
is not reflected in these results, as both training and testing
days were sampled over the course of a few days.

VII. CONCLUSIONS

In this paper we have presented a method for semantically
segmenting images, primarily using HSV colour and a novel
implementation of NRL. This is intended to enable auto-
mated taxiing of UAS at non-segregated aerodromes, where
the segmented images will enable both visual navigation
and collision risk detection. A probabilistic BN was used



TABLE 9: Percentage breakdown of Bayesian network
classier of test set
aaaaa

Man Auto Asphalt Grass Sky White Yellow Red

Asphalt 98.13 1.32 0.02 0.50 0.00 0.02
Grass 1.74 98.20 0.00 0.01 0.04 0.01
Sky 0.00 0.00 100.00 0.00 0.00 0.00
White 0.42 0.00 0.01 99.06 0.11 0.41
Yellow 0.17 1.46 0.25 5.19 92.93 0.00
Red 1.90 0.11 0.00 0.01 0.00 97.98

to fuse both HSV and NRL to give an accurate estimate
of each clusters class. This probabilistic approach enables
fusing data which are normally are incompatible, as well as
enabling parameter estimation from training data.

By using HSV colourspace for colour classification, dif-
ferent channels can be used on individual classes to better
represent their particular colour features. This makes the
classification more robust to changes in light or weather
conditions. By training the parameters of some of the CPDs
of the BN, compiling the network in not only much faster
but also includes the ability to tailor the classifier to the
particular imaging device, or even the specific aerodrome.

The novel idea of using NRL for surface marking detec-
tion is shown to effectively differentiate both yellow and
white lines from other aerodrome features. By combining
this results with the HSV classification, this method has been
shown to improve the classification performance from the
texture only classifiers by 5 % per pixel and by a large 40
% per cluster.

Going forwards, there are many extensions that could
be performed on this work. As the BN graph structure is
intuitive and easily extensible, the texture classifiers could
be added to the BN as another source of information.
Lighting conditions could be considered by adding time of
day variable to the network, and trained with a larger data
set with time information.
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