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Abstract

Full-coverage or effusion cooling is commonly used in the thermal manage-

ment of gas turbine combustion systems. The combustor environment is

characterised by highly turbulent free-stream conditions and relatively large

turbulent length scales. This turbulent flow field is predominantly created

by the upstream fuel injector for lean burn systems. In rich burn systems the

turbulent flow field is augmented further by the addition of dilution ports.

The available evidence suggests that large energetic eddies interact strongly

with the injected coolant fluid and may have a significant impact on the film-

cooling performance. The desire to create compact low-emission combustion

systems with improved specific fuel consumption, has given rise to a desire to

reduce the quantity of air used in wall cooling, and has led to the need for im-

proved cooling correlations and validated computational methods. In order

to establish a greater understanding of effusion cooling under conditions of

very high free-stream turbulence, a new laboratory test facility has been cre-

ated that is capable of simulating representative combustor flow conditions,

and that allows for a systematic investigation of cooling performance over

a range of free-stream turbulence conditions (up to 25% intensity, integral

length scale-to-coolant hole diameter ratios of 26) and coolant to mainstream
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density ratios ( ρc
ρ∞
≈ 2).

This thesis describes this new test facility, including the method for gen-

erating combustor relevant flow conditions. The hot side film cooling perfor-

mance of cylindrical and fanned hole effusion has been evaluated in terms of

adiabatic film-cooling effectiveness and normalised heat transfer coefficient

(HTC) and heat flux reduction (HFR). Infrared thermography was employed

to produce spatial resolved surface temperature distributions of the effusion

surface. The analysis of this data is supported by fluid temperature field

measurements. The interpretation of the data has established the impact of

turbulence intensity, integral length scale and density ratio on the mixing pro-

cesses between free-stream and coolant flows. Elevated levels of free-stream

turbulence increase the rate of mixing and degrade the cooling effectiveness

at low blowing ratios whereas at high blowing ratios, where the coolant de-

taches from the surface, a modest increase has been observed under certain

conditions; this is due to the turbulent transport of the detached coolant

fluid back towards the wall.

For angled cylindrical hole injection the impact of density ratio as an

independent parameter was found to be relatively weak. Adiabatic effective-

ness data gathered at DR’s of 1 - 1.4 scaled reasonable well when plotted

against momentum flux ratio. This suggests data collected at low DR’s can

be scaled to engine representative DR’s. The investigation of shaped cooling

holes found fanned effusion has the potential to dramatically improve film

effectiveness. The diffusion of the flow through a fanned exit prevented jet
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detachment at blowing ratios up to 5, increasing spatially averaged effective-

ness by 89%.
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Chapter 1

Introduction

Effusion cooling schemes are used extensively in the thermal management

of gas turbine combustor liners. The basic function of an effusion scheme

is to deliver cool combustor bypass flow through an array of effusion holes.

This cool air then creates a protective film on the combustor liner. In the

design of such a system, it would be important to understand the impact

of; free-stream turbulence conditions, integral length scale, coolant to main-

stream density ratios and blowing ratio (ie. wall/system pressure drop). The

following chapter provides an overview of film cooling in the context of gas

turbines.
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1.1 Historical overview

The history of the gas turbine can be traced back to Hero of Alexandria who

in the first century AD demonstrated a device he named the Aeolipile. This

device was the first example of a steam reaction turbine and consisted of a

rotational ball driven with steam propulsion. While the device had no real

practical use it demonstrated the ability to generate thrust by accelerating

hot gas through a nozzle. The first foundation for the modern gas turbine is

credited to the English coal master and inventor John Barber who took out a

patent in 1791 (patent no. 1833 Obtaining and Applying Motive Power, & c.

A Method of Rising Inflammable Air for the Purposes of Procuring Motion,

and Facilitating Metallurgical Operations). The machine contained all of

the major components associated with a gas turbine engine, Fig 1.1 shows

the sketch from Barbers patent. The principle of the design was to deliver

compressed air and fuel from reciprocating gas compressor into a combustion

chamber. The resulting hot gases were then passed through a nozzle onto a

turbine wheel. While the design concept was sound, materials of the day were

inadequate for construction and operation. It wasn’t until the 20th century

that engineers were able to fully realise this concept into something useful.

The application of gas turbines for propulsion began in the 1930’s with the

first patent for a turbojet engine being submitted in January 1930 by Frank

Whittle. The first succesful test of the engine was performed in April 1937.

Independently, Hans von Ohain had started similar work in Germany 1935.

Ohain and Ernst Heinkel worked together to produce the first jet plane,

Heinkel He 178. The experimental plane flew on the 27th of August 1939

2



powered by the He.S3B with a maximum thrust of 1,000lbs. From these

pioneering gas turbine engines, thrust levels have increased dramatically.

Today, civil gas turbines such as the Rolls Royce Trent XWB (See Fig 1.2)

produce thrust levels in excess of 72,000lbs with turbine inlet temperatures

approaching 2000K.

Figure 1.1: Sketch from John Barbers Patent

Figure 1.2: Rolls Royce Trent XWB

3



1.2 Gas Turbine cooling

In its most fundamental form the gas turbine can be best described by the

Brayton cycle. The Brayton power cycle represents the ideal turbine power

cycle see Fig 1.3. It is composed of four processes: isentropic compression,

constant-pressure heat addition, isentropic expansion and constant-pressure

heat rejection. In the ideal cycle, there are no pressure losses in the combus-

tion chamber and exhausting ducts. The working fluid is considered calori-

cally perfect gas. For this ideal cycle the thermal efficiency and net work can

be calculated as a function of the pressure ratio and temperature ratio:

ηT = 1− T4 − T1

T3 − T2

= 1−
(

1

PR

)(γ−1)/γ

(1.1)

The efficiency of the cycle depends only on the pressure ratio and the

type of gas. The highest temperature in the cycle occurs at the end of the

combustion process (T3), and it is limited by the maximum temperature the

turbine blades can withstand. This temperature also limits the pressure ratio

that can be used in the cycle. Therefore, the trend over the years is to develop

engines with increasing OPR as shown in Figure 1.4. This relentless drive

towards increased OPR’s inevitably leads to high turbine entry temperatures

(TET’s). In modern gas turbines, temperatures of 2000K+ can be present at

the first set of nozzle guide vanes, with flame temperatures in the combustion

chamber significantly higher. The temperatures in these regions are well

in excess of the material melting points used to construct the turbines and

combustion chambers. Therefore, turbine blades, vanes, discs and combustor

liners all require some form of cooling.
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Figure 1.3: Simple gas turbine cycle

The coolant comes in the form of compressed air from the compressor

stage of the engine. Since this extraction of air plays no part in the thermo-

dynamic cycle, it results in a reduction in the cycle efficiency. Even with this

reduced efficiency, the historical trends in turbofan engine design have con-

tinually pushed for increases in turbine entry temperature, overall pressure

ratio and bypass ratio in order to improve both the thermal and propulsive
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efficiencies. Coolant requirements in the combustion liner have been squeezed

further as engine designers continue to develop lean burn combustor technol-

ogy, which reduces the amount of available coolant, as a greater fraction of

engine core air is passed through the injector. The primary advantage of

this type of system is reduced flame temperatures and hot spots which can

significantly reduce the amount of NOx formation. These design trends have

the potential to drastically reduce the product life of combustor liners with-

out carefully designed cooling schemes. Early cooling schemes utilised slots

to generate a cool film of air on the liner surface. More recent designs use

effusion cooling schemes which allow for a greater control of wall temperature

and utilise coolant more efficiently.

Figure 1.4: Pressure ratio trend for civil aero engines [2]
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Typical effusion cooling schemes use multiple patterns of small diameter

holes (φ0.7mm engine scale) which are laser drilled through the liner wall

at shallow angles (of the order 20◦). An example of this type of effusion

array is shown in Fig 1.5(a). The effusion array generates a layer of cooling

flow on the combustor liner to isolate the component from the hot gases,

therefore it is desirable to have high mass flow with little mixing. There is

also a significant cooling effect from the holes themselves as heat is removed

by the passage of coolant inside the holes [3]. In general terms all cooling

schemes have a negative impact on specific fuel consumption (sfc) as cooling

air does not contribute to the thermodynamic cycle. Effusion cooling also

requires thicker liner walls when compared with traditional slot cooling to

cope with the buckling load created by the pressure differential across the

liner wall. This increase is typically around 20% [4]. An example of effusion

cooling applied to an industrial combustor liner is shown in Figure 1.5(b).

The behavior of film cooling arrangements is complicated by the particu-

lar free-stream conditions that are usually present, namely highly turbulent

swirling flows, and the presence of relatively large diameter dilution jets.

In general, for a particular wall geometry, the film-cooling situation can be

characterised by the coolant and free-stream flow conditions: velocity ratio,

density ratio, Reynolds number and turbulence level. An understanding of

these parameters enables cooling strategies to be tailored to specific regions

in the combustor liner.
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(a)

(b)

Figure 1.5: (a) Typical plain hole angled effusion array; (b) Wall temperature

distribution with and without effusion cooling
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1.3 Theory of heat transfer over a flat plate

Heat transfer by convection is the mode of energy transfer between a solid

surface and the adjacent liquid or gas and it involves the combined effects of

conduction and fluid motion [5]. For a simple case of boundary layer flow

over a flat surface, velocity and temperature distribution would be similar to

Figure 1.6.

Figure 1.6: Velocity and temperature gradient over a flat plate [5]

The rate of convective heat transfer is observed to be proportional to the

temperature difference and is expressed by Newton’s law of cooling.

q = hA(T∞ − Tw) (1.2)

Where h is the convective heat transfer coefficient, A is the surface area,

Tw is the surface temperature and T∞ is the main-stream temperature. The

convective heat transfer coefficient (HTC) is a parameter which depends

on all of the variables influencing convection. This includes surface geome-

try, nature of fluid motion, fluid properties and fluid velocity. In terms of

film cooling, the free stream temperature is rarely used in the definition of
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heat transfer coefficient because film cooling involves two fluid temperatures,

coolant and free stream. Downstream of the injection the two flows mix.

Therefore, if T∞ is used then the heat transfer coefficient will be some func-

tion of the flow field and the temperature of the coolant. To ensure the heat

transfer coefficient is independent of coolant and freestream temperature, the

adiabatic wall temperature is used, as this temperature represents the fluid

temperature immediately above the surface for an adiabatic surface (zero

heat flux). Therefore this temperature includes any mixing effects between

the coolant and the free stream. By using the adiabatic wall temperature

different cooling schemes become more comparable. Therefore the heat flux

qf is more usually represented by adopting an equivalent equation given by

[6].

qf = hf (Taw − Tw) (1.3)

The adiabatic wall temperature represents the driving temperature po-

tential for heat transfer, and is often presented in a normalised form called

the adiabatic effectiveness.

ηaw =
T∞ − Taw
T∞ − Tc

(1.4)

Where T∞ is the free-stream gas temperature, Tc is the coolant delivery

temperature and Taw is the adiabatic wall temperature. For areas close to

the vicinity of the injection location, ηaw would be close to unity (Taw ≈ Tc).

Further downstream, ηaw will approach zero (Taw ≈ T∞), where the bound-

ary layer recovers to its undisturbed condition.
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By considering the equations 1.3 and 1.4, it is clear that a reduction in

Taw relative to T∞ will reduce heat flux to the wall. However, as mentioned

earlier the heat transfer coefficient is sensitive to the nature of the fluid

motion. This implies that the introduction of the film is likely to disturb

the near wall flow which would cause an increase in the heat transfer to the

wall, and hence is detrimental to the cooling performance. Therefore, a more

comprehensive way of describing the film cooling performance is by the heat

flux reduction (HFR). The HFR was first identified by [7].

HFR = 1− qf
qo

(1.5)

The best cooling is achieved at large values of HFR, indicating maximum

reduction of the heat flux into the film cooled wall qf compared to that

without a cooling film qo. Combining equations 1.3 - 1.4 gives

HFR = 1− hf
ho

(1− ηaw
φ

) (1.6)

φ is a non-dimensional temperature defined as:

φ =
T∞ − Tw
T∞ − Tc

(1.7)

The heat flux reduction includes the adiabatic effectiveness and accounts for

the changes in heat transfer coefficient as result of the disturbance caused

by coolant injection. This provides a more complete description of the film

cooling process.
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In conclusion, there are three main parameters of major interest to design-

ers of film cooled surfaces. The adiabatic wall temperatures Taw represented

in normalised form by ηaw, the surface heat transfer coefficient hf and the

combined influence of HTC augmentation and film coverage captured by the

HFR parameter. This data enables the ultimate goal of predicting metal

temperatures to be realised.

1.4 Film cooling parameters

The prediction of the film cooling performance is complicated by the many

factors that affect the film cooling effectiveness as shown in Fig 1.7. These

parameters are not necessarily independent from one and other, therefore

each combination can potentially change the film cooling performance. This

requires a large number of operating conditions to be explored, hence the

inherent difficulty in predicting film cooling performance. Systematic studies

of the many film cooling parameters have given some insight into their influ-

ence. However, further work is required to produce quantitative information

of individual and combined effects across a range of conditions, especially

those typical of combustor liner applications. In any one film cooling inves-

tigation the number of parameters varied is usually restricted, due to time

and cost limitations.

A review of the available literature describing parameters which have a

significant influence on the film cooling performance is given in the following

chapter.
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Figure 1.7: Film cooling parameters

Flow conditions

• Blowing ratio, BR = (Uρ)c/(Uρ)∞

• Momentum ratio,I = (U2ρ)c/(U
2ρ)∞

• Density ratio, DR = ρc/ρ∞

• Main stream Reynolds number, Re∞D

• Jet Reynolds, RejD

• Free stream turbulence intensity & length scale, Tu,∆L

Geometric

• Hole inclination, α

• Pitch and row spacing, p/d, s/d

• hole shape, (fanned, slotted etc)

• compound angle, β
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1.5 Research focus and thesis outline

In order to reduce emissions and cooling flow requirements the development

of improved cooling schemes are required. For this to be possible all of the

properties affecting film cooling must be understood. Whilst much research

has been performed on film cooling, there is a distinct short fall in the under-

standing of the interaction between the cooling film and the main combustor

flow. In particular the impact of combustor generated turbulence and flow

structures is not well characterised. Therefore, the initial objective of this re-

search is to investigate the effects of high levels of free-stream turbulence up

to 25% and turbulence length scale at representative flow conditions found

in low-emission gas turbine combustors. In addition to the evaluation of

film cooling effectiveness and normalised heat transfer coefficient, any mech-

anisms driving the changes in film cooling performance are to be identified.

As well as producing this fundamental knowledge, the work will also

produce valuable data for the development and validation of computational

codes, and the improvement of design tools in the gas turbine industry. The

individual objectives of this research are as follows: Design and build a new

wind tunnel facility which is capable of supplying a scaled film cooled test

section at engine representative flow conditions. Understand the response

of cooling films to the unsteady flow features typically found in modern gas

turbine combustors. Investigate the effect of free-stream flow parameters

on cooling-film behaviour under controlled conditions, including large scale

energetic flow-structures and high turbulence intensity. To understand the
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impact of density ratio as an independent parameter, in particularly the ap-

propriate scaling parameter for low density ratio tests.

Investigate the use of shaped cooling holes for combustor liner applica-

tions. In particular the development of a reduced cost diffusing design which

can be manufactured using conventional laser/percussion drilling technology.

1.6 Publications

The results of the adiabatic film effectiveness measurements have been so far

presented in [8] at the 2012 ASME turbo exposition held in Copenhagen.

The shaped cooling hole research has been presented in the following

technical reports: [9], [10].

15



Chapter 2

Literature survey

A review of relevant experimental work is given in this chapter. First of all,

details of the common non-dimensional parameters used and their relevance

to film cooling performance. This is then followed by a review of turbulence

generation techniques employed to manipulate the freestream flow conditions.
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2.1 Introduction

Film cooling represents one of the few technologies that has made a signif-

icant contribution to the increase in cycle temperatures and efficiencies of

today’s modern gas turbine engines. Over the last five decades, film cool-

ing investigations have been performed by a broad spectrum of researchers to

understand the fundamental physics of film cooling, and to improve the state

of the art. Early work was mainly focused on injection through continuous

slots. A survey of this early work is given by Goldstein [6]. In general the

cooling film generated by a two-dimensional slot represents the ideal case as

the coolant is distributed evenly across the slot width. However, due to the

many competing factors (eg. high thermal and mechanical stress, weight,

cost, fabrication, efficiency) the sole use of slot cooling in gas turbines is

impractical. Therefore, the majority of research for the past 30 years has

mainly been directed at three dimensional injection through discrete holes.

Despite the limitations of slot cooling, it is in all cases the goal of discrete

geometry film cooling to approximate the formation of an ideal tangential slot

injection, which creates a continuous layer of film over the surface. There is

a considerable amount of experimental data in the literature on film cooling

with injection through discrete holes. It is important, however, to under-

stand the mixing process between the mainstream and the injectant, since

this is highly three-dimensional unlike the mixing of a 2D slot generated

films. Discrete film cooling in its most simple form can be described by the

fundamental jet in a cross flow. The flow field created by the jet cross flow
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interaction is very complex. An early study by [11] classified the interaction

region into four types of coherent structures. Fig 2.1 shows the structures

in a sketch. In the study smoke streaklines were used to visualise these

structures in the near field of the jet.

Figure 2.1: Sketch of vortical structures found in a transverse-jet near field
[11]

The four main structures are identified as i) Jet shear layer vortices which

produce Kelvin-Helmholtz instabilities, ii) Horseshoe vortices caused by the

adverse pressure gradient upstream of the jet, iii) Kidney vortices or counter-

rotating vortex pair, iv) Wake vortices generated by the cross flow boundary

layer. By far the most dominant flow structures are the kidney vortices.

There are many hypotheses behind the formation of counter-rotating vortex

pair (CRVP). [12] suggested that the formation of the CRVP begins inside

the hole by vortices grouping together. A CFD study by [13] managed to

simulate CRVP with both a single vortex and a pair of vortices, which sug-

gests the hole vortices are not the sole creation mechanism. Other studies

18



suggest that the roll up of jet shear layer creates the vortices. Irrespective

of the mechanism which creates CRVP the fact remains; the complex inter-

action between coolant jet and freestream has a great influence on the film

cooling effectiveness and heat transfer coefficient. Therefore, variables which

directly affect this mixing process such as the cooling hole geometry and

free-stream flow conditions can have a profound impact on the film cooling

performance. Generally most film cooling studies focus on the surface effec-

tiveness and heat transfer coefficients downstream of a single row of effusion

holes. These types of experiments are generally performed under moderate

turbulence conditions < 10%, which are representative of the cooling situa-

tion on a high pressure turbine blade or nozzle guide vane. In the combustor

environment flow conditions are substantially more chaotic as the upstream

injector atomises the fuel by imposing a turbulent flow field. The presence of

the highly turbulent free-stream rapidly breaks down the cooling film. This

requires the cooling film to be constantly regenerated through multiple cool-

ing rows. Therefore, most of the recent experimental research on combustor

film cooling is concerned with multi hole arrays, as is the case in the current

work. Following is a brief discussion of the investigations that are pertinent

to the present experimental work, with an emphasis on the influence of the

freestream turbulence intensity and discrete hole arrays.
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2.2 Film cooling

Blowing ratio

The blowing ratio scales the thermal transport capacity of the coolant be-

cause the convective transport is proportional to CpρUc [14] blowing ratio is

defined as:

Br =
(ρUc)

(ρU∞)
(2.1)

The blowing ratio gives an indication of the quantity of film cooling fluid

being used relative to the cross flow. The blowing ratio in the combustor

liner is set by the pressure drop across the liner wall, typical civil applications

use a double skin architecture whereby most of the available pressure drop

is utilized by the cold side impingement process. The remaining pressure

then drives the effusion holes. The pressure drop across the liner wall is

typically ∆P
P

= 3% however, local variations in the static pressure can vary

considerable due to the flow field generated by the injector as shown by

[15]. Therefore it is important to understand the performance of cooling

arrangements across a range of blowing conditions. Typical blowing ratios

found in combustor liners range from Br=1 to Br=4 . For a simple angle

hole case, low blowing ratios will generally yield good film effectiveness in the

near jet region as the jet spreads across the wall surface immediately after

exiting the holes. However, the coolant mass flow is diluted rapidly by the

hot gas flow and therefore a rapid decay of effectiveness follows downstream

of the maximum [16].
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Figure 2.2: Film effectiveness distribution in the streamwise direction at

different blowing ratios [16]

Fig 2.2 shows this rapid decrease in effectiveness in the streamwise di-

rection at low blowing ratios. The plot also shows the consequence of a high

blowing ratio. At blowing ratios above Br=0.6 the effectiveness begins to

decrease immediately downstream of the hole due to jet lift off. For the

blowing ratio Br=1.7 a secondary peak can be found at x/D=25 which cor-

responds to the re-attachment of the jet to the surface. The distributions

of effectiveness are typical of a single jet in a cross flow. For blowing ratios

above Br=1.7 the interaction between neighbouring jets begins to dominate

the flow regime. Optimizing the blowing rate of a cooling scheme is critical

because blowing rates that are too high eject large portions of the coolant

into the free-stream, whereas low blowing rates provide insufficient coolant
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coverage. The optimum blowing rate depends primarily on the injection an-

gle and hole shape. Studies by [17] , [18] and [19] all showed general

conclusions that the optimum blowing ratio for cylindrical holes is around

0.5 in the near hole region.

Density ratio

The density ratio is simply the ratio of the cooling jet and free-stream flow

density.

Dr =
ρc
ρ∞

(2.2)

In terms of combustor liner cooling this ratio can be anything up to DR=3

as the cooling flow supplied from the HP compressor is at a much lower tem-

perature than the combustion products. This density ratio range is difficult

to simulate under experimental conditions. Therefore, understanding the

effects of DR on film cooling performance is crucial if it is to be scaled to

engine designs. In an early study by [20] density ratios ranging from 0.75

to 4.17 were studied at different blowing ratios ranging from 0.2 to 2.0. Fig

2.3 has been reproduced from this study.
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Figure 2.3: Effect of blowing ratio on laterally averaged film effectiveness for

different coolant density ratios [20]

The geometry in this study consisted of a single row of simple angle holes

inclined at 35◦ to the stream-wise direction. Improved film effectiveness was

reported for higher DR coolant jets operating at the same BR. This was

attributed to the lower density coolant jets having higher momentum ratios

for a given BR, hence, a tendency of coolant jet to seperate from the surface.

For higher density ratios the coolant remains much closer to the test surface,

which increases the cooling effectiveness. A similar study by [21] found

adiabatic effectiveness scaled well with blowing ratio while the coolant jet

was attached. For cases where the jet begins transition to a detached state

no consistent scaling was found. Another study by [22] investigated the film

effectiveness on the pressure side of a vane. The cooling film was generated

by a row of compound angle holes inclined at 35◦ to surface and 45◦ to

mainstream flow. Coolant density ratios of 1.2-1.8, turbulent intensities of
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0.5-20% and blowing ratios of Br=0.2-2.5 were tested. The results indicated,

film effectiveness at high and low turbulence levels was most similar when

plotted against momentum flux ratio. Fig 2.4 is reproduced from this study.

(a)

(b)

Figure 2.4: Comparisons of laterally averaged film effectiveness for different

DRs on the pressure side of the vane for (a) Tu = 0.5% and (b) Tu =20%

[22]
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Momentum flux

The momentum flux ratio is essentially a velocity weighted blowing ratio and

is defined as follows:

I =
Br2

Dr
=

(ρU2)c
(ρU2)∞

(2.3)

Jet detachment is primarily a function of momentum flux ratio. There-

fore, at moderate to high blowing ratios (Br>0.5) where the coolant jet begins

transition to a detached state, momentum flux is the most appropriate for

scaling centerline effectiveness at different density ratios [21].

Injection angle

This represents the angle of the jet relative to the cross flow stream. The

injection angle has a significant effect on film cooling performance. Cooling

holes are typically angled at 20-35 deg to the surface, with the intention

to promote attached cooling jets. For increasing injection angles the normal

component of the jet momentum increases. This produces a coolant jet which

is susceptible to jet detachment, resulting in a reduction of film effectiveness.

[23] investigated a single row of cooling holes with injection angles of 35 and

55 deg. For the 55 deg holes a reduction in film effectiveness of 10% and 30%

for momentum flux ratios of I=0.16 and 0.63 respectively. This reduction in

effectiveness can be considered conservative, as the effective porosity was not

matched in this study. The increased turning of the coolant flow required by

the shallow angled 20 degree hole, will result in a lower discharge coefficient.

Therefore, not only is the 55 deg hole producing reduced film effectiveness, it
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also passes more coolant for a given pressure drop. Studies by [24], [16] have

reported similar trends in effectiveness reduction by using shallow angled

injection. The injection angle is not restricted to the stream-wise direction,

studies by [7] [25] [13] and others have also considered the case where some

spanwise angle is also introduced to form a compound angle. Fig 2.5 below

shows a typical compound angle setup.

Figure 2.5: Definition of inclination and flow orientation angle

The primary purpose of using compound angled jets is to promote the

spreading of the film coolant in the spanwise direction. A study by [25] used

PIV to investigate the flow structure of compound angled film cooling. In

this study it was shown that the CRVP becomes highly asymmetrical with

one of the vortex structures merging into the boundary layer. This then

causes the boundary layer to pile-up on one side at the expense of the other

causing thinning. This thinning actually reduces the local effectiveness, but
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when global effectiveness is considered the additional spreading of the jet

caused a net increase in the film effectiveness. Apart from additional man-

ufacturing complexity there are also some aerodynamic penalties which are

incurred by using compound angled holes. Increasing angles of inclination

or orientation results in increased losses at the hole entry, which decreases

the discharge coefficient [26]. The surface heat transfer coefficient is also

increased due to the stronger interaction with the mainstream. Therefore

studies which have investigated compound injection have also considered the

heat flux reduction (HFR) in order to quantify the counteracting effects. A

study by [7] measured the normalised heat transfer coefficient
hf
ho

and the

resulting heat flux reduction for 0 and 60 deg compound angles. Results

indicated a 15% increase in heat transfer coefficient with a 60-deg compound

angle. Comparisons of the HFR shown in Fig 2.6 produced similar val-

ues for both compound angles, indicating that the improved effectiveness is

negated by the augmented heat transfer coefficient. This highlights the im-

portance of knowing both adiabatic effectiveness and heat transfer coefficient

for evaluating film performance.
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Figure 2.6: Variation of HFR with momentum flux (I) [7]

Hole exit shape

This parameter represents one of the primary advancements in discrete film

cooling technology in recent years. The use of shaped holes was first applied

to military engines and then commercial engines. An extensive review of

previous work on shaped film cooling holes is given by [27]. By shaping

the hole with a diffusing type exit it is possible to increase the spread of

coolant in the lateral direction. The spreading of the jet also reduces the

jet momentum which allows the coolant to remain attached to the surface

at typical blowing ratios found in gas turbines (i.e. 1.0 ≤ BR ≥ 4). Studies

by [28] and [29] have shown that increasing blowing ratio improves the

film effectiveness. The diffusing section is often confined to the last 20-50%
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of the wall thickness to maintain sensible stress concentration factors. By

shaping the exit hole it is possible to expand the exit area by a factor of 2-3

in comparison with a plain circular jet. Two typical examples of fan shapes

used on for cooling turbine blades surfaces are shown in Figure 2.7 below.

φ φ

Figure 2.7: Various hole shape definitions [27]

A study by [30] compared laid-back fan shaped holes with cylindrical

cooling holes on vane end walls. It was shown that the area averaged film

effectiveness of the fan shaped arrangement was able to improve the film

effectiveness by 75%. Another benefit was reduced sensitivity to turbulence

intensity with an increase in Tu 1.2% to 8.9% resulting in 6% reduction in

effectiveness. In a similar study by [28] laid-back compound angled fanned

holes were compared with simple cylindrical holes. This study also reported

an increase in film cooling effectiveness of around 45% at blowing ratios of

Br≈4. This improvement was a result of reduced jet penetration into the

cross flow, increased coolant diffusion (spreading), lower velocity gradients

because of increased exit area and greater injectant concentration near the

coverage surface. However, while shaped holes provide improved performance
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over standard cylindrical holes, the fan shaped holes are approximately four

to eight times more expensive to manufacture. This makes the use of fanned

effusion unattractive for combustor liner applications because the large arrays

of cooling holes would add significant cost to the liner component.

Free stream turbulence and length scale

The introduction of turbulence into a flow generates eddies of many different

length scales. Most of the kinetic energy of turbulent flow is captured in

large scale structures. The influence of these structures, in particular the

larger length scales, is not well understood. However, evidence of the impact

of small scale structures on film cooling was investigated in early studies by

[31], [32] and [33]. Various turbulence generating grids were used to in-

vestigate the effects of both turbulence intensity and length scale on angled

cylindrical film cooling holes. The free-stream turbulence intensity ranged

from 0.3-20.6% with length scales of Λx
D

=0.06-0.33. It was found increasing

turbulence intensity improved centreline effectiveness at higher blowing ra-

tios. This was due to enhanced mixing of the coolant and mainstream air,

which resulted in a smaller penetration of the jets into the hot gas flow. This

trend has been reported by numerous other studies [18], [34] and [35],

which also found significant increases in lateral effectiveness as the jet spread

out. It was also reported that for low turbulence intensity the larger length

scales produced a more uniform distribution of effectiveness in the lateral

direction. It was argued that larger scale structures reduced the effect of the

counter-rotating vortex.
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A study by [36] investigated the effects of free-stream turbulence on

heat transfer coefficient and heat flux reduction. At elevated free-stream

turbulence levels up to Tu=18%, similar distributions of normalised HTC

hf/h0 were observed when varying the free-stream turbulence. This indi-

cates mainstream turbulence has little effect on the mechanisms responsible

for the increase in heat transfer rate associated with film cooling. Other no-

table studies include those of [37] and [38] which have used a combination of

laboratory-based combustor simulators and passive grids to generate a range

of turbulence intensities and length scales. These studies considered the heat

transfer characteristics of a nozzle guide vane in response to high freestream

turbulence. In all of the test cases reported, elevated turbulence levels led

to augmented heat transfer. The turbulent length scale was varied by using

grids for small scale turbulence (Tu=7.6%, Λx
D
≈1.29) and a combustor for

large scale turbulence (Tu=8.8% Λx
D
≈3.3). The results indicated an earlier

transition to turbulent flow and increased heat transfer at smaller scales.

A more recent study by [39] investigated the effects of turbulence inten-

sity ranging from Tu=3.6-11% and length scales of Λx
D

=2.1-3.5 on angled

shaped film cooling holes. This study found that the gains in effectiveness at

high blowing ratios and free-stream turbulence levels observed for cylindrical

holes, does not exist for fan-shaped holes. This is because the lateral spread

of the coolant is already enhanced, therefore there is no potential to im-

prove coolant spreading by the action of increased turbulence. Consequently

elevated free stream turbulence can only result in reduced film cooling ef-
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Figure 2.8: Laterally average film effectiveness [39]

fectiveness for all blowing ratios. Additional tests were performed with a

constant intensity of 5.1% and length scales of Λx
D

=2.1-3.5. Similar results

to the earlier study by [31] and [32] were produced with increases in length

scales improving the lateral film effectiveness. It has been observed that the

length scale effect was small in comparison to changes in turbulence intensity.

This is shown in Fig 2.8 reproduced from the study.

A more detailed analysis of the jet interaction with the mainstream was

conducted by [35], who investigated the physical mechanisms which cause
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the rapid dispersion of cooling films at high and low free stream turbulence

levels. The report suggested for low free stream turbulence (0.5%), turbu-

lent mixing and dispersion of the coolant are primarily driven by large scale

turbulent structures. These are generated by large shear layers between the

mainstream and the coolant jet. For the higher free stream turbulence case

(20%), the shear layer generated by the turbulence is quickly superseded by

large-scale turbulent structures from the free stream, which were typically

Λx
D

=6. The free-stream fluid then penetrates through the core of the coolant

jet, all the way to the wall. Consequently the turbulent mixing becomes

more complicated. This was shown in the non-Gaussian pdf (probability

density function) distributions of temperature. The pdf gives an insight into

the nature of the turbulent transport by indicating the fraction of time it

takes a fluid of a certain temperature to pass through a point in the flow.

Fig 2.9 shows that the high-turbulence case contains intermingling of dis-

tinct elements of both the free stream and the coolant jet.The sharp peak

at Θ≈0 indicates a very narrow range for Θ which is essentially the steady

mainstream temperature. Figure 2.9(b), indicates colder near wall tempera-

tures for Tu=20% and it is suggested that this is a direct result of turbulence

ejecting coolant fluid away from the wall. Whilst the turbulence intensities

in this study are relatively low (20%), it reveals that the process of coolant

dispersion differs greatly between high and low free-stream turbulence levels.
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(a)

(b)

Figure 2.9: Variation of pdf

(a) on the jet centreline X/D; (b) detail plot at y/D=0.4 [35]

Effusion array cooling

The current cooling schemes used in combustor effusion designs are usually

based around staggered arrays of very shallow injection holes. In comparison
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to single-row discrete hole film-cooling the reported work on effusion arrays is

somewhat sparse. Attempts have been made to extrapolate single row data

to the mutli-row case with limited success. An early study of effusion arrays

by [40] evaluated the surface effectiveness at low blowing rates of 0.15-0.5.

They found that the laterally averaged effectiveness for the first 3 rows could

be accurately predicted, by applying the Sellers Super Position model [41]

to single row data. Downstream of the 3rd row, superposition tended to over

predict effectiveness. A similar result was reported in a more recent study

by [42] which considered short normal effusion holes. Fig. 2.10 has been

reproduced from this study.

Figure 2.10: Superposition predictions using experimental and CFD single

row baselines. Low mainstream turbulence, Tu = 0.005 [42]
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It was argued that the superposition model does not include the row-

to-row interactions which limit adiabatic effectiveness. Consequently the

asymptotic behaviour shown in the experimental data is not shown in the

superposition model. Further evidence of the impact row-to-row interaction

has on film development has been demonstrated by [43] in which a 4 row

effusion array is investigated with a very low injection angle of 17 deg. Adi-

abatic effectiveness measurements were made over a blowing ratio range of

0.5-4. Their results indicated significantly different flow patterns depending

on cooling jet blowing ratio.

The studies that have considered the cooling performance of combustor-

relevant effusion cooling, have done so without directly addressing the issue

of high free-stream turbulence. For example, a parametric study by [3] mea-

sured the temperature distributions of effusion cooled arrays across a range

of blowing ratios, density ratios, hole spacing and inclination angle for a

nominal freestream turbulence Tu=1%. A study by [15] has considered the

aerodynamics of an angled effusion array consisting of 972 holes in the pres-

ence of a fuel injector induced flow field. Interchangeable injectors allowed

the swirl angle to be varied. The work of [44] presented detailed velocity pro-

files and adiabatic effectiveness measurements of an effusion array operated

over a range of blowing ratios at Tu=10%. More recently, the work of [45]

and [46] have considered a combustor representative geometry that includes

slot-style starter films and dilution ports. Note that in general these studies

have not directly isolated the impact of free-stream turbulence on effusion

cooling as an independent parameter.
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2.3 Turbulence generation

A key component of this experiment is the design of a turbulence generator

capable of producing a range of turbulence intensities and length scales.

There are a number of different methods that have been used by previous

studies. These can be categorised into jets in cross flow, passive and active

grids. A brief review of the techniques are covered in the following section.

Passive grids

Passive grids represent one of the simplest methods of turbulence generation.

The turbulence is generated by a relatively coarse grid with solidities of typ-

ically 0.3-0.4, which is placed normal to a uniform upstream flow. The effect

of the grid on the flow can be considered in separate components, a manipu-

lation effect and a wake effect. The manipulation effect consists of a process

where the spectrum of the turbulence is altered, which reduces or increases

the scale of the upstream turbulent eddies relative to the grid dimensions.

The wake effect consists of another process which contributes turbulent en-

ergy to the downstream flow field. This energy, however, is of relatively

high frequency and as a result, tends to decrease the scale of the upstream

turbulent eddies [47]. The turbulent energy generated by this method de-

cays downstream from the grid as the turbulent energy is transferred from

large eddies into small eddies by the process of vortex stretching. While the

turbulent energy decreases, the eddy scales increase in size with downstream

distance. An approximation of the turbulence energy distribution can be cal-

culated by using the following correlations developed by Baines and Peterson
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[48].

Tµ = C
(x
d

)n
, Λx = A.d

(x
d

)m
(2.4)

Where Tµ is the streamwise component of the turbulence intensity, x is

the streamwise distance from the grid and d represents the rod diameter

or bar width. The constants C, and A are dependent on grid geometry and

Reynolds number. The exponent n is typically -5/7 and m ranges between 0.5

and 0.56 according to published data. Fig. 2.11 shows plots of grid generated

turbulence distribution using a curve fit based on the formula above.

(a) (b)

Figure 2.11: Streamwise turbulence intensity decay of

(a) square mesh rods (SMR) and parallel rods (PR); (b) Integral scale

growth downstream of grids [47]

Figure 2.11 shows the corresponding dispersion in length scale as the

flow progresses downstream. For the purpose of experimentation, turbu-

lence conditions can be varied to a degree by placing the grid in different
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upstream locations. Generally using grids alone to generate turbulence in-

tensities >10% is difficult in a low speed wind tunnel. However, passive grids

can be used to generate higher levels of turbulence by using a high pressure

blow down rig. An early study by [49] used perforated plates to generate

turbulence levels of up to 45%. A recent study by [50] used this arrangement

to generate turbulence intensities of 16% using a passive square mesh tur-

bulence grid. The length scale was reported as Λx
P

=0.26 based on a turbine

vane pitch of 83mm. Both intensity and length scale showed good uniformity

in the spanwise direction with variations of 2% and 0.6% respectively.

Active grids

Active grids use hollow bars or rods with evenly spaced holes. The rods are

then supplied by air which is injected into the mainstream flow to enhance

turbulence generation. An early study using active grids can be found in

[51], who used parallel bars with holes, which could inject jets in either the

upstream of downstream direction relative to the main flow. It was shown in

this study that a weak up stream injection could actually reduce turbulence

in comparison to a passive grid. However, increasing the mass flux of the

injection above 5.5% results in increased turbulence as the additional shear

created by the jets becomes significant. At the maximum flux injection rate

of 8% a turbulence level of Tu=6% was produced. In a similar study by [52]

turbulence intensities of Tu=20% with integral length scales of Λx
D

=8 were

generated, using an array of vertical rods with diameters of φ38mm spaced

85mm apart.
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Figure 2.12: Schematic of turbulence generator design and a close-up of the
jet hole geometry [33]

As with the passive grid arrangement, early blown grids still had very

limited control over the turbulent length scale. The first study to introduce

length scale control over blown grids was [33]. In this apparatus hollow

bars with adjustable lateral spacing were adopted to provide control over the

length scale. A schematic of the turbulence generator is shown in Fig. 2.12.
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During the development of this generator it was found that the momen-

tum flux added by the jets caused non-uniformities in the mean flow greater

than ±10%. The uniformity was improved by injecting flow simultaneously

upstream and downstream. By injecting the flow downstream the wake area

behind the bars was filled which improved flow uniformity. The ability to

adjust the lateral spacing proved a very effective method of controlling length

scale. A length scale range of 0.4< Λx
P
<0.64 (based on a turbine vane pitch

of 85mm) at a turbulence intensity of Tu=20% and a mean flow uniformity

of <6% was created. Analysis also showed that the generation of very large

length scales is limited by the rod spacing-to-diameter ratio S
d

with S
d
>15.9

resulting in poor uniformity. Therefore larger length scales must be attained

in a similar method as the passive grid by placing the test section further

downstream.

As a method of turbulence generation, active grids with adjustable pitch

spacing allow both length scale and turbulence intensity to be varied inde-

pendently. A potential drawback of this system is the need for a high pressure

delivery system. Moreover, for transient heat transfer problems it would be

difficult to match free stream and jet temperatures.

Jets in cross flow

This technique works by placing a series of jets normal to the mainstream

flow. The amount of turbulence created depends on the jet-to-mainstream

velocity ratio and Reynolds number. As the Reynolds number increases,
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a higher jet-to-mainstream velocity ratio is required to generate the same

level of turbulence. This technique was pioneered by [53], who used this

method to generate Tu levels from 5 to 25%. A study by [54] also used this

method to generate turbulence intensities of up to 20% with length scales

of Λx
D

=7.7 at 1.2m downstream of the jets. Spanwise and vertical velocity

was uniform within ±4% and ±5% respectively, while RMS velocities were

uniform within ±9%. Fig. 2.13 shows a schematic of the test section.

This generator also includes a splitter plate, which is required to prevent

the jets interacting with each other and creating a non-uniform bulge in the

velocity field downstream. Further improvement of the velocity uniformity

were made by [42], which involved placing a full length cylinder at the end

of the splitter plate. Turbulence levels up to 20% were achieved with length

scales of Λx
D

= 3.9-5.9. One advantage of this method is that it is relatively

simple to construct and supply air at the same temperature can be drawn

from downstream locations. Turbulence decay rates are generally less than

grid generated turbulences, especially at lower turbulence levels Tu <10%.

However, length scale cannot be independently adjusted without physically

changing the jet hole spacing.
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Figure 2.13: Schematic of wind test section with cross flow jets [54]
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2.4 Summary

The research detailed in the proceeding sections has broadly covered the main

parameters that affect film cooling performance. While general conclusions

drawn from single row studies can be applied to multi-hole arrays, an area

which is lacking is the performance of effusion arrays under high freestream

turbulence. Some research has been performed into the effects of freestream

turbulence and it is generally acknowledged that freestream turbulence re-

duces the cooling performance. However, the vast majority of work in this

area has been conducted at intensity levels of up to the mid-teens percent,

which is considered typical of combustor exit / turbine inlet conditions, usu-

ally with just a single row of cooling holes. While this gives a useful insight

into the influence of freestream turbulence, more work is required to establish

the performance of cooling arrays at combustor representative conditions. In

addition, the characteristic length-scale of the free-stream turbulence has

rarely been considered as an independent parameter. Moreover, those cases

that have addressed this, have generally considered relatively small turbulent

scales. In addition, the review of turbulence generation systems highlights

the difficulties of producing a uniform, highly turbulent flow field. There is

also no clear method of independently controlling the turbulent length scale.

Therefore, the development of a suitable turbulence generation system will

be a key feature of any new test facility used to study the physics of engine

representative film cooling schemes.

The mode in which the coolant jet operates (attached or detached) has
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a significant influence on the film cooling performance. To some extent the

influence of all film cooling variables can be distilled into the impact they

have on the jet mode. The most effective method demonstrated by a broad

spectrum of researchers, is to apply some diffusion before the hole exit plane.

Using current manufacturing methods many of the shaped cooling holes in-

vestigated can only be created by expensive laser ablation techniques. This

limits their use to turbine applications where the high mechanical and ther-

mal stresses justify the additional expense. Many of the studies in this area

compare different hole designs without consideration of the effective poros-

ity. This makes the direct comparison of cooling schemes difficult, as each

cooling scheme will pass a different amount of coolant for the same pressure

drop. Therefore, the development of a diffusing cooling scheme, which can be

made more cheaply with similar performance to a porosity matched turbine

based fan is required. This would potentially offer significant improvements

over plain hole effusion without a disproportionate increase in manufacturing

costs.
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Chapter 3

Experimental apparatus and

techniques

In this chapter the test facility and effusion test plate designs are discussed

in detail. A re-circulating wind tunnel capable of generating combustor rel-

evant flow conditions was built and commissioned. A turbulence generation

system was developed, which was capable of generating turbulent free-stream

levels measured within a typical aero combustor. The coolant to mainstream

density ratio was created by imposing a temperature difference between the

free-stream and coolant flow. The coolant flow temperature was reduced by

a turbo expander system based around an automotive turbo charger. Large

scale effusion test plates have been constructed for the investigation of plain

and fanned hole effusion.
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3.1 Experimental test facilities

In the modern combustor environment temperatures may peak at over 2000℃ ,

which is considerably higher than the melting points of the materials the

combustor liner is manufactured from. In fact, for the nickel or cobalt based

alloys in common use, a rapid decrease in mechanical strength occurs as tem-

peratures exceed 1100K [4]. In addition to the mechanical requirements, the

cooling scheme must also be efficient, for the reasons mentioned in chapter 1.

Therefore, the designer requires detailed knowledge of how cooling schemes

perform in the combustion environment. The primary measure of film cool-

ing performance is the film effectiveness η, as this has a dominating effect on

the resulting heat flux reduction [14]. Early studies have shown that results

obtained from simple flat plate models can be applied to real engine designs

with only slight corrections [55]. It is this type of information therefore, that

is required by the designer to predict metal temperatures and service life.

The behaviour of a film cooling arrangement is complicated by the partic-

ular free-stream conditions that are usually present. Namely, highly turbu-

lent swirling flows and the presence of relatively large diameter dilution jets.

In general, for a particular wall geometry, the film cooling situation can be

characterised by the coolant and free-stream flow conditions: velocity ratio,

density ratio, Reynolds number and turbulence level. Each of these factors

is not necessarily independent of the other. For example an increase in free-

stream turbulence can in some cases increase the film coverage depending on

blowing ratio as reported by [31, 32]. Therefore, any combination of these
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factors can potentially change the film cooling performance. Hence, the in-

herent difficulty in accurately predicting film cooling performance. In order

to establish a fundamental understanding of the many variables that affect

film cooling performance and avoid generating data which is very specific to

a particular scheme, experimental tests are required that isolate the effects

of different variables. Much of the previous literature reflects this with test

facilities providing some degree of independent control of the main flow prop-

erties.

In general the test facilities fall into two main categories: steady state

and transient, with each type offering advantages/disadvantages depending

on the intended measurement techniques and required data. The steady state

type require relatively powerful fans to drive the main flow, while a typical

blow down facility can be run with a relatively small compressor and receiver

tank setup. The main advantage of transient facilities such as [50] with re-

spect to heat transfer measurements is, the ability to adjust temperatures of

both solids and fluids, without taking serious account of conduction errors

in the short duration test. For steady state test facilities, such as those used

by [42], [25] and [30], much longer measurement times are possible. This is

necessary for application of more detailed flow field measurement techniques

such as temperature traverse and particle image velocimetry (PIV).

There are two main sub components of the test facility which have a major

impact on the appearance, capability and cost of a film cooling test rig: free-

stream turbulence generation and density ratio. The free-stream turbulence
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level is often not fully realised, mainly because of the difficultly in generating

sufficiently high levels (>20 %). This parameter holds particular importance

in combustor liner cooling as turbulence levels are high throughout this en-

gine component. Moreover, the free-stream turbulence and coolant mass

flux are the two coolant/mainstream variables which dominate the cooling

performance [14]. There are numerous approaches to generating turbulent

free-stream conditions as identified in chapter 2, with the method often de-

termined by the facility type and the intended turbulence level. Some studies

also include free-stream swirl, with work by [56] and [57] using laboratory

based combustor simulators. In the engine environment, the density ratio

between the coolant and mainstream flow varies throughout the combustion

chamber, with localised near wall regions as low as 1.4. Further away from

the liner wall, ratios of up to 3 occur in civil engine applications. To cover

these conditions experimentally in a lab environment is very difficult because

even at large scale factors (>10), large temperature differences are required

to generate engine representative density ratios (at atmospheric conditions).

Previous studies have used foriegn gases [58], [20] or a combination of

heating and cooling [22].

Facility Overview

A schematic of the test facility is shown in Fig. 3.1. Essentially the facility is a

recirculating wind-tunnel driven by a radial fan. As flow is circulated around

the tunnel, an in-line 50kW electrical flow heater is used to set a variety of free

stream temperatures up to 100℃. In order to generate engine representative
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turbulence properties, a ’jets in cross flow’ turbulence generator is employed.

The effusion coolant holes are fed via a turbo expander system which is ca-

pable of lowering the coolant delivery temperature by 40℃ below ambient

conditions. Flow conditions are continuously monitored and recorded by a

bespoke data acquisition system. These features allow for the systematic ex-

perimentation into the effects of free-stream turbulence conditions, blowing

ratio and density ratio on effusion cooling performance. The test-section of

this facility is equipped with instrumentation that permits the measurement

of: adiabatic wall cooling effectiveness (spatially resolved), spatially resolved

measurements of local flow temperature (coolant/free-stream mixture frac-

tion), flow velocity/turbulence parameters and non dimensional heat transfer

coefficient. The following sections cover in detail the design decisions made

during the development of the test facility.

Rig scaling

To establish an appropriate experimental scale, a balance between cost and

what is experimentally important must be drawn. As indicated at the start

of this chapter, the designer requires detailed performance data at ’repre-

sentative flow conditions’. From the review of previous research covered in

chapter 2. It is apparent that there are a large number of parameters in-

volved. However, from a rig scaling point of view, the main parameters to

consider are the coolant delivery conditions: blowing ratio (BR), Reynolds

number (Re), density ratio (DR) and the free-stream turbulence intensity

(Tu) and Length scale (Λx). These parameters set the flow requirements of
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the main tunnel circuit and the coolant delivery system. With this informa-

tion the wind tunnel can be sized and specified in detail.

The flow rate through the cooling holes is a strong function of the com-

bustion system pressure drop. This system pressure drop consists of two

main sources, pressure drop in the diffuser and the pressure drop across the

liner wall. Under burning conditions, this pressure loss would be augmented

by the fundamental loss due to combustion, which is relatively small (∼1%

of the cold loss). Hence, the cold pressure loss is often quoted and can be

measured with reasonable accuracy from cold flow tests. The values are

normally given as a percentage of the compressor exit total pressure, with

typical values ranging from 2.5 to 8 % [4]. In terms of coolant blowing

rate (BR), the liner architecture plays a significant role. Fig. 3.2 shows a

typical arrangement of dual and single skin architecture. For dual skin liners

which employ impingement effusion configurations (such as the European

Gas Turbine (EGT) G30 DLN combustor and the Rolls Royce Environmen-

tally Friendly Concept Engine (EFE)), blowing ratios in the lower range of

0 - 2 would be expected, since a large fraction (∼50%) of the pressure drop

would be used in the cold side impingement cooling process. For single skin

arrangements, where the entire liner pressure drop is used to drive the effu-

sion holes, much higher blowing ratios of the order 5 - 9 would be expected.

Recent examples of single skin focused studies can be found in [59], [60]

and [61].
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The bulk axial velocity through the combustion chamber for both types

of architecture typically falls within 30-60m/s [4]. At engine scale, cooling

holes are of the order φ 0.7mm and applying the engine cycle conditions of a

Pratt & Whitney JT9D [1] as an example, the free-stream Reynolds number

is in the range ReD = 3100−6200. The coolant hole Reynolds number would

be of the order Rej = 30× 103, depending on the blowing ratio being consid-

ered. These Reynolds numbers provide guidance on the flow rates required

of the facility to generate data which can be matched to engine operating

conditions.

The mixing processes in the combustion zone are of high importance,

especially in the primary zone where good mixing is essential for efficient

combustion. Civil combustors typically use hydrocarbon based liquid fuels

which are atomised by the fuel injectors to deliver a fuel spray into the pri-

mary zone. The air speed at which combustion can occur is limited by the

flame speed. For turbulent flames formed from hydrocarbon fuels, this speed

is limited to about 5-8m/s and is reduced further to 0.3 m/s for the laminar

case. To stabilize the flame and prevent extinction, a recirculation zone is

set up by swirling flow around the fuel spray. This process also generates the

high levels of turbulence required to increase the flame speed.

There are very few studies which describe the turbulence intensity and

length scale of the flow field inside real combustors. Therefore preliminary

turbulence measurements were performed on an isothermal 1:1 scale fully

annular test facility. The annular test facility simulates the flow through a
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full scale combustor under isothermal conditions. The test rig consists of a

1.5 stage axial flow compressor which delivers engine representative profiles

of pressure, velocity and swirl angle to a set of full scale outlet guide vane

(OGV). A fully featured lean burn combustor is located in the test section

downstream together with a complete set of injectors. The injectors set up

representative combustor flow conditions under non-combusting isothermal

conditions. The combustor has a number of traverse locations which provide

access for hotwire probes. To establish characteristic turbulence properties

in close proximty to the tile wall, a hotwire traverse was performed. Fig. 3.4

and 3.5 show typical data for turbulence intensity and length scale at 25%

tile length. Typical length scales were of the order Λx ≈ 37D with turbulence

intensities >25%.

With the main flow parameters and appropriate range identified, the rig

scale factor could be decided upon. The selection of a rig scale factor is

however, far more general than the effusion plate scale factor. The rig scale

defines the testing envelope of effusion plate scales that can be studied in the

facility. A rig scale factor of 12 was selected and is based on the corresponding

Reynolds numbers of free-stream and cooling jets. At a scale factor of 12,

the cooling hole diameters are of the order φ 8.5mm. At the free-stream

Reynolds range of ReD = 3100− 6200, the required tunnel velocity range is

5.4-10.8 m/s. Jet Reynolds numbers of Rej = 20× 103 would be reached at

cooling jet velocities as low as 37 m/s for a BR=7. Even at this modest scale

factor, the test section height required, based on the combustor height-to-

film hole diameter ratio of a typical combustor, is 1.4m. However, to adopt
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Engine Rig (SF12)

U∞ 30-60m/s 5.4-10.8m/s
Re∞ 3100-6200 3100-6200
Tu∞ > 25% ≈ 25%
ΛL/D 5-37D ≈ 20D
T∞* ≈ 1600K 373K
Tc* ≈ 800K 250
DR 3 (local 1.4) 5 1.5

Rej×103 5 30 5 20
BR 0.3-7 5 7

Effusion hole φ 0.7mm 8.5mm
CombustorHeight 200mm (annulus) 650x550mm (cross section)

Table 3.1: Rig scaling summary * based on combustion conditions of Pratt
& Whitney JT9D [1]

a test section of this size was not considered since hotwire measurements

taken from the lean burn combustor experiments indicated length scales of

ΛL
D
≈ 37D, since this equates to ∼314mm, a smaller test section would not

prevent turbulent scales of this length being produced. A summary of the

final test section dimensions and flow requirements are given in Table 3.1.

3.2 Main tunnel design and construction

Unlike many other film cooling test facilities which have adapted existing

wind tunnels, this design allows for a bespoke facility to match the require-

ments of the test section. In regard to achieving the objectives set for the

current research, and after evaluation of the appropriate flow conditions re-

quired by the test facility, a closed circuit wind tunnel layout was selected

for the following reasons:
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i) For tests involving density ratio, a portion of the density ratio change

can be created by gradual heat addition into the free-stream circuit, rather

than the step change required by a comparable open circuit design. This

also allows temperatures to be maintained over long test periods without

excessive electrical use. Thus, the required power from the heater can be

significantly reduced.

ii) A recirculating design is preferable for flow measurements such as

temperature traverse measurements. Temperature traverse data is typically

gathered from single point measurements (thermocouples etc), which requires

significant run times to acquire data of sufficient density to accurately de-

scribe the temperature of the coolant layer.

iii) Steady state conditions are more attainable, as temperatures can be

allowed to stabilise over longer time periods.

iv) Isolating the inlet of an open circuit tunnel from its outlet can be

difficult. The inlet flow can be affected by the tunnel exit conditions. Par-

ticularly when density ratio tests are performed.

Wind tunnel design lies somewhere between an art and a science, with oc-

casional excursions into propitiatory magic [62]. Over the past few decades,

wind tunnel design rules have become established which may be used to set

appropriate diffusion rates, screen blockage ratios and contraction ratios with

a reasonable level of confidence in the resulting flow conditions. The con-
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ventional layout of a closed circuit wind tunnel is shown in Fig. 3.3. The

main components consist of the test section, diffuser, wide angle diffuser,

settling chamber, contraction and fan. While the test section shape is totally

dependent on the requirements of the experiment, the length or minimum

length is fixed by the settling distance required to achieve homogeneous flow.

Typically test sections have length-to-diameter ratios of 2 or more [63]. De-

signed correctly, the diffusing sections of the tunnel allow static pressure to

be recovered which reduces the total pressure rise required from the drive fan.

In the example shown in Fig. 3.3, the diffusion is split into two parts by

the tunnel. The diffusion angle is usually within the range of 2-3.5°, with

the smaller angle being more desirable. Higher angles are avoided, since

flow separation can occur which causes unsteady pressure recovery and total

pressure loss. This can lead to vibrations, oscillating fan loading and surging

through the test section. The purpose of the wide angle diffuser is to rapidly

increase the cross sectional area to reduce flow velocity so that condition-

ing techniques can be applied without significant pressure loss. Wide angle

diffusers can be designed using charts developed by [64] which define the

diffuser in terms of four parameters: area ratio, diffuser angle, number of

screens and total loss coefficients. Typical properties are angles of 45° with

area ratios 2-4. The wide angle diffuser is then followed by a settling cham-

ber, containing honeycomb sections which are used to align the flow axially

before the screens. Once aligned, a number of screens are used to improve

flow uniformity by imparting a controlled pressure drop. The flow resistance

of a wire screen is approximately proportional to the square of its speed.
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Therefore the flow velocity becomes more uniform upon passing through the

screen. The length of the settling chamber is constrained by the number

of screens. Generally a combination of spacing equivalent to about 0.2 of

the settling chamber diameter performs adequately [64]. Finally the air is

passed through a contraction, that serves two main purposes; It increases the

mean velocity and reduces both mean and fluctuating velocity variations to

a smaller fraction of the average velocity. Typical area ratios range from 7-12.

This type of design is fundamentally aimed at producing low turbulence

flows with minimal circuit pressure loss. This produces a highly flexible facil-

ity which can be adapted to perform a whole range of experimental studies.

Whilst it is attractive to build a facility of this type, the inclusion of all

these features is not possible or necessary for the current design. Indeed,

for this experiment the laboratory space available was limited to 9.5m x 3m,

which restricts the amount of diffusion possible as diffusion angles are lim-

ited by flow separation criteria cited earlier. This inevitably led to a high

pressure loss design. The constraint of pressure loss is set by the available

pressure rise from the fan. Axial fans have efficiencies of order 90% and

are suited to low pressure high volume applications (high specific speed du-

ties). Centrifugal fans are more suited to supply lower flows at high pressures

(low specific speed duties) and are able to operate over a much wider range

of flow conditions because the whole blade span operates at nominally the

same lift coefficient. Therefore a combination of a centrifugal fan and high

pressure loss closed circuit design provides a solution to lab space restrictions.
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Without the emphasis on pressure recovery, flow through the tunnel can

be diffused much more abruptly. For this facility the flow is directed around

the tunnel circuit by two large plenums. These plenums act as both dump

diffusers and settling chambers and remove the need for turning vanes. Gen-

erally, larger plenums give the flow more space to settle out and become

uniform, both aerodynamically and thermally. Therefore the plenum size

was dictated by the available laboratory and was therefore made as large as

possible.

All of the main tunnel sections were constructed with rectangular cross

sections as this allowed the tunnel components to be fabricated from sheet

aluminium. For this wind tunnel, the presence of background turbulence

in the test section is not of prime importance, provided the turbulence and

velocity profiles are uniform. Therefore turbulence reducing features such as

high ratio contractions were not considered necessary. A simple bell mouth

arrangement was adopted as shown in Fig. 3.10 with a set of screens located

downstream which are spaced on the design rules outlined in [63]. The total

test section length is 3.4 m which allows a test plate to be located 1.35m

downstream of the final flow control screen (equivalent length-to-diameter

ratio 160). Downstream of the test section, an air vent serves to: prevent

the tunnel from becoming pressurised as cooling air is introduced into the

system via the test plate.

The air flow is then passed into a meter box which enables the mass flow to

be calculated via a nozzle and diffuser arrangement. The nozzle dimensions
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were tuned to match the differential pressure transducer range and intended

flow rates. A sizeable pressure drop is required across the nozzle for accurate

mass flow measurement and the diffuser allows some pressure recovery to be

achieved. The diffuser has been designed based on the method described in

[65]. Details of the nozzle and diffuser design can be found in Appendix A.1.

To provide structural support to the fabricated aluminium plenum sec-

tions, aluminium Flex link™ extruded bars are used. This structural system

allowed the whole support structure to be assembled from a range of stan-

dard components. The principal advantage of this system is that no welding

was required and adjustments could easily be made to cope with manufac-

turing tolerances and design adjustments. Fig. 3.7 shows an early stage

of construction of the right hand sub assembly which consists of the drive

fan and heater arrangement. During the commissioning phase of the tunnel,

pressure transducers were placed in each feed plenum to ensure pressure dif-

ferentials to ambient were within safe limits. In addition to the experimental

requirements, maintenance features such as access panels are also located

on the large feed plenums and meter box to allow periodic cleaning during

operation. Full detail drawings of wind tunnel components are presented in

Appendix A.2.

Heater and drive fan

For the purpose of controlling free-stream density and maintaining fixed op-

erating temperatures, a large 50kW duct heater was selected which is capable
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of increasing air temperatures up to 100℃. The power rating of the heater

was selected based on approximate conduction losses outlined in Appendix

A.3. The heater power is supplied via two 80amp SCR power controllers

which are signalled by an Omega™ CNi8 Series PID controller. Feedback is

provided by a K-type thermocouple located downstream of the heater unit.

This system is capable of maintaining a stable free-stream temperature over

a wide range of coolant blowing ratios with free stream temperatures within

±0.5℃ in the test section.

The exterior of the tunnel is fully insulated with 50mm of high tempera-

ture insulation boards to minimise thermal temperature gradients and heat

loss. Photographs of the insulated return circuit and test section are shown

in Figs. 3.6 and 3.8. Typically the tunnel requires a run time of 1 hour to

reach thermal equilibrium. Fig. 3.9 shows a typical temperature time history

in the test section and coolant feed system during the warm up phase. In-

evitably, the fabricated aluminium structure experiences thermal expansion

during hot tests, therefore three high temperature silicone expansion joints

were used to split the tunnel at various locations to cope with the thermal

expansion of the rig. An estimation of the misalignment was also made to

ensure expansion joints could cope with component tolerances, details are

given in Appendix A.5. The expansion joints also serve a secondary pur-

pose as a vibration suppressor, damping the vibrations created by the radial

fans. The support structure was also assembled to allow thermal movement

of tunnel components by having the minimum number of hard fixing points,

particularly on long continuous sections.
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The decision to use dump diffusion requires careful selection of a drive

fan. In order to select an appropriate drive fan, an estimation of circuit

pressure loss was calculated, details of which are shown in Appendix A.4.

In order to meet the drive tunnel/test requirements, a high temperature

37kW radial fan was commissioned which is capable of producing a 6kPa

pressure rise at a 100℃ working temperature. The main drive fan was fitted

with an encoder and controlled via a WEG inverter which was interlocked to

the heater control system to prevent heater operation at zero flow conditions.

Turbulence generator

One of the main requirements of this test facility was to create highly turbu-

lent free-stream conditions at engine representative values. As indicated in

chapter 2, there are a number of different methods which have been employed

in earlier studies. These can be categorised into jets in cross flow, passive and

active grids. The high free-stream turbulence levels (> 25%) measured in the

isothermal annular test rig, make the use of passive grids unsuitable, as gen-

erating turbulence intensities >10% is difficult in low speed flows. The most

promising means of generating such high levels of turbulence is by adopting

the jets in cross flow turbulence generator. Indeed, this technique has already

been used successfully by Bogard et al [54] to generate turbulence intensities

from 5 to 25%. Therefore, this approach has been adopted and developed

for this test facility.
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The components of the turbulence generator are shown in Fig. 3.11. The

supply of air to the turbulence generator is provided by a secondary cen-

trifugal fan which draws air from the upper section of the feed-plenum via

internal ducting to prevent distortion of the inlet profile to the test section.

The fan then provides a sufficient pressure rise (up to 13kPa) and mass flow

rates up to 0.5kg/s to allow the injection of this fluid back into the working

section upstream of the effusion plate, through rows of normal jets on both

the top and bottom surfaces of the channel. At high velocity ratios, there

was a significant rise in air flow temperature due to the compression from the

bypass fan. In order to offset the temperature rise generated by the fan, high

emissivity pipe work was used to duct the air around the outside of the tunnel

to the feed plenums which drive the normal jets (see Fig. 3.11). This min-

imised the temperature differential between injected and mainstream flows

to a maximum of 10℃.

Hot wire measurements

In order to characterise the free-stream turbulence conditions, a constant

temperature (CTA) system was used. A CTA operates on the basis of con-

vective heat transfer from a heated sensor (wire) to the surrounding fluid.

The convective heat transfer depends on both the properties of the ambient

fluid (density, viscosity, conductivity etc.) and the parameters of the flow

(velocity vector, fluid temperature, pressure etc.). As the gas flows over the
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wire, convection takes place cooling the wire. The system maintains a con-

stant wire temperature (i.e. constant resistance) by varying the electrical

energy (E
2

R
). The voltage across the sensor wire can be related to the flow

velocity using the following power law:

E2 = A+BV n (3.1)

Where E is the voltage across the wire, A,B and n are calibration con-

stants and V is the flow velocity. The calibration constants are calculated

by placing the hot-wire in a uniform nozzle flow. The flow can then be cy-

cled through a specified range of velocities allowing the relationship between

voltage and velocity to be established. A more detailed description of the

hot-wire calibration process and signal analysis can be found in [66].

As indicated in this section, the convective heat transfer of the hot-wire

forms the basis of the measurement technique. Therefore, factors that af-

fect this mechanism, may act as source of error and reduce the accuracy

of the velocity measurement. A side effect of this type of turbulence gen-

erator adopted here was the potential to impose temperature fluctuations

within the free-stream, caused by the temperature difference between the

cross flow jets and the free-stream. Temperature variations in hot-wire mea-

surements can impose significant measurement errors, as the heat transfer is

directly proportional to the temperature difference between the sensor and

the fluid. The error in measured velocity is approximately 2% per 1℃ change

in temperature. Therefore, before the main development of the turbulence
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generator could take place, evaluation of the temperature fluctuations in the

free-stream at the test section location was carried out. In order to assess

these fluctuations, a 5 micron Dantec 1D hot-wire was operated as the cold

wire in constant current mode. The probe was driven by a constant cur-

rent bridge together with a high gain (x100) signal amplifier. The current

driving the cold wire was typically 0.7ma, which was sufficiently low to min-

imise the ohmic heating effect. The analogue signal from the amplifier was

then split into DC and AC components, then filtered and digitized using a

National Instruments SCXI 1305 card. The AC signal was then converted

into a fluctuating resistance. The relationship between wire resistance and

temperature can be approximated via the linear relationship:

T =
R

α×R20

(3.2)

Where α represents the temperature coefficient of resistance and R20 the

resistance of the wire at 20℃. Data was sampled at 1kHz for 20 seconds with

a cut off frequency of 500Hz. In order to verify the performance of the cold

wire, the probe stem was fixed with a fine wire thermocouple in a ’piggy

back’ arrangement so that a comparison of both signal responses could be

made. Fig. 3.13 shows the raw signal from the fine wire thermocouple with

a heavily filtered coldwire signal for a single traverse point. There is good

agreement between the thermocouple and cold wire signal with a slight phase

shift caused by the different locations of the probes. Cold wire temperature

traverses at several test section locations were then performed with and with-

out the turbulence generator. A typical result is shown in Fig. 3.14. Only
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a slight increase in temperature variation was observed with fluctuations of

around ±1℃ for both cases. This suggests that the test section location

is sufficiently far down stream of the turbulence generator so that the tem-

perature difference between the turbulence jets and the free-stream flow has

mixed out.

With the uniformity of the main stream flow temperature confirmed, the

same 5 micron Dantec 1D probe was then operated in the CTA mode as a hot-

wire. Figure 3.15 shows a schematic of the digital measurement system used

to process the hot-wire measurements. The measurement system consists of

a Dantec Dynamics 1D hotwire, a constant temperature anemometer (CTA)

and a National instruments SCXI 1305/1600 A/D converter. In this system

the wire forms one part of a bridge circuit and is heated by an electrical

current. The balance of the bridge is maintained by controlling the current

to the wire so that the resistance and the temperature are constant. The

measured bridge voltage, E (which represents the heat transfer rate) is passed

through a low-pass filter and a signal conditioning unit before conversion in

the A/D card. The combination of the sensor’s low thermal inertia and the

high gain of the servo loop amplifier gives a very fast response to fluctuations

in the flow. Data was sampled at 30kHz with a cut off frequency of 15kHz,

All data points were sampled for 10 seconds. The sampled data was then

used to establish the time-mean flow velocity and turbulence statistics. The

length scale of the turbulent flow field used in this thesis is based on the

streamwise integral length scale Λx. The streamwise integral length scale is

representative of the largest eddies in flow and is determined by invoking
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Taylor’s hypothesis of frozen turbulence which gives:

Λx = U · T (3.3)

Where U is the mean flow velocity and (T ) is the integral time scale cal-

culated from the autocorrelation of the fluctuating velocity time signal.

In order to provide a flow profile the hot-wire probe was mounted onto a

2-D traverse system, which enabled the hot-wire to be traversed across the

start of the test section area. Turbulence profiles were created by traversing

the hot-wire in 5mm increments in the X and Y direction. The measurements

provide essential information for the turbulence generator development de-

tailed below.

Jets in cross flow development

One of the main difficulties in the development of the turbulence generator

is the control over the flow uniformity in terms of intensity, length scale and

mean velocity. Studies by [67], [68] and [69] have generated high levels of

turbulence but at the expense of flow uniformity. Creating a profile which

is uniformly unsteady at the required unsteadiness and length scale presents

a challenge. A turbulence generator with a highly non-uniform profile will

eventually become uniform over a sufficient distance downstream of the tur-

bulence generator. However, this is accompanied by a decay in turbulence

intensity as the turbulent energy is transferred from the large eddies into
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small eddies by the process of vortex stretching. While the turbulent energy

decreases, the integral length scale increase in size with downstream distance.

Therefore, the ideal turbulence generator is one which achieves an homoge-

neous flow field at the test plate location with the required length scale and

turbulence intensity.

Unlike grid generated turbulence, jets in cross flow designs have many

more variables which make the establishment of design rules more difficult.

The jets in cross flow method relies on the interaction between the free-stream

flow and cross flow jets to increase the free-stream turbulence intensity. The

turbulence levels generated from this interaction are a strong function of the

velocity ratio between the free-stream and cross flow jets. Generally speak-

ing, increasing the velocity ratio increases free-stream turbulence levels. The

seminal work conducted by Bogard et al [54] found a velocity ratio of 17

was required to generate turbulence intensities of 20%. The major problem

with this approach is the imbalance of the flow distribution created by in-

jecting air towards the central region of the mainstream flow. This makes

this method prone to poor spatial uniformity in the free-stream flow profile

(usually seen as a central peak in mean velocity). The uniformity of the

profile can be greatly improved by placing a full span splitter plate between

the opposing row of jets as shown by [54]. This then isolates the opposing

jets from each other and prevents any jet interaction. Therefore as shown in

Fig. 3.11 a splitter plate was incorporated into the design at the start of the

development. The test section dimension and turbulence generator location

have been fixed by the requirements of the scaling factor used for the exper-
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iment, therefore the turbulence generator design must operate within these

limitations. As suggested earlier, the mainstream unsteadiness is related to

the velocity ratio. However there is also the jet trajectory to consider as

high velocity small diameter jets will have significantly less momentum than

a larger jet at the same velocity ratio. The scaling of jet trajectories of a

circular jet in crossflow has been studied for many years and correlations de-

scribing the trajectory as function of velocity ratio and diameter have been

established. Pratte and Baines [70] describe the jet trajectory using the

following power-law formulation:

y

rd
= A

( x
rd

)B
(3.4)

where A=2.05 and B=0.28

This equation provided a useful starting point for the development of a

turbulence plate configuration for this test facility. An initial hole diameter

of 13mm was selected with a 3D pitch spacing as this produced a similar

jet trajectory as the design used by [54]. With the fan operating at full

capacity (13kPa), velocity ratios up to 27 could be produced. The estimated

jet trajectory for this cross flow jet in relation to the central splitter plate

is shown in Fig. 3.16. This design was then manufactured and tested in the

turbulence generator. The traversing hot-wire system was used to establish

the flow profile at the start of the test section. The resulting centre line mean

velocity and turbulence intensity are shown across a range of jet velocity ra-
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tios in Fig. 3.17. The data shows a significant bulge in the mean velocity

profile which increases with velocity ratio. The bulge is likely to be a result

of the concentration of mass flux towards the center of the cross section as

predicted by the jet trajectory correlation. The non uniform mean velocity

also creates a non uniform turbulence intensity profile as the fluctuations

remain consistent. The impact of the mass flux distribution was reduced

by placing a 6inch full span cylinder at the end of the splitter plate (see

Fig. 3.11), which has been shown to reduce the distance required to reach a

spatial uniform profile [71]. The aim of the cylinder is to increase mixing

and reduce the channel length required to reach a uniform profile. Fig. 3.18

shows the resulting profile with the full span cylinder in place. Clearly there

was an improvement in the uniformity of the profile but a significant varia-

tion in mean properties was still present. Based on these initial test runs, a

new pair of turbulence plates was created with a jet-hole design, which com-

bined a secondary set of smaller diameter holes. The purpose of the smaller

diameter holes was to even out the mass flux distribution from the turbu-

lence generator plate. The final turbulence generator design consisted of two

rows of holes: row 1 consisted of φ 8 mm while row 2 consisted of φ 12 mm

(pitch spacing to diameter ratio of 6.5 and 4.3 respectively), a photography

of installed plate is shown in Fig. 3.12. Fig. 3.19, 3.20 and 3.21 show the

resulting spatial profiles for Tu=10% upto Tu=25% at the start of the test

plate. The profile was created by traversing the hotwire in 5mm increments,

the turbulence properties of each measurement point were calculated from

10 seconds of data. Fig. 3.19 represents the baseline condition with the tur-

bulence generator turned off and the span-wise cylinder removed. For the
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elevated turbulence case (Tu=25%), a span-wise cylinder was still required

to improve the uniformity of the free stream profile. The introduction of the

cylinder also significantly reduced the turbulent length scale from ΛL
D

26 to

13 (based on a cooling hole φ 8.5mm) due to the temporary reduction in the

cross-sectional area. At the intermediate turbulence case (Tu=16%), it was

possible to generate the same profile both with and without the span-wise

cylinder. This allowed near identical mean velocity and turbulence intensity

profiles to be generated with significantly different length scales. A com-

parison of the different profiles is presented in Fig. 3.22. These mainstream

turbulence conditions were then used for the effusion plate testing campaign.

Turbo expander

The density ratio between the coolant and mainstream flow varies through-

out the combustion chamber with localised near wall regions as low as 1.4.

Further away from the liner walls, ratios of up to 3 occur in civil engine

applications. To cover these conditions experimentally in a lab environment

is very difficult because even at large scale factors (>10) large temperature

differences are required to generate engine representative density ratios (at

atmospheric conditions). For this study a modest density ratio of 1.4 was

achieved by a combination of cooling and heating. This value is at the low

end of the expected density ratio range to be seen in combustor applications.

However, the intention here is to diagnose the impact of density ratio as an

independent parameter over a sensible range of values. As suggested earlier,

the elevated free-stream temperatures are created by virtue of the recircu-
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lating heated design of the wind tunnel. The cold coolant is generated by a

turbo expander system based around an automotive IHI RB85 turbo-charger

see Fig. 3.23. The turbine of the turbo charger is supplied with dry com-

pressed air (-40℃ dew point) at ambient temperature from a large external

compressed air facility. The compressed air is then expanded through the

turbine of the turbo charger. The compressor of the turbo charger is driven

by the turbine and absorbs the enthaply and contributes to the reduction in

temperature at the turbine exit. In order for the turbo charger to be operated

outside of its intended application, an oil lubrication system was constructed

to deliver pressurised oil to the turbo charger bearings. Due to the rota-

tional speeds and energy absorbed by the compressor, an oil cooler was also

required on the oil return feed to reduce oil temperatures to acceptable levels.

For a given turbine inlet pressure, a resulting exit temperature will be

achieved based on the polytropic efficiency of the turbine. As there was no

performance data available for the turbine, part of the commissioning phase

involved characterising the turbine performance. This was achieved by cy-

cling the turbine through a range of inlet pressures, while recording mass

flow through an orifice plate and inlet/exit temperatures using sheathed

k-type thermocouples. Each test condition was maintained until thermal

equilibrium was achieved. This data enabled the normalised mass flow rate

(corrected to SLS) to be calculated and plotted against pressure ratio, see

Fig. 3.24. This provided vital information on the mass flow and pressure

values required for a given exit temperature (coolant delivery temperature).

This allowed the infrastructure of the turbo expander system to be appro-
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priately sized. Based on preliminary turbo tests, a pneumatically controlled

Shubert Salzer valve was selected to regulate the flow through the turbo. This

was connected inline with an orifice meter which provided feedback to the

valve controller. Using this control system it was possible to maintain a fixed

turbine inlet pressure as the external receiver tank pressure varied. As can

be noted from the performance map (Fig. 3.24), high density ratio tests for

all but the highest blowing ratio cases would result in excessive coolant flow.

Therefore a bypass valve is located on the turbine exit to control the final flow

rate to the effusion feed plenum. The bypass flow is dumped to atmosphere

through a series of noise attenuators. This allows the turbo expander to op-

erate at the required pressure ratio for the target coolant temperature with

independent control of the coolant flow rate. To accommodate situations

requiring high mass flow and temperature, a waste-gate can be operated on

the turbine which allows flow to bypass the turbine reducing the temperature

drop. This also acts as fine tune for the coolant delivery temperature. This

feature is particularly useful as atmospheric conditions can vary the receiver

tank air temperature.

Downstream of the bypass valve there is a second orifice meter plate de-

signed to ISO 5167 standards which measures the final mass flow delivered to

the effusion test plate. In order to preserve the cold temperatures created by

the expander, high quality insulation is applied to all pipe work downstream

of the turbine exit. The cold air is then fed into the insulated plenum located

beneath the effusion plate through a 2 inch perforated pipe. The perforated

pipe prevents flow from jetting into the coolant plenum. The plenum also
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contains control screens and an air filter to capture any oil that may have

contaminated the air within the turbo-charger. The coolant temperature is

measured in the feed plenum using a sheathed K-type thermocouple. These

details are shown in Fig. 3.25. This system is capable of producing stable

temperatures of -20℃ for extended periods of time as required for time av-

erage tests. A brief summary of the wind tunnel capabilities are presented

below.

Wind tunnel summary

• Blowing ratio 0.2-7

• Jet Reynolds up to 20,000

• Turbulence intensity 10-25%

• Length scale 150-300mm at Tu=16%

• Density ratio 1-1.5

• Steady state measurements of nondimensional heat transfer and adia-

batic effectiveness

• Test plate scale factors 10-22

3.3 Experimental models

For all test plate configurations the plate is mounted into an insulated plenum

which consists of a system of flow control screens and air filters. The coolant
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flow enters the lower half of the plenum through a perforated pipe which

distributes the air laterally from the centreline of the plenum. The coolant

flow is then passed through two sets of 50% blockage screens before pass-

ing through an oil filter. This presents the effusion array with an oil free

homogeneous flow field, insulation is applied both internally and externally

to maintain coolant delivery temperature. The plenum is instrumented with

three k-type encapsulated thermocouples to monitor coolant delivery tem-

peratures. A schematic of the test section is shown in Fig. 3.25. The test

plate is fitted with inserts, which allow the test plate to be clamped onto a

silicone sealing ring. This creates an airtight seal between the test plate and

mainstream flow, ensuring all coolant is passed through the effusion array. A

total of four effusion arrays were constructed for the testing campaign. The

majority of the experimental tests were performed on the plain hole effusion

array. The remaining three test plate designs were constructed for the inves-

tigation of fanned effusion. Details of the construction of each test plate are

described below.

Plain hole effusion array (Test plate 1)

The test plate consisted of an array of cylindrical effusion holes with dimen-

sions given in Fig. 3.26. The pitch spacing and length-to-hole diameter were

selected to represent scaled engine geometry. The cylindrical effusion holes

were inclined at 20° and arranged into a staggered array. The span-wise pitch

to diameter ratio was 8, while the stream-wise pitch to diameter ratio was

7.5. A nominal inclination angle of 20° was selected as this angle approaches
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the maximum angle possible using conventional laser drilling technology. The

plate was manufactured from a closed cell rigid foam (Rohacell™) which has

a low thermal conductivity (0.029 W/mK) and remains dimensionally stable

across a wide temperature range. This test plate formed the basis of the

experimental testing campaign.

Fanned effusion (Test plate 2 and 3)

For the investigation of fanned effusion the existing test section was extended

further to accommodate additional cooling rows. This was deemed necessary

as the results from the plain hole effusion tests revealed that more rows

would be required to reach asymptotic behaviour, particularly at the higher

blowing rates required by fanned effusion. The geometry of the baseline

fanned effusion hole was derived from CAD models supplied by Rolls Royce

before scaling by a factor of 15. The span-wise and stream-wise pitch to

diameter ratio is 6.67 and the hole inclination angle is 17° as shown in Fig.

3.28. The thickness of the plate is such that the length-to-diameter ratio is

approximately 10. Initial cold flow tests of the fanned and plain hole effusion

test plates produced CDs of 0.72 and 0.65 respectively. This information

enabled the effective porosities to be matched by using the following equation:

Effective porosity =
CD × Areahole ×Noholes
Measurement Area

(3.5)

To account for the difference in CDs, the diameter of the plain cylindrical

hole was increased from 9 to 9.7mm, while maintaining the same absolute
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geometric hole spacing and inclination angles. This created two test plates

with the same effective porosity (1.9%), enabling a true comparison of the

two cooling schemes for a given flow rate. Both test plates weremanufac-

tured from Rohacell™ foam. The fanned effusion geometry proved difficult

to machine in-situ, therefore, a full set of thin wall laser sintered glass filled

polyimide rapid prototyped inserts were created. These were then bonded

into the Rohacell™ base plate as shown in Fig. 3.32. The inserts did not have

the same low thermal properties of Rohacell™, however by using thin walled

inserts the impact on the usable measurement area was minimised.

Reduced cost fan (Test plate 4)

A manufacturable version of the baseline fan was developed by considering

the possible fan shapes which can be created by conventional laser drilling.

An approximation of the fan design can be created by laser drilling at angles

in a similar plane to the inclined metering hole. The break out area of the fan

is set by the laser crossover point and drilling angle. Fig. 3.31 shows a range

of hole definitions which can be created by varying these parameters. Fan

design 2 was selected as the test case, as this design contained a well-defined

metering length and a more gradual diffusion of the central hole. The main

metering hole angle was inclined at 22°, the fan shape was created by two

further drilled holes at the maximum laser drilling angle of 20°. This created

a slightly laid back fan with an even break out on to the test surface. The

reduced turning of the flow produced the highest CD of 0.78, resulting in a

metering hole diameter of 8.5mm. The simplicity of this design enabled the
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fan to be directly machined into the Rohacell™ test plate. These test plates

were then used as a base and modified to suit the measurement technique

being applied as detailed in the following sections:

Heater foil test plate (HTC & effectiveness)

For moderate density ratio tests the upper surface of the test plate had a thin

heater film bonded to the surface, see Fig. 3.33 and 3.32. The heater-film was

0.05mm thick and was made from constantan resistance alloy (Cu55/Ni45)

that has a low temperature coefficient of electrical resistance. The foil was

laser cut to match the effusion array pattern. Recessed copper bus bars were

placed across the leading and trailing edge of the test plate. This enabled

a smooth transition of foil from the bus bar to the test plate base. The

bus bars were electrically connected to the heater foil by silver loaded epoxy.

10cm long studs were located at each end of the bus bars, which allowed

external electrical connections to be made. The exposed surface of the foil

was coated with a high emissivity black paint in order to aid infrared based

thermographic measurements of wall temperatures. Three thin foil surface

thermocouple were located at various free stream locations to provide ref-

erence temperatures for the IR camera. As is explained in a later section,

both HTC and effectiveness data can be gleamed from the foil test plate

alone. However, the limitations of the epoxy bond between the foil and the

test surface restricts the free-stream temperature and ultimately the density

ratio possible.
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Adiabatic test plate (effectiveness only)

For tests involving high density ratio the Rohacell™ base plate was prepared

for direct surface temperature measurement. The surface was prepared in a

similar way to the foil with a combination of high emissivity paint and refer-

ence thermocouples. The low thermal conductivity provides a near adiabatic

surface for the calculation of adiabatic effectiveness. With the test plate is

in this configuration, only the adiabatic film effectiveness is measured. How-

ever, without the limitations of the foil bond this test plate is capable of

running at the higher density ratios.

3.4 Summary

A new high turbulence test facility has been constructed for the purpose

of investigating the hot-side performance of combustor effusion arrays. The

test facility has been designed with the specific aim of isolating the effects of

different variables effecting film cooling performance.

� A closed circuit wind tunnel has been designed, built and commis-

sioned. A high pressure loss design was adopted to produce a compact

wind tunnel, which maximises the working test section length.

� The fully insulated circuit consisted of a 50kW inline heater which

enabled hot gas temperatures of up to 100℃.
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� Hotwire traverse data of a fully featured lean burn combustor was used

to establish representative flow conditions inside the combustion cham-

ber. This data was then used to guide the scaling of the experiment,

in particular the bulk free-stream turbulence properties.

� A turbulence generator has been designed and built, which is capable

of producing highly turbulent free-stream conditions with independent

control over length scale. Unlike previous work, the design of this

turbulence generator has been developed with the specific aim of pro-

ducing representative combustor turbulent free-stream intensity and

length scales.

� For the simulation of engine density ratios, a turbo expander system

was designed and built to deliver stable coolant flows across a range

of temperatures. The system is capable of producing temperatures of

-20℃ for extended periods of time.

� Large scale (SF 12) effusion test plates have been constructed from

an insulating closed cell rigid foam Rohacell™ which produces a near

adiabatic surface for direct film effectiveness measurements.

� A set of the three porosity matched effusion test plates have been de-

signed at the same effective porosity allowing direct comparison of film

performance.

� For the purpose of normalised heat transfer measurements a ohmic

heater foil system was developed to vary the surface wall temperature

during film cooled tests.
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Figure 3.1: Wind tunnel schematic

Figure 3.2: Schematic of dual and single skin architecture at a 3% liner

pressure drop
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Figure 3.3: Conventional closed circuit wind tunnel schematic

Figure 3.4: Turbulent intensity measurements from a lean burn combustor

at 25% tile distance
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Figure 3.5: Turbulent length scale measurements from a lean burn combustor

at 25% tile distance

Figure 3.6: Photograph of tunnel return circuit
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Figure 3.7: Construction of the right hand sub assembly
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Figure 3.8: Photograph of test section
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Figure 3.9: Tunnel warm up cycle
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Figure 3.10: Bell mouth inlet arrangement

Figure 3.11: Sectional view of test section
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Figure 3.12: Assembled multi diameter turbulence plate

Figure 3.13: Raw thermocouple and filtered coldwire signal
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(a)

(b)

Figure 3.14: Temperature variation with (a) Turbulence on; (b) Turbulence

off
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Figure 3.15: Hotwire setup
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Figure 3.16: Predicted jet trajectory from a single row of φ13 holes at Vr 21
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(a)

(b)

Figure 3.17: Hotwire center line traverse for φ 13mm jet plate without span-

wise cylinder (a) Mean Velocity; (b) Turbulence intensity
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(a)

(b)

Figure 3.18: Hotwire center line traverse for φ 13mm jet plate with span-wise

cylinder (a) Mean Velocity; (b) Turbulence intensity
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(a)

(b)

(c)

Figure 3.19: Hotwire traverse measurements for Tu=10% profile (a) U∞

velocity; (b) Turbulence intensity; (c) Turbulence length scale
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(a)

(b)

(c)

Figure 3.20: Hotwire traverse measurements for Tu=16% profile (a) U∞

velocity; (b) Turbulence intensity; (c) Turbulence length scale
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(a)

(b)

(c)

Figure 3.21: Hotwire traverse measurements for Tu=25% profile (a) U∞

velocity; (b) Turbulence intensity; (c) Turbulence length scale
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(a)

(b)

(c)

Figure 3.22: Span-average hot-wire measurements (a) Length scale varia-

tion at Tu=16%; (b) Turbulence intensity with length scale variation; (c)

Turbulence intensity
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Figure 3.23: Photography and schematic of turbo expander system
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Figure 3.24: Turbine performance plot of IHI RB85 and similar sized Garret

charger

Figure 3.25: A diagram that illustrates the coolant feed plenum construction
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Figure 3.26: Plain hole effusion test plate 1

Figure 3.27: Effusion hole array pattern for fanned and plain effusion tests

2, 3 and 4
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Figure 3.28: Datum fan definition

Figure 3.29: Plain hole definition
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Figure 3.30: Modified fan definition

Figure 3.31: Laser drilled Designs
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Figure 3.32: Photographs of the insert assembly and the finished foil bonded

test plate

Figure 3.33: Test plate with bonded heating foil

100



Figure 3.34: Effusion array mounted in test section with heater foil and

reference thermocouples
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Chapter 4

Measurement techniques and

instrumentation

In this chapter, the experimental techniques used to acquire adiabatic film

effectiveness and normalised heat transfer coefficient are described in detail

and discussed. The testing campaigns for chapters 6 and 7 are also outlined,

along with a description of the data acquisition system used to control and

monitor the test facility.
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4.1 Test Matrix

The experimental results are divided across chapters 6 and 7. Chapter 6

forms the main component of the experimental testing and is focused on a

single test plate (test plate 1), operated across a broad range of flow condi-

tions. Within the chapter two different ways of analysing the surface adia-

batic effectiveness are presented. The first method is referred to as “direct

adiabatic effectiveness measurement” and the second “liner superposition

technique”. The latter of these techniques also generates normalised heat

transfer data but with limitations placed upon the available density ratio

range. Therefore, high density ratio tests have only been investigated using

the direct adiabatic effectiveness technique.

A wide variety of parameters were varied in order to generalise the conclu-

sions. A summary of the testing campaign for chapter 6 is shown in Fig. 4.1.

A total of four aerodynamic parameters were varied which include bulk free-

stream turbulence intensity, length scale, coolant density ratio and coolant

blowing ratio. The coolant blowing ratio was incremented in 0.1 steps for

the direct effectiveness method and was repeated at each free-stream turbu-

lence and density ratio condition. The blowing ratio range investigated is

consistent with that found in dual skin combustor tile arrangements. The

turbulent length scale was also varied independently at the free-stream tur-

bulence intensity of 16% by removing the span-wise flow control cylinder as

shown earlier in Fig. 3.22.
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The second test series labelled “linear superposition” was conducted with

a fixed moderate density ratio to prevent foil bond failure. The blowing ratio

increment was increased to 0.2 to reduce the number of tests, as the super-

position technique required each test condition to be evaluated over a range

of heater power settings.

Figure 4.1: Testing campaign for chapter 6
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In addition to the surface measurements outlined above, further tests were

carried out to establish the coolant film mixing in the free-stream. Due to

the extensive time required to perform this type of measurement (of the or-

der 5 hours at each location), experiments were limited to two blowing ratios

at the high and low free-stream turbulence conditions. Measurements were

made at three span-wise locations and one single central stream-wise location.

Chapter 7 consists of the results obtained for the fanned effusion inves-

tigations. The number of flow variables was reduced, as these tests involved

multiple test plates. The main focus of these experiments was to investigate

the relative performance of fanned and plain hole cooling arrays. In order to

take full advantage of the diffusing shape of the fan, higher blowing ratios are

required. This is reflected in the blowing ratios tested (Br 2.5-5) and which

are representative of a single skin combustor, where the entire pressure drop

drives the coolant delivery. A summary of the test conditions is shown in

Fig.4.2.

105



Figure 4.2: Testing campaign for chapter 7

A combination of the surface and free-stream temperature measurements

was used to establish both surface cooling performance and coolant mixing

with the free-stream. Details of each measurement technique, along with its

operational procedure, are described in the following section.

4.2 IR camera measurements

Surface temperature measurements are acquired by using an infrared based

imaging system. Every body emits radiation with a spectral distribution

Wλ,0 described by Planck’s law.

Wλ,b =
2πhc3

λ5(e
hc
λkT − 1)

× 10−6{Watt/m2µm} (4.1)

Planck’s formula, when plotted graphically for various temperatures, pro-

duces a family of curves. According to Planck’s law, the emitted radiation

is dependent upon the object’s total temperature and its spectral emissivity
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ελ. The spectral emissivity is influenced by the material properties and sur-

face quality, and is expressed as a ratio to that of a black body. The latter

is an idealised body which emits and absorbs all incident radiation at all

wavelengths. In contrast, incident radiation may be reflected or transmitted

by real objects. Therefore knowledge of the spectral emissivity is vital when

calculating temperature from spectral radiation.

Infrared thermography makes use of the energy emitted at infrared wave-

lengths. From the target surface to the measuring system, ambient air is

present, which has wavelength dependent transmissivity. For infrared ther-

mography two frequency bands are prevalent; the mean infrared from 2 to

5µm and the far infrared from 8 to 12µm. For this study temperatures were

expected to fall within the 270-373K range. Since a medium range of surface

temperatures is to be detected, an infrared camera (Flir A40M) with a focal

plane array (FPA) and an uncooled microbolometer detector with a spectral

range of 7.5-13 µm was used. The camera was mounted above a traversable

Zinc Selinide window with a 12 µm anti-reflection coating, this was selected

because of its high IR transmittance over the appropriate wave length range

(3.5µm - > 12µm).

As indicated earlier, real physical bodies can reflect and absorb fractions

of the incident radiation. Within the test area this can become problematic

without careful calibration. Fig. 4.3 shows the main sources of error present

in the test section, which can corrupt the reported surface temperature. The

incident radiation detected by the camera is comprised of the body surface
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component (Iobj), attenuated by the atmosphere transmittance (τ) and the

surrounding ambient radiation (Iamb) from the test section side walls. Fur-

thermore, the atmosphere itself may also emit radiation to be detected by

the camera. Other sources of error include optical (i.e. window) effects such

as reflections which can be seen as a central halo in the recorded image. In

order to reduce the impact of optical reflections, incident radiation and win-

dow transmission, an in-situ calibration procedure was developed.

Camera calibration

Before each camera calibration, the tunnel was operated at its intended test

condition until thermal equilibrium was achieved. This ensured that the

surrounding wall temperatures during calibration were consistent with those

present during the experiment. The effusion test plate was then replaced with

a 10mm thick aluminium plate, mounted in a 2 inch thick Rohacell™ foam

with an embedded silicone heater pad. The exposed aluminium surface was

coated with high emissivity paint consistent with the test plate itself. The

aluminium plate was instrumented with embedded thermocouples and thin

film surface thermocouples to monitor both internal and surface tempera-

tures. Details of the calibration plate setup are shown in Fig. 4.4. The high

thermal conductivity and thickness of the plate presents a near isothermal

surface to the camera optics. With the wind tunnel operating at a stable

aerodynamic and thermal condition, the temperature of the plate was grad-

ually increased using the silicone heater pad. During this process, and at
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set plate temperature intervals, measurement frames were acquired with the

IR camera along with simultaneous measurements of thermocouple temper-

atures. For each camera pixel the raw IR intensity data was then compared

with the corresponding plate thermocouple measurements. A unique polyno-

mial calibration curve was then generated for each camera pixel, describing

the relationship between intensity and temperature. The calibration data

was stored in a matrix for converting raw IR measurements into temperature

maps. This pixel-by-pixel calibration process resulted in surface temper-

ature measurements within ±0.25K of the surface reference thermocouple

data. Calibration data of this form was acquired each time the camera loca-

tion and/or test condition was changed. This approach is much more robust

than applying a global calibration to all pixels as window reflections and edge

effects can be removed.

A typical calibration curve of a pixel is presented in Fig. 4.5. Each pixel

maps to a geometric area of 0.7 mmˆ2 square on the effusion plate under test.

As a result, two separate camera locations where required to capture the full

length of the effusion plate. For the high density ratio tests the calibration

plate was pre-chilled using cold air from the turbo expander system to ensure

the calibration captured the full temperature range expected during effusion

plate test runs.
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4.3 Coolant film mixing

In addition to the wall surface temperature measurements, coolant film mix-

ing was investigated by traversing a fine-wire exposed bead thermocouple

(wire diameter of 0.025 mm) in both span-wise and stream-wise directions

through the coolant layer. The exposed bead was located 5mm from the

ceramic tube mount to minimise thermal conduction errors to the probe

stem. Fig. 4.6 shows the assembled fine wire thermocouple bonded to the

ceramic tube. The time-averaged gas temperature was recorded at each lo-

cation (based on 8 seconds of data), with measurements taken in either 2 or

4mm spatial increments, depending on the test requirements. This traverse

data was then compiled to create a spatially resolved thermal profile of the

near-wall flow at various free-stream and coolant flow conditions.

4.3.1 Data reduction

Direct adiabatic effectiveness measurements

For the direct adiabatic measurements, IR data was gathered by capturing

images directly from the Rohacell™ test plate surface without the heater foil.

Fig. 4.7 shows a typical surface temperature map generated by the IR camera

system after temperature conversion using an appropriate calibration matrix.

The image is calculated from 60 individual images taken over a 60 second

period, to create a time average wall surface temperature. The low thermal

conductivity of the test plate material minimises the heat flux into the surface

(see chapter 5), therefore the measured surface temperature represents a
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near adiabatic wall temperature. The adiabatic wall temperature is then

normalised using the coolant and free-stream delivery temperatures to give

the familiar adiabatic effectiveness equation:

η =
T∞ − Taw
T∞ − Tc

(4.2)

This definition was used to normalise all of the surface temperature data

and compare relative cooling performance of the effusion array under various

operating conditions.

Superposition technique

The superposition technique requires the ability to adjust the surface temper-

ature independently during the effusion test. This was achieved by varying

the power supplied to an ohmic heating foil which was bonded directly onto

the surface of the Rohacell™ test plate as described in chapter 3. This pro-

cess generated a set of wall temperatures for a fixed cooling condition. By

recording the corresponding wall temperatures the superposition approach

which was first described by [72] can be used. The approach takes advan-

tage of the linear relationship between heat transfer coefficient (hmw) and

a non-dimensional temperature (φ). These parameters are defined by the

following equations:

hmw =
q̇avg

Tw − T∞
(4.3)
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φ =
T∞ − Tc
T∞ − Tw

(4.4)

A typical test run would require 13 heater power settings to generate wall

temperatures Tw over a sufficient range across the foil surface. The method

requires a much larger data set with a total of 2340 measurement images

for each test condition. Data is then plotted in the form of hmw vs φ. A

typical set of data points for a single IR camera pixel is shown in Fig. 4.8,

with a least-squares straight line fit. The axes intercepts produce the data

of interest; adiabatic heat transfer coefficient at φ = 0 and 1
η

at hmw = 0.

The effectiveness data generated using this method is equivalent to the di-

rect method described earlier. Fig. 4.9 compares two adiabatic effectiveness

maps of the same test area using both measurement methods. This type of

analysis broadly follows the method outlined by [73].

This process is also repeated for each free-stream turbulence condition

with the coolant turned off, providing the equivalent un-cooled heat transfer

coefficient. The additional test runs without cooling provides data which can

then be used to normalise the film cooled HTC results. This is a necessary

step since the presence of the holes in the Ohmic heater foil will impose a

non-uniform heat flux at the surface. This prevents direct calculation of the

local heat transfer coefficient without the added complexity of performing a

thermal-electric simulation of the entire foil as performed by [46]. However,

the intention here is to evaluate the heat flux reduction (HFR) parameter

which requires only the ratio of
hf
ho

.
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Heat Flux Reduction

The heat transfer in a film cooled environment can be described by:

h =
q̇

Taw − Tw
(4.5)

Where Tw is the surface wall temperature and Taw is the temperature of

an assumed adiabatic wall that is driving the heat transfer. In film cooling

investigations, h and η are the two quantities of interest. The heat transfer

coefficient is sensitive to the flow field which changes considerably with the

addition of film cooling. In fact, the introduction of film cooling actually

augments the heat transfer coefficient due to the disturbance in the boundary

layer. Therefore, a more comprehensive way of describing the film cooling

performance is to combine these two quantities. This is captured by the

HFR. The HFR was first identified by [7].

HFR = 1− hf
ho

(1− ηaw
φ

) (4.6)

φ =
T∞ − Tw
T∞ − Tc

(4.7)

Where φ is the non-dimensional metal temperature of the cooling system.

Note that φ is not measured in this experiment. Therefore, a value for φ must

be assumed in order to estimate the heat flux reduction. Typical values for

an operational film cooled turbine air foil range from 0.5-0.8. The (HFR)

data presented in this thesis is evaluated for a constant φ = 0.8.
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Flow field profile

The free-stream fluid temperature above the effusion array can be defined by

the coolant/free-stream mixture fraction:

ηaw =
T∞ − Txy
T∞ − Tc

(4.8)

Where Txy represents the time averaged local gas temperature measured

by the fine wire thermocouple. This allows direct comparison of surface

effectiveness and the thermal flow field. Data acquisition was performed

by a National Instruments system with cold junction compensation. The

time-mean gas temperature was calculated from 8 seconds of data at each

measurement location. Typical test runs took around 5 hours to complete in

order to capture the full height of the cooling film.

Rig monitor

The relevant physical parameters of the wind tunnel have to be monitored

in real time to ensure flow conditions have stabilised at the target test con-

dition. This was achieved by extensive instrumentation in combination with

an on-line monitoring system. The system includes both instrumentation of

the test rig and data acquisition and processing. A total of 16 parameters are

measured to accurately control and describe the test conditions. The param-

eters are acquired via a National Instruments™ SCXI 1600 data acquisition

system which monitors the raw data from the various pressure transducers

and thermocouples located throughout the rig (see Fig. 4.10). This data is

then digitized and passed to a PC running LabView™ software. A custom
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virtual instrument (VI) was created which allows real time data to be dis-

played during tunnel operation. Fig. 4.11 shows the layout of the VI front

panel used to set conditions prior to a test run. This VI also displays the

relevant derivatives, namely the main flow velocity U∞, the blowing ratio Br,

momentum flux ratio M and density ratio Dr. All of the measured param-

eters are recorded along with relevant derivatives into data files which then

undergo a more in depth post processing analysis using Matlab™ code.
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Figure 4.3: IR calibration set-up

Rohacell base plate 

Aluminium plate 

Surface thermocouples 

Embedded 
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Silicone heater pad 

High emissivity surface 
coating 

isothermal surface 

Figure 4.4: Isothermal calibration plate construction
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Figure 4.5: IR pixel calibration curve

Figure 4.6: Assembled fine wire thermocouple mounted to ceramic tube
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Figure 4.7: Typical surface temperature map from IR camera

Figure 4.8: Typical data set and line fit used for adiabatic effectiveness and

heat transfer coefficient
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Figure 4.9: Comparison of measurement techniques at Br 2.5 Dr::1.1, Tu

25%

Figure 4.10: Schematic of test rig instrumentation locations
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Figure 4.11: Labview™ virtual instrument
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Chapter 5

Measurement uncertainty

In this chapter the experimental uncertainty is discussed. The uncertainty

analysis is divided into two sections: surface measurements and cooling flow

parameters. A conduction model of the Rohacell test plate was developed to

calculate the bias error in the measured adiabatic effectiveness. A precision

uncertainty analysis is performed which describes the uncertainty associated

with data presented in this thesis.
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5.1 Measurement uncertainty

The measurement uncertainty can be divided into two main categories, bias

uncertainty and precision. A bias uncertainty refers to an error that is made

consistently from measurement to measurement. This type of error is rel-

evant to pressure transducers and data acquisition schemes. The precision

uncertainty relates to the random errors which vary from measurement to

measurement. The following sections detail the measurement uncertainty of

the surface temperature measurements and the derived flow parameters.

5.1.1 Surface temperature measurements

Thermocouples form the basis of the surface temperature measurement and

are used to calibrate the IR camera system using the in-situ calibration

method described in chapter 4. The kinds of errors that make up the precision

uncertainty of thermocouples are differing wire junctions, drifting cold junc-

tion and electrical noise. Any uncertainty in measurements of the calibration

plate wall temperature directly impacts the uncertainty in the reported IR

surface temperature. Consequently the Tw measurement has the same un-

certainty as the other thermocouple measurements of T∞, Tc.

The temperature measurements were made using K-type and N-type ther-

mocouples and data acquisition was performed by an 8 channel National

Instruments™ SCXI 1120 card with an additional SCXI 1328 cold junction

module. All of the thermocouples were calibrated against a PRT temperature

probe in a temperature controlled bath prior to use. This allowed tempera-
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tures to be reported with an uncertainty of ±0.5 ℃.

For these experiments, the main source of bias uncertainty arises from

conduction through the Rohacell™ foam test plate. This can cause a bias in

the surface temperature data. Since the experiment relies on the fact that

the surface is adiabatic (zero heat flux), any conduction through the test

plate will result in lower wall temperatures creating a bias in the measured

adiabatic wall temperature. In order to quantify the effects of these fluxes

on the measurement of the local adiabatic wall temperature, a conduction

model of the effusion plate was developed similar to [19] using the com-

mercial software Star-CCM+™. In order to estimate the typical impact of

wall conduction on effectiveness measurements, a case was considered with

high blowing and density ratio, as these conditions would generally require

the highest level of correction. An accurate three-dimensional model of the

actual test plate was created and meshed using polyhedral volumes (approx-

imately 185,000). The computational mesh was refined around the effusion

holes in order to resolve the higher temperature gradients created in the near-

hole regions.
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The material properties of the modelled wall were set at the values quoted

by the manufacturer and are listed in table 5.1.

Grade 51 IG-F

Density 0.0513 Kg/mˆ3

Thermal conductivity 0.029 W/m-k

Table 5.1: Rohacell material properties

The thermal boundary conditions on the surfaces of the test plate were de-

fined by a combination of convective heat transfer correlations and measured

surface temperature maps from the wind-tunnel experiment. The surface

heat transfer coeffecients were defined by a turbulent flat plate correlation

[74]. The coolant side of the test plate was exposed to a uniform fluid temper-

ature, and modelled as a uniform temperature boundary (this is considered

a worst case approach). The effusion holes were defined as convective walls

with ambient temperature set at the coolant delivery temperature and heat

transfer coefficients defined by a fully-developed turbulent pipe flow correla-

tion [74]. All other surfaces were modelled as adiabatic walls. The radiative

heat transfer from the surrounding channel walls was approximated by a

simple enclosed model:

qrad = σεw(T 4
a − T 4

w) (5.1)

substituting into equation 5.1 and re-arranging for adiabatic wall temper-

ature yields:
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Taw = Tw +
qw − qrad

hf
(5.2)

After solving for the plate temperature distribution using Star-CCM+™,

the local wall-surface heat flux was then divided by the assumed heat trans-

fer coefficient on the hot-side of the plate to yield an estimate of the tem-

perature difference between measured wall temperature and the modelled

adiabatic wall temperature. Fig. 5.1 shows a contour plot of the tempera-

ture correction. As might be expected, the leading edge of the cooling hole

shows the largest temperature correction, as at these locations the wall is

thin with only a thin wedge of material between mainstream and coolant

flows. Immediately downstream of the ejection hole a localized over predic-

tion in surface temperature is observed, as the radiative heat flux dominates.

Apart from some localised high temperature corrections, the majority of the

measurement surface requires adjustment of less than two degrees. Therefore

a surface temperature error estimate of 2◦C has been applied to the data re-

duction process to account for plate conduction errors. A more sophisticated

correction could be achieved by running additional simulations at different

flow conditions. While this would be of negligible benefit in this low con-

duction case, it would provide a useful tool for correcting more conductive

materials.
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Figure 5.1: A contour plot of the difference between measured wall surface

temperature and modelled adiabatic wall temperature.

Direct film effectiveness

With uncertainty values established for the individual temperature measure-

ments the overall uncertainty in the effectiveness measurements was deter-

mined based on the well established method described by Kline-McClintock

[57]:

ηaw =
Tg − Taw
Tg − Tc

(5.3)

± ηaw =

[(
∂η

∂Tg

)2

(εTg)
2 +

(
∂η

∂Tc

)2

(εTc)
2 +

(
∂η

∂Taw

)2

(εTaw)2

]1/2

(5.4)
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and therefore

=

[(
Tc − Taw

(−Tg + Tc)2

)2

(0.5)2 +

(
Tg − Tw

(−Tg + Tc)2

)2

(0.5)2 +

( −1

(Tg − Tc)2

)2

(2)2

]1/2

(5.5)

For the high density ratio tests (Dr=1.4), gas temperatures were typ-

ically around Tg= 363K and Tc=265.5K for the mainstream and coolant

flow circuits respectively. Substituting these values into equation 5.5 for an

area where the wall temperature Taw = 343k (near effusion exit), yields an

effectiveness value of 0.2 ±10%. The percentage uncertainty decreases for

higher values of ηaw, from as high as 27% at ηaw = 0.04 to as low as 4.7% at

ηaw = 0.44

Superposition measurements

The linear superposition principle used to determine η, hf and ho from the

heater foil based experiments is calculated by a least-squares straight line

fit through experimental data points. The error of the slope and axis inter-

cept associated with a straight line fit from data points with equal error are

calculated using the following equations [75]:

Slope Error = S ×
√

n

(n
∑
xi2)− (

∑
xi)2

(5.6)

Intercept Error = S ×
√ ∑

xi2

(n
∑
xi2)− (

∑
xi)2

(5.7)
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S =

√∑
(yi − axi − b)2

n− 2
(5.8)

The uncertainty values quoted below are representative of the measure-

ment area:

ho = ±3% hf = ±2.5%
hf
ho

= ±5.5% φ = 5% ηaw = ±2%

A summary of typical surface measurement error is shown in table 5.2

Parameter Uncertainty [± %] Method

ηaw 4.7 Direct

ηaw 2 Superposition

ho 3 Superposition

hf 2.5 Superposition

ho
hf

5.5 Superposition

Table 5.2: Summary of surface measurement error

5.2 Flow parameters

The flow parameters are calculated from the free-stream and coolant mass

flow rates. The free-stream mass flow rate was measured across a nozzle

and diffuser arrangement (see appendix A.1). The coolant flow rate was

measured downstream of the turbo expander and is shown in Fig. 5.3. The

pressure drop across each system was measured using differential transduc-

ers. The voltage output from each transducer is monitored by a National

Instruments™ 8 channel lowpass butterworth filter module SCXI-1143. An

in-situ calibration of each transducer was performed using a PACE™ 5000
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series pressure controller with a precision of up to 0.005% reading ± 0.005%

full scale.

A typical pressure transducer calibration plot is shown in Fig. 5.2. Two

different types of pressure transducers are used in these experiments: The

main tunnel circuit pressures were all recorded using Furness™ differential

pressure traducers with an accuracy of ±0.5% of reading. The differential

pressure across the orifice plate was measured using a Sensor Technics™ dif-

ferential transducer with a ±0.25% of full scale output.

Figure 5.2: Typical pressure transducer calibration plot
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ø
D ø
d

3.5m straight pipe 0.5m temperature probe

flow direction
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D = 50.8mm     

d = 29mm / 15mm (high / low BR orifice)

l1 = 25.4 ±  0.5mm       l2 = 25.4 ±  0.5mm
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l2

pressure tappingspressure tappings

Test plate

Turbo 
expander

Figure 5.3: Schematic of orifice plate configuration for coolant mass flow

measurement

The detailed calculation of the uncertainty of the mass flow measurements

are presented in appendix A.6. A summary of the uncertainty of the mass

flow and derived flow parameters are presented in table 5.3.

Parameter Uncertainty [± %]

Mcoolant 1.7

Mfreestream 1.36

ρc 0.56

ρ∞ 0.4

BR 4

DR 1.1

Table 5.3: Flow parameter uncertainties
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Hot wire measurements

The main sources of uncertainty which affect the measurement of velocity

using hot-wire measurements result from: Calibration, A/D conversion res-

olution and linerarisation (curve fitting). The uncertainty analysis detailed

below broadly follows the method outlined in [76].

Calibration equipment

U(Ucal) =
1

100
σUcal% (5.9)

Where: σUcal% is the standard deviation of the calibration velocity. The

calibration of the hot-wire probe was performed using a dedicated Dan-

tec™ calibration unit. The calibration nozzle was operated across a flow rate

range of 1-10m/s. It is suggested that the value of the standard deviation is

therefore given as 1.02% [76].

A/D board resolution

The uncertainty resulting from the resolution of the A/D conversion may be

found using the following formula:

U(Ures) =
1√
3
.
1

U
.
EAD
2n

.
∂U

∂E
(5.10)

Where EAD is the voltage range of A/D converter (National Instruments

PCI6052e), which in this case is a maximum of 10V, and n is the resolution

in bits which is 16. The partial derivative may be found from the calibration

curve equation and is given by:
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∂U

∂E
=

2E

Bn

(
E2 − A
B

) 1−n
n

(5.11)

The wire voltage, E may be found from a linearisation approach using

Kings Law [77]

E =
√
BUn + A (5.12)

The value of uncertainty is a function of the measured velocity and is a

maximum at the lowest velocity (1m/s). Therefore the uncertainty value is

evaluated at 1m/s.

Linearisation

The uncertainty associated with the curve fitting of data points during cali-

bration may be estimated as follows:

U(Ulin) =
1

100
σ∆ulin% (5.13)

Where ∆ulin% is the standard deviation of the error between data points

recorded and derived calibration curve. This quantity is calculated directly

from Dantec™ Streamware™ calibration software, a typical calibration pro-

duces a value of 0.097%. The components of the measurement uncertainty

are summarised in table 5.4.
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Error Source Value εi

Calibration 0.0102

Linearisation 0.0010

A/D Conversion Resolution 0.0007

Table 5.4: Hot-wire measurement uncertainties

The total measurement uncertainty may be calculated from:

εtot = 2

√√√√ n∑
i=1

ε2
i (5.14)

Using the values in Table 5.4, gives an velocity uncertainty of ±0.0205,

or approximately ±2%.
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Chapter 6

Investigation of plain hole

effusion subjected to highly

turbulent free-stream

conditions

An extensive experimental study has been conducted to investigate the perfor-

mance of a film cooling array at engine representative conditions. The tests were

conducted in two phases: The first phase examined a purely adiabatic test case

at a range of blowing ratios, density ratios and free-stream turbulence conditions.

For the second phase, a heater film was attached to the test plate to allow non

dimensional HTC to be evaluated at unity density ratio. Both sets of data are

presented and explained in the following chapter.
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6.1 Adiabatic effectiveness

The results of adiabatic tests are presented in this section and are divided

into three specific areas. Firstly, the effects of varying free-stream turbulence

on span-wise averaged and spatially averaged adiabatic film-cooling effective-

ness; secondly, the impact of free-stream conditions on the mixing of coolant

and free-stream flows; thirdly, the effects of density ratio on cooling effec-

tiveness. Together, the results capture the effects of free-stream turbulence

on the film-cooling behaviour of an angled effusion geometry. Full surface

effectiveness contour maps were measured based on the method described in

chapter 4. Fig 6.1 shows the installed effusion test plate. The dashed line

shows the measurement area used for IR data processing. The location of

the embedded surface reference thermocouples are also shown.

6.1.1 Free-stream turbulence effects

One of the main objectives of this work was to investigate effusion film-

cooling effectiveness under highly turbulent free-stream conditions. Fig 6.2

shows the measured impact of free-stream turbulence on span-wise average

adiabatic effectiveness for three blowing ratios at a constant density ratio

of 1.4. The effusion holes have been removed from the analysis, as mea-

surements in this area were inaccurate due to the orientation relative to the

IR camera sensor array. At the lowest BR considered (0.3), it can be seen

that increasing the free-stream turbulence level from 10% to 16% causes a

small reduction in the film-cooling effectiveness in the more downstream area,

while there is no further change when increasing the turbulence intensity to
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25%. At the highest BR (1.5), the impact of free-stream turbulence level is

markedly different. In this case the effect of the elevated turbulence is now

seen to lead to a marked increase in the measured adiabatic effectiveness,

particularly in the downstream region. This suggests that there is increased

turbulent transport of coolant fluid back towards the wall surface. This result

seems counter intuitive at first, as elevated free-stream turbulence is gener-

ally seen as detrimental to film cooling performance. However, the relatively

few single row studies which have included free-stream turbulence augmen-

tation (for example, [31] and [34]) have demonstrated a similar potential for

improved film coverage at elevated free-stream turbulence conditions. This

coolant transport mechanism, is an inefficient way of augmenting effective-

ness since it relies upon a strong interaction with the hot mainstream flow.

The mechanisms which produce this result can be seen in more detail

from adiabatic surface maps presented in Figs. 6.3 to 6.5. Fig. 6.3 shows

the variation in film effectiveness with both blowing ratio and free-stream

turbulence intensity at the lower blowing rate range (0.3 - 0.7). The lefthand

set of images shows the variation of effectiveness with BR at 10% free-stream

turbulence intensity, while the right hand set of images shows the equivalent

data for 25%. For the lowest BR condition (0.3), the data clearly shows an

increase in lateral spreading of the coolant immediately downstream of the

ejection points which is caused by the increase in bulk turbulence levels. The

lateral spreading is also accompanied by a reduction in streamwise coolant

coverage as the cooling layer mixes out more quickly with the free-stream.

At the low blowing rates (<0.7), the benefits gained from increased lateral
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spreading are outweighed by the reduction in streamwise coverage. As the

coolant blowing rate approaches 0.7 the coolant jet begins to change mode

from an attached cooling jet, which produces a coolant film on the surface

of the plate, to a detached cooling jet which penetrates into the free-stream.

In this transitional phase the lateral spreading and streamwise reduction

in coolant imposed by the free-stream conditions are approximately equal,

which produces a collapse in the span-wise average data (Fig. 6.2) at BR

0.6. The change in coolant delivery mode also signals a shift in the response

to increased free-stream turbulence. Above the point at which the coolant

detaches from the surface BR > 0.7 (see Fig. 6.4 and 6.5) the centerline effec-

tiveness is already very poor, so any further reduction due to increased free-

stream turbulence is marginal. However, the turbulent transport of coolant

induced by the high free-stream turbulence improves the lateral spreading of

coolant which ultimately benefits the film-cooling effectiveness.

At the highest blowing ratio tested here (BR=1.5), an increase in spa-

tially averaged effectiveness of 74% is observed at Tu=25%, relative to the

10% turbulence case. A summary of the spatially averaged results for high

and low turbulence levels is given in Table 6.1. These results are in stark

contrast to a similar study using normal angled effusion [42], which reported

a consistent decrease in spatially averaged effectiveness with increasing free-

stream turbulence. This indicates that when jet lift-off is pronounced, as

in the case of normal jets, the free-stream turbulence mixes the coolant jet

so extensively that any transport of coolant back towards the surface is of

negligible benefit. In the angled effusion case jet lift-off is reduced, thereby
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allowing free-stream turbulence to transport the coolant into the near-wall

area without completely mixing out with the free-stream. The relatively

modest gains demonstrated in earlier angled single row studies are merely en-

hanced by the additional rows found in arrays. The successive rows increase

the coolant concentration above the surface which increases the amount of

coolant present in the near wall mixing region. Although all of the data

shown in this section is at the higher density ratio of 1.4, the same trends

were also found at the lower density ratio of 1.06. The only difference was

a shift in the transition from an attached to a detached jet occurring at a

slightly higher blowing rate, as the increase in coolant density produced a jet

with a lower momentum for a given blowing ratio.
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BR Tu=10% Tu=25% ∆%

0.3 0.104 0.094 -9.2

0.4 0.113 0.108 -4.4

0.5 0.111 0.115 3.2

0.6 0.111 0.121 9.0

0.7 0.096 0.123 27.9

0.8 0.089 0.120 35.0

0.9 0.079 0.117 47.0

1.0 0.072 0.115 58.7

1.1 0.067 0.112 67.6

1.2 0.065 0.110 69.9

1.3 0.064 0.109 69.8

1.4 0.061 0.114 84.9

1.5 0.063 0.110 74.9

Table 6.1: Spatially averaged adiabatic effectiveness at high and low turbu-

lence intensity (masked effusion holes).

6.1.2 Free-stream turbulence length scale

The capabilities of the wind-tunnel turbulence generator have allowed a

unique investigation of the impact bulk turbulent integral length scale has

on film cooling effectiveness. For a free-stream turbulence intensity of 16%,

normalised integral length scales of ΛL/D = 13 and 26 have been investi-

gated; note that the other free-stream flow parameters, such as the mean

velocity and spatial profile, were otherwise unaffected by this change. The
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larger length scale of ΛL/D = 26 was shown to be representative of the scale

generated by fuel injectors in engine-standard combustors. The results asso-

ciated with this part of the study are presented in Figs. 6.6 and 6.7. Fig. 6.6

shows the surface effectiveness for three blowing ratios; 0.3, 0.7 and 1.5. For

the two length scale cases considered, it can be seen that the impact of length

scale is relatively low, although some increase in effectiveness is evident in

the more downstream regions at a BR of 0.3 at L/D = 26. Fig. 6.7 shows

this difference more clearly in a span-wise averaged adiabatic effectiveness

plot for BRs of 0.3 and 1.3. This result differs from a similar study by [31]

which reported significant increases in film effectiveness with increases in

length scale for a single row of cooling holes. However, this previous study

considered a very low length scale range of ΛL/D = 0.12 to 0.33. This im-

provement in effectiveness is thought to be brought about by the disruption

of the counter rotating vortex pair (CRVP) which entrain hot gas towards

the effusion surface. These localised structures are likely to be quickly dis-

rupted by the large scale turbulent structures in the free-stream, even at the

smaller scale of ΛL/D = 13 tested here. Therefore, increasing the length

scale further has only a marginal effect on film-cooling effectiveness, as the

turbulent structures are already much larger than any localised flow features.

Another potential reason for this insensitivity to length scale is due to the

relatively low turbulence intensity levels. The variation in length scale was

only possible at a free-stream turbulence intensity of 16 %, which is relatively

low in combustor terms. At these intensity levels the structures may have

insufficient energy to impose any major disruption to the film coverage.
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6.1.3 Flow field temperature measurements

The data presented so far has focused on the surface cooling performance.

To understand in more detail how the surface coolant film develops, fluid

temperature field measurements have been obtained at three traverse loca-

tions positioned downstream of the 1st, 3rd and 5th row of the cooling holes.

Fig. 6.8 - 6.11 show the span-wise gas temperature traverse data along

with the corresponding adiabatic effectiveness data. The effectiveness con-

tours become saturated in the jet exit/core region (η ≈ 1) as the scale is

limited to 0.5 for clarity. The reduced scale enabled the gas temperature

data to be plotted using the same scale as the surface effectiveness data

which is typically in the lower range. The gas temperature measurements

were obtained at relatively coarse spacial increments of 4mm. Note that the

traverse measurements do not include a 2mm region near the test surface to

avoid damage to the fine wire thermocouple. The span-wise traverse tem-

perature data can be used to reveal three of the main effects imposed by

variations in the free-stream turbulence: 1) the mixing rate of the jets with

the free-stream coolant, 2) the penetration of the jets into the free-stream,

3) the lateral spreading of the cooling jets.

The temperature traverse data shows quite clearly the difference between

an attached and detached cooling jet. At the blowing ratio of 1.3 a well de-

fined coolant jet is located above the test plate. The gas temperature mea-

surements in Figs. 6.8 and 6.9 show that the increased level of free-stream
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turbulence causes a significant reduction in the coolant concentration within

the cores of the attached jets. The reduction of the core coolant concentra-

tion produces a consequent reduction in centre-line cooling effectiveness as

seen in the associated surface effectiveness plots. The temperature traverse

measurements also reveal the level of lateral coolant spreading; it is clear

that the elevated free-stream turbulence leads to an increase in spreading in

the jets emerging from each row. The surface effectiveness data presented

in the previous section showed that free-stream turbulence has more impact

on the cooling performance once the jet becomes detached from the surface.

Fig. 6.10 and 6.11 show how the gas temperature field differs when the de-

tached cooling jet is subject to 10% and 25% free-stream turbulence. In the

low turbulence case the remnants of the two neighbouring cooling jets from

the 2nd row are clearly visible. As the free-stream turbulence increases, these

jets mix out completely reducing the streamwise distance of the coolant core.

The reduction in core coolant is shown in more detail in Fig. 6.12 and 6.13,

where the streamwise gas temperature at these conditions is mapped through

rows 2-4. There is also clear evidence in this data that coolant mixing pro-

duces lower near wall temperatures. The process of mixing is also evident

at low blowing conditions but is augmented once the jets lift off the surface.

This mixing process becomes even more dominant as successive rows aug-

ment the thickness of the coolant layer. This results in a more rapid build

up of the coolant film. For the detached jets in low free-stream turbulence

case, the lack of mixing allows the coolant to remain in coherent jet structures

above the test surface producing poor film cooling performance.
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6.1.4 Density ratio

Typically experimental measurements of film cooling effectiveness are con-

ducted at density ratios which are much lower than those encountered in

the real engine environment. This is primarily due to the additional cost

of the infrastructure required to enable representative density ratios to be

simulated. To assess the impact of density ratio on cooling performance,

the cooling effectiveness has been investigated at DRs of 1.065 and 1.4 for

two free-stream turbulence levels. Fig. 6.14 to 6.16 shows the area-averaged

adiabatic effectiveness data gathered. These are plotted against the three

main coolant flow parameters; momentum flux ratio (I), velocity ratio (VR)

and blowing ratio (BR). It is apparent that for high coolant injection lev-

els (VR>0.8) the elevated free-stream turbulence condition leads to a near

doubling of the area-averaged effectiveness due to the increased spreading of

coolant identified earlier. However, at these conditions the impact of density

ratio as an independent parameter is relatively weak. Apart from some diver-

gence at the very low VR conditions (when the cooling flows are attached to

the wall) the effectiveness data appears to be reasonably well correlated by I,

VR and BR. When these data are plotted as a function of BR (Fig. 6.15) the

peak effectiveness is shifted to a higher blowing ratio case when the density

ratio is increased: however, the behaviour is different for the two turbulence

intensity cases presented. Similar effects have been observed in single row

studies ([21] and [20]). In these studies the shift in the effectiveness peak was

attributed to the fact that high density coolant has a lower momentum flux

for a prescribed blowing ratio, thus delaying onset of jet separation which
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signals a mode changed of the coolant jet. The two density ratios scale well

with momentum flux, confirming jet separation is primarily a function of mo-

mentum flux. The velocity ratio scaling falls somewhere between momentum

flux and blowing ratio. Once jet separation has occurred, effectiveness scales

reasonably well with velocity ratio. For the blowing ratio range considered

here, of BR 0.3 - 1.5 which is typical of dual skin cooling arrangements,

momentum flux is the appropriate parameter to scale for different density

ratios. The area-averaged plots also show how increased free-stream turbu-

lence widens the coolant flux range over which efficient cooling is possible.

This provides a very powerful conclusion for experimental test facilities. By

using momentum flux as the scaling parameter, significant costs in infras-

tructure can be avoid as data collected at low DR’s can still be applied to

engine representative DR’s by scaling with momentum flux.

6.2 Normalised Heat Transfer Coefficient

The results presented in the previous sections have detailed the film cooling

performance in terms of an adiabatic effectiveness and while this parameter

indicates where the coolant is present, it gives no information about the sur-

face heat transfer coefficient. To remedy this, the test plate was modified

to enable the measurement of the surface heat transfer coefficient (HTC).

For the second phase of testing an ohmic heating foil was bonded to the test

surface to provide a means to vary surface wall temperatures independently

of the cooling condition. Full details of this modification and the data reduc-

tion technique used to calculate the film effectiveness, normalised HTC and
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a combined parameter of heat flux reduction (HFR) are described in chap-

ter 4. Fig. 6.17 - 6.19 show a sample of a typical data set used to derive the

normalised HTC. Fig. 6.17 is a measure of the average surface heat flux with

the coolant turned on, while Fig. 6.18 shows the same test plate area, with

the coolant turned off, under the same free-stream conditions. By combining

these two data sets as a ratio of coolant injection relative to the comparable

un-blown case (h/ho), the effect of introducing the coolant in terms of HTC

augmentation can be established (Fig. 6.19).

The spatially-resolved normalised HTC measurements for various blow-

ing ratios as well as high and low free-stream turbulence intensities are pre-

sented in Fig 6.20. At low coolant blowing ratios the main feature of the

data is a small region of reduced HTC located immediately downstream of

the injection point. This feature is present at both high and low free-stream

turbulence conditions. At low blowing conditions the well behaved nature

of the cooling jet (attached to the surface) has only a small effect on the

HTC. As the blowing ratio increases and the jets begin to detach from the

surface, the cooling jets create a much larger disturbance in the near wall

flow. This disturbance produces a marked increase in HTC, at the highest

blowing ratio tested here (BR 1.5) an increase of 14% is observed. This in-

crease in HTC is considered to be caused by the higher levels of shear at

the jet boundary. The higher levels of shear increases the turbulence levels

in the near wall region, augmenting the heat transfer. The spacing between

each successive row does not allow the near wall flow to recover from the

disruption caused by coolant injection. Therefore, the augmentation in HTC

145



becomes more pronounced as the coolant film develops with each successive

row. The measurement technique used to gather the normalised HTC data

also allows the adiabatic effectiveness to be calculated from the same data

set, as outlined in chapter 3. The corresponding surface effectiveness data is

presented in Fig 6.21.

The span-wise average measurements of the normalised heat transfer coef-

ficient (h/ho) and adiabatic effectiveness for high and low free-stream turbu-

lence are presented in Fig. 6.22 and 6.23. The normalised heat transfer data

emphasises the impact of blowing ratio on the wall HTC, with low blowing

conditions having a small effect on HTC, while an increasingly pronounced

increases in HTC was observed once the jet detaches from the surface. The

introduction of the coolant for the lower free-stream turbulence case causes

a greater increase in normalised HTC. This is because the baseline HTC

level is lower, so the introduction of coolant film has a more pronounced

effect. The span average data also shows that the normalised HTC quickly

becomes asymptotic with downstream distance and finally repeating after

the fourth row of effusion holes. The film effectiveness on the other hand is

much slower and would require more rows than the 7 tested here in order to

become asymptotic. The explanation for this difference is that the cooling

film build up is much slower due to mixing with the free-stream, whereas the

normalised HTC is only dependent on the near wall flow disturbance which

occurs rapidly as the jet exits into the free-stream.
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As mentioned at the start of this section, film effectiveness data only gives

an indication of the coolant coverage. The normalised HTC data shows that

the introduction of coolant also has a negative impact on the surface cooling,

in the form of HTC augmentation. In order to assess these opposing factors

a parameter known as the heat flux reduction (HFR) is used to indicate the

effect on the wall heat flux (see chapter 3). The span-wise average HFR

for low and high free-stream turbulence conditions is presented in Fig. 6.24.

The distribution is similar to the normalised HTC data shown in Fig. 6.22,

with a loose grouping dependent upon coolant blowing ratio. The differences

between each blowing ratio correspond to the differences in the span average

effectiveness measurements. The combination of a high blowing ratio (BR

1.5) and low free-stream turbulence produces the lowest HFR, resulting from

poor surface effectiveness and augmentation of HTC.

6.3 Summary

An angled effusion cooling geometry with a combustor relevant design has

been evaluated in terms of adiabatic effectiveness and normalised HTC over a

range of free-stream turbulence conditions; 10, 16 and 25% intensity, integral

length scale-to-coolant hole diameter ratios of 13 and 26; coolant to free-

stream density ratios of 1.1 and 1.4.

� The detailed adiabatic surface effectiveness measurements on the ef-

fusion array, measured using the IR camera system, showed increased

free-stream turbulence can both improve and reduce the film effective-

ness depending upon the coolant jet blowing ratio.
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� The mode change of the coolant jet signals a change in the response of

the cooling film to free-stream turbulence intensity. Once the coolant

detaches from the surface the elevated turbulence increases the mixing

between the film and the free-stream. This then transports some of the

detached coolant back towards the surface.

� At the highest blowing ratio (BR = 1.5) an increase in spatially aver-

aged effectiveness of 74% is observed at Tu=25% relative to the 10%

turbulence case.

� Increasing free-stream turbulence improves lateral spreading and also

reduces the streamwise coverage as the film mixes with the free-stream.

� At a turbulence intensity of 16% a doubling of the turbulent length

scale from ΛL/D = 13 to 26 had only a minor impact on the surface

effectiveness.

� An interrogation of the gas temperature field was performed, which

revealed some of the important fluid behaviour that drives the changes

in measured surface effectiveness.

� Coherent jet structures were revealed by the free-stream temperature

traverse measurements, and the core coolant concentration within the

detached effusion jets was found to be reduced as the free-stream tur-

bulence was increased.

� The streamwise temperature traverse data shows lateral spreading re-

duces the coolant core length, and gives rise to the lower centerline

effectiveness values shown in the film effectiveness data.
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� The impact of density ratio as an independent parameter is relatively

weak. The area averaged plots show momentum flux as the appropri-

ate scaling parameter for variable density ratio tests. This provides

strong evidence that data collected at low DR’s can be scaled to engine

representative DR’s.

� The introduction of the coolant film augments the surface heat trans-

fer coefficient. The augmentation in HTC is a strong function of the

coolant blowing ratio. The combination of a high blowing ratio and

low free-stream turbulence produces the lowest HFR due to the poor

surface film coverage and the significant disruption to the near wall

flow.
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Figure 6.1: Measurement area of adiabatic test plate and surface mounted

reference thermocouple locations
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(a)

(b)

(c)

Figure 6.2: Spanwise averaged adiabatic effectiveness for Dr 1.4 (a) BR 0.3;

(b) BR 0.6; (c) BR 1.5
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Figure 6.3: Surface adiabatic effectiveness, DR 1.4, BR 0.3 - 0.7, Tu 10 -25%
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Figure 6.4: Surface adiabatic effectiveness, DR 1.4, BR 0.8 - 1.2, Tu 10 -25%
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Figure 6.5: Surface adiabatic effectiveness, DR 1.4, BR 1.3 - 1.5, Tu 10 -25%
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Figure 6.6: Surface adiabatic effectiveness at DR 1.4 and a fixed free-stream

turbulence Tu16%
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(a)

(b)

Figure 6.7: Spanwise average adiabatic effectiveness at DR 1.4 (a) BR 0.3;

(b) BR 1.3
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Figure 6.8: Measured span-wise gas temperature and surface effectiveness,

DR 1.065, BR 0.4, Tu 10%
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Figure 6.9: Measured span-wise gas temperature and surface effectiveness,

DR 1.065, BR 0.4, Tu 25%
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Figure 6.10: Measured span-wise gas temperature and surface effectiveness,

DR 1.065, BR 1.3, Tu 10%
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Figure 6.11: Measured span-wise gas temperature and surface effectiveness,

DR 1.065, BR 1.3, Tu 25%
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Figure 6.12: Streamwise temperature traverse (rows 2-4), DR 1.065, BR 1.3,

Tu=10%

Figure 6.13: Streamwise temperature traverse (rows 2-4), DR 1.065, BR 1.3,

Tu=25%

,
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Figure 6.14: Average Surface effectiveness against velocity ratio, Vr

Figure 6.15: Average Surface effectiveness against blowing ratio, BR
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Figure 6.16: Average Surface effectiveness against momentum flux ratio, I

Figure 6.17: Average heat transfer, DR 1.1, BR 1.5, Tu 25%
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Figure 6.18: Average heat transfer with coolant off at free-stream Tu 25%

Figure 6.19: Normalised h/ho plot at DR 1.1, BR 1.5, Tu 25%
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Figure 6.20: Normalised heat transfer coefficient, DR 1.1, BR 0.3 - 1.5, Tu

10 - 25%
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Figure 6.21: Surface adiabatic effectiveness, DR 1.1, BR 0.3 - 1.5, Tu 10 -

25%
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Figure 6.22: Span average h/ho, DR 1.065, BR 0.3 and 1.5 at Tu 10 - 25%
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and 1.5 at Tu 10 - 25%
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Chapter 7

Investigation of shaped film

cooling effusion arrays

The work reported in this chapter characterises the performance of a fan

shaped effusion array. The fan shape was defined from an existing fanned

effusion design and is typical of those found on high-pressure turbine blades.

The detailed film effectiveness and normalised heat transfer data for fanned

effusion and a porosity matched plain hole case confirmed that fanned effusion

offers significant gains in film cooling performance. Based on these findings, a

new diffusing hole was defined. This hole shape was developed with a focus

on manufacturability, enabling conventional laser drilling techniques to be

used. This new design produces similar coolant coverage to the base line fan

definition.
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7.1 Fanned shaped cooling

The previous chapter has shown that for plain angled effusion hole arrange-

ments, a significant proportion of the coolant becomes detached from the

surface at moderate blowing ratios. Moreover, cooling schemes of this type

are typical of those found on the hot skin of dual skin architecture. The de-

tachment of the coolant represents a significant loss in the cooling potential of

the fluid. As discussed in chapter 2, shaping the hole exit to introduce a level

of diffusion can dramatically improve film effectiveness by reducing the ex-

tent of coolant penetration into the free-stream, particualry at higher blowing

ratios (>2.5). Indeed, single row studies by [28] and [29] have demonstrated

spatially averaged film effectiveness improvements of 75% when using fan

shaped cooling holes instead of plain cylindrical alternative.

While this provides compelling evidence that a fanned effusion array

would produce improved film coverage, there are some drawbacks. The main

difficulty in applying fanned effusion to large arrays stems from the expensive

manufacturing techniques required. Using current manufacturing methods,

the fan shapes can only be created by laser ablation or electro-discharge ma-

chining (EDM). There are other technologies in development, such as direct

laser deposition (DLD), which will eventually remove this manfacturing lim-

itation. However, this technology is still some way off the maturity required

for application to engine production.
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So, with current manufacturing capabilities the cost of producing a fan

shaped hole is of the order of four to eight times more expensive to man-

ufacture [27] than a plain cylindrical hole. This would have a significant

impact on combustor liner cost which requires large numbers of cooling holes

(20K+) to thermally manage liner temperatures. Therefore the direct ap-

plication of a fanned geometry, using current manufacturing techniques, is

not attractive and as a consequence, there are few studies in the literature

which have investigated effusion arrays with diffusion. Therefore the work

presented in this chapter is divided into two main sections. Firstly, the film-

cooling performance of a fanned and porosity matched plain hole effusion

array are evaluated. Secondly, the relative film cooling performance of a

new fanned effusion design, which can be created using conventional laser

drilling, is presented. Together the results quantify the relative performance

of the three effusion designs in terms of film effectiveness, normalised HTC

and HFR.

Fanned and plain hole effusion arrays

Using the same superposition technique described in chapter 4 the film per-

formance of a fanned and porosity matched plain cylinder array was inves-

tigated. The hot side cooling performance has been evaluated in terms of

cooling effectiveness, normalised heat transfer coefficient, free-stream tem-

perature distribution and heat flux reduction. This has been performed at

two coolant blowing rates and two free-stream turbulence conditions. Full

details of the testing campaign can be found in chapter 4.
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Fig. 7.7 shows the span averaged adiabatic effectiveness for each test con-

dition. The data shows a consistent improvement in film effectiveness when

using fanned effusion. The cylindrical hole data shows the surface effective-

ness is insensitive to both blowing ratio and free-stream turbulence intensity,

with a collapse of the span-averaged data for all test conditions onto a single

line. The data also shows that the film created by the fanned effusion array

develops rapidly, with the film effectiveness becoming asymptotic by the 9th

cooling row. The situation is less clear for the plain hole effusion case, as

the cooling layer builds up very slowly, indeed the cooling film only starts to

develop after the 3rd successive row of effusion holes.

The flow fields driving the surface effectiveness distribution are visualised

using the same gas temperature traverse technique discussed in chapter 4.

The flow field and surface effectiveness results for each of the test conditions

are presented in Figs. 7.1 - 7.4. This data shows the combined plots of free-

stream gas temperatures at three span-wise traverse positions along with the

film effectiveness measurements, for the fanned and plain cylindrical effusion

plate. The gas temperature traverse data clearly demonstrates the benefits

of diffusing the coolant flow by fanning the hole exit. The diffusion of the

jet decelerates the coolant sufficiently to ensure that the coolant remains

attached across the blowing ratio range of 2.5 - 5. This produces greater in-

jectant concentrations near the surface. At the highest blowing ratio (BR=5)

an increase in spatially averaged effectiveness of 89% for the fanned effusion

plate is observed at a free-stream turbulence level of Tu=10%, relative to
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plain hole effusion. Similar levels of improvement are measured at lower

free-stream turbulence and coolant blowing conditions. A summary of the

spatially averaged effectiveness values are given in Table 7.1.

BR Tu % Plain hole Fanned ∆%

2.5 10 0.373 0.670 79.4

2.5 25 0.365 0.630 72.1

5 10 0.369 0.699 89.3

5 25 0.368 0.672 82.8

Table 7.1: Spatially averaged effectiveness at high and low turbulence

(masked effusion holes).

The significant improvement in film effectiveness is not solely due to the

attachment of the coolant jet. The diffusion direction also plays an important

role in the film development. The diffusion of the flow in the lateral direction

created by the 16° fan has the added benefit of promoting the spread of

coolant between neighbouring effusion holes. The temperature traverse plots

shown in Figs. 7.1(a), 7.2(a), 7.3(a) and 7.4(a) all show coolant merging

between effusion holes which creates a continuous film by the 9th row. In

contrast the plain cylindrical case produced detached jets at both blowing

conditions. Without the diffusion and lateral spreading created by a fan, the

coolant jets remain completely detached from surface in coherent structures

across the first four cooling rows. After the sixth row of cooling holes there

is noticeable build up of a coolant film, which continues until the 12th row.

This shows that even in the case of complete penetration into the free-stream,
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cooling benefits, in terms of adiabatic effectiveness, occur due to the mixing

of the coolant within the main flow temperature. This process, however,

is very slow and inefficient with similar span-averaged values at 12th row

produced by the fanned geometry after only three rows of cooling holes.

Effects of free-stream turbulence

In terms of surface effectiveness both cooling schemes demonstrated low sensi-

tivity to free-stream turbulence. The well behaved nature of the fanned holes

(coolant jets remain attached) and the high blowing ratios makes the film

insensitive to bulk free-stream turbulence changes. Figs. 7.1(a) and 7.2(a)

show only a slight thinning of the film layer resulting in a 5.9% reduction

in the spatially averaged effectiveness, when the free-stream turbulence was

increased from Tu=10% to 25%. This result is consistent with the findings

of [30] who reported 6% reduction in film effectiveness for a single row of

fanned shaped holes, when free-stream turbulence was increased from 1.2%

to 8.9%.

At the highest blowing ratio tested (BR=5) the free-stream gas temper-

ature and surface effectiveness distributions for the fanned geometry are al-

most identical for both turbulence conditions (Figs. 7.3(a) and 7.4(a)). In the

case of the cylindrical hole, elevated bulk free-stream turbulence does have

a noticeable impact on the coolant mixing with the free-stream. Fig. 7.1(b)

and 7.2(b) illustrate this by a reduction of the coolant in the core of the jets

as the free-stream turbulence is increased from 10% to 25%. However, as
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this mixing occurs well above the surface, the resulting surface effectiveness

remains largely unchanged. Following a similar trend to the fanned effu-

sion geometry, the impact of free-stream turbulence is reduced further as the

coolant blowing rate is increased.

Normalised HTC and HFR

As in Chapter 6 heat transfer coefficients are presented in the normalised

form (h/ho). The spatially resolved normalised HTC measurements for BR

2.5 are presented in Fig. 7.5. The data shows little difference in HTC augmen-

tation between the plain and fanned hole geometries under the low blowing

conditions. The main characteristic of the data is the local increase in heat

transfer coefficient at the hole exit. This feature is a direct result of the

increased levels of flow shear at the jet boundaries. For the fanned geometry

the distribution of the localised increase is consistent with the 9mm metering

hole of the fan (see Fig. 3.28 in Chapter 3), indicating the coolant flow cores

along the fan centerline. This provides evidence of flow separation within the

fanned section of the hole which creates a centre-biased flow profile. This

feature becomes more dominant as the blowing ratio is increased to BR=5

as shown in Fig. 7.6. At BR=5 the normalised area averaged HTC increases

by 51% and 47% for the fanned and plain hole case respectively. The level

of augmentation created by the fan is higher because the coolant is attached

to the effusion surface and therefore the disturbance to the near wall flow is

greater.
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The impact of the increased heat transfer on the overall hotside film cool-

ing performance is captured in the span-averaged heat flux reduction, which

is shown in Fig. 7.8. As discussed earlier, for the plain cylindrical case, an

increase in coolant blowing rate has little impact on the surface effectiveness

since the cooling jet remains in its detached mode. However, increasing the

coolant blowing rate augments the HTC by 47%. This produces a grouping

of the span averaged HFR based on the coolant blowing rate. For the fanned

effusion case, the HTC augmentation is at a similar level, but has a negligi-

ble effect on the HFR as the cooling effectiveness remains consistently high.

This widens the performance deficit of the cylindrical effusion geometry. A

summary of the spatially averaged normalised HTC and HFR is given in

Table 7.2.

Conditions Plain hole Fanned

BR Tu % h/ho HFR h/ho HFR

2.5 10 1.28 0.317 1.43 0.768

2.5 25 1.35 0.266 1.36 0.711

5 10 1.88 -0.013 2.17 0.726

5 25 1.87 -0.01 2.07 0.669

Table 7.2: Spatially average normalised HTC and HFR at high and low

turbulence intensity (masked effusion holes).

7.1.1 Modified fan design

Following the significant improvements in the hot side cooling performance

demonstrated by the fanned effusion, it was clear that diffusing the flow
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sufficiently to maintain an attached cooling jet was crucial for both film de-

velopment and surface coverage. For this reason, an approximation of the

fanned design was created, which can be manufactured using relatively in-

expensive manufacturing methods such as simple laser/percussion drilling.

Creating a fan design whilst adhering to these conventional manufacturing

methods ensures the effusion design remains relevant to combustor liner ap-

plications.

An approximation of the fan design can be created by laser drilling at

angles in a similar plane to the inclined metering hole. The break out area of

the fan is set by the laser crossover point and drilling angle. Fig. 3.31 shows a

range of hole definitions that can be created by varying these parameters. Fan

design 2 was selected as the test case, as this design contained a well-defined

metering length and a more gradual diffusion of the central hole. The main

metering hole angle was inclined at 22°and the fan shape was then created

by two further drilled holes at the minimum laser drilling angle of 20° with

a 5.4° fan angle. This created a slightly laid back fan with an uniform break

out onto the test surface.

Modified fan performance

The adiabatic surface effectiveness for all three test cases is shown in Fig. 7.9.

The surface effectiveness distributions show that the coolant jets of the modi-

fied fan remain attached at the highest blowing ratio tested (BR 5), indicating

that the reduced diffusion in the modified fan is still sufficient to prevent jet
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detachment. However, while the cooling jets remain attached between the

two fan designs, the lateral spread of coolant is not maintained. The reduc-

tion of the fan angle in the modified case, prevents neighbouring jets from

merging together to produce a uniform continuous film. As a consequence

of the reduced lateral spread in coolant, the spatially averaged effectiveness

at BR=5, Tu=10% is 11% less than the baseline fan at the same flow condi-

tions. However, this still represents a 67% increase in film effectiveness over

the plain cylindrical hole case.

In terms of film development, the adiabatic surface effectiveness data

shown in Fig. 7.9 shows a similar rate of film development in comparison to

the fan design. The film appears to be fully developed after the 8th row of

cooling holes as the surface effectiveness distributions repeat after each suc-

cessive row. The development of the cooling films can be seen more clearly in

the span-averaged effectiveness plot presented in Fig. 7.11. The data shows

that the fan produces a superior film at all locations for the two blowing

ratios tested (BR=2.5,5). In terms of adiabatic effectiveness, the modified

fan demonstrated a similar insensitivity to free-stream turbulence with a re-

duction in the spatially averaged effectiveness of 5.6%, when the free-stream

turbulence was increased from Tu=10% to 25%.

The measurement of the normalised heat transfer coefficients for the three

test cases are presented in Fig. 7.10. The data shows a marked decrease in

the HTC augmentation of the modified fan in comparison to the baseline fan

geometry, with a spatially averaged reduction of 17%. This is due to the
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improved diffusion of the modified fan created by the reduced fan angle and

the increased diffuser length. However, when this data is combined with the

effectiveness results in the HFR parameter (see Fig. 7.11). The superior film

effectiveness produced by the fan produces the best film cooling performance

in terms of HFR. A summary of the spatial averaged values are presented in

table 7.3.

Conditions Plain hole Modified Fan

BR Tu % η h/ho HFR η h/ho HFR

2.5 10 0.373 1.28 0.317 0.600 1.18 0.705

2.5 25 0.365 1.35 0.266 0.583 1.23 0.666

5 10 0.369 1.88 -0.013 0.618 1.68 0.618

5 25 0.368 1.87 -0.01 0.594 1.72 0.557

Table 7.3: Spatially average effectiveness, normalised HTC and HFR at high

and low turbulence not including holes.

In terms of hot side film performance, the modified fan geometry demon-

strates significant gains over the plain cylindrical array case. While these

improvements are not as great as the baseline fan, the modified fan can be

created using relatively inexpensive laser/percussion drilling techniques.
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7.2 Summary

A fan shaped and porosity matched plain hole effusion array has been evalu-

ated in terms of adiabatic effectiveness, normalised HTC and HFR over two

free-stream turbulence conditions; 10 and 25%. A new diffusing fanned hole

design has been developed, which can be manufactured using existing laser

drilling techniques. The performance of the modified fan design has been

compared with the that of two other existing cooling schemes in order to

establish the relative hot side cooling performance.

Investigation of fanned and cylindrical hole effusion ar-

rays

� The adiabatic surface effectiveness measurements of fanned and cylin-

drical hole effusion revealed a substantial improvement in film effective-

ness when fanned effusion was employed. At the highest blowing ratio

(BR=5) an increase in spatially average effectiveness of 89% is observed

at a free-stream turbulence level of Tu=10%, relative to cylindrical hole

effusion.

� The diffusion created by fanning the hole exit produced an array of at-

tached cooling jets across the blowing ratio range of 2.5 - 5. In contrast

the coolant delivered by the cylindrical effusion array remains detached

due to the increase in coolant momentum normal to the surface.

� The cylindrical effusion data showed that detached cooling jets still

offer benefits in terms of film effectiveness due to the reduction in near
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wall gas temperature caused by the mixing of the coolant with the

mainstream flow.

� The data shows the film created by the fanned effusion array develops

rapidly, with the film effectiveness becoming asymptotic by the 9th

row of cooling holes. In the case of the cylindrical array the film build

up is much slower, with similar span-averaged values at the 12th row

produced by the fanned geometry after only three rows of cooling holes.

� Flow field temperature measurements revealed the 16° fan angle to

spread coolant laterally between neighbouring holes. This leads to the

development of a uniform, continuous film by the 9th row of cooling

holes.

� In terms of surface effectiveness both cooling schemes demonstrated

low sensitivity to free-stream turbulence. For the fanned geometry,

an increase in free-stream turbulence intensity from Tu=10% to 25%

resulted in a 5.9% reduction in spatially averaged effectiveness.

� At BR=2.5 the introduction of the coolant film produced similar lev-

els of HTC augmentation for fanned and cylindrical hole effusion. At

BR=5, the level of augmentation increases by 51% and 47% for the

fanned and cylindrical hole case respectively.

181



Modified fan design

� A new diffusing hole design has been defined which can be created

using conventional manufacturing techniques such as laser/percussion

drilling.

� The adiabatic film effectiveness measurements showed the reduced fan

angle of 5.4° and increased inclination angle of 22° was sufficient to

prevent coolant detachment. However, the reduced fan angle did not

maintain the same level of lateral coolant spreading.

� The spatially averaged adiabatic film effectiveness data showed similar

improvements over cylindrical effusion, with an increase in spatially

averaged effectiveness of 67% at BR=5, Tu=10%.

� The data showed a marked decrease in the HTC augmentation of the

modified fan in comparison to the baseline fan geometry, with a spa-

tially averaged reduction of 17%. However, the superior film perfor-

mance of the baseline fan produced the best overall film performance

(HFR).
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(a)

(b)

Figure 7.1: Measured spanwise gas temperature and surface effectiveness, Dr

1.065, Br 2.5, Tu 10% (a) Fanned hole; (b) Plain hole
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(a)

(b)

Figure 7.2: Measured spanwise gas temperature and surface effectiveness, Dr

1.065, Br 2.5, Tu 25% (a) Fanned hole; (b) Plain hole
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(a)

(b)

Figure 7.3: Measured spanwise gas temperature and surface effectiveness, Dr

1.065, Br 5, Tu 10% (a) Fanned hole; (b) Plain hole
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(a)

(b)

Figure 7.4: Measured spanwise gas temperature and surface effectiveness, Dr

1.065, Br 5, Tu 25% (a) Fanned hole; (b) Plain hole
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Figure 7.5: Normalised HTC, Dr 1.065, Br 2.5 a) Tu 10%; b) Tu 25%
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Figure 7.6: Normalised HTC, Dr 1.065, Br 5 a) Tu 10%; b) Tu 25%
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Figure 7.7: Span averaged effectiveness of fanned and plain hole effusion

Figure 7.8: Span-averaged HFR of fanned and plain hole effusion, φ = 0.8
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Figure 7.9: Film effectiveness of datum plain cylinder, datum fan and mod-

ified fan, Br 5, Tu 25%
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Figure 7.10: Normalised htc of datum plain cylinder, datum fan and modified

fan, Br 5, Tu 25%
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Figure 7.11: Span-averaged effectiveness of datum fan, modified fanned and

plain hole effusion, Tu 25%

Figure 7.12: Span-averaged HFR of datum fan, modified fanned and plain

hole effusion, φ = 0.8, Tu 25%
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Chapter 8

Conclusions

The goal of this research was to develop an understanding of the interac-

tion between the cooling film generated by an effusion array and the main

combustor flow. An area of particular interest was the impact of combustor

generated turbulence and flow structures on film effectiveness. To achieve

this, a new wind tunnel test facility was created which incorporates a novel

jets in cross flow turbulence generator and turbo expander system.

A test matrix was developed to evaluate film effectiveness, free-stream

mixing and normalised HTC of an angled hole effusion array at various bulk

turbulence conditions, density, blowing and momentum flux ratios. Gas tem-

perature measurements of the film were combined with surface effectiveness

data to reveal some of the important fluid behaviour, which drives surface

effectiveness distributions. Within this testing campaign the impact of den-

sity ratio as an independent parameter was investigated.
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The use of shaped effusion holes was investigated in the context of single

skin effusion cooling (i.e. BR>3). The relative hot side film performance of

a fanned and porosity matched cylindrical hole effusion plate was evaluated.

Based on these results, a new shaped hole design was specified, which could

be created using conventional laser drilling procedures. The film performance

of the new shaped hole was compared to the existing fan and cylindrical hole

design, and evaluated in terms of film effectiveness and normalised HTC.

Section 8.1 provides a summary of the wind tunnel development. Sec-

tion 8.2 recounts the findings of the measurements of the angled plain hole

effusion array. Section 8.3 contains a summary of the fanned effusion results.

Finally, section 8.5 offers suggestions for further investigations of this topic.

8.1 Experimental test facility

A large scale, low speed wind tunnel has been designed, built and commis-

sioned for investigating hot side film cooling performance of combustor liners.

Preliminary hot-wire measurements of a fully featured lean burn combustor

were used to establish representative flow conditions inside the combustion

chamber under isothermal conditions. The measurements from these tests

indicated that turbulence intensities were >25% with integral length scales

of the order Λx ≈ 37D. A jets in cross flow turbulence generator was con-

structed with the specific aim of producing similar turbulence conditions

within a large scale test section. Hot-wire traverse measurements were used

to establish the turbulent flow properties at the test plate location. It was
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found that the amount of air required to create high free-stream turbulence

levels resulted in significant peaks in the velocity and turbulence profile at

the test plate location. To overcome this issue, injection plates containing

an array of holes of different diameter were specified resulting in a more uni-

form flux distribution at the turbulence generator location. The combination

of the multi diameter injection plate and a full span cylinder produced suf-

ficiently uniform turbulence profiles at the test section location. A total of

three different turbulence intensity profiles (Tu 10, 16 and 25%) were created

by varying the velocity ratio of the cross flow jets. Independent length scale

control at a Tu=16% was made possible by removing the span-wise cylinder.

For the simulation of engine density ratios, a novel turbo expander system

was designed and built to deliver stable coolant flows across a range of tem-

peratures. The system is capable of producing temperatures of -20℃± for

extended periods of time.

8.2 Cylindrical hole effusion subjected to highly

turbulent free-stream conditions

An angled effusion cooling geometry with a combustor relevant design has

been evaluated in terms of adiabatic effectiveness and normalised HTC over a

range of free-stream turbulence conditions; 10, 16 and 25% intensity, integral

length scale-to-coolant hole diameter ratios of 13 and 26; coolant to free-

stream density ratios of 1.1 and 1.4.
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� The detailed adiabatic surface effectiveness measurements on the ef-

fusion array, measured using the IR camera system, showed increased

free-stream turbulence can both improve and reduce the film effective-

ness depending on the coolant jet blowing ratio.

� The mode change (i.e. attached or detached jet flow) of the coolant jet

signals a change in the response of the cooling film to free-stream turbu-

lence intensity. Once the coolant detaches from the surface the elevated

turbulence increases the mixing between the film and the free-stream.

This then transports some of the detached coolant back towards the

surface.

� At the highest blowing ratio (BR=1.5), an increase in spatially aver-

aged effectiveness of 74% is observed at Tu=25% relative to the 10%

turbulence case.

� Increasing free-stream turbulence improves lateral spreading and also

reduces the streamwise coverage, as the film mixes with the free-stream.

� A doubling of turbulent length scale from ΛL/D = 13 to 26 had only

a minor impact on the surface effectiveness.

� An interrogation of the gas temperature field was performed, which

revealed some of the important fluid behaviour which drives the changes

in measured surface effectiveness.

� Coherent jet structures revealed by temperature traverse measurements

showed that, the core coolant concentration in the detached effusion jets

was reduced as the free-stream turbulence was increased.
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� The streamwise temperature traverse shows that the lateral spreading

reduces the coolant core length, producing the lower centerline effec-

tiveness values shown in the film effectiveness data.

� The impact of density ratio as an independent parameter was found to

be relatively weak. The area averaged plots show momentum flux as

the appropriate scaling parameter for variable density ratio tests. This

provides strong evidence that data collected at low DR’s can be scaled

to engine representative DR’s.

� The introduction of the coolant film augments the surface heat trans-

fer coefficient. The augmentation in HTC is a strong function of the

coolant blowing ratio. The combination of a high blowing ratio and

low free-stream turbulence produces the lowest HFR due to the poor

surface film coverage and the significant disruption to the near wall

flow.

8.3 Fanned hole effusion

8.4 Summary

A fan shaped and porosity matched plain hole effusion array has been evalu-

ated in terms of adiabatic effectiveness, normalised HTC and HFR over two

free-stream turbulence conditions; 10 and 25%. A new diffusing fanned hole

design has been developed, which may be manufactured using existing laser

drilling techniques. The performance of the modified fan design has been

197



compared with the that of two other existing cooling schemes (i.e. plain

cylindrical and conventional fanned effusion designs) in order to establish

the relative hot side cooling performance.

Investigation of fanned and cylindrical hole effusion ar-

rays

� The adiabatic surface effectiveness measurements of fanned and cylin-

drical hole effusion revealed a substantial improvement in film effective-

ness when fanned effusion was employed. At the highest blowing ratio

(BR=5) an increase in spatially average effectiveness of 89% is observed

at a free-stream turbulence level of Tu=10%, relative to cylindrical hole

effusion.

� The diffusion created by fanning the hole exit produced an array of at-

tached cooling jets across the blowing ratio range of 2.5 - 5. In contrast,

over the same range, the coolant delivered by the cylindrical effusion ar-

ray remains detached due to the increase in coolant momentum normal

to the hot side surface.

� The cylindrical effusion data showed that detached cooling jets still

offer benefits in terms of film effectiveness due to the reduction in near

wall gas temperature caused by the mixing of the coolant with the

mainstream flow.

� The data shows the film created by the fanned effusion array develops

rapidly, with the film effectiveness becoming asymptotic by the 9th
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row of cooling holes. In the case of the cylindrical array the film build

up is much slower, with similar span-averaged values at the 12th row

produced by the fanned geometry after only three rows of cooling holes.

� Flow field temperature measurements revealed the 16° fan angle to

spread coolant laterally between neighbouring holes. This leads to the

development of a uniform, continuous film by the 9th row of cooling

holes.

� In terms of surface effectiveness both cooling schemes demonstrated

low sensitivity to free-stream turbulence. For the fanned geometry,

an increase in free-stream turbulence intensity from Tu=10% to 25%

resulted in a 5.9% reduction in spatially averaged effectiveness.

� At BR=2.5 the introduction of the coolant film produced similar lev-

els of HTC augmentation for fanned and cylindrical hole effusion. At

BR=5, the level of augmentation increased by 51% and 47% for the

fanned and cylindrical hole case respectively.

Modified fan design

� A new diffusing hole design has been defined which can be created

using conventional manufacturing techniques such as laser/percussion

drilling.

� The adiabatic film effectiveness measurements showed the reduced fan

angle of 5.4° and increased inclination angle of 22° was sufficient to
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prevent coolant detachment. However, the reduced fan angle did not

maintain the same level of lateral coolant spreading.

� The spatially averaged adiabatic film effectiveness data showed similar

improvements over cylindrical effusion, with an increase in spatially

averaged effectiveness of 67% at BR=5, Tu=10%.

� The data showed a marked decrease in the HTC augmentation of the

modified fan in comparison to the baseline fan geometry, with a spa-

tially averaged reduction of 17%. However, the superior film perfor-

mance of the baseline fan produced the best overall film performance

(HFR).
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8.5 Outlook and future work

The present investigation evaluated the hot side film performance of effu-

sion cooling at combustor representative turbulence conditions. An extensive

range of flow conditions were tested on a limited range of geometries. The

current work could be continued by investigating a wider range of geometric

configurations. In addition, an optimization study could also be performed

to determine optimal hole shape, number, spacing, injection and compound

angle. This would provide a valuable database of the relative performance

of different cooling configurations.

The detailed film effectiveness data and flow field gas temperature mea-

surements could be used to evaluate computational codes and analytical

models. An additional single row study would provide the data required to

evaluate the Sellers superposition model [41]. The heat transfer coefficient

data presented in this thesis was normalised by the un-blown HTC; further

work could be carried out to evaluate the local heat transfer coefficient by

performing a thermal-electric simulation of the entire foil similar to [46].

Other work beyond the scope of the present apparatus includes the time

resolved mixing processes between the coolant jet and the free-stream. This

could be visualised using qualitative techniques such as Shadowgraph and

Schleieren photography. Quantitative methods such as particle image ve-

locimetry (PIV) could also be performed.
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Looking towards the future of effusion cooling research, the growing ma-

turity of manufacturing techniques such as Direct Laser Deposition (DLD)

are set to revolutionise effusion cooling technology. The use of DLD opens up

the design space significantly by removing almost all of the manufacturing

limitations of current laser/percussion drilling methods, allowing intricate

heat removal features to be created both internally and externally on effu-

sion cooling schemes. To take full advantage of this emerging technology,

fully coupled heat transfer (Biot scaled) experiments will be required in ad-

dition to the film experiments reported in this work.

It is hoped that, the preceding suggestions for research activity will, in

conjunction with results of the current work, help to establish design methods

of greater accuracy that enhance the confidence in initial designs of film

cooled effusion arrays of combustor liners.
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A.1 Flow Nozzle
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Operating range of bulk main flow through test section. 

          

For              
 ,             

 ,  

 ̇              

Metering box dimensions: 

Dims: 1390x1350x1200 

Area:         

This translates to a meter box velocity range: 

                

 

 

 

 

 

 

 

 

 

 

1 

2 

N 

D1 D2 
A1 A2 

V∞ 
V1 

ΔP 

Pressure recovery contours cross-plotted from conical diffuser data 



Config V∞ D1(m) A1(m2) V1(m/s) N/Ri CPR AR-1 N D2(m) A2(m2) ΔP Loss 

1 1.33 0.282 0.0624 40 4 0.525 0.75 0.564 0.373 0.109 757.56 359.84 

2 0.95 0.282 0.0624 28.57 4 0.525 0.75 0.564 0.373 0.109 386.47 183.57 

3 1.33 0.230 0.0416 60 4 0.525 0.75 0.460 0.305 0.073 1705.6 810 

4 0.95 0.230 0.0416 42.85 4 0.525 0.75 0.460 0.305 0.073 870.1 413.3 

 

N= length along diffuser centre line 

Ri= Local radius of conical diffuser 

AR = Area Ratio 

Configuration 3 was selected to be used with a 2500pa  differential transducer.  

 

 



A.2 Rig drawings

A Fully featured 3D model of the wind tunnel facility is presented. Detail

drawings of the main tunnel components and sub assemblies are also shown

in isometric and 2D arrangements.
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Conduction losses 
This simple heat loss calculation assumes the film cooling flow is completely removed 
from the main stream (Thus the system is assumed closed). Mixing of the cooling film 
and bulk flow are also assumed negligible.  
External Surface area & Volume  M2  M3 

• First Plenum 
Base/top (1.386x1.928)x2   5.344  3.55    
Side (1.601x1.928)x2   6.174 
Side_2(1.601x1.386)x2   4.438 

• Plenum Feed 
Side (0.666x0.304)x2   0.405  0.0604 
End (0.355x0.304)x2   0.216 

• Top Channel (Short) 
Side (0.690x0.892)x2   1.231  0.417 
Side_2(0.678x0.892)x2   1.210 

• Top Channel (Long) 
Side(0.690x1.985)x2   2.739  0.929 
Side_2(0.678x1.985)x2   2.692 

• Feed Plenum Top 
Base (1.996x1.496)    2.986  4.5 
Side(1.496x1.507)x2   4.509 
Side_2(1.996x1.496)x2   5.972 

• Feed Plenum Bottom 
Base(1.996x1.496)    2.986  4.66 
Side(1.496x1.500)x2   4.488 
Side_2(1.996x1.500)x2   5.988 

• Heater Mount 
Side(0.690x0.116)x2   0.160  0.054 
Side_2(0.678x0.116)x2   0.157 

• Test section 
Sides(0.6x1.593)x4    3.823  0.504 

• Baffle box 
Side (1.2x1.4)x2    3.36  2.285 
Side_2(1.36x1.4)x2    3.808 
 
Total estimated area =  62.69M2 

Total volume =17.03M3 

𝑄 =
(𝐴 × ∆𝑇 × 𝐾)

∆𝑥
 

 



 
 
 

𝐴 = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝐴𝑟𝑒𝑎 (𝑀2) 
∆𝑇 = 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒(𝐾) 
𝐾 = 𝑇ℎ𝑒𝑟𝑚𝑎𝑙 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦(𝑊 𝑚𝐾)⁄  
∆𝑥 = 𝐼𝑛𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠(𝑀) 

Heat loss from conduction 

Where 

 ∆𝑇 = 80𝐾 (assume 𝑇𝑎𝑚𝑏 = 20°𝑐) 
𝐾 = 0.031 𝑊/𝑚𝐾 (Rohacell 31) 
∆𝑥 = 0.0254𝑀 

𝑄 =
62.69 × 80 × 0.031

0.0254
= 6.12𝐾𝑤 

To approximate further losses due to support structure and fan casing conduction this 
loss is increased by 25%. 

𝑄+25% = 7.65𝐾𝑤 

Time to reach steady state calculation 

𝑄 = �̇�∆𝑡 
�̇� = �̇�𝐶𝑝∆𝑇̇  (𝑂𝑝𝑒𝑛 𝑠𝑦𝑠𝑡𝑒𝑚) 
𝑄 = 𝑚𝐶𝑣∆𝑇 (𝐶𝑙𝑜𝑠𝑒𝑑 𝑠𝑦𝑠𝑡𝑒𝑚) 

𝑡 = 𝑡𝑖𝑚𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 (sec) 
𝑚 = 𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑎𝑖𝑟 (𝐾𝑔) 
𝐶𝑣 = 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 ℎ𝑒𝑎𝑡 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 (𝐽 𝐾𝑔−1𝐾−1) 
𝑄 = 𝑁𝑒𝑡 ℎ𝑒𝑎𝑡 𝑎𝑑𝑑𝑡𝑖𝑜𝑛 (𝑊)  

Initial Air flow properties: 

𝑇 = 293𝐾 
𝐶𝑝 = 1005.2 𝐽 𝐾𝑔−1𝐾−1 
𝐶𝑣 = 718 𝐽 𝐾𝑔−1𝐾−1 
𝛾 = 1.4 
𝜌 = 1.21 𝑘𝑔/𝑚3 

𝑚 = 17.03 × 1.21 = 20.61 𝑘𝑔 

𝑄 = 20.61 × 718 × 80 = 1183.63𝐾𝑤 

 

Net rate of power addition 



 
 
�̇� = 50 − 7.65 = 42𝐾𝑤 

∴ 1183.63 = 42∆𝑡             ∆𝑡 = 28.18 seconds 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



A.4 Pressure Loss
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Pressure loss approximation 
Frictional head loss using the Darcy-Weisbach equation with friction coefficient 
calculated using the Colebrook equation. 

Assumed conditions: 

�̇� = 5.4𝑚3 𝑠⁄  
𝜇 = 1.786 × 10−5 𝐾𝑔 𝑚𝑠⁄  
𝜌 = 1.21𝐾𝑔 𝑚3⁄  
 𝑇 = 293𝐾 

 

Frictional pressure loss calculations of each tunnel component. In all cases the material is 
assumed to be smooth stainless steel. 

 

First Plenum 

𝐷ℎ =
4 × 1.386 × 1.928
2(1.386 + 1.928) = 1.613 

𝑉 =
5.4

(1.386 × 1.928)
= 2.02𝑚 𝑠⁄  

𝑅𝐷ℎ =
1.21 × 2.02 × 1.613

1.786 × 10−5
= 220744 

𝑒 = 4.5 × 10−5𝑚 

∴ 𝑓 = 0.0156 

ℎ𝑙 = 0.0156 ×
1.6

1.613
2.022

2
= 0.0316 𝑃𝑎 

Top Channel sections (long & short) 

𝐷ℎ =
4 × 0.690 × 0.678
2(0.690 + 0.678) = 0.684 

𝑉 =
5.4

(0.690 × 0.678)
= 11.54𝑚 𝑠⁄  

𝑅𝐷ℎ =
1.21 × 11.54 × 0.684

1.786 × 10−5
= 534769 

𝑒 = 4.5 × 10−5𝑚 

∴ 𝑓 = 0.01391 



 
 

ℎ𝑙 = 0.01391 ×
3

0.684
11.542

2
= 4.0623 𝑃𝑎 

Feed Plenums (top & Bottom) 

𝐷ℎ =
4 × 1.496 × 1.996
2(1.496 + 1.996) = 1.71 

𝑉 =
5.4

(1.496 × 1.996)
= 1.8𝑚 𝑠⁄  

𝑅𝐷ℎ =
1.21 × 1.8 × 1.71

1.786 × 10−5
= 208532 

𝑒 = 4.5 × 10−5𝑚 

∴ 𝑓 = 0.01573 

ℎ𝑙 = 0.01573 ×
3

1.71
1.82

2
= 0.045 𝑃𝑎 

Test section 

𝐷ℎ = 0.6 

𝑉 =
5.4

(0.6 × 0.6)
= 15𝑚 𝑠⁄  

𝑅𝐷ℎ =
1.21 × 15 × 0.6

1.786 × 10−5
= 609742 

𝑒 = 4.5 × 10−5𝑚 

∴ 𝑓 = 0.01379 

ℎ𝑙 = 0.01379 ×
1.593

0.6
152

2
= 4.12 𝑃𝑎 

 

Baffle Box 

𝐷ℎ =
4 × 1.2 × 1.36
2(1.2 + 1.36) = 1.275 

𝑉 =
5.4

(1.2 × 1.36)
= 3.3𝑚 𝑠⁄  

𝑅𝐷ℎ =
1.21 × 3.3 × 1.275

1.786 × 10−5
= 285055 



 
 
𝑒 = 4.5 × 10−5𝑚 

∴ 𝑓 = 0.014955 

ℎ𝑙 = 0.014955 ×
1.4

1.275
3.32

2
= 0.089 𝑃𝑎 

 

A summary of the pressure loss due to friction is presented in the following table. 

Summary of friction losses 
Section 𝑅𝑑ℎ 𝐷ℎ 𝑓 𝑒 ℎ𝑙 (pa) 

First plenum 220744 1.613 0.015587 4.50E-05 0.0316 
Top channels 534769 0.684 0.013907 4.50E-05 4.062 
Feed plenums 208532 1.71 0.015729 4.50E-05 0.045 
Test section 609742 0.6 0.013794 4.50E-05 4.12 
Baffle box 285055 1.275 0.014955 4.50E-05 0.089 

�ℎ𝑙  8.35  
 

Dump losses 

In order to produce a compact tunnel design, the diffusion is performed by dumping 
flow into two large plenum assemblies. This approach incurs a higher pressure loss 
but enables a smaller tunnel design. The pressure loss at each of these locations is 
assumed equal to the dynamic pressure. 

𝑃 = 1
2� 𝜌𝑉2 

Summary dump losses  

Section 𝑉(m/s) ℎ𝑙 (pa) 
Fan exit 27.2 447.6 

Top channel exit 11.54 80.57 
Test section exit 15 136.13 

Baffle plate (50%  Area reduction) 6.6 26.35 
Orifice meter plate* 40 968 

�ℎ𝑙  1658.7 
*Some diffusion will be applied to the orifice plate in order to recovery some of the pressure 
loss 

 

 



 
 
Heater pressure loss 

 

 

 

 

 

 

 

 

 

 

 

𝑉 = 11.54𝑚 𝑠   ≈    37.9𝑓𝑡 𝑠⁄⁄  

≈ 15.24 mm (water) 

∴  hl = 9.81 × 15.24 = 149.5pa 
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Misalignment considerations 

Top channel expansion joint 

The channel expansion joint forms the connection between the two plenums. The maximum 
misalignment will occur when machine tolerances act in opposite signs.  

Feed Plenum  

Cut out ±1mm 

Flange hole location ±0.2mm 

Top Channel long   

Duct ±1mm    x2    

Hole location ±0.2mm  x2 

Heater Mount  

Duct ± 1mm  x2 

Hole location ±0.2mm x2 

Top Channel 

Duct ± 1mm x2 

Hole location ±0.2mm x2 

First Plenum 

Duct ± 1mm x2 

Hole location ±0.2mm x2 

Misalignment total 

Total=10.8mm  

To aid the assembly this offset is increased by a factor of three to increase the amount of free 
play when connecting the tunnel sections. 

Misalignment requirement = 33mm 

 

 

 

 



 
 
Thermal expansion check 

As this rig will be operated at elevated temperatures the thermal expansion of the large panels 
which form the box sections must be considered.  

∆𝑳
𝑳𝒐

= 𝜶∆𝑻 

𝑺𝒕𝒆𝒆𝒍 = 𝟏𝟏 − 𝟏𝟑 × 𝟏𝟎−𝟔𝝁𝒎/𝒎−℃ 𝒂𝒕 𝟐𝟎°𝑪 
𝑹𝒐𝒉𝒂𝒄𝒆𝒍𝒍 = 𝟑𝟑 × 𝟏𝟎−𝟔𝝁𝒎/𝒎−℃ 𝒂𝒕 𝟐𝟎°𝑪 

 

 

𝐿𝑜𝑛𝑔𝑒𝑠𝑡 𝑙𝑒𝑛𝑔𝑡ℎ ≈ 2𝑚,   ∆𝑇 ≈ 100℃ 

∆𝑳 = 𝟐 × 𝟑𝟑 × 𝟏𝟎−𝟔 × 𝟏𝟎𝟎 = 𝟔.𝟔𝒎𝒎    (𝑹𝒐𝒉𝒂𝒄𝒆𝒍𝒍) 
∆𝑳 = 𝟐 × 𝟏𝟑 × 𝟏𝟎−𝟔 × 𝟏𝟎𝟎 = 𝟐.𝟔𝒎𝒎    (𝑺𝒕𝒆𝒆𝒍) 

This calculation shows the thermal expansion of the steel sections remains acceptable. The Rohacell 
expands further which require space to be left between flanges and Flexlink support structure to 
prevent buckling as temperatures increases. 

 



A.6 Uncertainity Calculations

Coolant flow rate

The coolant mass flow rate uncertainty of the orifice plate was calculated

from the equation given in ISO 5167-1:2003 and is reproduced below:

(A.1)

δqm

qm
=

[(
δC

C

)2

+

(
δε

ε

)2

+

(
2β4

1− β4

)2(
δD

D

)2

+

(
2

1− β4

)2(
δd

d

)2

+
1

4

(
δ∆p

∆p

)2

+
1

4

(
δρ1

ρ1

)2
]1/2

The equation accounts for various elements which taint the calculated

mass flow rate. The uncertainty of the individual components is detailed as

follows:

Uncertainty of discharge coefficient C for the φ15mm orifice plate set in

the φ50.8mm coolant feed pipe.

β = 0.278

C = 0.5 + 0.9(0.75− 0.278)(2.8− D

25.4
)% C = 0.795%

Uncertainty of expansibility factor ε

Br0.4,∆P = 2304pa, P1 = 9.9618x104

Br1.5,∆P = 30000pa, P1 = 9.9618x104

3.5× ∆P

KP1
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3.5× 2304

1.404× 9.9618× 104
= 0.057%

3.5× 30000

1.404× 9.9618× 104
= 0.751%

Uncertainty of D (pipe diameter) and d (orifice diameter) From ISO 5167

the maximum uncertainty
δD

D
= 0.4%,

δd

d
= 0.1%

Uncertainty of pressure measurement

Br 0.4, ∆P = 2304 pa, δP = 50pa,
50

2304
= 2.1% (worst case)

Br 1.5, ∆P = 30000 pa, δP = 50pa,
50

30000
= 0.16% (worst case)

Uncertainty of density measurement

High density case

Tc = −6 ℃, P1 = 9.962× 104, ρc = 1.3

Low density

Tc = 12 ℃, P1 = 9.344× 104, ρc = 1.14

ρ =
P

RT

± ρ =

[(
∂ρ

∂P

)2

(εP )2 +

(
∂ρ

∂T

)2

(εT )2 +

(
∂ρ

∂R

)2

(εR)2

]1/2

(A.2)

249



± ρ =

[(
1

RT

)2

(εP )2 +

( −P
RT 2

)2

(εT )2

]1/2

(A.3)

± ρ =

[(
1

287× 267

)2

(50)2 +

(−9.9618× 104

287× 2672

)2

(1.5)2

]1/2

(A.4)

= ±0.0073, 0.006 (A.5)

ρ = 1.3± 0.56%, ρ = 1.14± 0.5% (A.6)

Using equation A.1 and considering the worst case conditions the fol-

lowing uncertainty is placed on the measured coolant mass flow rate derived

parameters:

∴Mcoolant = 0.0311± 1.7%kg/s (A.7)

Main stream flow rate

The mainstream mass flow rate was measured using the nozzle diffuser ar-

rangement detailed in appendix A.1. The metering nozzle may be used to

calculate the mass flow using the known throat diameter, along with calcu-

lations of density and velocity obtained by taking pressure and temperature

measurements within the plenum and nozzle. The inlet to the nozzle was

radiused to improve the discharge coefficient, for mass flow calculations it is
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assumed CD=1.

m = CD × A× ρ× U (A.8)

The velocity inside the nozzle (U) is calculated from the following equa-

tion:

U =

√
∆P

0.5× ρ (A.9)

Where ∆P is the measured pressure drop across the nozzle. Typical tests

were run with a mainstream mass flow of approximately 1.8kg/s. At this

flow condition pressure drop across the nozzle is approximately 1700pa. The

uncertainty of nozzle velocity is calculated using the following equation:

± U =

[(
∂U

∂P

)2

(εP )2 +

(
∂U

∂ρ

)2

(ερ)2

]1/2

(A.10)

= ±0.46

U = 60± 0.8%

The uncertainty of mass flow measurement was calculated by combining

the uncertainty of the density (≈ 0.5%) and velocity measurement and is

estimated as:

∴Mmainstream = 1.88± 1.36%kg/s
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ABSTRACT

Full-coverage or effusion cooling is commonly used in
the thermal management of gas turbine combustion systems.
The combustor environment is characterised by highly turbulent
freestream flow conditions and relatively large turbulent length
scales (length scale-to-coolant hole diameter ratios in excess of
30) that are primarily created by the fuel injector and dilution
jets; indeed, the available evidence suggests that large energetic
eddies interact strongly with the coolant flows and may have a
significant impact on the film-cooling performance. The desire
to create compact low-emission combustion systems for aero gas
turbine engines has also given rise to a desire to reduce the quan-
tity of air used in wall cooling, and has led to the need for im-
proved thermal design approaches, cooling correlations and val-
idated computational methods. In order to establish a greater
understanding of effusion cooling under conditions of very high
freestream turbulence, a new laboratory-based test facility has
been created that is capable of simulating representative combus-
tor flow conditions, and that allows for a systematic investigation
of film-cooling performance over a range of freestream turbu-
lence conditions and coolant to mainstream density ratios. This
paper describes the new test facility and its capabilities, including
the method for generating combustor relevant flow conditions.
Adiabatic film-cooling effectiveness data obtained at a range of
blowing ratios are also presented for a typical combustor effu-
sion cooling geometry that uses a twenty degree injection angle.
The analysis of this data is supported by fluid temperature field
measurements which are presented for low and high freestream

turbulence conditions. The interpretation of the data has estab-
lished the impact of turbulence intensity and integral length scale
on the mixing processes between freestream and coolant flows.

NOMENCLATURE
D effusion hole diameter
ṁ mass flow rate, kg/s
DR coolant to free-stream density ratio
I coolant to free-stream momentum ratio
BR coolant to free-stream blowing ratio
V R coolant to free-stream velocity ratio
L integral length scale
P spanwise effusion hole spacing, mm
Re j coolant Reynolds number
S streamwise effusion hole spacing
T temperature, K
Tu turbulence intensity, %
ΛL length scale, mm
U velocity, m/s
X streamwise coordinates, mm
Y spanwise coordinate, mm
Z lateral coordinates, mm
α coolant hole angle, deg
ρ density, kg/m3

η film cooling effectiveness
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Subscripts
aw adiabatic wall
w wall
∞ freestream
c coolant
xy local position
j coolant jet
f flow field

INTRODUCTION
This article considers the performance and behaviour of a

typical gas turbine combustor effusion cooling arrangement, and,
in particular, the impact of the freestream flow conditions on adi-
abatic film-cooling effectiveness and coolant/freestream mixing.
The historical trends in turbofan engine design have included in-
creases in turbine entry temperature, overall pressure ratio and
bypass ratio in order to improve both the thermal and propulsive
efficiencies. In addition, the requirement to meet increasingly
stringent emissions regulations has resulted in a desire to employ
lean-burn combustion technology. The greater fraction of engine
core air that is consumed by lean fuel-injectors has a consequent
impact on the combustor liner thermal management, since less
compressor delivery air is generally available for wall cooling.
Given these trends it is apparent that improved wall cooling tech-
nologies and design methods are necessary for the implementa-
tion of compact low-emission aero-gas turbine combustors.

The thermal management of gas turbine combustion systems
typically involves a combination of internal (convective) cool-
ing, film-cooling and thermal barrier coatings. The combustion
system designer must balance the performance of these cooling
components such that the liner has an appropriate and predictable
service life. Consequently, an efficient and cost-effective design
strategy must be established; for example, cooling correlations,
validated aero-thermal computational methods and life predic-
tion. The behaviour of film cooling arrangements in the combus-
tor environment is complicated by the particular freestream con-
ditions that are usually present, namely, highly turbulent swirling
flows, and the presence of relatively large diameter dilution jets.
In general, for a particular wall geometry, the film-cooling situa-
tion can be characterised by the coolant and freestream flow con-
ditions: velocity ratio, density ratio, Reynolds number and tur-
bulence level. It has been known for some time that freestream
turbulence levels have an impact on the adiabatic film-cooling
effectiveness [1]. In general terms the increased level of turbu-
lent mixing that such conditions promote, means that the coolant
fluid is more rapidly dispersed into the free-stream, and that con-
sequently the near-wall flow temperature is raised. Much of the
available literature regarding the impact of free-stream turbu-
lence on film-cooling performance is focused on typical high-
pressure turbine nozzle guide vane cooling geometries (for ex-

ample, [2], [3]) these being predominantly single-rows of dis-
crete angled holes. Many of these studies consider free-stream
turbulence intensity levels of up to the mid-teens percent, which
is considered typical of combustor exit / turbine inlet conditions.
In addition, the characteristic length-scale of the free-stream tur-
bulence has rarely been considered as an independent parameter,
and in fact those cases that have addressed this ( [1], [4], [5])
have generally considered relatively small turbulent scales. Other
notable studies include those of [6] and [7] which have used a
combination of laboratory-based combustor simulators and pas-
sive grids to generate a range of turbulence intensities and length
scales. These studies considered the heat transfer characteris-
tics of a nozzle guide vane in response to high freestream turbu-
lence. In all of the test cases reported, elevated turbulence levels
led to augmented heat transfer. The effect of turbulent length
scale was observed with smaller scale grid generated turbulence
(Tu=7.6%, ΛL=20mm) resulting in earlier transition to turbulent
flow and increased heat transfer when compared against larger
scale combustor turbulence (Tu=8.8% ΛL=90mm) with slightly
higher intensity.

EXPERIMENTAL FACILITY
A new test facility for the investigation of combustor film

cooling arrangements has been created that allows for the sys-
tematic experimentation into the effects of free-stream turbu-
lence conditions, coolant to free-stream blowing ratio and den-
sity ratio on film-cooling performance. The test-section of this
facility is equipped with instrumentation that permits the mea-
surement of: adiabatic film-cooling effectiveness, spatially re-
solved measurements of local flow temperature (coolant/free-
stream mixture fraction) and flow velocity/turbulence parame-
ters. Currently this facility is configured for the measurement
of the adiabatic film-cooling effectiveness of effusion cooled
combustor-type geometries. Typical effusion arrangements in
aero-gas turbine combustors utilise staggered arrays of angled
holes with a diameter of between 0.5 and 1.0 mm, and angled
at approximately 20◦ to the cooled surface. The combustor flow
conditions in a modern turbofan engine typically yield coolant to
freestream density ratios in the range of 1.5 to 3. Because of the
differences in the local near-wall freestream flow velocity at var-
ious locations within a combustion system, coolant to freestream
velocity ratios typically span a wide range in any given system;
for the purposes of this study a range between 0.2 and 1.5 has
been considered.

In order to make detailed and accurate measurements of
film-cooling performance, and in common with many previous
film-cooling studies, the new wind-tunnel facility involves us-
ing geometrically and aerodynamically scaled model geometries,
and air flow conditions at near-atmospheric pressure. The geo-
metric scale factor that has been applied to the engine-scale cool-
ing geometry is approximately 10, while flow velocities are se-
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FIGURE 1. A schematic diagram of the effusion cooling wind-tunnel.

lected that yield an engine-relevant range of coolant jet Reynolds
numbers. A schematic diagram of the wind-tunnel is shown
in Fig.1. Essentially the facility is a recirculating wind-tunnel
driven by a 37 kW radial fan; it also incorporates a 50 kW inline
electrical flow heater that is used to raise the temperature of the
recirculating air up to a maximum of 110◦C. The flow condition
in this main circuit is designed to be representative of the free-
stream flow within a combustor, ie. it simulates the combustor
hot-gas flow. Recirculating flow rates of up to 6.5 kg/s can be
created with an average working section flow velocity of up to
15 m/s. The rectangular working section is shown in Figs. 1 and
2, and is 550 mm wide and 650 mm high. The effusion test plate
is mounted above a thermally insulated plenum through which
the low temperature coolant fluid is supplied. Various thermo-
couples were positioned throughout the wind-tunnel in order to
establish the wind-tunnel operating condition.

Free-stream turbulence generation
The main wind-tunnel air flow enters the working section

channel through a bell-mouthed inlet from a plenum as shown in
Figs. 1 and 2. Flow blockage screens are incorporated in this
region so as to improve the spatial uniformity of this flow as it
enters the working section. In order to create prescribed turbu-
lence properties in this freestream fluid as it approaches the test-
section, a jets in cross-flow turbulence generation approach [8]
has been investigated and adopted. As shown in the schematic
diagram of Fig. 1 a secondary blower draws air from the working
section feed-plenum and provides sufficient pressure rise to allow
the injection of this fluid back into the working section upstream
of the effusion plate at relatively high velocity; rows of normal
jets on both the top and bottom walls of the channel are supplied

FIGURE 2. Schematic diagrams of the wind-tunnel working section
and turbulence generator detail.

in this way. A splitter plate is placed horizontally between the
normal jets in order to prevent the opposing jets directly inter-
acting and causing poor spatial uniformity in the freestream flow
profile. In addition, a full-span cylinder is also placed across
the feed-channel at the downstream end of the splitter plate so
as to improve uniformity in the freestream flow that approaches
the cooling plate under test (such an approach was first reported
by [9]).

Due in part to the relatively large size of the test section
a single row of uniformly spaced turbulence generator injection
holes proved incapable of producing free-stream conditions with
adequate spatial uniformity; therefore a turbulence generator jet-
hole pattern was adopted which combined a secondary set of
smaller diameter holes (as shown in Fig. 2). The smaller di-
ameter holes help to even out the mass flux distribution from the
turbulence generator injector plate due to the differing jet trajec-
tories. In this way a sufficiently uniform distribution of mean
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FIGURE 3. A diagram that illustrates the coolant feed plenum con-
struction.

velocity, turbulence intensity and integral length scale has been
created. The final turbulence generator design consists of two
rows of holes: the first row consists of 8 mm diameter holes
while the second row consists of 12 mm diameter holes (with
spanwise pitch to diameter ratios of 6.5 and 4.3 respectively). A
detailed view of these components is shown in Fig. 2.

Coolant fluid conditions
In order to investigate the effect of different coolant to

freestream density ratios, the wind-tunnel can operate at elevated
free-stream flow temperatures of up to 110 ◦C and sub-ambient
coolant temperatures. The elevated free-stream temperatures are
created by virtue of the recirculating heated design of the wind-
tunnel, while the cold coolant is generated by a turbo-expander
system that is based around an automotive turbo-charger (shown
in Fig. 1). This system is capable of producing coolant air-
flow temperatures of -20◦C, yielding a maximum coolant to free-
stream density ratio of 1.5. This value is at the low end of the
expected density ratio range to be seen in combustor applica-
tions. However, the intention here is to diagnose the impact of
density ratio as an independent parameter over a sensible range
of values. Whilst it would clearly be attractive to conduct inves-
tigations over the typical combustor range of ratios, this would
involve additional experimental difficulty and cost. Note that the
use of a turbo-expander for film-cooling tests has previously been
reported by [10]. Dry compressed air is delivered to the turbine
of an IHI RB85 turbo-charger at pressures of up to 2.5 bar. The
compressed air is then expanded through the turbine which re-

sults in a reduction of the air temperature as work is extracted.
The air mass flow rate through the turbo-charger is measured by
an orifice plate device and is controlled by an electrically oper-
ated control valve. As well as feed pressure control, the air tem-
perature drop across the turbine can be fine-tuned via the turbine
waste-gate which allows flow to bypass the turbine. The cold air
issuing from the turbine then feeds into a T-section pipe which
incorporates a bypass valve; excess coolant is bled to atmosphere
before the required coolant flow rate is passed through a further
orifice plate meter. The cold air is fed into the insulated coolant
plenum located beneath the effusion plate, which contains flow
control screens and an air filter to capture any oil that may have
contaminated the air within the turbo-charger. The coolant air
temperature is measured in the feed-plenum using sheathed K-
type thermocouples. These details are shown in a sectional view
of the coolant plenum in Fig. 3.

Wind-tunnel commissioning tests
The primary commissioning tests for the wind-tunnel were

hot-wire based traverse measurements of the velocity field in the
freestream flow; such data were acquired so as to develop and
verify the characteristics of the turbulence generator system. The
measurements were obtained within a span-wise plane that is
aligned with the first row of effusion cooling holes. A Dantec
constant temperature hot-wire anemometer was used to measure
the time-mean flow velocity and turbulence statistics: integral
length scales, turbulence intensity and energy spectra. The free-
stream turbulence characteristics have been altered by changing
the turbulence generator to free-stream velocity ratio and the
spanwise cylinder diameter; in this way a range of freestream
turbulence properties was produced that includes low, medium
and high turbulence, and two integral length scales. The result-
ing spanwise averaged profiles are shown in Figs. 4, 5 and 6 as
a function of position across the working section (expressed as
y/D): Fig. 4 shows the integral length scale profiles; Fig. 5 shows
the turbulence intensity profiles while Fig. 6 shows the measure-
ments for three different turbulence generator blowing ratios. To
summarise, three different turbulence intensity cases have been
considered (nominal values of 10, 16 and 25%) and two length
scales (ΛL/D=13 and 26). Experimental results showed that the
mean velocity at the start of the test area was uniform to within
5% of the area-averaged mean velocity, while the turbulence in-
tensity and length scale were uniform to within 14%.

EXPERIMENTAL GEOMETRY AND TEST CONDITIONS
The effusion-cooled test plate consists of a staggered array

of angled cylindrical holes with dimensions as given in Fig. 7.
The spanwise pitch to diameter ratio is 8, while the stream-wise
pitch to diameter ratio is 7.5 and the hole angle is 20◦. The plate
is manufactured from a closed-cell rigid foam (Rohacell) which
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FIGURE 4. Measured integral length scale profiles at entrance to the
working section (nominal free-stream turbulence intensity of 16%).

FIGURE 5. Measured turbulence intensity profiles at entrance to the
working section (nominal free-stream turbulence intensity of 16%).

has a particularly low thermal conductivity (0.029 W/mK) and
can be considered close to adiabatic. The surface of the plate
is sprayed with a high emissivity black paint so as to aid infra-
red based thermographic measurements of cooling effectiveness.
The data presented here shows how the cooling layer develops
from the first row of effusion holes up to row 7.

Adiabatic effectiveness measurement
The film-cooling effectiveness has been measured using an

infra-red based imaging system that is based on a FLIR systems
A40M thermal imaging device with 240 x 320 pixels. Each pixel
maps to a geometric area of 0.7 mm square on the effusion test
surface. The effusion surface is viewed through a 75 mm diam-

FIGURE 6. Measured turbulence intensity profiles at entrance to the
working section for three turbulence conditions.

Dr 1.065-1.4 Tc 268-289K

Br 0.3-1.5 Tmain 308-378K

I 0.06-2.1 Re j(103) 1.2-6

Tu 10%, 16%, 25% Re∞(103) 2.2-3

ΛL 13D, 26D

TABLE 1. Test conditions

eter zinc-selenide window that is incorporated into the top wall
of the working section; note that the position of this window can
be changed so as to allow measurement in different regions of
the test plate. Three fine wire exposed-junction K-type thermo-
couples were embedded into the surface of the plate in order to
provide a check of the calibration accuracy of the IR surface tem-
perature measurement system.

IR thermography system calibration
In IR-based thermographic systems, the measured radiation

intensity is influenced, and potentially corrupted, by a number of
factors as has been described by [11]. In order to reduce the im-
pact of optical reflections, incident radiation and window trans-
mission, an in-situ calibration procedure was developed. A 10
mm thick aluminium plate with high emissivity surface coating
and embedded K-type thermocouples was used to replace the Ro-
hacell test plate, and to establish a near isothermal surface. With
the wind-tunnel operating at a stable aerodynamic and thermal
condition, the temperature of the plate gradually increased. Dur-
ing this process, and at set plate temperature intervals, measure-
ment frames were acquired with the IR camera. For each pixel
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FIGURE 7. A drawing showing the effusion test-plate dimensions.

the raw IR intensity data was then then compared with the corre-
sponding plate thermocouple measurements. A unique polyno-
mial calibration curve was then generated for each camera pixel,
which describes the relationship between intensity and tempera-
ture. This pixel-by-pixel calibration resulted in surface tempera-
ture measurements within ±0.25K of the surface reference ther-
mocouple data. Such calibration data was acquired each time the
camera location was changed.

Test procedure
During each test the coolant and mainstream flow parame-

ters were set to their desired levels in terms of mass flow rate
and temperature so as to establish particular blowing ratio and
density ratio conditions. The wind-tunnel was typically left for
approximately one hour at the start of testing so as to allow ther-
mal equilibrium to be achieved throughout the facility. The sur-
face temperature was then recorded by taking 60 measurement
images with the IR camera; simultaneously, data was recorded
from the effusion plate surface thermocouples so as to allow a
check on the calibration of the IR system. The images were then
averaged on a pixel-by-pixel basis to provide a time-mean sur-
face temperature map for each experimental condition.

In addition to these wall surface temperature measurements
the temperature distribution in the flow was investigated by
traversing a fine-wire exposed bead thermocouple (wire diam-
eter of 0.025 mm) in both spanwise and streamwise directions.
The thermocouple was mounted on the end of a 2 mm diameter
ceramic tube and a stepper-motor driven traverse that could cover
the majority of the working section. The time-averaged gas tem-
perature was recorded at each location (based on 8 seconds of
data) with measurements taken in either 2 or 4 mm spatial incre-
ments, depending upon the test requirements. This traverse data
was then compiled to create a spatially resolved thermal profile
of the near-wall flow at various freestream conditions.

Test conditions
The effusion plate was tested with three different freestream

turbulence intensities of 10, 16 and 25%. For each of these free-
stream conditions, a total of thirteen different blowing ratios was
investigated, along with two coolant to free-stream density ratios
(1.065 and 1.4). The impact of varying the free-stream integral
length scale was also investigated for the 16% turbulence inten-
sity condition. The test conditions are summarized in Table 1.
The primary measurements obtained in these experiments are the
adiabatic film-cooling effectiveness and the coolant/free-stream
mixture fraction; these are defined in equations 1 and 2, respec-
tively.

ηaw =
Tg −Taw

Tg −Tc
(1)

η f =
Tg −Txy

Tg −Tc
(2)

MEASUREMENT UNCERTAINTY
As mentioned earlier the test plate was manufactured from a

very low thermal conductivity material so as to approximate an
adiabatic wall. However, this material still has a finite thermal
conductivity which will result in some of level of thermal con-
duction through the wall. In order to quantify the effects of these
fluxes on the measurement of the local adiabatic wall temper-
ature, a conduction model of the effusion plate was developed
similar to [12] using the commercial software Star-CCM+. In
order to estimate the typical impact of wall conduction on effec-
tiveness measurements a case was considered with high blowing
and density ratio as these conditions would generally require the
highest level of correction. An accurate three-dimensional model
of the actual test plate was created and meshed using polyhedral
volumes (approximately 185,000). The computational mesh was
refined around the effusion holes in order to resolve the higher
temperature gradients created in the near-hole regions. The mate-
rial properties of the modelled wall were set at the values quoted
by the manufacturer. The thermal boundary conditions on the
surfaces of the test plate were defined by a combination of con-
vective heat transfer correlations and measured surface tempera-
ture maps from the wind-tunnel experiment. Currently, there is
no heat transfer coefficient data available. Therefore an estima-
tion based on a turbulent flat plate correlation has been used [13].
The coolant side of the test plate is exposed to a uniform fluid
temperature, and has been modelled as a uniform temperature
boundary (this is considered a worst case approach). The effu-
sion holes were defined as convective walls with ambient tem-
perature set at coolant delivery temperature and heat transfer co-
efficient defined by a fully-developed turbulent pipe flow corre-
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lation [13]. All other surfaces were modeled as adiabatic walls.
The radiative heat transfer from the surrounding channel walls
was approximated by a simple enclosed model.

FIGURE 8. A contour plot of the difference between measured wall
surface temperature and modelled adiabatic wall temperature.

After solving for the plate temperature distribution using
Star-CCM+, the local wall-surface heat flux was then divided by
the assumed heat transfer coefficient on the hot-side of the plate
to yield an estimate of the temperature difference between mea-
sured wall temperature and the modelled adiabatic wall temper-
ature. Fig. 8 shows a contour plot of the temperature correction.
As might be expected the leading edge of the cooling hole shows
the largest temperature correction as at these locations the wall is
thin with only a thin wedge of material between mainstream and
coolant flows. Immediately downstream of the ejection hole a lo-
calized over prediction in surface temperature is observed as the
radiative heat flux dominates. Apart from some localised high
temperature corrections, the majority of the measurement sur-
face requires adjustment of a less than two degrees. Therefore a
surface temperature error estimate of 2◦C is applied to account
for plate conduction.

With the relative accuracy of each measured term in the
equation 1 quantified the film effectiveness uncertainty was cal-
culated following the method of Kline and McClintock [14]. The
estimated uncertainty intervals for the present experiment are
Tg= Tc=±0.2◦C and Taw=± 2◦C. According to the uncertainty
values above, the percent uncertainty decreases for higher values
of η , from as high as 31% at η=0.02 to as low as 5% at η=0.4.
The relative uncertainty in spanwise average adiabatic effective-
ness is about 0.011. The uncertainty in mass flow rate was cal-
culated based on the method described in ISO5167 and resulted

in ṁ±1.2%. This calculation included the density uncertainty
of ±0.5%. The mainstream velocity calculated from the hotwire
data had an uncertainty of ±3%.

RESULTS AND DISCUSSION
The data presented in this section are divided into three spe-

cific areas. Firstly, the effects of varying free-stream turbulence
on spanwise averaged and spatially averaged adiabatic film-
cooling effectiveness; secondly, the impact of free-stream condi-
tions on the mixing of coolant and free-stream flows; thirdly, the
effects of density ratio on cooling effectiveness. Each of these
parts includes measurements at a variety of blowing ratios be-
tween 0.3 and 1.5. Together, the results capture the effects of
free-stream turbulence on the film-cooling behaviour of an an-
gled effusion geometry.

Free-stream turbulence intensity effects
One of the main objectives of this work was to investigate

effusion film-cooling effectiveness under highly turbulent free-
stream conditions. Figs. 9 to 11 show the measured impact of
free-stream turbulence on the span-wise averaged adiabatic ef-
fectiveness for three blowing ratios and a density ratio of 1.4.
At the lowest BR considered (0.3) it can be seen that increasing
the free-stream turbulence level from 10 to 16% causes a small
reduction in the film-cooling effectiveness (Fig. 9) in the more
downstream area, while there is no further change when increas-
ing the turbulence intensity to 25%. At the highest BR (1.5) the
impact of free-stream turbulence level is markedly different. In
this case the coolant jets detach from the wall and penetrate sig-
nificantly into the free-stream; the effect of elevated turbulence
is now seen to lead to a marked increase in the measured adia-
batic effectiveness. This suggests that there is increased turbulent
transport of the detached coolant fluid back towards the wall sur-
face.

The impact of changing the free-stream turbulence level can
also be appreciated from the adiabatic effectiveness maps pre-
sented in Figs. 12 and 13: Fig. 12 shows the variation of effec-
tiveness with BR at 10% free-stream turbulence intensity, while
Fig. 13 shows the equivalent data for 25%. For the low BR con-
dition (0.3) the data clearly show the increase in lateral spreading
of the coolant immediately downstream of the injection points
that is caused by the increased turbulence level. There is also
a reduction in coolant coverage in the streamwise direction as
the cooling layer mixes out more quickly with the freestream.
These phenomena have been well documented in single row film-
cooling studies (for example, [1] and [15]). For low blowing
cases this streamwise reduction outweighs any benefits gained
from the increased spanwise spread, and therefore an overall de-
crease in the area-averaged surface effectiveness is observed. As
the BR is increased the coolant jets detach from the surface and
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penetrate into the free-stream, which results in poor jet centre-
line effectiveness. However, the turbulent transport of coolant in-
duced by the high free-stream turbulence ultimately benefits the
film-cooling effectiveness. At the highest blowing ratio tested
here (BR=1.5) an increase in spatially averaged effectiveness of
74% is observed at Tu=25%, relative to the 10% turbulence case.
A summary of the spatially averaged results for high and low
turbulence levels are given in Table 2. These results are in stark
contrast to a similar study using normal angled effusion [16],
which reported a consistent decrease in spatially averaged effec-
tiveness with increasing free-stream turbulence. This indicates
that when jet-lift off is pronounced, as in the case of normal jets,
the free-stream turbulence mixes the coolant jet so extensively
that any transport of coolant back towards the surface is of neg-
ligible benefit. In the angled effusion case jet-lift off is reduced,
thereby allowing free-stream turbulence to transport the coolant
into the near-wall area.

Turbulence length scale effects
The capabilities of the wind-tunnel turbulence generator

have allowed the impact of the integral length scale of turbu-
lence to be considered independently of the turbulence intensity.
For a free-stream turbulence intensity of 16%, normalised inte-
gral length scales of ΛL/D = 13 and 26 have been investigated;
note that the other free-stream flow parameters, such as the mean

Br Tu=10% Tu=25% ∆%

0.3 0.104 0.094 -9.2

0.4 0.113 0.108 -4.4

0.5 0.111 0.115 3.2

0.6 0.111 0.121 9.0

0.7 0.096 0.123 27.9

0.8 0.089 0.120 35.0

0.9 0.079 0.117 47.0

1.0 0.072 0.115 58.7

1.1 0.067 0.112 67.6

1.2 0.065 0.110 69.9

1.3 0.064 0.109 69.8

1.4 0.061 0.114 84.9

1.5 0.063 0.110 74.9

TABLE 2. Spatially averaged effectiveness at high and low turbulence
not including holes.

FIGURE 9. Spanwise averaged adiabatic effectiveness for DR=1.4,
BR=0.3.

FIGURE 10. Spanwise averaged adiabatic effectiveness for DR=1.4,
BR=0.6.

velocity and spatial profile, were otherwise unaffected by this
change. The results associated with this part of the study are
presented in Figs. 14 and 15 as span-wise averaged adiabatic
effectiveness for BRs of 0.3 and 1.3. For the two length scale
cases considered it can be seen that the impact of length scale
is relatively low, although some increase in effectiveness is evi-
dent in the more downstream regions at a BR of 0.3. The study
of [1] reported significant changes in effectiveness with changes
in length scale for a single row of cooling holes. However this
previous study considered very low length scales of ΛL/D=0.12
to 0.33. Therefore the data presented here suggests that above a
certain length scale any further increases have marginal effects
on film-cooling effectiveness.
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FIGURE 11. Spanwise averaged adiabatic effectiveness for DR=1.4,
BR=1.5.

FIGURE 12. Measured adiabatic effectiveness for DR=1.4, Tu=10 %:
a) BR=0.3; b) BR=0.6; c) BR=1.5.

Flow-field temperature measurements
Fluid temperature field measurements have been obtained

for a traverse location positioned downstream of the 5th row of
cooling holes. At this location, the trajectories of both the 4th
and 5th rows of coolant jets are discernible, although these vary
with the particular flow conditions. Figs.16 to 19 show the span-
wise gas temperature traverse data along with the corresponding
adiabatic effectiveness data. The gas temperature measurements
were obtained at relatively coarse spacial increments of 4mm.
Note that the traverse measurements do not include a 2mm re-
gion near the test surface. The spanwise traverse temperature

FIGURE 13. Measured adiabatic effectiveness for DR=1.4, Tu=25 %:
a) BR=0.3; b) BR=0.6; c) BR=1.5

data can be used to reveal three of the main effects imposed by
variations in the free-stream turbulence: 1) the mixing rate of the
jets with the freestream coolant, 2) the penetration of the jets into
the freestream, 3) the lateral spreading of the cooling jets.

Firstly considering the BR=0.4 measurements, the gas tem-
perature measurements in Figs. 16 and 17 show that the in-
creased level of free-stream turbulence causes a significant re-
duction in the coolant concentration within the cores of the at-
tached jets. The reduction of the core coolant concentration pro-

FIGURE 14. Measured spanwise averaged effectiveness at BR=0.3,
Tu=16%, for two free-stream turbulence length scales.
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duces a consequent reduction in centre-line cooling effectiveness
as seen in the associated surface effectiveness plots. The tem-
perature traverse measurements also reveal the level of coolant
lateral spreading; it is clear that the elevated free-stream turbu-
lence leads to an increase in spreading in the jets emerging from
row 5 (at X/D=±4, ±12), while the jets from row 4 are not evi-
dent in the higher turbulence case (at X/D=0, ±8). The coolant
layer also appears to thin out as the turbulence level increases.
In the low turbulence cases (Figs. 16 and 18 the remnants of
the two neighbouring cooling jets from the 4th row are clearly
visible. Fig 20 and 21 show the temperature field in the stream-
wise direction at a Br 1.3. The effectiveness contours become
saturated in the jet exit/core region (η = 1) as the scale is lim-
ited to 0.5. This enables the temperature gradients around the
cooling holes to be resolved. The streamwise traverse data corre-
lated well with coolant delivery temperature measurements, with
both measurements reporting the same coolant exit temperature
to within a fraction of one degree. Upstream of the cooling hole
the flow field effectiveness values are within 2% of the reported
surface effectiveness. The streamwise traverse data reveals the
full extent of the turbulent mixing in the mainstream. The coolant
core length is significantly shorter for the high turbulence case.
The low turbulence case shows a significant amount of coolant is
completely detached from the surface, in this detached state very
little coolant is transported back to the surface.

Density ratio effects
The impact of coolant to free-stream density ratio on cool-

ing effectiveness has been investigated for two free-stream tur-
bulence levels. Fig. 22 to 24 shows the area-averaged adia-
batic effectiveness data gathered at free-stream turbulence levels
of 10 and 25%, and at DRs of 1.065 and 1.4; these are plotted
against momentum flux ratio (I), velocity ratio (VR) and blow-

FIGURE 15. Measured spanwise averaged effectiveness at BR=1.3,
Tu=16%, for two free-stream turbulence length scales.

FIGURE 16. Measured spanwise gas temperature traverse at X/D=37
and surface effectiveness data, DR=1.065, BR=0.4, Tu=10%.

FIGURE 17. Measured spanwise gas temperature traverse at X/D=37
and surface effectiveness data, DR=1.065, BR=0.4, Tu=25%.

ing ratio (BR). It is apparent that for high coolant injection levels
(VR>0.8) the elevated free-stream turbulence condition leads to
a near doubling of the area-averaged effectiveness. However, at
these conditions the impact of density ratio as an independent
parameter is relatively weak. Apart from some divergence at the
very low VR conditions (when the cooling flows are attached
to the wall) the effectiveness data appear to be reasonably well
correlated by VR. When these data are plotted as a function of
BR (Fig. 23) the peak effectiveness is shifted to a higher blow-
ing ratio case when the density ratio is increased: however, the
behaviour is different for the two turbulence intensity cases pre-
sented. Similar effects have been observed in several single row
studies ( [17] and [18]). With the shift in the effectiveness peak
being attributed to the fact that high density coolant has a lower
momentum flux for a prescribed blowing ratio, thus delaying on-
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FIGURE 18. Measured spanwise gas temperature traverse at X/D=37
and surface effectiveness data, DR 1.065, BR 1.3, Tu=10%.

FIGURE 19. Measured spanwise gas temperature traverse at X/D=37
and surface effectiveness data, DR=1.065, BR=1.3, Tu=25%

set of jet separation. The two density ratios scale well with mo-
mentum flux confirming jet separation is primarily a function of
momentum flux. The velocity ratio scaling falls somewhere be-
tween momentum flux and blowing ratio. Once jet separation
has occurred, effectiveness scales reasonably well with velocity
ratio.

For the blowing ratio range considered here of BR 0.3-1.5
momentum flux is the appropriate parameter to scale for different
density ratios. The area-averaged plots also show how increased
freestream turbulence widens the coolant flux range over which
efficient cooling is possible.

FIGURE 20. Streamwise temperature traverse (rows 2-4), Dr 1.065,
Br 1.3 Tu=10%

FIGURE 21. Streamwise temperature traverse (rows 2-4), Dr 1.065,
Br 1.3 Tu=25%

CONCLUSIONS
A new test facility for the investigation of gas turbine com-

bustor effusion cooling arrangements has been comissioned and
its capabilities described. This wind-tunnel facility is capable of
generating the relatively high free-stream turbulence conditions
that are representative of a typical gas turbine combustor envi-
ronment. The generation of a highly turbulent free-stream flow
has been accomplished using a jets-in-cross-flow arrangement.
The test facility is also capable of generating coolant to free-
stream density ratios of between 1 and 1.5. Measurements of
adiabatic effectiveness have been made using an infra-red based
thermal imaging system, while flow temperature measurements
that reveal the mixing of coolant and free-stream have also been
acquired. An angled effusion plate with a staggered hole pat-
tern has been tested. A combination of jets in cross-flow and a
spanwise cylinder have been utilised to control turbulence length
scale.

An angled effusion geometry with combustor relevant de-
signs has been evaluated in terms of adiabatic effectiveness over
a range of freestream turbulence conditions; 10, 16, 25% inten-
sity, integral length scale-to-coolant hole diameter ratios of 13
and 26; and coolant to free-stream density ratios. An interroga-
tion of the gas temperature field has also been performed, which
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FIGURE 22. Area-averaged adiabatic effectiveness plotted against
coolant to free-stream velocity ratio.

FIGURE 23. Area-averaged adiabatic effectiveness plotted against
coolant to free-stream blowing ratio.

revealed some of the important fluid behaviour which drives the
changes in measured surface effectiveness.

For angled effusion the spatially averaged effectiveness is
reduced at low blowing ratios (BR<0.5) when freestream turbu-
lence is increased. For low blowing cases the additional spread-
ing of coolant in the spanwise direction does not overcome the
negative impact of reduced streamwise coverage. However, as
blowing ratio increases the spatially averaged effectiveness can
increase by as much as 85% at BR=1.4 with elevated freestream
turbulence (Tu=25%). This increase is attributed to the spanwise
spreading of coolant and turbulent transport of coolant back to-

FIGURE 24. Area-averaged adiabatic effectiveness plotted against
coolant to free-stream momentum ratio.

wards the surface. Once the coolant jet is detached, the centreline
effectiveness is already very poor so the reduction in streamwise
effectiveness becomes less dominant. This result differs consid-
erably from normal angle effusion where a decrease in effective-
ness is observed at all blowing ratios. This implies that if jet pen-
etration is very high, extensive mixing with the freestream occurs
such that any coolant transport back to the surface reduces film
effectiveness. High freestream turbulence also widens the range
of blowing ratios for efficient cooling due to the promotion of jet
attachment.

The impact of turbulence length scale was investigated at a
fixed turbulence intensity of Tu=16%. A doubling of turbulent
length scale from ΛL/D=13 to 26 had only a minor impact on
the surface effectiveness measurements. The angled effusion ar-
ray was tested at two coolant to free-stream density ratios (1.06
and 1.4). A reasonable collapse of the data over the full range of
blowing conditions tested was observed when area averaged ef-
fectiveness was plotted as function of the coolant to free-stream
momentum flux ratio. This implies that unity density ratio tests
can be scaled to more engine specific density ratios using mo-
mentum flux.
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