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SUMHARY 



The need for simple and well understood mathematical 

models representative of the dynamics of large physical 

systems has long been recognised, and has recently 

attracted considerable attention. 

This work was prompted by previous studies in the 

department showing that the responses of complex models 

of absorption columns could be represented equally well 

by much simpler models. The study has coverecj three 

areas: 

a) The reduction of order of transfer functions. 

b) The reduction of order of state-variable 

models. 

c) Associated topics and numerical techniques. 

A survey has been carried out on methods f;)r 

reducing state-variable models, or transfer functions, 

to lower order transfer functions. A number of schemes 

have been studied, including least-squares fitting in 

the frequency domain, the truncation of continued 

fractions, and the matching of moments. It has been 

shown that in certain situations the continued fraction 

and moments matchinr, method are in fact identical. 

Previous work for reducing the order of state 

variable models has been reviewed and two new methods 

have been proposed. Techniques base.". on modal analysis 

and least-squares fitting in the time domain have been 



discussed. The method of moments has been extended 

to deal with state variable models: it has been shown 

that large multi-input - multi-output systems can 

easily be approximated by smaller models and produce 

responses which match acceptably those of the full 

systems. Similarly it has been shown that models can 

be reduced to give acceptable results by matching the 

frequency response of the reduced model to that of the 

full.mod~l. 

Work on model simplification has involved the use 

of many numerical techniques. Efficient methods of 

computing the frequency response of large systems have 

been investigated and it has been shown that a 

considerable time saving can be effected by first 

transforming the model to its Jordan form. The 

determination of equivalent transfer functions from 

state variable models has been studied. The existing 

methods have been compared using large systems and a 

modified scheme proposed, allowing greater accuracy 

in determining transfer function coefficients with very 

little additional work. 
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CHAPTER 1 

Introduction 



1. INTRODUCTION 

Recent years have seen an increase in the size 

and complexity of many industrial processes and 

engineering operations. These range from the building 

of super-tankers and jumbo jets to the implementation 

of vast hydro and nuclear pOI.er schemes. The expansion 

of these industries and the advancing affluence of 

the civilized world is reflected in the growth of the 

process industries where the production of petroleum 

spirit is linked directly to the national economy. 

All engineering fields depend greatly upon human 

intervention and decision making, both in the design 

and operation of plants. In an attempt to eliminate 

errors there has been a trend to replace, or supplement, 

the operator by a control system, thus reducing the amount 

or human decision making. As modern processes become 

more complex,control technology must advance to 

satisfy the demands placed upon it. 

In the 1950's thought was given to the uses to 

I~hich computers might be put on process plants, and 

the 1960's saw the implementation of the first D.n.C. 

systems, replacing many analogue controllers with a 

single computer. This however, was only the first step. 

Once the computer was installed the way \1;1;; open for 

realizing hitherto impossible advanced control 

strategies. However, before many computer systems can 

be operated effectively an accurate mathematical model 
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of the plant being controlled is necessary. The 

modelling of large plants has many problems. 

Most processes are highly non-linear, some plant 

items are distributed parameter systems and lead to 

complex partial differential equations, while the flow 

of materials involve transport delays, or dead times. 

Even with'the powerful computers available today such 

systems, if modelled accurately, could not be solved, 

let alone used for control purposes. Thus the models 

must be simplified in some Hay. 

The first simplifications are often carried out 

at the modelling stage: non-linear systems are usually 

linearised about their steady states: distributed 

parameter syst~ms are approximated by finite difference 

models: and time delays may be replaced by first 

order lags in series. The result is a set of linear 

ordinary differential equations. 

Classically these equations have been transformed 

to the Laplace domain to give transfer functions relating 

one output to one input. For the operation of a single 

control loop, or to obtain one time or frequency response 

this is adequate, however, for the analysis of a 

complete plant many such transfer functions are required. 

An alternative approach is to convert all the differential 

equations to first order and to set up a state variable 

model relating all outputs to all inputs. This was 

always attractive, but not possible unti.l the t-Tide-

spread appearance of large fast computers. l10dels of 

this type are in general use today, and for a complete 
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system analysis are used in preference to transfer 

functions. 

The classic theorems of linear algebra apply to 

state variable models, and while theoretically simple 

to manipulate, are in practice more difficult. This 

difficulty lies with the model order. Consider a 

36 plate distillation column: if it is conventionally 

modelled with a single equation for each composition 

and flow on a plate, 72 first order equations result, 

giving a plant matrix of order 72 with 5184 elements. 

To store this matrix requires, in most computers, 10 K 

of core store, and to operate on it considerably more. 

The modelling of an entire plant, or a distributed 

parameter system by finite difference methods, can 

lead to sets of 500 equations. Clearly with systems 

of that size the storage of the model is virtually 

impossible and the computational time taken in performing 

analysis is prohibitive. TtvO additional points affect 

the study of very large systems: although ostensibly 

an accurate model of the process, the very size can 

confuse and hinder analysis, furthermore, of the many 

states in the state vector, few may be of interest, 

the remainder being either unmeasurable or dummy 

variables. In the case of the distillation column 

referred to above, only input and output variables 

are usually of interest, whilst no use is made of the 

others states. 

The above facts point to the necessity to be able 
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to reduce, the size of state variable models and replace 

a model by a system which,although of lower order, 

maintains the characteristics of the original model. 

The advantages of doing this will be summarised 

briefly. Low order mOdels: 

a) help the understanding of complex models. 

b) reduce computer storage. 

c) reduce the computational effort. 

d) eliminate the need to analyse unimportant 

states. 

However, when reducing the system order it must be 

remembered that acc~racy cahnot be sacrificed to achieve 

a low order model, the results of which are meaningless. 

In this thesis the problem of model simplification 

will be considered. The order reduction of transfer 

functions has been reviewed and a comparison made, 

whilst the more interesting reduction of state variable 

models has been considered in more depth, and two new 

methods proposed. Some of the numerical methods 

related to the study of linear systems have been examined. 
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CHAPTER 2 

Computational techniques used 

: 



2. COMPUTATIONAL TECHNIQUES USED 

Many of the methods described in subsequent 

chapters will require the use of the same computat

ional techniques, such as the calculation of the time 

or frequency response. To avoid repetition, and to give 

a central record of methods used, all computational 

techniques, together with details of the computer 

system used, will "be presented here. 

2.1 COMPUTATION OF THE TIl1E RESPONSE OF STATE 

VARIABLE MODELS 

Two methods have been used to compute the 

time response of state variable models: the analytic 

solution and a nume~ical solution. The latter will be 

discussed only briefly, Vlhilst the former l.Jill be 

considered in some depth as the theory forms the basis 

for a number of topics in this thesis. Time responses 

have been computed using both the given methods. 

2.1.1 The numerical solution 

"There are many different numerical methods for 

solving differential equations, usually based on a 

truncated Taylor's series, and descriptions of them can 

be found in most texts on numerical methods (37). 
I 

Runge-Kutta methods perform adequately for a wide class 

of problem. The particular method used is the Gill 

modification of the Runge-Kutta method (55). This 

routine has been used in preference to the basic 
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four-point method because it requires only 3/5 of the 

computer storage and minimizes rounding errors. 

2.1.2 The analLtic solution 

The solution of 

x = Ax + Bu (2.1) 

loIhere A and B are both time invariant and u the input, 

varies with time is (100): 

(2.2) 

As all the states in Eq. (2.1) are iinearised and only 

deviations about a steady state need be considered 

~(o) ; 0 and Eq. (2.2) reduces to 

~(t) -_ ft (2.3) 
o 

The problem in Eq. (2.3) is the computation of the 

exponential matrix e~(t-~). Buffham and Kropholler 

(19) have considered the many ways of computing this 

matrix. Ih this ~Iork it was decided to compute eAt 

from the Jordan canonical form (120) as efficient 

eigenvalue and eigenvector routines were available 

(the Q.R. transform). 

2.1.3 Transformation of ~ to its Jordan form 

Any matrix A having distinct roots (real or 

complex) may be transf0rmed into the diagonal matrix 
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A (2.4) 

• 

where ~i are the eigenvalues of A. A is said to be 

the Jordan canonical form of A In 2eneral this 

transformation does not exist for systems having 

mUltiple eigenvalues, although similar ones do. The 

transformation is: 

A = (2.5) 

\~here the unique, non-singular, transformation matrix 

may be computed in a number of ways (23), but is most 

readily constructed from the eigenvectors of A in the 

following manner 

U = ~2 , •••.••••• , ) 'U '-n 
(2.6) 

where ~i is the eigenvector corresponding to Ai and is 

calculated from 

(A - ~.I)u. = 0 
- l.- -l. 

2.1.4. Use of the Jordan form in computing e~t 

The solution of the homogeneous system 

Se = Ax x = ~(o) at t = 0 

-7-
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is x(t) = (2.9) 

Substituting x = Qz into Eq. (2.8) gives 

~ = AUy Z = y(o) at t = 0 (2.10) 

Z = .l:!-l AUy = !::i. (2.11) 

The solution to Eq. (2.11) is 

X(t) = eAt Z(o) (2.12) 

where 

e Alt 

e A2t 

eAt - (2.13) 

e Ant 

Thus Eq. (2.13) is easily computed as it possesses 

only scalar quantities on the diagonal. Eq. (2.12) is 

now transformed back to 

substitution of Z = 
the original 
-1 U x. 

variables by 

(2.14) 

The same method is used to solve the non-homogeneous 

system, Eq. (2.1). 
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2.1.5 Jordan form of A with complex or repeate~ 

eigenvalues 

The method given above applies when the 

eigenvalues of ~ are complex, however, complex arith

metic is involved but may be removed by use of a 

further transformation. This transformation is based 

on the fact that complex eigenvalues and eigenvectors 

must occur in conjugate pairs and that one complex 

eigenvalue contains all the information about that 

pair. The Jordan matrix with complex entries is 

A = (2.15 ) 

and may be transformed to 

It = (2.16) 

-9-



by 

1 

i -i/2 

1 i/2 

1 

and at the same time U is transformed from 

U ( I : uR • C' R = .!!.l:·····, -k + ~.!!.k :.!!.k 

to 

(
' I R, C: u= u1 ' .... luk 'uk ' - -, 1- ,- •••• : u ) -n 

vii th this form of U and becomes 

eAlt 

e Akt cos ;}kt e Akt sin ~kt 
e~t = _eAkt sin ~t eAkt cos 4>l<t 

(2.18) 

(2.19) 

Clearly the forms given above for the complex eigenva1ues 

are a gen~ral case, and Eqs. (2.4, 2.6, 2.13) are a 

spec5.al case of Eqs. (2.16, 2.18, 2.19). 

vlhen a matrix has multiple eigenvalues it may also 

have, though not necessarily, multiple eigenvectors. 

This leads to a singular U. In this case transformations 

of the following form ma~' be possible. 

- 10 -
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\ 

At e- = 

= 

o 

o 

;\.1 

o 

1 o 
:>; 1 

1 

o 0 

o 

?!t 2e:\.lt 

te:\.lt 

e:\.lt 

(2.20) 

(2.21) 

where f is composed of vectors, not eigenvectors, 

computed from 

= i f. 1 (2.22) 

and El is the eigenvector corresponding to~. A 

detailed description of the above transformations is 

given by Ogata (lOO). 

2.1. 6 Solution for the step and impulse response 

E (2 3) f h ·· 1 . h At q. • or t e ~mpu se response, w~t e-

and g given by Eqs. (2.19, 2.18) for distinct eigen-

values is 

2£(t) = U eAt U 
-1 

lli!" (2.23) 

Eqn. (2.3) for the step response is 

x(t) 
(t 

= Q J eAt g-l Bu de (2.24) 
0 

rt A 
h J t.~ . At E (2 19) • were e- ,,··correspond~ng to e-, qn. • ~s 

o 
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a1 

bk ck 
-c k bk 

and 
e>'i t -1 a. = J. >.. J. 

bk 
1 

= 
>.2 + tP~ k 

an 

(e>'kt(h sin 4>kt + >'k 

(2.25) 

(2.25a) 

cos tPkt) -

(2.25b) 

cos tPkt) + 

(2.25c) 

2.2 DERIVATION OF TRANSFER FUNCTIONS FROM STATE 

VARIABLE MODELS 

Two types of models are commonly used mn modern 

control theory: the transfer function 

m 
b. si . L 

J.=o J. 
G(s) .- n 

a. sj m ~n (2.26) 
l 

j =0 J 

and the state variable model 

• x = Ax + Bu (2.1) 

It is often necessary to make comparisons between these 

two models, Hhich may be used to represent the same 

- 12 -
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system, and though of different form, the two can be 

related. Chen and Haas (23) have summarised the 

methods available to decompose a transfer function into 

state form. There is, however, no wholly accepted 

method of performing the reverse operation. Two 

methods have been investigated in depth: the 

Leverrier algorithm (7B) , also called the Frame

Souriau-Faddeev algorithm, ahd a method of E. J. 

Davison (40). Method description, failings and 

suggested improvements follow, 

2.2.1 Davison's zero method (40) 

The state variable model, Eq. (2.1) in the 

frequency domain is written: 

(s! - ~) ~(s) = Bu(s) (2.27) 

This equation for the impulse response (when Bues) = Bu) 

may be solved for the jth variable using Cramer's Rule 

= A I· - J 

~I 
(2.28) 

where Is! - ~Ij is Is! - ~I with the jth column replaced 

by BU Although not directly applicable to high order 

systems Cramer's Rule gives the basis for Davison's 

algorithm. 

Eq. (2.28) requires IsI - ~I, the characteristic 

equation of ~, which may be found by determining its 

eigenvalues. 

problem. 

Davison makes IsI - AI. also an eigenvalue 
- - J 
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The zeroes of the jth variable arc found by replacing 

the jth column in A by rEu, where r is a large scalar 

to give 

all . . . . alj-l rbl a ljH • • • • a" In 

a 21 . . . . a 2j - l rb2 a 2j +l .... a 2n 
A! --J 

The zeroes of the system are included in the eigen

values of At. Any matrix of order n must have n 
-J 

(2.29) 

eigenvalues whereas Eq. (2.28) need not have any zeroes, 

and has a maximum of n-l: the additional roots of At 
-J 

are extraneous and not system zeroes. These extraneous 

roots can be recognised by solving the problem at 

different values of r when the true zeroes maintain a 

constant value and the additional roots tend to infinity. 

2.2.2 A proof of Davison's method 

A number of different proofs of the Davison method 

have been given (43, 69, 119) but it is best understood 

by applying root locus theory. 

Consider the negative feedback system shotm in 

Fig. 2.1: it is well known that when the feedback gain 

is zero (r = 0), i.e. the open loop system, that the 

poles of Xj(s) are given by the eigenvalues of the plant 

matrix ~, but when the lOOp is closed the poles of the 

closed loop system (the eigenvalues of At) migrate to 
-J 
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b,1! + X; 

.I xj(S) 

-
, 

, 

r 

Figure 2.1 A block diagram .for.Oavison'smethod. 

root 

I Correct I 

• . False 
I , 
• 

I , r 

" 

Figure 2.2 TwO plateau effect of Davimon's method 
• 



the open loop zeroes (the zeroes of Xj(s) ) as r is 

increased to infinity. The negative feedback loop 

corresponds to the subtraction of the vector rBu 

from the jth column of the matrix A. 

Whilst very easily progr~~ed the method has a 

nume~ical problem associated with the choice of r. 
2.2.3 Choice of r in Davison's method 

The following example suffices to illustrate the 

problem (12) • 
r- 1 

T~' 0 -2 -1 -li 

0 -7 -1 -1 
x = x + 

0 0 -4 -1 il 

b 0 0 0 -2 .. 
Determine the transfer function corresponding to xl' 

= (s+5)(s+1)(s+3) 
s4+13s3+50s2+56s 

Table 2.1 shows the determined zeroes for variable 1 

for different values of r. 
extraneous 

r Zeroes of system root 

10 3 -5.00375 -1.00225 -3.00300 0.996009xl03 

105 -5.00004 -1.00003 -3.00003 0.999960xl0 5 

107 -4.99999 -1.00000 -3.00000 107 

109 -5.00802 -1.00000 ,. 3.00000 109 

1011 -5.32843 -1.00000 -3.00000 lOll 

1013 -5.00000 -0.42857 -3.57143 1013 

1015 -5.00000 -0.42857 -3.57143 1015 

actual 
zeroes -5.00000 -1.00000 -3.00000 

Table 2.1 Values of zeroes for numerical . -
example determined by Davison's method 
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Best results were obtained for r equal to 107 • It Ivill 

however be noted from the table that two of the roots 

each exhibit two distinct values. r has been increased 

to 10 27 without any further change in the value of the 

roots. Without any further information it is difficult 

to know which value to select. The same difficulty arose 

with other problems, including that given by Davison. 

Best results were always obtained when r was equal to 

107 whereas Davison had recommended a value of 1015 . 

Typical results follow the pattern shown in Fig. 2.2 

where two distinct plateaus exist. 

The effect described above appears to be independent 

of probler:l size but dependent upon the particular 

computer and p~ogram used. This opinion is also held by 

Davison who has rerun the same problem on a different 

machine and obtained entirely satisfactory results for 

all values of r. His results are shown in Table 2.2. 

A number of rules have been developed to check that r 

has not moved into a region of instability (69). 

Value of Zeros of system Extraneous 
r root 

105 -1.00000 -3.00000 -5.00006 0.9996 x 

107 -1.00000 -3.00000 -5.00000 

10 9 -1.00000 -3.00000 -5.00000 
1011 -1.00000 -3.00000 -5.00000 

1013 -1.00000 -3.00000 -5.00000 
1015 -1.00000 -3.00000 -5.00000 

Table 2.2 Davison's estimation of zeroes for 
numerical example c.f. Table 2.1 
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2.2.4 Checks on the stability of Davison's method 

The zeroes are included in the roots of 

which for variable 2 of a third order problem are the roots 

of 

s - all - rbl -a13 

- a2l 
s- rb 2 -a23 = 0 (2.30) 

- a 3l - rb 3 s-a33 

which may also be written 

s - all bl '"a s-all 0 -a13 13 
-r - a

2l 
b2 -a23 + -a2l s -a23 = 0 

- a Sl b3 s-a33 -a3l 0 s-a33 

(2.31) 

The second determinant has a term s on the diagonal, hence 

it is not possible for this determinant to contribute 

to the constant term. in the expansion of Eq. (2.31). 

This constant is proportional to r and may be obtained 

in practice as the product of all the eigenvalues of A·~. 

From Eq. (2.31), neglecting the second determinant, 

it follows that 

-r K 
m 
1I 

i=l 
(s + z.) 

l. 
= 0 (2.32) 

where K is the system gain and z. are the system zeroes, 
l. 

and the constant term in Eq. (2.32) is given by 

In 
-r K 1I 

i=l 
z. 

l. 
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which should equal the product of all the eigenvalues 

of At. Therefore 

m 
-r K II 

i=l 
Z. 

l. = 
m 
II 

i=l 
z. • 

l. 

n-m 
II 

j=l 
e. 

] 

m 

(2.33) 

where e. are the extraneous roots. Since II z. is a 
] i=l l. 

constant in the system, for large r the system gain is 

given by 
n-m 

IT e. 
j=l J 

K = (2.34) 

r 
which is, of course, also a constant. 

The extraneOUG root prOduct/r and the eigenvalue 

product/r provide a monitor on the choice of r. Their 

responses to different vaJ.ues of r are shown in Fig. 2.3 

Best values of the zeroes are obtained when both curves 

are horizontal. On the computer system used at 

Loughborough best results were ahlays given when r equalled 

107 , but it must be stressed that before the method is 

extensively used r should be determined for a particular 

computer and program being used. 

2.2.5 Leverrier's Alzorithm (78) 

This algorithm has been given by many people since 

it first appeared in 1840. Modified versions have been 

given by Faddeev (47), Frame (49'); Ghani and Ackroyd 

(52), Marshall (84), Morean (94), Rosenbrock (1011), 

and Souriau (111). Bass (9) has discussed the history 

of its discovery. 

The solution of Eq. (2.27) i~ 
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~(s) = (sI - A)-l Bu (2.35) 

(s.!. _ ~)-l 
Adj (s.!. - A) 

= 
IS.!. - ~j 

(2.35a) 

rearranging gives 

Is.!. - ~ I . .!. = Adj(s.!. - ~) (s.!.-~) (2.36) 

which may be written 

.... = . ... 

(2.37 ) 

where a comparison of the coefficients in s shows that 

the scalars, h .• and the matrices, R. may be determined 
~. -] 

from the following recursive scheme. 

'A -1 = A hl = tr(~l) ~l = ~l - hlI 

A = ARl h2 = !tr(A2) ~2 = ~2 - h2I -2 

(2.38) 

= -A l·=·AR h -Ltr(~n_l) R' = A h I -n" -n-2 n-l n-l -Ii-l -n-l n-l-

~n = AR h = 1 tr(~n) Rn = ~n - h I = -n-l n n-n 

In the absence of numerical error R will be the null -n 
matrix. 

2.2.6 A modified algorithm (15) 

Essentially the same scheme has been used but 
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ISl - ~I has been computed from the eipenvalues of 

A and Adj(sl - ~)Bu is evaluated rather than Adj(sl - A). 

Let 

~(s) = 
Adj(sl - A)Bu 

I sI - ~I 

arranr,ed into the followinr, partitioned matrix 

• • • • •• b 1 nn-

and the vectors b. obtained from the following recursion 
-~ 
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formula. 

b -n-1 = Bu 

b -n-2 = Ab
n

_
1 + an-1~ 

or b. = Ab. 1 + ai +1 Bu 
-~ -~+ 

i = n-2 •• 0 (2.41) 

The proof of this scheme and the normal Leverrier 

algorithm have been given (97,105). 

2.2.7 Numerical difficulties and an inverse aJyorithm(l2) 

The algorithms described above suffer from 

severe numerical difficulties in the evaluation of 

the polynomials. This is also true when double 

precision arithmetic is used, and in some cases 

triple length working must be used to evaluate the 

numerator accurately. This numerical inaccuracy 

is shown in Table 2.3 where column 2 shows the 

coefficients of the characteristic equation evaluated 

wi th the algorithm and column 4 ShovlS the same 

coefficients determined from the ei~envalues (these 

results are computed from a 36th order model of a 

distillation column (69». There is considerable 

difference, particularly in the low power of s. 

It is, hOvlever, pos sible to solve the Leverrier 

algorithm from either end of the characteristic 

equation and relate the two solutions. 
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Table 2.3 Coefficients of the Characteristic Poly

nomial, for a 36 variable distillation 

problem 

Coelficienl values 
l.evertier alllOrilhm 

Number UsinaA U.ina A-I Usin, Eigen val .... 

0 I (I()() 000 000 I·m E32 I (I()() 000 000 
I 1·723 878 716 El -2·m El2 1-723 878 717 El 
2 1-404 607 824 E6 4·.126 El2 \0404 607 824 E6 
3 7-208 .193 986 E8 -7-187 El2 N08 593 988 E8 
4 2-619 827 522 Ell 1'142 El3 2-619 827 523 Ell 
~ 7·186 753 624 Ell -1'8lS E33 7-186 753 627 Ell 
6 l-548 789 462 EI6 2-889 EH 1·548 789 463 EI6 
7 2-694 410 286 EI8 --4'602 E33 2·694 410 287 EI8 
8 3-8.18 496 818 E20 1-337 El3 HSS 496 820 E20 
9 "·614 704 668 E22 -1-170 E34 4·614 704 471 E22 

10 4-660 257 222 E24 1'869 El. 4-660 237 22.1 E24 
11 4007 48l 317 E26 -2-988 El4 40()()7 483 321 E26 
12 2-953 46.1 628 E28 4-782 E34 2-953 46S 631 £18 
13 1'874 615 830 E30 -1-659 Etl 1·874 61 ~ 832 ElO 
14 ]-()28 419 19'J E3Z 1'229 £l l-ol8 41' .. 201 E.12 
IS 4-888 518 711 E33 -J-922 El$ 4-888 518 717 Ell 
16 2oOI6 :m 269 ElS H8$ £lS 2oOI6 l77 275 El.! 
17 7·220 894 09'J El6 6·710 92H S46 £l6 7·220 894 04$ E36 
ut 2·244 337 526 E38 2-232 55S 231 £l8 ;·244 337 649 El8 
19 6-G<16 961 334 El9 6{)4S 632 899 £l9 6{)46 9S9 099 £39 
20 1-409 361 476 E41 1-409 387 162 E41 1-409 36$ T'..J E41 
21 2-832 967 649 E42 2-832 878 .!OS E42 2-832 881 983 E42 
22 4·889 439 103 E43 4-890 980 604 E43 4-890980 047 £43 
23 7-245 471 570 E44 NIS 943· 898 E44 NIS 944 002 E44 
24 8-472 298 831 E4S 90039 736 094 E4$ 9·039 736 096 E4S 
.25 2{)47 E47 9-541 S40 $79 E46 \1·.141 S40 600 £46 
26 -2OO2S E49 8·406 781 390 E47 8·406 789 408 £47 
27 4{)8S E51 6·114 268 7.14 E48 6·114 268 769 E48 
28 -7·898 E53 3-622 329 790 E49 3-622 329 799 E49 
29 I·m ES6 1'720 558 026 IDO 1·720 558 031 IDO 
30 -2'972 E58 6'428 318 986 E50 6-428 319 004 E50 
31 5'776 E60 Jo84S 364 696 ESI 1-845 364 702 ES1 
32 -1·123 E63 3-949 589 620 ESI 3-949 S89 632 ESI 
33 H87 E6S 6{)4S 981 ItO ESI 6{)45 981 l3I ESI 
34 -4-261 E67 6·209 356 692 ESI 6·209 356. 714 ESI 
35 8-309 F.69 3-809 739 393 ESI 3·809 739 408 ESI 
36 -1-621 E7l I OOSO 10' 483 ESI I o05O 10S 487 E51 
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If the inverse of A exists then Eq. (2.37) above, 

may also be written 

..... t )I = (sn-l T 
n- -0 

+ sn-2 T + 
-1 ... + T 1) -n-

• (sI - A) (2.42) 

where it may be shown that 

t. = -h ./h 
~ n-~ n 

R. = h T A- l 
-~ n -n-i-l -

(2.43) 

Thus ~ may be inverted and the normal program used to 

re-solve the problem from the opposite end of the 

polynomial. This gives a second set of coefficients for 

the characteristic equation based on the inverse problem. 

Column 3 in Table 2.3 shows these coefficients for the 

distillation problem. The computed results for the 

numerator pOlynomial for variable 3 are shown in Table 

2.4. In each of these polynomials actually used for 

subsequent work the first 20 coefficients have been 
-1 calculated using ~ and the remainder using A • 

2.3 Computation of the frequency response of state 

variable models 

The frequency response may be computed from the 

state variable model, Eq. (2.1), in a number of different 

ways. Eq. (2.1) may be transformed into the Laplace 

domain 

(sI - ~) x(s) = x(o) (2.44 ) 

- 25 -



Table 2.4 Coefficients of the 3rd State Variable 

numerator of the 36th order distillation 

problem calculated bX the Leverrier algorithm 

Number 

o 
I 
2 
3 
4 
5 
6 
1 
8 
9 

10 
11 
IZ 
13 
14 
U 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
:Y.l 
31 
32 
33 
34 
35 

Ota:tIwterisUc equation calculated usin8 
NeWton', identities 

Using A Uaing A-'I 

O{) 
O{) 
0-0 
0·0 
0-0 
0-0 

-1'179 669 631 EIO 
-1-327 803 428 EI3 
-7 {)28 589 371 EIS 
-2-330 971 704 E18 
-5-442 691 235 E20 
-9-530 679 386 E22 
-1-301 m 35. El, 
- 1-423 186 300 El7 
-1-268 962 09S E29 
-9-348 549 816 B30 
-50744 386 384 El2 
-2-963 624 565 E34 
- 1-289 393 385 El6 
-4-742 429 774 El7 
-1-475 861 173 El9 
-30880 759 571 E40 
-8-642 871 281 E41 
- J-S46 8?7 410 B43 
- J.63l U8 214 E44 

1-892 S48 459 E46 
-4-334 967 227 E48 
+8-430 448 017 ESI 
-1-646 998 349 SS3 

3-218 741 635 ES5 
-6-295 4ll 219 ES7 

I -232 305 529 ES9 
-2-414 156 SSC E62 

4-733 257 588 E64 
-9-287 328 903 E66 

1-823 657 143 E69 

-10047 276 037 E34 
+t -605 399 219 E34 
-2-461 438 069 E34 
+3-774 70S 971 E34 
- 5-789 290 479 E34 
+8-882 91S 830 E34 
-1-363 I <I 216 ID' 
+1-092 384 SOl ElS 
-3-212.SS0 382 E~5 
H-933 874 120 ElS 
- N79 676 ()l9 ElS 
+1-164 794 IH] E36 
-1-790 571 Sl8 El6 
+2-753 S09 384 El6 
-4-235 872 100 El6 
+6-m 824 006 E36 
-1-00:1 695 856 E37 
+1-S42 911 312 El7 
-2-$11 090 191 El7 
-1-069922 <114 El1 
-I-m 429 487 El9 
- 3-873 539 606 E40 
-8-614 446 230 £41 
- I -60S 046 223 £43 
-HQ7 918 2SO E44 
- 3-221 444 084 £45 
-3-408 585 349 E46 
-2-921 894 255 E47 
-1-997 387 696 E48 
-1-067 602 481 £49 
-4-352 601 567 £49 
-BlI 059 278 ESO 
-2-793 562 4S5 ESO 
-·3-943 433 339 ESC 
-3-280 251 742 ESO 
-1-208 681 662 ESO 
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OllItacterisUc equation calculated using 
eigenvall1es 

Usin,A 

0-000 coo 000 
0-0 
0-0 
O{) 
O{) 
0-000 000 000 

--1-179 80S 827 EIO 
-1-327956 727 En 
-7{)29 400 843 EIS 
- 2-331 246 823 BI8 
-~-443 319 612 ""20 
-9-531 779 736 E22 
-1-301 749 629 El, 
-, -423 3SO 615 El7 
-1-269 108 592 E29 
-9-349 629 357 E30 
-5-145 ()l9 128 E32 
- ?-963 967 698 El4 
-1-289 340 286 El6 
-4-143 016 497 E37 
-,"m 934 141 El9 
-3-882 728 680 E40 
-8-614 091 5~4 E41 
-1-605 252 125 E43 
-2-498 208 278 E44 
-3-221 718 343 FA5 
-HIO 967 196 £47 
-2-g81 954 645 B47 
-2-813 SOl 778 £49 

1-345 99.~ 314 ESO 
-3-352 S06 519 ES2 

6-782 629 889 E54 
-1-37408$ 700 ES7 

2-783 721 051 E60 
-$0639 S1I 027 E61 

l-142 510 347 E64 

U.in,A-1 

-1-591 21S 960 ElS 
2-42S 972 991 El, 

- 3 -698 649 970 El5 
5-638 986 249 El5 

- 8-597 248 596 El5 
1-310 746 543 ElG 

-1-998 383 856 El6 
3-046 774 159 El6 

-4·645 185 006 B36 
7'082 188 048 El6 

-1-079 776 590 E37 
1-646 276 3S5 E37 

-2-51000] 514 El7 
3-826 916 676 E37 

-5-8H 812 934 El7 
8-896 267 276 E37 . 

-1-356 414 685 E38 
2-069 806 951 El8 

-3-166 034 608 E38 
4-332 957 892 E38 

-2-208 776 935 E39 
-3-771 043 8S5 E40 

-8-631 104 119 E41 
-1-6()l 993 472 E43 
-2-498 242 750 E44 
-3-221 810 564 £4' 
- N08 979 699 E46 
-2-922 231 485 £47 
-1-997618321 E48 
-1-067 725 739 E49 
-4-353 104 103 E49 
-1-311 210647 E50 
- 2-793 884 989 E50 
- 3-943 888 634 ESO 
-3-280 630 469 ESO 
-1-208 821 213 B50 



and then into the frequency domain by substitmtion of 

s = iw to give 

(iw.!. - !!) x(iw) = ~(o) (2.45) 

where ~(iw) is a vector having real and imaginary parts. 

Frequency response analysis requires the sOlution of 

Eq. (2.45) over a wide frequency range, or for many 

different values of w. For high order systems the complex 

inversion involved in the many solutions may prove a 

heavy work load. 

2.3.1 A review of previous work 

Many of the stagewise problems encountered in 

chemical engineering give rise to plant matrices of 

special form. These are almost invariably band matrices 

and very often tri-diagonal. Woods (122) has solved 

Eq. (2.45) using a complex arithmetic matrix inversion 

routine, whereas Bollinger (10) and Lamb and Rippin (72) 
have utilized the band matrix structure to produce 

computationally more efficient techniques. Bollinger 

has used what is basically a Gaussian elimination on 

the band elements of the plant matrix. Lamb and Rippin 

have used a method which involves plate to plate 

calculations made up . the stagewise plant being 

modelled. 

Shunta and Luyben (108) have made a comparison of 

the stepping method and the general complex matrix 

inversion method for band matrix systems. Four different 

sized distillation columns were investigated: 6, 10, 20 

and 30 plates for 65 values of frequency. Their results 
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are shown in Table 2.5. 

No. of Trays Stepping time Inversion time 
(secs) (secs) 

6 2.64 100.4 

10 3.16 336.2 

20 4.25 1891. 3 

30 5.37 5651\-

Table 2.5 Run times for stagewise processes by the 

stepping and inversion methods 

These results may be summarised by the equations 

Stepping time 

Inversion time 

= 

= 

.11 n + 2 

1.45 n 2 • 37 

where n is the number of trays in the column. Although 

the method of Bollinger was not run an estimate Has 

made for the 75 plate column he investigated. This gave 

800 seconds for the Bollinger method compared to 10 

and 40,000 seconds respectively for the stepping and 

complex inversion methods. 

It was thus shown, quite conclusively, that when it 

is possible to use the stepping technique much computat

ional effort could be avoided, in addition to which the 

complex matrix inversion method has the disadvantage of 

requiring considerable core s·t':ll'e. 

2.3.2 Frequency response of non-band plant matrices 

When computing the frequency response of general 
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systems, i. e. those \vi th a plant matrix which is not 

band-structured, the efficient methods discussed above 

cannot be used and the general complex matrix inversion, 

or some alternative must be resorted to. 

Three methods of computing the frequency response 

for all states in ~, and one when only some of the states 

are needed, have been investigated and compared (ll). 

2.3.3 Method 1 General complex matrix inversion 

Eq. (2.45) 

(iw! - ~) x (iw) = ~(o) 

may be solved using a general complex matrix inversion 

program, as was done by Shunta and Luyben (108) for each 

frequency considered. The routine used is based on the 

Crout factorization and has been described by Hilkinson 

(120) . 

2.3.4 Method 2 Inversion of real matrices 

An alternative to solving Eq. (2.45) directly, using com-

plex arithmetic is to rearrange the equations so that real 

numbers only need be used. This may be done in a number 

of ways. 

Pang and Johnson (101) , working on a liquid-liquid 

extraction column have used the method of Lanczos (73). 

If (iwI - A)-l is known then the problem is effectively 

solved. Define two matrices Y and Z such that 

iY + Z = (iwI _ ~)-l (2.46) 

and (iw! - ~)(iy +~) = I (2.47) 
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HUltiplying out Eq. (2.47) and separating into real and 

imaginary parts 

wZ - AY = 0 

-AZ - wX = .1 

which may be solved to give: 

real part Z 

Imaginary part Y 

= 

= 

-(A + w2 A-I) 

-w(A + w2 ~-l)-l~-l 

(2.48) 

(2.49) 

Thus the solution by this method involves the inversion 

of A followed by the inversion of (~ + w2A-l ) for each 

frequency considered. 

A slightiy different, and more efficient form is 

obtained by first multiplying Eq. (2.45) by the conjugate 

of (iwI - A): 

(iwI - ~) ~ (iw) = ~(o) 

(2.50) 

Eq. (2.50) requires the inversion of a matrix containing 

only real numbers but still requires a separate solution 

for each value of w investigated. Results given later 

for method 2 are based on Eq. (2.50). 

2.3.5 Method 3 - Frequency response via the canonical 

form 

Eq. (2.45) 

may be written in the canonical form by substituting Eq. 

(2.5) for A 

(2.51) 
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where ~ and Q are the general Jordan form and trans

formation matrices respectively. Eq. (2.51) may also 

be written 

(iwI -

~)Q-l ~(iw) 

-1 
~)Q ~(iw) 

= ~(o) (2.52) 

= Q-l~(o) (2.53) 

This equation is readily solved without resort to matrix 

inversion for (iw! - ~)-l may be written out directly. 

It was shown in section 2.1 that ~ has the general 

form 

A = {2.54) 

and thus (iwI - A) = 

, 
~~. ~~l}!_ . ___ .. _ 

,.. 

I. I 
,(~w -J.

2
), 

1- • ____ r- 1- - - - - - ... - _ - _ - .... 

: (iw -J. 3 ) -4>3: , , 
: 4>3 (iw -J. 3 ) 
_. - - - - - - -- -- r l

- - --- - - - - - - --
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4 
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The inverse of this matrix consists of the inverse of 

each of the submatrices on the diagonal 
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The solution of 

x(iw) = 

Eq. (2.45) is 

-1 
.!:!Ciw! - !:..) 

then 

(2.57) 

where (iw! - !:..)-l is obtained by the above method without 

recourse to any inversion at all for the considered 

frequencies. Eq. (2.56) could alternatively have been 

found by taking the Laplace transform of Eqs. (2.13, 

2.14, 2.19, 2.21), each of the forms of ~ considered 

earlier. 

Eq. (2.57) is easily programmed and x(iw) can be 

found from Eq. (2.56) using only a small amount of 

complex arithmetic, and because the size of each block 

in the Jordan matrix is known (i(o! - !:..) -1 ~(o) is best 

found without using matrix multiplication routines. 

2.3.6 Comparison of methods 1 - 3 

Methods 1 - 3 have each been applied to a series 

of problems (40) and the core store used and the time 

taken recorded. 33 different frequencies were considered. 

This data is sho~m in Table 2.6. (Times are shown in 

mill units, 1 mill '" ~ sec). 
----_. 
Matrix Method 1 Method 2 Method order 

store time store time store 

10 4928 21 5184 16 11584 

20 6848 95 6528 45 14400 

30 9984 209 8640 82 18176 

40 14272 409 11520 142 I 23872 

Table 2.6 Storage and run-times for methods 

1, 2 and 3 
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The time taken is obviously a function of how many 

frequencies are considered. For methods 2 and 3 some 

is required to start the sequence and the remaining 

time (and the time for method 1) is directly proportional 

to the number of frequencies considered. The run timet 

frequency is shown in Table 2.7 and has been plotted 

in Fig. 2.4. 

Matrix Method 1 Method 2 Method 3 order 

start time/ireq start time/freq start time/freq time time time 

10 - .64 2 .42 6 .24 

20 - 2.88 5 I 1.21 14 .58 
30 - 6.33 10 2.18 32 .91 

40 - 12.39 20 I 3.70 65 I 1. 39 

Table 2.7 Timings for methods 1121 and3 

." . 
The start time for each method is also shown in Table 

2.7 and plotted in Fig. 2.5. From Figs. 2.4 and 2.5 

the following time estimates for each of the methods have 

been calculated. 

tl = .0055 FN 2•13 

t2 = .0139 NI. 96 + .0116 FN1.56 

t3 = .0185 N2 •21 + .013 FNl •26 

where F is the number of frequencies considered and N is 

the system order. 

Methods 1 and 2 have given identical results for 

all cases tried (up to order 40). ho\vever, method 3, 

although much faster than the others, especially when many 
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frequencies are being investigated, has given results 

which show a numerical error, due to rounding effects 

when ill-conditioned systems with a wide spread of 

eigenvalues are being investigated. Table 2.8 shows 

this effect for a 10th order system where the largest 

and smallest eigenvalue are a factor of 104 different. 

Method 3 has, however, given satisfactory results for 

the well conditioned systems investigated. 

Plant eigenvalues 

-0.984150E 03 -0.328050E 03 -0.109350E 03 -0.364500E· 02 

-0.121500E 02 -0.405000E 01 -0.135000E 01 -0.450000E 00 

-0.149999E 00 -0.495006E 01 

Methods 1 and 2 Method 3 

State real in:.!sinary State real 
part part part 

, 

1 0.374159E-04 -154691E-04 1 0.3711016E-04 
2 O.147962E-04 -250930E-05 2 0.147750E-04 
3 0.503280E-05 -30e190E-06 3 0.503187E-05 
4 O.167672E-05 -351739E-07 4 0.167668E-05 
5 0.558112E-06 -394004E-08 5 0.558111E-06 
6 O.l:85914E-06 -440868E-09 6 0.185914E-06 
7 0.619563E-07 -498459E-IO 7 0.619563E-07 
8 0.206526E-07J -582361E-ll 8 0.206526E-07 

9 0.316626E-07 -276529E-ll 9 O.316626E-07 
10 O.101611E-02 -210220E-02 10 0.101611E-02 

Table 2.8 Numerical comparisons of methods 

1, 2 and 3 
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2.4 DETERMINATION OF THE MOMENTS OF STATE VARIABLE 

MODELS 

A response curve may be characterized by statistical 

parameters derived from it. The parameters usually 

calculated are the area under the impulse response curve, 

its mean, variance and skewness. These may alternat(.e~ 

be called the zeroth, first, second and third moments. 

The ith unnormalised moment about the origin of an 

impulse response is defined: 

M' -i - (2.59) 

Moments may, if required, be normalized with respect 

to the zeroth moment (the area under the curve) and be 

taken about the mean. Expressions relating the normalized 

moment to unnormalized are given by Gibilaro and Lees 

(54). The Laplace transform of the same response f(t) 

is defined 

G(s) e-st f(t)dt (2.60) 

Differentiating Eq. (2.60) with respect to s gives 

dG(s) 
ds 

t'" 
= -) t e-st f(t)dt 

o 

which in the limit as s approaches zero is 

first moment given by Eq. (2.59); or more 

(2.61) 

"He, the 
~ 

generally 

Thus it is shown that the moments of the response of f(t) 

may be derived directly from G(s), the transfer function 
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giving that response (or the Laplace transform of the 

response). 

Lees (75) and Gibilaro and Lees (54), extending the 

work of Paynter (103) have shown how application of Eq. 

(2.63) to low-order transfer functions gives relatively 

simple expressions relating the moments to the transfer 

function parameters. Similarly Kropholler (68) has 

applied Eq. (2.62) to the transformed state variable 

model, Eq. ( 2 • 44) • 

(sI - ~) ~(s) = ~«(!I) (2.44) 

Repeated differentiation with respect to s and solving in 

the limit s + 0 gives 

where M' 
Xi 

HI = - X· 
~ 

iA -1 M' 
- xi-l 

i = 1, 2, ... 
M' = - Xo 

-1 -A x(o) 
(2.63) 

is a vector containing the ith unnormalized 

moments of x. Eq. (2.63) may alternatively be written 

A M' 
- - Xi 

= -M' 
- xi-l 

(2.64) 

where the elemen~~k of the input vector m . are given by .x.j ,~ 

~k = 0 k t. j i > 0 

~k = 1 k = j i = 0 (2.65) 

<Ilk = 0 k = j i > 0 

where j is the input to the system. 

It has been shown that any number of moments may be 

computed, by repeated application of Eq. (2.63), with 

very little effort: one matrix inversion of A being all 
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that is required. 

2.5 COMPUTER SYSTEM USED 

Most of the computational work included here was 

carried out on an 1CL 190~A computer, although some of 

the initial work was done on a 1905 machine. 

The 190~A has a core store of 128 K words (one word 

being 2~ bits organized in ~ 6-bit characters) and a 

magnetic drum (1CL 196~/1) of capacity 512 K words and 

a transfer rate of 25 K words/second. The store cycle 

time is 750 nanoseconds. Jobs have been run under the 

George 11 operating scheme. 

The program language used throughout the ~~ork has 

been 1900 FORTRAN and where possible use has been made of 

e,:isting routin~s supplied in the ICL scientific 

subroutine package, although a number of routines did 

not match their specification and gave considerable 

difficulties. Some ICL subroutines ha:7e been written 

in PLAN and run in a 15 bit address mode (compact) which 

means that stores higher than 32768 cannot be accessed 

and has hence placed a restriction of 32.5 K on most 

programs. In some programs this has resulted in a 

great deal of array movement and transfers to and from 

disc. 

Discs of 200 K ~~ords/cartridge have been used, 

with a transfer rate of 52 K words/second. Tapes used 

had a transfer time of 10.5 K words/second. Graphs 

have been plotted on an ICL 193~ plotter with a step 

length of .005 inch. 
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2.6 NOMENCLATURE 

A plant matrix 

At Davison's modified A matrix - defined by 

Eq. (2.22) 

ai denominator coefficients of transfer function 

B input matrix 

bi numerator coefficient of transfer functions 

£i vector of numerator coefficients 

ei extraneous root in Davison's method 

G(s) transfer function 

hi defined by normalised coefficients of character

istic equation 

I identity matrix 

i ,1-1 

N'. ith unnormalised moment about the origin 
~ 

M I vector of moments H'. of x - Xi ~ 

m order of numerator 

n system order 

P transformation matrix 

P. partitioned vector of P 
-~ 

p. system pole 
~ 

R defined by Eqs. (2.36, 2.37) 

s Laplace operator 

T defined by Eq. (2.42) 

\ defined by Eq. (2.42) 

t time 

U matrix of eigenvectors 

u.. eigenvector 
-~ 
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u forcing vector 

x state vector 

Y defined by Eq. (2.46) 

l x transformed by Q 

Z defined by Eq. (2.46) 

Zjk kth zero for j the input 

(s) indicates Laplace transform - usually of 

vectors 

(iw) indicates frequency transform - usually of 

vectors 

Greek: 

r constant 

A Jordan canonical form 

Ak real part of eigenvalue 

T time constant 

$k imaginary part of eigenvalue 

w frequency 
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CHAPTER 3 

The simplification of transfer functions 



3. THE SIMPLIFICATION OF TRANSFER FUNCTIONS Cl 4 J 

The problem of reducing the order of transfer 

functions has only relatively recently received 

attention, however, that of fitting a transfer function 

to experimentally generated plant data has been considered 

for much longer. The two problems are essentially 

the same. Reference will be made to a number of early 

methods for identifying plant data, whilst the more 

recent modelling techniques and specific methods for 

system order reduction will be discussed more fully. 
! 

Before describing simplification methods, considera-

tion will be given to the type of response and the form 

of the models \"hich are to be matched. 

3.1 Characteristics of transfer functions 

It is worthwhile considering the form of transient 

response, resulting from an input change, on chemical 

plants, as the models fitted have obviously been 

influenced by them. Figure 3.1 shows some of the 

commonly occurring step responses: they are the exponen

tial, s-shaped, single-peak, oscillating, and inverting 

responses. Inspection of these responses shows that, 

although generated from high order models, they are 

similar to those given by second order systems. It is 

this fact that allows simplification to take place. 

Classification of the impulse response is usually 

based on the mean, spread, and skewness of the curve, 

or its moments. Alternatively systems may be analysed 

via th~ frequency response, and classified according to - , 

the characteristics of the amplitude ratio and phase-lag. 
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Because of the fluid flows involved in chemical 

plants there is often a time lag between a system being 

forced and responding, and hence model builders have 

tended to include some degree of time delay. 

The transfer function can take many forms, but 

probably the most general is: 

-TS m 
b. sj e j~l ] 

G(s) = m < n (3.1) 
n i .L ais 
~=l 

Although this model itself is not very common the. same 

model without the time delay has been widely used. Most 

processes may be represented by this mOdel if the order 

of the numerater and denominator are carefully chosen. 

For model simplification however, it is the low order 

models which are of prime interest. Of particular 

importance are the (1.2) model 

G(s) = K (l~ls) 

1 + als + a s2 
2 

(3.2) 

and the (2,3) model 

G(s) K<l + bls + b2s 2) = 
1 + als + a s2 + a 3s 3 

2 

(3.3) 

110dels of this type, t~hilst retaining the same general 

form can represent many different responses. The type 

of response obtained may be defined in terms of the 

relations between the parameters, as shown in Table 3.1 

for the (1,2) model. This model may also be written in 

the form: 
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G(s) = K(l + 2~ s) 
wrL- (3.4) 

I + 2~ + ~ 
w ·2 n w 

n 

Towill (115) has given the step and frequency responses 

of this model as functions of a and t. He has also 

studied the (2,3) and (3,4) models. 

The transfer function may be further analysed in 

terms of the poles and zeroes. The general (m,n) model 

is 

m 
G(s) K IT (s - z· ) = j=l J 

m < n (3.5) 
n 
IT (s - Pi) 

i=l 

The characteristics of low order models in terms of the 

poles and zeroes have been described by Towill (115). 
Many other special models have been used and some of the 

more important are given in Table 3.2. 

3.2 Classification of reduction methods 

The determination of a low order transfer function 

which is equivalent to a higher order model involves both 

choice of model form and calculation of the parameters. 

Although interesting, many of the early modelling methods 

are not readily amenable to automatic computation, and 

are thus not particularly important. All of the satis

factory methods involve a large amount of arithmetic. 

However, some of the early graphical methods have been 
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Table 3~1 (1,2) Transfer function parameters 

Parameters S:!stem 

bl = 0 a l 
2 = 4a2 critically damped 

a 2 
1 > 4a2 overdamped 

a l 
2 < 4a2 underdamped 

bl < 0 a l 
2 > 4a2 inverting 

a l 
2 < 4a2 inverting and oscillatory 

<bl < 1:1 L + als 
2 

'2 + a 2s = (l + 1:1s)(1 + 1:2 s ) side capacity 

all coefficiente positive and not covered by above. combination of lead and lag terms 

a l or a 2 negative unstable 



Table 3.2 Simple transfer function models 

Model . .. kOde'l:' No. No. of Parameters Constraints System Reference 
I 

-'tls Ke 
0 3 - - 115 

1 + 't 2s I 

Ke 
-'t. s . 

] 1 4 - - 54 
(1 + 't2 s ) (1 +'tS s ) 

--'--- . 

-'t S 
K·e 1 2 4 n need not 54 n -
. (1+'t2a ) be an integer 

-'tIs r; < 1 underdamped K,e 3 4 
1 + lr;s 1 s2 r; = 1 criticallY 76 + .--, damped wn W; 2 

n r; > 1 overdamped 

KCl +]] l - n. 4 . 'tl) l+n 4 > 1 inverting 60 
1 + 't S 1 + :r2s 1 't2 n 

KCl + 't]s) 5 5 < < side capacity 8i 't3 't1 't 2 Cl + 't 2s) (1 + ,'t 3s) _ .... '-' . .. _--
xe-'tl s I; < 1 underdamped 

6 4 r; 1 critically 58 

s2,<l 
= damped (1 • ffS .. 1 + 't

2s ) - 2 r; > 1 overdamped 
wn w n 



Table 3.7 " Cont'd ••. 

Model Model No. No. of Parameters Constraints System References 

-'I" s K· 1·· (1 + 'l"2 s ) e -. 
- 7 5 '1"4 <'1"2 <'1"3 side 

(l +'1"3 5 )(1 + '1"4£) capacity 

K(l - I) e- 'l"ls) 8 5 n < 1 distributed 58 -
(1 + '1"2 5 )(1 + '1"3£) 

parameter 
system with 
distributed 

I 

to 
parameter 
forcing 

I 



updated and programs written (38). 

Available techniques may be split broadly into 

two groups: 

a) models obtained by fitting parameters to data 

generalized by the complex model. 

b) operations directly involving the complex model. 

3.3 SIl1PLIFICATION VIA THE TIME RESPONSE 

Methods based on fitting simple models to the computed 

time response of the full model are identical to those 

used in identifying real processes. The application of 

these methods is, however, easier in so far as there is 

no process noise to contend with. 

There are a number of quite well known specific 

techniques for fitting particular predetermined models, 

such as first or second order systems and equal-stages

in-series systems, to step responses (46, 58, 61, 96). 

Fitting is normally effected by comparing the normalised 

response with standard sets of responses for different 

parameters and interpolating for the best fit. Dead time 

is matched by determining the displacement of the response 

on the time scale. Similar methods are available for 

fitting underdamped second order systems to oscillating 

responses (46, 61). The parameters of such systems can 

be found from the period between adjacent peaks and the 

peak-height decay ratio. 

More general methods of fitting a transfer function 

to the step responses have been given, including the 

approximation of the response by a series of ramp functions 
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and time delays (96), and the derivation from the 

response of a continued fraction expansion of the fitted 

transfer function (107). The latter method will be 

discussed in Section 3.6. 

There is a large literature on the fitting of 

simple models to impulse responses, the main technique 

being the matching of moments (lB, 53, 62, 67). This 

will be considered later. 

Since the digital computer has become ~Iidespread 

the methods described above have tended to be replaced 

by more numerate methods, usually relying upon a least-

squares fit:ilo some response. Sinha and co-workers 

(2, 110) have developed two methods for fitting low order 

models to the step response of the full system. A 

different criteria Has used for each. 

3.3.1 Sinha and Pille's method (110) 

Sinha and Pille minimize the mean square error between 

samples of the two step responses taken over a given time 

interval: 

i.e. Minimize J = (f. (t) 
~ 

/'.(t»)2 
~ 

(3.6) 

Practically this means setting up a least squares 

problem, relating input to output data at differcnt 

sampling points, the solution of \{hich is the pararr.eters 

of the pulse transfer function. This transform is then 

converted to the continuous time model. VJeighting may 

be effected by neglecting data points in intervals where 
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a good fit is not required. The method is essentially 

the same as that given by Anderson (2) for simplifying 

state vari<3.ble models although it has been modified, 

by using a recursive algorithm, to avoid repeated matrix 

inversion and the storage of vast amounts of data, thus 

giving computational advantages. Chidambara (31) has 

given a different least-squares method. 

3.3.2 Sinha and Berez~a~~method (1011 
The method described above minimizes the error 

betl~een the tHO curves at discrete points in time (see 

Fig. 3.2). This has the effect of producing large errors 

on the rapidly changing portion of the response and much 

smaller errors at the critical portions: the peak over

shoot and stead:,' state. Resul ting from this bias, 

the large unimportant error is reduced at the expense 

of small errors at critical regions of the curve. 

Sinha and Bereznai have proposed the alternative 

error criteria of placing an upper and lOHer bound, a, 

on the response throughout its length, thus reducing the 

emphasis on the rapidly changing portion of the transient 

response, to give a better overall approximation. The 

error criteria becomes 

Minimize J = 

e. = 
). 

Max cos 8; If;(t) -
i=l,N ).). 

-1 tan 
fi+l (t) - f i(t) 

28 

f*.(t)1 
). 

(3.7) 

(3.8) 

Hhere 8 is the uniform sampling interval. The minimiza-

tion of the minimax error criteric.. is performed using 
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the Hooke and Jeeves pattern search. The start values 

for the model parameters in ~he pattern search are 

predicted by initially fitting a low order model to the 

response, using the classical methods described earlier. 

The optimUm set of parameters are found and the model 

order increased by one until the optimum model of the 

required order is found. 

3.4 SIMPLIFICATION VIA THE FREQUENCY RESPONSE. 

As with identification in the time domain, many 

methods have been suggested in the past twenty years 

for obtaining a plant model from its frequency response. 

Some of these methods (many are graphical) are adequate, 

where low order models of a process are required and 

high accuracy iti not necessary, but are not easily 

adapted to computational algorithms. St~obel (112) has 

listed the known methods. 

Perhaps the best known method for obtaining a 

transfer function from the frequency response is that 

of Bode and Truxal (117) where corner frequencies are 

identified from the Bode plot. Other r.raphical methods 

are those of Ausman (8) and Linvill (80). Bode's method 

has been updated by COIvherd and Cadman (38) who give a 

computational algorithm for predicting each of the time 

constants in a lead-lag model iterating from the simple 

corner frequencies. A similar but more sophisi~ated 

approach has been outlined by Towill and Mehdi (116) 
in "'hich dominant roots are monitored and a simple 

root subs"tituted for all those neglected. 
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Dudnikov (45) has giver. an explicit method based 

on the expansion of the polynomial ratio transfer 

function into a continued fraction and the determination 

of the ensuing coefficients from a series of charts 

relating the real and ireaginary parts. The method has 

been described by Naslin (96) . 

Young (123) has shown hOI-J the coefficients of a 

transfer function with only denominator dynamics may 

be obtained by numericallY differentiating the real and 

imaginary parts of the frequency response until a 

constant difference is obtained. Applying the same 

differentiation to the transfer function relates the 

differences to the coefficients. Process noise often 

means that a constant difference will not be obtained: 

in this case the best approximation to the experimental 

points is used. 

Chen and Philip (26) have proposed a method related 

to the Bush decomposition of i'l polynomial. The 

transfer fUllction is considered to be made up of a series 

of feedback loops, each loop increasing the function 

order by one. In turn each loop is made "open circuit" 

to give a lower order model ~lhich is identified from 

the Bode plot. The method may be programmed and is 

similar to that given by Chen and Knox (24) for identifying 

systems from the time response. 

A number of schemes have been given which minimize 

the error between the given fre~LLlency response and that 

of the fitted model. Amongst the methods are the 
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Wiener-Lee decomposition (25) and those of Meier and 

Luenberger (87), Sumner (113), Levy (79), Kardashov 

(64) and Kalyaev (63). 

3.4.1 ~eier and L~enberger's method (81,8~ 

Analogies are drawn between the model reduction 

problem and the modelling of a lviener filter. The 

reduced model of order m 

m 
Gf·(S) = L (3.9) 

k=l 

is to be fitted to the frequency response, G(s), by 

minimizin~ the response difference: 

i.e. 1 
ioo 

Minimize J = ( (G(s) 
21Ti J 

-ioo 
G*(S»)2 dS 

1 t-1.G(S) = 
21Ti -ioo 

m 2 
L r k 1~~ k=l s + Pk 

Clearly the necessary conditions for solution is that 

. 1 d· - aJ part~a er~vat~ves ~ , vrk 
each of the aJ , k = 1, m 

apk 
equal to zero. Performing the above differentiation 

(3.10) 

(3.11) 

be 

leads 

to Gets of non-linear equations, the parameters of which 

are the system poles and residues. These equations can 

be solved by a number of numerical methods, although a 

degree of engineering judgement is required to select 

initial values to ensure rapid convergence. 
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3.4.2 Levy's method ~ 

A further method for the least-squares fit in 

the complex plane has been given by Levy. However, 

unlike Meier and Luenberger his formulation leads to 

a set of linear e~uations. 

Let the frequency dependent polynomial ratio to be 

fitted to the generated data G(iw) be 

G*(iw) = BCil~ ) 
A( id,,) 

= EO~1~(~i=w~) __ +~b2(iw)2 + 
ao + al(iw) + a2(iw)2+ ••• 

The error in the fit at frequency wk is 

= B(iwkl 
ACiwk) 

(3.12 ) 

(3.13) 

Levy has overco,ne tile problem of mininizing the sum of 

all E~ by multiplying Eq. (3.13) by A(iwk ) and 

separating the right-h~nd side of the resulting equation 

into real and ima~inary parts and squaring the absolute 

value. 

I A(iwk ) Ek I2 = R~ + I~ = f{G(iw k ), ao ,al ,a2 ••• 

bo ,bl ,b2 •• .) 

An error function is nON defined based on Eq. (3.14) 

summed over all r freqU2ncies considered 

r 
J = L + 

,,=1 

The method of least-squares is then applied, with J 

(3.14) 

(3.15 ) 

being differentiated with respect to each of the parameters 

bo ' bl , b 2 , ••• al' a 2 .•. (a
1 

being set to unity). 
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The method has been widely used and is capable 

of fitting some quite unusual frequency responses 

(23), but several difficulties have been noted in the 

method. Sanathanan and Koerner (106) found that the 

procedure described does not give a good fit if the 

frequency data spans several decades and have proposed 

instead, an iterative procedure in which Eq. (3.14) is 

modified by writing 

A(iWjr)p Ek 
A(iwk)p_l 

2 
= 

(3.16) 

where subscript p refers to the iteration number. The 

same method as used by Levy is then applied. In the 

fi~st iteration A(iwk)p_l is set to unity, which 

corresponds exactly to Levy's approach, but in succeed

ing iterations it is set equal to the previously 

calculated value. The authors give an example in which 

the iteratively computed parameters differ considerably 

from those obtained by the Levy method. These authors 

also draw attention to the numerical difficulties 

which may occur, since the least-squares estimations 

are often nearly singular. 

Sumner (113) has made the same criticism of the 

Levy method but proposes a technique in \,hich the error 

is normalised with respect to IG(iw)1 and the solution 

found using Davidon's method. 
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A further modification made to the method by Payne ' 

(102) is to incorporate certain constraints based on 

additional knowledge of the system, such as steady 

state gain (represented by coefficient bo > and zero 

error to a ramp function. He notes that in the 

unconstrained system there is a tendency for poles to 

occur in the rif,ht hand half of the complex plane and so 

give unstable responses in systems known to be stable. 

He reports in fact that in fitting several hundred 

responses about 30% resulted in unstable systems when 

no constraints were used, but that the use of constraints 

reduced this to 1%. 

Levy has also pointed out that the formulation of 

the problem doe3 no~ permit the fitting of data that 

might possess a pole at the origin, but gives a solution 

to the problem. 

The Levy technique is orIginally a technique for 

fitting rather than simplifying models, but in fact 

rarely fits a model of higher order than strictly 

necessary, so that it may be regarded as a simplification 

method also. 

3.5 DOHINANT ROOTS RETENTION 

Simple methods of reducing the order of transfer 

functions are often based on discarding the less important 

time constants. If the high order model, is of the form 
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ID 

11 (1 + T • S) 
G(S) = j =1 J 

m < n (3.17) 
n -
11 (1 + TjS) 

i=l 

it may be reduced by retaining only the dominant ti~e 

constants in the following manner 

G*(s) = 
-TS e 

m-p 
11 

j=l 
n-q 

11 
i=l 

Cl + T.S) 
J 

Cl + T.S) 
~ 

m-p < n-q 

(3.18 ) 

where T is calculated from the discarded time constants 

using the Matsubura equivalent time delay method (85). 

T = 
n 
IT 

i=n-q+l 
T. -
~ 

ID 

IT 
j=m-p+l 

T. 
J 

(3.19) 

Besides retaining the dominant modes the method matches 

the first moment of the t • .,o models and assumes that this 

adequately takes into account the nef,lected small time 

constants. 

The method of dominant mode retention has been further 

developed for a computer solution by Nar:arajan (95). 

The largest and smallest poles of the n order system are 

computed and if 

largest root ~ smallest root x K 

the largest root is divided out of the characteristic 

equation, reducinr; it to order n-l. This procedure is 

repeated until a system of the desired order is obtained. 
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The best value of K, known as the range ratio, is 

reported to be 25. Once obtained, the parameters of 

the model of required order are modified to predict an 

"optimum model". The model is optimum in that the feed

back error to a step input is minimised with respect to 

the feedback error of the full model to the same input. 

The method as 'described is rather restricting in that it 

is suitable for models with only denominator dynamics. 

3.6 CONTINUED FRACTION EXPANSION AND T~UNCATION 

A powerful method for the reduction of high order 

transfer functions is that developed by Chen and Shieh 

(27, 29) based on expanding the model into a continued 

fraction and truncating this to yield a lO\>ler order 

model. The property of the continued fraction is that 

it converges faster than other series expansions and 

furthermore contains most of the important system 

characteristics in the first few terms (74). The method 

is well suited to automatic computation. 

function 

The transfer 

G(s) = (3.20) .... 

may be expanded into the continued fraction 

G(s) = 1 

hI + _--'--=-1 ____ _ (3.21) 
h

2/s 
+ ____ l~ ______ _ 

h3 + 1 
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where the coefficients hi may be derived by application 

of the Routh algorithm (lIB). Let Eq. (3.20) be 

written as 

~21~22$ 
2 

G(s) +A23 s + ..... 
= 2 

All + A12s + A13s + .... (3.22) 

and the following Routh array formed 

All A12 Al3 A14 .... 
A21 A22 A23 A24 .... 
A31 A32 A33 .............. 
A41 A42 A43 .................. 

ASl AS2 ................. 
. .. .. . . .. .. . .. .. 

where AJ. ,k = AJ'- 2 ,k',+1 - h. 2 • A. 1 1 - . J - J - ,k+ 0.23) 

and from the array the coefficients are formed such 

that: 

h. 
~ = A. 1 

~, 0.24) 

Chen and Shieh have also shown how hi may be derived from 

long division. Shieh, Chen and Huang (107) have shown 

hO~l the coefficients of the continued fraction can be 

derived directly from a time or frequency response. The 

methods are basically the saqe as those of Chen and 

Phi lip (26) and Chen and Knox (24) discussed earlier. 

Once Eq. (3.21) has been formed simplification is 

effected by prematurely truncating the fraction (after 

h2m to obtain m order system), and from this reforming 

the reduced order transfer function. This may be done 
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by applying the Routh algorithm in reverse (28) or by 

other methods (30) • 

Failure of this method occurs if at any time in 

the process coefficients A. 1 and A. . become equal to 
~, ~,J 

elements below them in the i + 1 row (in the simplest 

case All = A21 and A12 = A22 ). Neale has shown, however, 

that this can be overcome by changing the form of Eq. 

(2.21) (97). 

The technique has the same draHback as Levy's method 

in that it is possible to produce a reduced model which 

has an unstable response even though the full model is 

stable. Chuans (35) has proposed that in this case a 

different form of continued fraction should be used. 

His method also gives an improved initial response. 

Comparison of the poles of the original and reduced 

models shows that i"t is only the dominant roots, slightly 

modified, which are retained. ~ 

The continued fraction simplification has also been 

explored by Gaisyenyuk (51) although the equations r;iven 

are not general and refer only to a 4th order model. 

Different methods have been used for determining the 

continued fraction coefficients. Gaisyenyuk has used 

the method of Viskovatov, given by ~1avonskii (66). 

However, Akin (1) has demonstrated the similarities between 

the two approaches. 

3.7 SIMPLIFICATION VIA THE !IOMENTS 

A computationally more econG,"'!ic method is to identify 

a set of functions which are characteristic of the full 
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model and which can be calculated directly, without 

computation of the time or frequency responses, and to 

match these functions to the simple transfer function 

by a suitable choice of parameters in the latter. The 

principal method of this type is the matching of the 

moments of the impulse response. 

There is quite a large literature on the fitting of 

simple models to experimentally determined mo~ents 

(18, 53, 62, 67). This is straightforward in principle 

but tailing and noise may cause difficulties in fitting. 

The determination of low order from hi"h order transfer 

functions by matching the lower moments of the impulse 

response was first suggested by Paynter (103). 

The unnorm·,lisp.d moments 11\ of the i~pulse response, 

f(t), taken about the orir,in are: 

w .. 
~ 

= (' t i f(t)dt 
o 

i > 0 (3.25) 

The Lap1ace transform of the impulse response, which is 

the transfer function, is given by 

G(s) = f''' e-st f(t)dt 
o 

(3.26) 

Expanding the exponential term in Eq. (3.26) and applying 

the definition of moments, Eq. (3.25) provides a 

relationship between the transfer function and the moments 

G(s) = Mr,' - M.'; S + 
. 0 .' ! 

11.' . s 2 
--'2-

2 ! 

11' s 3 
-~+ ... 

3 ! 
(3.27) 

It is sometimes more convenient to use cumu1ants 

rather than moments. The relati0~ between the transfer 
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function and the cumulants, C., is: 
~ 

+n(G(s) ) = In(K) - Cls + £2~ - £3~ 
2! 3 ! 

+ " (3.28) 

This convenience derives from the fact that takin,.; the 

logarithm of a lead··lag transfer function allows it to 

be expressed as a series rather than a ratio of terms. 

The method used by Paynter is to expand both the 

full and simple transfer functions as polynomia.ls and to 

match the cumulants using Eq. (3.28). A similar method 

has been given-by Hsia (59). An alternative ap?roach 

used by Gibilaro a.nd Lees (54) is to differentiate the 

transfer function with respect to s rather than expand 

it, utilizing the relation 

• 
= (-11' (3.29) 

This equation is derived directly from Eqs. (3.25 and 

3.26) and gives a relation for the individual moments. 

Numerical values of the noments are calculated from 

the full model and are used to compute the values of the 

parameters in the simple model. 

The method, as described, allows the reduction of 

a transfer function to a lower order, hmJever it is often 

required to fit the 101'1 order model to one state in a 

state variable model. Lees (75, 76) has shmm that the 

moments of the full mode). may be calculated directly from 

the state variable model. The method has been outlined 

in section 2.4. Direct computation of the moments by 

this means makes the momc!nts method a pOlverful technique 

of model simplification. 
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Lees (77) has further extended the method to 

oscillatory and inverting systems, using models 3 and 4 

of Table 3.2, and has given an algorithm for automatic 

selection of the model based on the fact that oscillatory 

systems have some negative moments while inverting systems 

have a normalised initial response which is negative. 

The use of cumulants rather than moments has been 

investigated by Kropholler (68). The relationship for 

individual cumulants is: 

(3. 30) 

This is derived from Eq. (3.28) by differentiation. 

Kropholler has poin1:ed out that in dealing with systems 

such as lead-lag models the use of CUnlulants has the 

advantage that it is p0ssible to associate a part of 

each cumulant with numerator and a part with the denomin-

ator. He shows that cumulants may be obtained from the 

state variable model, not only by using Eq. (3.30) and 

the standard relations between moments and cumulants 

(65) but also from 

Ci = (_l)i (i-I)!: (Tr(A- i ) - Tr(~! -i») (3.31) 

where TrCA) is the trace of the plant matrix and A'! is 
-] 

as defined by Eq. (2.29). 

If the equations relating the moments, or cumulants, 

to the parameters of the simple model are implicit or if 

a larger number of moments are matched than there are 

parameters, the latter cannot be calculated directly and 
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the use of some form of minimization routine must be 

used. However, this usually presents little difficulty. 

3.8 ILLUSTRATIVE EXAMPLE 

The application of four of the main methods described 

is illustrated by the follOlving example. 

The simple transfer function 

G(s) = (3.32 ) 

is to be fitted to xl in the followin[ seventh order model 

x = Ax + Bu (3.33) 

Ivhere 

0 1 0 0 0 0 0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 

A= 0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
0 0 0 0 0 0 1 

-281~50 -3310975-2814271 -853703 -70342 -4097 - 8 3 ·.:6 4 

B= (0 0 0 0 0 375000 -31333750)T 

This model in its ·transfer function form has been 

ccnside~ed by Sinha (109, 110). ~ 

The values of The parameters in Eq. (3.32) obtained 

by various methods are sho~m in Table 3.3. The programs 

for each method and output from each computer solution 

are given in Appendix 1. The para~eters given for the 

two step response fitting methods of Sinha are those 

quoted by that author (109, 110) The parameters for 
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Table 3.3 Parameters of modified (1?2) model in 

illustrative example 

i 

Method b 
0 

b1 ao a1 a: 
-

Step response fitting 0.3302 0 2.8886 12.0954 1 

(Sinha and Pi1le) 

Step response fitting 0.01329 0.1536 0.1196 . 1. 3456 1 

(Sinha and Bereznai) 

Frequency response 0.562087 0 4.83695 13.6764 1 
fitting 

(Levy, modified) 

Continued fraction 0.0110442 0.129899 0.0993976 1.14643 1 
expansion 

(Chen and Shieh) 

Moments fitting 0.0110436 0.129899 0.0993967 1.14643 1 
\ 

(Lees) 

I I 

----

\1~~lv l <;\-~ ( -\-!).V~ S '"r"t.!2 ..... r\)~ 

<;.:.."lu. ~ ~ dk ' \\1t1.l\ - Ut't 4-1 -!: .:." 0'1 b'l Ifs" &, 

<; .... \.-...., -\' ~~ 'lH\20 - .o'lnll't'{ -\'Uf«'11 

~ 'I\bl.~" - \. ~l~L t '-\·1..t>~H 

~ -t<:4.oJ.. ,1\1111- - . 09 Lt Hqq J- oS" J'l' 9-

t=:v.M \'1 ~ &A , \11\\1 ~t- f' L~ 
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the frequency response fitting Here calculated by the 

method of Levy as modified by Sanathanan and Koerner. 

The parameters were also calculated by Ch en and Shieh's 

continued fraction expansion and Lees' moments matching 

of the impulse response. 

The step responses given in Table 3.3 are shown 

in Figure 3.3. The heavy solid line represents the 

response of the full model and the other lines the 

responses of the simplified models. The simple models 

given by the continued fraction and moments matching 

methods are identical (this will be discussed in 

Chapter 4). The step and frequency response fitting 

methods do not match the steady state exactly, but the 

errors are very small. 

3.9 CHOICE OF MODEL AND CRITERIA OF FIT 

Before a.pplying any of the model simplification 

methods described consideration must be given to the 

form of the simple model required. Some techniques, such 

as those of Levy and Chen and Shieh, use general 

polynomial functions. The form of the model does not 

need to be specified in advance but the degree of 

reduction does. Other methods such as moments matching, 

do require prior choice of models, though a flexible set 

of models may be used t~ith an algorithm to effect 

selection. 

Some of the methods of simplification described 

involve the use of quite explicit matching criteria. Thus 

the step and frequency response matching methods 

minimize the sum of the errors squared, while the moments 
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matching methods match exactly, wherever possible, the 

lower moments of the impulse response. The continued 

fraction method, by contrast, is not based on any such 

criteria, although as will be shown in Chapter 4 it is 

equivalent to matching the low order model moments. 

It is usually desirable that the steady state gain 

be matched and this presents little difficulty. The 

other main criteria are that the time or frequency 

response difference be minimized. There is no ~enerally 

used method of checking the eoodness of fit. 

It is doubtful if much more can be said without 

knowing -the use to which the model is to he put. 
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3.10 NOMENCLATURE 

A plant matrix 

A .. coefficient in Chen's Routh array 
~J 

ai denominator coefficient 

b· numerator coefficient 
. ~ 

Ci Cumulant 

f(t) time response 

G(s) transfer function 

G(iw) frequency response 

h. continued fraction coefficient 
~ 

J least-squares error 

K transfer function gain, or range ratio 

M'. ith unnormalised moment about the origin 
.~ 

m numerator order 

N number of samples in Sinha's method 

n denominator order 

Pi pole 

I' number of frequencies fitted in Levy's method 

S sample interval in Sinha's method 

s Laplace operator 

t time 

Zi zero 

Greek 

a transfer function coefficient or as defined by Fig. 3.2 

e: error 

~ transfer function coefficient 

a. defined by Eq. (3. 8) 
~ 

'1: dead time 

'1: i transfer function time constant 

w frequency 
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Wn transfer function natural frequency 

Superscript; 

i' reduced order model 

T transposed matrix 
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CHAPTER ~ 

Relationships between the continued fraction 

truncation and moments matching methods of 

model !'eduction -- -



4. RELATIONSHIPS BETWEEN lRE CONTINUED FRACTION 

TRUNCATION AND MOMENTS MATCHING HETHODS OF tmDEL 

REDUCTION (13) 

The reduction of a seventh order transfer function 

to a second order model was considered as an illustrative 

example in Section 3.8. The reduced order models 

predicted by the method of moments and continued 

fraction truncation were the same. Althour,h apparently 

satisfying completely different criteria and followin~ 

vastly different computational procedures three of the 

four parameters agreed in all six computed dir-its, 

whilst the remaining coefficient ar-reed to five 

significant fir,ures. This unexpected agreement would 

suggest a prev~ously unforseen relationship between 

the tt~O methods. This relation will be shown, in three 

different ways, and a generalization made t~hich will 

be demonstrated numerically. 

4.1 RELATION 1 

4.1.1 A matrix expression for the inversion of e _~_ 

continued fractions 

A number of methods have been ~iven for the 

inversion of a continued fraction (27,28,29,30) , Le. 

deriving the transfer function 

G'~ (s) £o~ls + b2S2 + 

ao + als + a 2s 2 + 
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from the known continued fraction coefficients, h .. 
~ 

A matrix expression has been given by Chen and 

Shieh (28). 

o 
o 

. 
L: 

hI 

1 

0 

h2 

1 

0 

0 

hlh2 

0 0 ......... 
0 0 

h2h 3 0 

h2+h4 h2h 3h4 

0 

0 

0 hl+h3 hlh2h 3 

10 

U 
1 (hlh2+hlh4+h3h 4) 

-, 
ao 

a l 
a 2 = 
a 3 . 

0 ........ 
0 

0 

hlh2 h 3h 4 

bo 

b l 

b 2 

I b 3 

lL 
(4.2) 

For the simplified transfer fur.ction considered 

G*(8) (4.3) 

and noting that 

b2 , b 3 , ....... = 0 

a 3 , a 4 , •• 10 •••• = 0 

a 2 = 1 

Eq. (4.2) may be written and partitioned as follows: 
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1 0 0 0" 

o h2 0: 0 I 

~- -:----:::~: l-h-2::~: J 1 
= 

o 

hI 0 0 0 l r-b 
0 

1 h h 0 0 b1 . 1·2 I 

- -- - - - - - - - - - - - -. - - - - - I- - - ._. -- - -

0 hl+h3 hlh2 h 3 0 0 

I 0 1 (hlh2+hlhll+h3hll) hlh2 h 3h ll 0 ,-

or 

[ '0' 
,--

b' 

-~;:+i~ 
-I 

= -oJ 
'- -=.1 

lI.l.2 Moments of the ~eneral polynomial transfer 

function 

Consider the transfer function (where an 

bo + b1s + b s2 
G(s) + = 2 

ao + a 1s + a 2s 2 + 

n-l 
b.s j .L = J J=O = 

n 
"i .L a ... 

~ 
~=o 

Let Eq. ( lI. 7) be \<Jri tten 

G(s)A(s) = B(s) 

- 75 -

....... b IS n-
10 •••• + s n 

B(s) 
A(s) 

= 1) 

n-l 

(It.lI) 

(lI.S) 

(lI.6) 

(lI.7) 

(lI.8) 



and define 

A (s) = 
dPA(s) 

p dsP 
(4.9a) 

and Ap (0) = [A (s)] s=o 
p 

(4.9b) 

and similarly for B(s) and G(s) 

It may be ShOlvn, by the .. Leibni tz,the,orem·; "that 'the 

pth differential of Eq.(4.8)is 

p! I §,k(S) Ap-'k(~)' = Bp(S) 

bo k! (p-k)! 

p = 0,1,2 ... 
Letting s = 0 in Eq. (4.10)" in accordance with the 

moments definition, gives a similar expression for the 

moments of Eq. (4.8). 

p = 0,1,2 ... 
(4.11) 

where Mlk is the kth unnormalised mo~ent about the 

ot'igin. However, expressions may c:lso be written for 

the general differentials of the numerator and denomin-

ator polynomials, B(s) and A(s). 

B (0) 
p = P Ib-' • 15 

A, . (0) = (p .. - k)! a " p-k p-k 

(4.12a) 

(4.12b) 

Substituting Eqs. (4.12) into Eq. (4.11) leads to 

~ 
k=o 
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which relates the transfer function coefficients to 

the moments, or vice versa, and if the moments are 

known allows the model parameters to be computed. 

Eq. (4.13) is linear and is best expressed in 

matrix notation. For the second order model considered 

it becomes 

~ 

1-::1 
M' IO! 0 -1 0 I 0 0 I 

I 

-M'l/l! M'oIO! I 0 -1 0 j . . I 
I~--I = .. 

- - - - - - - • - - • - - - - - t- - - - - - - --

- ~N-' ~~~;f N'2/2! -N'l/l! 0 0 
I , 0 

-M'3 /3 ! M'2/2! 0 o ' L blJ M'l/l:J J ~-

The right hand side of Eq. (4.14) is derived from the 

coefficient a2 , which is unity in the second order 

transfer functhm, Eg. (4.3). The part1tioning of the 

a.bove equation should be noted. 

4.1. 3 A comparison of ·the two rolutions 

(4.14) 

Eq. (4.5), the matrix formulation of the continued 

fraction inversion, may be rearranged to a form similar 

to the partitioned Eq. (4.14). 
(4.15) 

[:~ ~ ~L=f QJ 
Eqs. (4.14) and (4.15) are now identical in format. From 

Eqs. (4.4) and (4.5) it is possible, after much ted10US 

algebra, to write Eq. (4.15) in terms of the original 

coefficients, h .. 
1 
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1 

h 
o 

I 
I 

-1 o 

o -1 

------ _.--- - - ----- --- - ._- ------- --1-- --- - - ---
1 

o o 

o o 

o 

o 

= - - - ---- (4.16) 

'1 



Eq. (4.14) and (4.lS) are identical and allow the 

following expressions to be given: 

M' = 1 (4.l7a) 0 
hI 

M'l = 1 (4.l7b) 
2 

hI h2 

M' = 2(hl~31 «4.17c) 2 3 2 
hI h2 h3 

222 h4) M' = S(hl h2+hl h4+2hlh3h 4+h3 (4.17d) 
3 1I 3 2 

hI h2 h3 hll 

4.2 RELATION 2 

The relations betHeen the moments and h coefficients, 

Eq. (1I .17), may be arrived at more directly but with a 

loss of clarity when trying to make extensions to a 

generalized case. 

The moments of the second order model Eq. (4.3) 

may be written out from Eq. ( Ij .• 13) • They are: 

M' o 

N' 1 

N' 2 

M' 3 

= 

= 

= 

= 

(4.18a) 

a N' - bl _1_0-- (4.ib8b) 
ao 

2(al~1 - 11 I ) 0 (4.18c) 
ao 

3al~2 - Sl1' 1 (4.18d) 
ao 

Chen (27) has shown how Eq. (4.3) may be written in 

terms of the h coefficients. 



G'~ (s) = (11.19) 

thus 

bo = h2h 3h4 (4.20a) 

bl = h2 + h4 (4.20b) 

ao = hlh2h3hlf (4.20c) 

a l = hlh2 + hlh4 + h3h 4 (4.20d) 

Substitution of Eqs. (4.20) and (4.18) leads directly 

to the previously shown relationships, Eq. (4.17). 

4.3 RELATION 3 

The second order tra.nsfer function, Eq. (4. 3) 

may be tvri tten as an infinite series in terms of its 

moments 

Gf: (s) M' M~l~ M' s2 M' s 3 
= _ 0 + 

_ 2 _ - _3 __ 
+ ... 

O! I! 2! 3! 
(4.21) 

This may be considered to be a numerator, having a 

denomina-tor of unity, and may, using the expressions 

given in Chapter 3 be written out into Chen's form of 

the Routh Array, (because Eq. (4.21) is an infinite 

series the Routh Array also has an infinite dimension, 

hOlv6ver, sufficient terms to calculate up to h4 only 

are shown here) 
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1 

M' o 

1 

M' o 

(M' ) 
1 

M' M' -M'l+_o_2 
M '12! 

-(l+!f..l)H'L + ~3 
M' 2' 3! o • 

-1 

11' o 

o 

-M' 1 

M' -2 
2! 

1 

M' o 

o 

M' -3 
3! 

Table 4.1 Routh array for Eg. (4.21) 

ApplyL1g the definition for the coefficients 

h. 
~ = 

A. 1 
~, 

o 

(4.22) 

leads once again to expressions relating the moments to 

hi' this time however, in terms of the moments. 

= 

h2 = 

h3 = 

1 

M' o 

H' 2 _o_ 
H' 1 

-11' 11' o 1 

M' 

2 
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(4.23a) 

(4.23b) 

2 
1 

+ M '.0 211' 2 
(4.23c) 

2! 



-M' H' 2 o 1 + M' 2 . 0 H' -2 
21 

-11' (1+ H' HP M' M' 11' 3 1 1- 2 + _0_1_ 
2 ! 31 

4.4 A GENERALIZATION OF THE RELATION 

(4.23d) 

It was shown numerically in section 3.8 that the 

two methods of model simplification gave the same 

results when reducing a seventh order model to second 

order, and it has been demonstrated above why this 

must be so. Thus it has been sholvn that the continued 

fraction method, besides satisfying its criteria of 

retaining the dominant terms of an expansion, also 

has the physical significance of matching exactly 

the 10lver mor,lents of the impulse response of the full 

and reduced models. The question arises, however, is 

this a special case or will all order reductions give 

identical results? 

The answer to the above question, as far as is 

known, is that it is not a special case and is true 

for all orders. It has however, been extremely 

difficult to prove this rigorously. The second order 

case has been demonstY.'ated for simplicity but much of 

the tedious algebra has been omitted. The third order 

case, which has been analysed and proven, is consider-

ably more complex. It has therefore been impossible 

to f'et up an inductive proof. 

From the symmetry of the problem and the systematic 

nature of the equations (e.g. Eqs. (4.'f), (4.14) ,an.d the 
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Routh Array), and from many manipulations of them it 

is apparent that suoh explicit relations will exist 

for all orders of reduction and the two methods, 

neglecting numerical errors, will alt~ays predict 

the same reduced model. 

The generalization has been borne out by extending 

the illustrative problem of Chapter 3 and reducing it to 

all possible lower orders. The results are given in 

Table 4.2. The same model was predicted for all 

orders examined, including fourth order which is an 

unstable solution. In this investigation i t ~las also 

shmlrl the moments method as formulated in Eq. (t(!.liJ 

is numerically unsound and leads to singular 

equations for higher order problems. This led 

Kropholler to propose an alternative moments formu

lcrtion, upon Hhich the results of Table 4.2 are 

based. This solution has been given by Bosley et 

al. (13). 
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Denominator 

Model Order 
7 s6 I s5 s 

7 1 83.64 4097 

6 - 1 64.734 

5 - - 1 

* 4 - - -
3 - - I -
2 I - - I -I I 

s4 s3 

70~42 853703 

1189.94 15032.5 

19. 1f511 306.276 

1 -12.9594 

- 1 

- -
I 

s 2 

2814270 

49951 

1066.49 

--65.4[126 

4.08491 

1 

i 
I 

1 
s 

3310875 

58971.4 

1289.69 

-92.0323 

5.28328 

1.14643 

146.08 

-10.4624 

______ L-__ -L ____ ~ _______ ~ _______ ~ ______ _i ______ __ l ·598481 

.129899 

Table 4.2 Coefficients for the reduction of the se.venth order 

model by the continued fractions' and moments'methods 

I 

! 

Const. 

281250 

50.0.81 

109.787 

-7.9178 

.451958 

.0993976 

12.1986 

-.879755 

.0502175 

.0110442 

unstable system 

, 
.~-' 



4.5 NOMENCLATURE 

A.. element in Chen's Routh Array 
1J 

Ap(s) defined by Eq. (4.9) 

a defined by Eqs. (4.4) and (4.5) 

a. transfer function coefficient 
1 

b defined by Eqs. (4.4) and (4.5) 

b. transfer function coefficient 
1 

e defined by Eqs. (4.4) and (4.5) 

G(s) transfer function 

h. continued fraction coefficient 
1 

I identity matrix 

M.' k kth unnon1alized moment about the origin 

n system order 

Qij defined by Eqs. (4.4) and (4.5) 

R.. defined by Eqs. (4.4) and (4.5) 
-1J 

S Lap Lace operator 

Superscript: 

* reduced order system. 
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CHAPTER 5 

The si~lification of state variable ~odels 



5. THE SIMPLIFICATION OF STATE VARIABLE MODELS 

Compared with the classi~1theory of control the 

state representation of processes is a relatively 

recent development and has only been made possible by 

the availability of large fast computers. Consequently 

there has been proportionally less work on the order 

reduction of state models than on transfer functions. 

Two completely different methods appeared about 

the same time: one based on the modal analysis of the 

system and the other on a least-squares fit in the 

time domain. Despite other methods beine developed 

these approaches are still the backbone of the work 

and will be developed in some depth. Other methods, some 

resulting from extensions of these methods, will be 

discussed less fully. The classification ~iven in 

Chapter 3 for methods of reduction and system responses 

applies equally to state variable models. An 

illustrative example will be given. 

5.1 RETENTION OF THE DOMINANT MODES 

A number of methods of· reducing the order of state 

variable models by retention of the dominant modes have 

been proposed. They all, however, follow basically the 

same analysis and most of the theory was 1eveloped by 

a group at Cambridge led by Professor ~.~. C.~~ 

The \vorkers in this group were Mann, Marshall, Nicholson 

and Davison. The work of Davison is the best known 

(39) . Follo\<ling the publication of Davison I s work some 

lengthy correspondence appeared between Chidambara 
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and Davison (32, 33, 34, 42) in which little was added 

to the work (other than confusion). 

5.1.1 Problefl statement 1 

The nth order system 

x = Ax + Bu (5.1) 

is to be reduced to the mth order system 

1* = A*~* + B*u (5.2) 

Eq. (5.1) can always be written in the form 

= u -1 A U x + Bu (5.3) 

Vlhere A is the Jordan canonical form and U is the 

eigenvector matrix. In the following analysis it will 

be assumed that all eigenvalues are real and distinct and 

lie in the left hand half of the complex plane, hence It 

is diagonal, but much of the analysis can be extended 

to the general canonical form. 

A can always be partitioned 

A = 
(5.4) 

where ~l contains the m dominant eigenvalues (i.e. 

those with the smallest modulus, or largest time constant), 

and ~2 the remainder. 

5.1.2 Ordering of the system eigenvalues 

Of course in general ~ in Eq. (5.4) does not possess 

the system eigenvalues in ascending modulus order. Eqs. 

(5.1) and (5.3) can always be put into this form by 
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applying permutation matrices. Let At contain the n 

eigenva1ues in random order and A the same eigenva1ues 

in modulus ascending order, and let P be the permutation 

matrix that achieves that ordering. 

x = U AtU-1 x + Bu (5.5) 

Let 'i. = Px and A = 

therefore 
(5.7) 

It may be noted that the states in x have also been 

ordered. Hereafter it vli11 be assumed that all systems 

have been graded into the form of Eq. (5.7). 

5.1.3. Problem stateMent 2 

Eq. (0 x = Ax + Bu (5.8) 

by letting 

x = Uz and VU = I (5.9) 

may a1ternat",ly be written 

x = UAV?s. + Bu (5.10) 

Z = Az + VBu (5.11) 

Let Eqs. (5.8) (5.11) be partit:ioned in accordance 

with ~, Eq. (5.4) thus 

[:~ r~l ~2 [:~ [!~ (5.12) = L~3 
+ u 

~4 
"-
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· ~: ~ l ~J [~: ~: [:~ .[:~" 
[!:] . [~l ~,][:~ .[~: ~. [::J" 

[!~l 
. [! ~ 

5.1.4 The problem solution 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

The impulse response for the full system may be 

written out from Eq. (5.13) as 

(5.17) 

~lhere 

(5.18) 

and in particular for ~1 as 

~1 = (5.19) 

Eq. (5.19) may be integrated to give the step response. 

(5.20) 
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5.1.5 Nicho1son's and Davison's method (98,39) 
These methods although published separately are 

the same, hOl.Jever, Nicho1son (98) gave the method as an 

appendix only, Hhi1st Davison (39) has given a much 

more thorough treatment. 

Consider the free systems associated Hith Eq. (5.12) 

and (5.14) 

(5.21)· 

(5.22) 

Solution of Eq. (5.22) is 

(5.23) 

HOHever as ~2 contains only large negative eigenva1ues 

e~2t may effectively be considered as zero. ReHriting 

Eq. (5.22) 

r J ~1 
= 

L~2 

~ 

J 
(5.24) 

or in particular ~2 = Q (5.25) 

Retaining ~1 from Eq. (5.21) gives 

(5.26) 
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and from Eqs. (S.15) and (5.2S) 

-1 
Q3!h ~1 ~2 :: 

Substitute into Eq. (5.26) to give 

but if x* 

then 

X -J: 

:: 

:: 

~1 

!2"DAV = 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

In the above analysis the fact that r:qs. (5.12) and 

(S.14) are not free systems is ignored. Further a 

reduced order B matrix has not yet been derived. 

The solution to Eq. (S.13) is 

[::J 
or in particula.r 

(5.32) 

c.f. the sta.ndard form 

x = (5.33) 

it may be concluded that the B matrix sought is 

B~'~ 
- DAV = (5.34) 

S.1.6 Marshall's method (82) 

Marshall's approach is different from Davison's 

in that he assumes i2 :: 0 ( 5 . 35 ) 

instead of (5.36 ) 
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The basis for this is that the fast modes act and die 

quickly and thereafter play no part in the responses: 

they may therefore be approximated by a constant step. 

Setting !2 to zero in Eq. (5.14) yields 

0 = ~2~2 + ~2~ (5.37) 

or ~2 = -A -2 
-1 

~2~ (5.38) 

HO~lever from Eqs. (5.15) and (5.16 ) it may be shotm 

(5.39) 

Equating Eqs. (5.38) and (5.39) and solving for ~2 gives 

1'lriting Eq. (5.12) for ~l only 

:X: --1 = ~1~1 + ~2~2 + B u -··1-

substitute ~2 from Eq. (5.40) 

~l (~l 
-1 

(~l = - ~2.Y.4 .Y.a ) ~l + 

c.f. the standard form 

** = A* x* + B*u 

it may be concluded 

Ai. ~l 
-1 = - t!2.Y.4 .Y.3 - MAR 

Ei, ~l 
-1 -1 = - t!2.Y.4 !:.2 ~2 - MAR 

-

(5.40) 

(5.41) 

-1 -1 
~2.Y.4 !!.2 -~2)~ 

(5.42) 

( 5.43) 

(5.44) 

(5.45) 

5.1.7 A comparison of the methods of Davison and Marshall 

Davison gives 
;'; 

t! DAV = (5.46) 

= (5.47) 
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Marshall z,ives 

t!*MAR = ~l - A V -IV (5.48) 
--2-4 -3 

B'~ = ~l - A V -lA -lG (5.49) - MAR -2-4 --2 -2 

It is, however, by use of the relations given in Eqs. 

(5.12) and (5.16) possible to ShOH for both models 

A* = (5.50) 

and that 

(5.51) 

Marshall (82) poiIlts out that his method always gives 

the correct steady state whilst that of Davison does 

not. Davison in reply (41) concedes this fact but 

points out the error may only be small and should be 

smaller as the reduced order is increased. In the same 

paper Davison shows that in some cases, whilst Marshall's 

method gives the correct steady states it does not give 

a good representation of the transient responses. 

FossaI'd (48) has shown explicitly, both algebraically 

and numerically, what differences there are betlveen 

the methods. The step responses for the solution, 

Davison's and Marshall's methods are: 
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x* U ehtA -lG A2t -1 -1 -1 = + ~::!e- !!2 Q2 - ~l!!l Ql - ~2!!2 ~2 - EXACT -1 -1-1 

(5.52) 

?!!.·~DAV U e!!ltA -lG -1 = - ~l!!l Ql -1 -1-1 
(5.53) 

?!!.*MAR U e!!ltA -lG -1 -1 = - ~l!!l !ll - ~2!!2 !l2 -1 -1-1 

A t -1 -1 
~le-l Ql U2!!2 Q2 

(5.54) 

Inspection of Eqs. (5.52) - (5.54) shows exactly why the 

t.l0 methods differ and why they both deviate from the 

solution. Davison's method cannot give the correct 

steady states due to the absence of the term ~2!!2Q2' 

Similarly l1Rrshall's method will haVe the correct steady 

state but a wrong transient portion caused by the inclusion 

Alt -1 -1 of tr.e term Qle- Ql Q2!!2 !l2' 

5.1.8 Chidambara's methods (32,33,34,43) 

Following pUblication of Davison's method Chidambara 

questioned a number of points, the most valid of l.;rhich 

was the steady state deviation. The letter was followed 

by a further eight in Hhich Chidambara proposed two 

methods, Davison modified his method to give the correct 

steady state, and finally an alternative method was 

proposed by Davison. 

Chidambara's first method (32), ba.sed upon the 

solution, Eq. (5.14', ~.;ri th the same assumption as used 

by Marshall (z = 0), leads to the set of equations: 
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· /\ z + §.1.3:! (5.55a) z = -1 -1--1 

-/\ -1 
§.2 (5.55b) ~2 = -:-2 

x* = ~1 = };!1.:!1 + ~2~2 (5.55c) 

the step response for which. is 

t, 
2£ CHD = (5.56) 

This step response compares favourably \~ith that of the 

solution, Eq. (5.52), hOloiever, the reduced model set, 

Eqs. (5.55) do not consitute an acceptable form of state 

variable model (32, Author's reply). 

Chidamhara's ~econd method is identical to that 

of Marshal!. This similarity has been shOlm by FossaI'd 

(48) . 

5.1.9 Davison's modified mod~ls (33,42) 

In answer to Chidambara's criticism of his steady 

state errors Davison proposed tHO neH methods. In order 

to do so it was necess2trj to relax the constraints 

on the form of the model and allow, like Chidambara, a 

more complex forn. 

The first form (33) was: 

X -·1 

x* 

= 

= 

(5.57a) 

(5.57b) 

where [A -l~Jl indicates the produot(t: -l~ partitioned as 

before. Eqs. (5.57) merely adds the respective steady 

state errors to each state over its entire range. 
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The second form ( 42) was: 

Al = A'\x 
- -1 + B*u (5.58a) 

xi' ::; DXl (5.58b) 

when the diagonal matrix D is 

l 
D = 

• (5.59) 

• 

and dJ. is the ratio of the reduced steady state to the 

correct value of xi' Clearly for this model to be 

adequate a diff~rent modifying matrix Q is required for 

each input. 

5.1.10 Analysis of the unretained variables 

It has been shown that Hith each of the methods 

A* = (5.60) 

clearly this implies that the partitioned eigenvector 

matrix gl must be non-singular. As the system eiGen

vectors possess one aroitrary set this is not generally 

the case and the matrix U must be partitioned to ensure 

that the determinant of gl is large. Both Davison and 

Nicholson (42,98) advise that in order to ensure this, 

physically different variables must be retained (e.g. a 

preSl)u,(,3 and temperature instead of t\~O temperatures). 

However in satisfying this condition a variable of interest 
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may be lost. 

e.g. Consider 

= and x* = Xl (5.61) 

where variable x4 may be of interest. In order to 

analyse such variables additional equations are required. 

These are 

u U -1 (5.62 ) X .• ~l -2DAV -3--1 

-1 ··1 -1 (5.63) ~2MAR = -.Y4 V3~1 - .YII !!2 Q2!:! 

= X - V -lA -lG u (5.63a) -2DAV ·-4 -2 -2 

5.1.11 An extension of Davison's method (71) 

The above methods are based upon retainine only 

the dominant modes and discarding the short time constants 

in the reduced model. The short time constants only 

contribute to the initial transient response and then 

play no part. The effect of neglecting these constants 

is to give a good overall approximation of the response 

at the expense of the ealo1y response. However, in some 

situations this may not be satisf~ctory (e.~. for control 

purposes this is the most important part of the response). 

KUPP'lraj ulu and Elangovan (7l) realising this have 

proposed t!1at the eigenvalues be split into. three grouIJs 
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(not necessarily of equal size) any t,{O of which can 

be neglected when working with a particular part of 

the curve only. 

5.2 LEAST SQUARES FITTING IN THE TIt1E DOMAIN 

In 1967 Anderson proposed a new method(2) which did 

not require the modal analysis of the unreduced system, 

but rather the full time response of all retained 

outputs for all inputs. Anderson has shown ho>{ his 

method applies to vector difference equations and stated 

that it may be extended to continuous time systems. 

This extension has been given by Chandrasekharan and 

Balakrishnan (20). 

The nth order model, Eq. (5.1), is to be reduced to 

the mth order system 

x* = A* x* + B*u (5.64) 

Hhere chosen states fro;n the vector x make up the reduced 

state vector x'~. 

Eq. (5. 64) for input ul may be '{ri tten out at 

intervals of a sampling interval T to give a set of 

K+l equations 

X f,(O) 
-1 
• • 
• • • 

= 

* *(KT) = -1 

A"'x *(0) - -1 
+ B'~u (0) 

- -1 

A*x 1'(KT) + B1,U (KT) 
- -1 - -1 

(5.65) 

Hhich may be partitioned to give 

(X * (0) 1 -1 , 

f~" . .'~(k'l·»)+ ~'~(:::!1 (0)/ •••• /:::!1 (kT») (5.66) 
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or x ,~ = 
-1 + B'~U - -1 

(5.67) 

Eq. (5.67) exists for all different system inputs, ~l •••• 

~, and may be similarly partitioned to give 

I i<: .,) - Af: (X ,~: 
! !::J~' - - -1' ..... !~*) + 

or !l = A"'R + B'~S (5.69) 

= (~* : .!!* ) [~J (5.70) 

!l = T W (5.71) 

where !l is order m, (K+l)J 

T = (~~t( : ~,~) is order In, (m + J) 

W = [~J is order (m + J), (l( + l)J 

The matrices Q and 'kl which are composed according to 

the above equations are built up from vector x and 2£ for 

the selected output variables to be retained for all the 

inputsand times considered,and Eq. (5.71) is solved thus: 

= (5.72) 

where superscript t indicates the generalized matrix 

pseudoinverse. 

Some points must be considered in the use of Eq. 

(5.71). The samplinrr. period T must be at least smaller 

than the smallest time constant and the overall period 

KT longer than the longest time constant. For most systerr.s 
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these two points imply a large number of samples 

(i.e. K is large) and 

(m+J) '/. (K+l)J (5.73) 

therefore matrix W is singular and the inverse does not 

exist. However a pseudoinverse does exist (S6) which is 

the best possible solution to Eq. (5.71) in a least--squares 

sense. A good deal has been I~ri tten about the geometrical 

interpretation of Eq. (5.71] in an attempt to clarify its 

meaning, however, this author believes that to discuss 

a least-squares solution is adequate and readily under-

stood. 

Nicholson has commented upon the larr,e amount of 

core store that Nould be reqiured for a system with a 

wide range of eigenvalues and a number of inputs, (99). 

Anderscn has shown how this may be reduced by post

mUltiplying Eq. (5.71) by the transpose of ~ (3). 

Anderson has also shown how the method can be modified 

if certain elements in A* or ll..* are knOlJn (4), and how 

weighting of the least-squares solution may be effected 

(5). This is done by merely including additional samples, 

50Jr,e of which may be repeats, in the area in which 

emphasis is to be placed. In the same paper it is shol1'n 

how small steady state errors may be eliminated. 

Anderson has implemented all of the above modifications 

in the simplification of 19th and 31st order boiler models 

for both the discrete and contipuous cases (6). These 

were compared to the same reductions by Nicholson's 
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method. Chandrasekharan and Balakrishnan (20) have 

compared the continuous formulation to Davison's 

reduction for a fifth order model. Their example Ivill 

be used in Section 5.4. 

5.3 OTHER METHODS OF STATE VARIABLE REDUCTION 

There are in the literature a number of other methods 

of reducing the order of state variable models. Some 

of these are rigid mathematical extensions of the modal 

methods, vlhilst others are based on statistical analysis 

of the system step response, or engineering judgement 

applied either at the modelling or solution stage. 

Mathematical extensions of the .the modal methods have 

been made by Mitra (89,90,91,92,93) and IVilson (121). 

Both these methods minimise a performance index IVhich 

measures the merits of retaining different sets of eigen

values. A functional betlveen the outputs of the full and 

reduced models is minimised, leading to a non-linear 

matrix equation which may be iteratively solved to give 

the reduced system parameters. In the case IVhere there 

is only one input or output and the eigenvalues are 

specified the analysis leads to a linear problem. Chen 

(22) has noted that both methods may lead to steady state 

errors and that for a large plant the computations involved 

may be extremely complex. 

Brown (17) has proposed a method, which unlike all 

others, minimizes the difference between the time rate of 

change of the reduced ann full models, and not the time 
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response error (i. e. minimize (~ - ~*) 2) • HO\~ever, 

the model fitted by Brown is not the normal state form 

but has time varying parameters, i.e. the model fitted 

is 

The parameters are found from the covariance matrix of 

the combined state and input vectors in a system simula

tion to a random input. Other time varying solutions 

have been given by Graham and Strauss l"S7) and Freund 

( "50) • 

A different statistical approach is that of Tether 

(114) who has indicated that work carried out on the 

minimum order of state variable models, can be extended 

to model simplification in the case of linear models. 

For continuous time systems the method is equivalent to 

determining the transfer function matrix or impulse 

res~onse which has a finite number of terms in the series 

expansion equal to those in the full model expansion. 

Methods have been developed by Aoki (7) and Kuo and 

Wei (70) which have been given the names a~gregation and 

lumping. From the full model it is necessary to isolate 

states which behave similarly and are readily decoupled 

from each other. New states are added to the model 

which are direct linear combinations of the lumped and 

eliminated variables. Kuo and Vlei have shown how 

lumping can be applied to monomolecular reactions and 

in particular the interconversion of butene isomers. 
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Coggan and Hilson (36) did a similar thing at the 

modelling stage and effectively lumped together five 

trays in a distillation column and modelled them as 

one. 

Marshall (83) has developed a method different to 

all those above based on applying the Leverrier algorithm 

to the state equations to give the transfer function 

matrix. The relevant rational terms of this matrix are 

then reduced by neglecting unimportant roots to give a 

reduced order transfer matrix which can be converted 

back to the state equations. The effect of neglecting 

roots is follovled on a visual display unit. 

Chen has shown (21,22) how the continued fraction 

expansion and tT''lncation may be extended to the 

multivariable case. 

Finally, it has been shOwn in a recent paper by 

De Sarkar and Dharma Rao (44) how the geometric 

properties of the Lyapunov function may be utilized in 

reducing the order of state variable model~. 

5.4 ILLUSTRATIVE EXAMPLE 

Some of the methods described earlier will be 

illustrated by the fol10wing example (20)~ The same 

example will be used in Chapters 6 and 7. 

The fifth order model 

'\ ~., Ko -li..A- ~J.,~ :t, )<, >t 3 

~ 'J>kLU~ j..... 4,(,. 
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f~l f3.67 0 -1.333 0 1. 333 xl 9 

x 2 0 -5.44 2.28 -2.28 2.28 x 2 6 

I x3 
= -1.333 2.28 -3.86 1.19 -1. 52 x3 + 6 

ll~ 333 

-2.28 1.19 -'L19 1.19 x4 3 
(4 

LX5 2.28 -1. 52 -1. 52 -3.86 
L
X5 6 

is to be reduced to a third order model, the first three 

state variables beinz of interest. The following 

reductions I.ere obtained 

Davison's method: 
-. 
xl -1.006 0 0 xl 3.003 

x4 = .6557 -2.6719 - .656193 x 4 + 2.99785 

x5 1. 3368 ·'3.28096 -2.34381 x5 9.0029 _. '-

[ -I 1--1. 33065 - .665832 1.33~66J Xl x2 I 

Y.3J = 1 ___ -1. 9985 0 x 4 

Xs... 

Marshall's method: 

. -. --. I -1.006 0 0 
, 

4.20863 Xl Xl 

x lt . = .6557 -2.6719 - .656193 x + 1. 81897 It 

X5J 1.3368 -- .328096 -2.3lt38l x5 5.99lt87 

[x,. . [1.33066 - .665832 1. 33~6~ Xl • ["3940~ 
x3 -1.9985 0 x tt 3. 5944~ 

..J 

x5 

- 1 r J~ _ 



Anderson's method: 

"1 
-3.51427 1.94234 -2.14407 xl 8.99372 

- .003909 -2.01141 - .001475 x 2 + 5.9998 

-2.46844 x3 6.00166 
L _ 

-1. 36951 .00966 

The response for xl' x 2 and x3 for full model and each 

of the above reduced models are shown in Fi~s. 5.1, 

5.2, and 5.3 respectively. 
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5.5 NOMENCLATURE 

A plant matrix 

B input matrix 

D Davison's modifying matrix, defined by Eq. (5.59) 

d. reduced steady state/full steady state for 
~ 

variable i 

G defined by Eq. (5.18) 

I identity matrix 

J number of inputs 

K nwnber of samples in Anderson's method 

m reduced system order 

n full system order 

P permutation matrix 

defined by Eqs. (5.68) and ( 5.69) 

s defined by Eqs. (5.68) and (5.69) 

defined by Eqs. (5.70) and (5.71) T 

T sampling interval in Anderson's method 

t time 

U matrix of eigenvectors or as defined by Eqs. 

(5.66) and (5.67) for Anderson's method 

u forcing vector 

V inverse of U 

W as defined by Eqs. (5.70) and (5.71) 

X as defined by Eqs. (5.66) and (5.67) 

x state vector 

y.. crdered state vector, Px 

z 1!- l x 
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Greek: 

A Jordan canonical form 

A' ordered~, PA~-l 

Superscript: 

* reduced system 

t pseudo inverse 

Subscript: 

u .. 
-~J 

indicates partitioning 

CHD Chidambara's model 

DAV Davison'.3 model 

EXACT exact model 

HAR Harshall's I:lodel 
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CHAPTER 6 

The reduction of order of state variable models 

using moments 

, ; 



6. THE REDUCTION OF ORDER OF STATE VARIABLE MODELS 

USING MOMENTS (\&1 

Lees (54,75,77) has shown how complex models may 

be simplified using the method of moments. This method 

has been dis cus s ed in depth in Chapter 3. Hm~ever, the 

same method may easily be extended to the state-variable 

case and may be used for simplifying multi-input-

multi- output systems. The derivation of moments 

from the state variable model has been described in 

Chapter 2. 

6.1 PROBLEM STATBMENT 

The nth oT'der state variable model 

* = Ax + Bu 

is to be reduced to the mth order model 

where 

** = A*x* + B*u 

A is the plant matrix (n,n) 

A* is the reduced plant matrix (m,m) 

u is the forcing vector (order p) 

B is the input matrix (n,p) 

B* is the reduced input matrix (m,p) 

x is the state vector (order n) 

(6.1) 

(6.2) 

x* is the reduced state vector (order m). 

In many models a large number of the states are not 
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..... 

required as outputs but contribute significantly to 

the responses of the outputs. These variables may be 

considered redundant. As an example, in a distillation 

column feed and product stream variables are important 

in the dynamic analysis of the column whilst compositions 

and temperatures on the intermediate plates are 

extraneous. The extraneous variables are considered 

to be redundant. 

This method seeks to reduce the order of the 

problem by neglecting the redundant variables Hhilst 

maintaining the original responses of the non-redundant 

variables to all the plant inputs. The reduced state 

vector, ~*, is thus composed frmm the elements of x 

making use of the physical knowledge of the plant item. 

The order p of the forcing vector is not reduced, because 

it is assumed that all the inputs should be retained 

in the reduced model. 

The matrices A* and B* must be found from the moments 

of the individual responses of all states to all inputs. 

6.2 PROBLEH FORHULATION 

The Laplace transform of Eq. (6.1) for an impulse 

is 

s~(s) = Ax(s) + Bu (6.3) 

It was shOlm in Chapter 2 that the moments are given 

by differentiating this transform and setting s equal 

to zero, to give 

A m. . + B <1>. • = -i m. . 1 
--J,~ ---:;,~ -J,~-

(6.4) 

- 112 -



where m. . is the nth order vector of unnormalised 
-],~ 

ith moments about the origin of the state ~ corresponding 

to the jth input and!. . is given by 
J,~ 

!j,i = 

= 

o 

o 

o L. _ 

o 

1 

for i? 0 

(1 in the jth rOlv) 

for i = 0 

Similarly Eq. (6.4) may be written in terms of reduced 

matrices 

A~' m"'. . .~ B'~!. . = -i m'~ .. - J,~ - J,~ - J,~-l 
(6.5) 

If the moments of the full and reduced models are matched 

exactly, the elements of m* .. are identical to those - ],~ 

elements of m. . tvhich correspond to the states retained 
-],~ . 

in x*: if the match is not exact, the two sets of 

elements are only approximately equal. 

Eq. (6.5) may be written for all the p forcing 

functions considered 

A* m* . + B* ~l . = 
-l,~ -,~ -i m*l . 1 - ,~-

A* m* . + B*. . = -i m* . - p,~ - -p,~ - p,~-l 
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and augmented to give in partitioned form 

'( * .. A'~ m 1 . 1 ••••• 
- - ,l. I 

+ B'~ (11 .: ..... ~1 .) - ,~, IP,~ 

. ( . ' = - J. m~·l . 1 4 ••••• - ,J.-" 

or A* M*. + B* I. = S*. - - ~ - -~ - ~ 

t m'~ . , ) 
, - p,~-l 

(6.7) 

( 6.8) 

Eq. (6.8) may be written for all the I moments considered 

in additon to the zeroth (i = 0, 1, •••• I) 

A* M* + B* I = S* 
- 0 --0 - 0 

A~' M* 
- I + B* !I = 

which may be similarly augmented to give 

(6.9) 

A" (Ml~ ', ••.•. "M~'I) + B* (I I I I } - (S' . 'S) - - 0 , , - -0 : ••••• : -I - -0:····· t I 

or A* M'~ + B* I = S* 

where M* and S* are order (m, p(I+I) 

I is order (p,p(I+l) 

6.3 PROBLEM SOLUTION 

(6.10) 

(6.11) 

It has been shown above that knOtving the moments 

of the selected states for all inputs allows the matrices 

W', .t, and S* to be built up in Eq. (6.11), which may 

in turn be solved to give ~* and B*. However it may be 

solved in a number of ways depending upon the number of 

inputs and the assumptions made in the solution. 



6.3.1 Exact fit 

Eq. (6.11) may be rewritten in partitioned form 

rA* 
I 

~*J ~~* 1 I 
I 

1_- , 
S,~ (6.12) ---1 = 

,_! J 

or V H = S'~ (6.13) 

Rearranging 

HT VT = S*T (6.14) 

Solving for V in this manner produces a reduced model, 

the moments of which match exactly all fitted moments 

of the complex model, including the zeroth or steady 

state. 

6.3.2 B* constrained to give correct initial rates 

If it is assumed that the complex and simple models 

must have the same rate of change at time zero, then 

since the initial rate is given by ~, ~* may be 

constructed fr'om the elements of B corresponding to 

the chosen states. 

Eq. (6.11) 

= S,', 

but if Bt, is knotm 

A* M* = s* - B*~. .. T (6.15) 

or = (6.16) 

Solving (6.16) matches not only the moments but also the 

actual rates of change of each variable. 

6.3.3. Least-squares solution of non-square data matrices 

The follo~ling discussion is based on section 6.3.1. 
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but applies equally to section 6.3.2. 

Assuming li is a square matrix Eq. (6.14) may be 

solved to give 

Consider the dimensions of the matrix H 

H = 

M* is order (m, p(I+l) 

! is order (p, p(I+l) 

(6.17) 

(6.18) 

To apply Eq. (6.17) H must be square and the following 

equality exists: 

m = pI (6.19) 

Eq. (6.19) shows that the model can only be reduced to 

an order equal to the product of the number of moments 

fitted and the number of inputs. This rule will 

however lead to conflicting ~esults: e.g. a 9th order 

model with 5 inputs (39) by matching three moments and 

the zeroth must be "reduced" to a 15th order model. 

Clea~ly the rule, Eq. (6.19) cannot in general apply. 

It has been shown above that in general the matrix 

H is not square and an alternative method is requi~ed. 

The linear least-squares method of Golub (56) has been 

used. HO\~ever as with any least-squares method unequal 

weighting of variables can occur. This weighting can 

take three forms: 
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a) high moments tend to be numerically dominant 

to lower moments, or vice versa. 

b) states may have a different order of moment; 

e.g. a flow variable would nor~~lly be greater 

in value than a composition. 

c) the same state may have a different order of 

moments for different inputs. 

It is important that each of these weiehtings is 

eradicated and in particular that the correct steaGY 

state is maintained. 

6.3.4 Constraint of B'~ to r,i ve correct steady state 

and moment weighting 

It is usually desirable that on forcing the 

simplified model it reaches the correct steady state. 

The steady state is given by setting i = 0 in Eq. 

(6.5). 

A'ft m~t~ 

- j,o + = o (6.20) 

or for all inputs 

= -A*(m'~ I I m* ) - -l,o~·····:-p,o 
(6.21) 

or 

= -A'~ M* 
- - 0 

and ~, is an identity matrix. 
-0 

(6.22) 

Eq. (6.22) may be substituted into Eq. (6.11) to give 

H ,~) 
-0 

or A* F = S* 
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and A* is.given by solving 

= (6.24) 

Eg. (6.24) has been solved one column of A*T and S*T 

at a time, thus minimising the least-squares error for 

each variable singly, and avoiding unequal Hei~hting, 

the rows of IT being each time normalised with respect 

to the corresponding element in ~T, thus avoiding 

weighting for high moments and different inputs. Once 

t:/' is calculated ~* may be found from Eq. (6.22). 

The use of the substitution discussed above and solution 

of this pair of equations ensures that the reduced model 

maintains the correct steady state. 

6.4 RESULTS 

Each of the solution schemes discussed above have 

been investigated. 

The exact solution of section 6.al was found to 

give good results when reducing a 6th order model to 

3rd order with one input. However, IVhen reducing the 

size of large models the constraint on the order to 

which a system could be reduced, Eq. (6.19) as discussed 

in Section 6.3.3 Has found to be too restricting. The 

solution scheme was therefore discarded. 

The solution of section 6.3.2. was similarly 

rejected. It was found that the initial rate of change 

Has matched for a very brief period only, and thereafter 

the reduced model found its olVn rate of change. Further-
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more this scheme would not correctly fit the steady 

state as the two requirements conflict. The 1east

square solution of Section 6.3.4 performed well and 

four examples will be given. The following is a s~ary 

of the numerical runs presented. 

1. Reduction' of a 12th order model with 2' -

inputs, the responses of which, are overdamped, 

to a ,4th order model by matching up to' thE: 

4 th moment. 

2. Reduction of 12th order model with 2 inputs, 

the responses of tvhich are oscillatory, to 

a 4th order model by matching up to the 

4th moment. 

3. Reduction of a 12th order model with 2 inputs, 

the responses of which are inverting, to a 

4th order model by matching up to the 4th 

moment • .' 

4. Reduction of an 11th order model of a binary 

distillation column tvith 2 inputs to a 4th 

order model by matching up to the 4th moment. 

The numerical data and the time responses of these 

models can be found in Appendix 2. The program used 

can also be found there. The above models will be 

referrttl to as Models 1-4 respectively. 
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6.4.1 Illustrative example 

The fifth order model used as an example in 

Chapter 5 has been reduced to a third order model by 

matching the zeroth and first three moments using the 

method of Section 6.3.4, although because of the small 
\ 

dimensions involved it constitutes an exact fit. Details 

of the full and reduced models are shown below. Time 

responses are not shown as those of both the full and 

reduced models were virtually coincident throughout 

their entire length. 

Reduced Model . 

-2;88298 

A'~ = - .000764 

-1. 52746 

-. 
8.72778 

B* = 
5.99897 

L6.06793 

1.18666 

-2.01513 

.198686 

Details of the full model A and B 

5. 

Eigmvalues:. 

Full Model -1 -2 

Reduced Model -1.01276 -2.01556 
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- .000752 

-2.53747 

are given in Chapter 

-3 -5 

-4.40716 
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Moments 

~tate 0 1 2 3 

1 ~.18353 3.20679 5.99~9l l7.6~9~ 

2 2.9753~ 1.~7595 1. ~6~~2 21. 795 

3 .105975 -1.77303 I I -~.89153 -16.2368 
I ---

(full and reduced models have the same moments) 

6.5 DISCUSSION OF RESULTS 

Hethod 6.3.~ has been found to be the most reliable 

method and to give the most acceptable results. All 

results presentad in Appendix 2 are based upon this 

method. Methods 6.3.1 and 6.3.2. have been presented 

as background to the method. 

It may be seen from the data and figures given 

that the reduced systems retain the important character

istics of the full system. There is usually a very 

close fit between the actual moments and those fitted 

to the responses (usually to three figures in the fourth 

moment). FUI!ther the eigenvalues of A* are t-lell repres-

entative of the eigenvalues of A and may \~ell be the 

dominant values from the latter. Analysis of the 

figures shows that there is goad agreement between the 

actual and the fitted time response. In the case of 

oscillating and inverting systems the peak heights of 

the reduced system tend to be less than that of the 

full. 
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It may be seen from those figures uhich ShOH the 

response of the last variable in a series that the 

reduced order curve tends to oscillate about the full 

model zero time steady state. These variables being 

the last in a series tend to be characterised by a large 

inherent time delay, or its equivalent in lags in series. 

The process of "r ordeI' reducticn involves the elimination 

of many of these lags, and therefore the reproduction 

of the time delay is not entirely satisfactory. The 

oscillation of the initial part of the response about 

the base line is rather similar in behaviour to that of 

the Pad6 approximation to a time delay. 

G(s) = 1 - -5o.TS 

1 + .STS 

The moments matched in the examples are the 

zeroth and the next four. Experience in the use of 

the method suggests this is usually the best choice, 

although good results are often obtained matching one 

less moment. 

Important characteristics of this method of 

simplification are that the correct steady states are 

obtained, that the reduction is effected according to 

a definite cl'i terion, namely the matching of moments, 

and that there are no restrictions on the inputs and 

outputs which can be retained. This does not appear to 

be true of methods based on modal analysis. TheI'e is no 

restriction on the order of the reduced model, though, 

as with other methods, the latter cannot be expected to 

represent Hell the full modei if the order is reduced 
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too low. The method has definite computational 

advantages over other methods in that a complete time 

or frequency response is not needed (this may be 

prohibitive with very large systems), nor are the 

eigenvalues and vectors required. It is needed only 

to invert the full plant matrix to obtain the system 

moments. 

The method cannot be applied to systems where the 

output to a step response is not bounded to a steady

state value, but increases indefinitely, and where 

the moments are therefore infinite. 

It has been shown that the method of moments may 

be used to reduce the order of state variable models 

and that the reduced order models give acceptable 

responses. The method is not presented as a substitute 

for existing methods but rather as a possible alter

native. 
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6.6 NOMENCLATURE 

A plant matrix 

B input matrix 

F defined by Eq. (6.23) and (6.24) 

G(s) transfer function 

H defined by Eqs. (6.12) and (6.13) 

I number of moments fitted 

i ith moment 

j jth input 

H* defined by Eq. (6.10) and (6.11) 

m. . vector of ith moments of x for the jth input 
-J,~ 

m reduced sys~em order 

n full system order 

p number of inputs to system 

s* defined by Eqs. (6.10) and (6.ll) 

s Laplace operator 

T defined by Eq. (6.15) 

u forcing vector 

V defined by Eqs. (6.1.0 and (6.13) 

x state vector 

Greek: 

1: time delay 

~ defined by Eqs. (6.10) and (6.11) 

A defined by Eq. (6.4) "'-j,i 

General: 

x(s) Laplace transform of x 

M". parti tioned matrix from l1" - ~ 
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CHAPTER 7 

The reduction of state variable models by matching 

the frequency response 



7. THE REDUCTION OF STATE VARIABLE MODELS BY 

MATCHING THE FREQUENCY RESPONSE 

A number of methods were presented in Chapter 3 

• 
for fitting a 101'; order transfer function to a higher 

order model. Many of these methods were based on 

minimizing the error in the frequency domain between 

the two models, usually by a least-squares approach. 

Frequency methods have not, however, been used for 

reducing the order of state variable models. 

The method of Levy (79) is one of the best 

frequency methods for reducing the size of a transfer 

function and an attempt has been made to extend the 

analysis to the multi-dimensional case. Whilst 

theoretically ~ttractive no acceptable results have 

been obtained, in addition to which, for very high 

order problems a considerable all.QUnt of computational 

effort is required in the solution of the many 

simultaneous equations. The method was discarded 

and Gm alternative sought. One such feasible method 

is presented here. 

7.1 PROBLEM STATEl1ENT 

The nth order state variable model with p inputs 

x = Ax + Bu (7.1) 

is to be reduced to the 41th order model vJith p inputs 

x* = A*x* + B*u (7.2) 

by matching the frequency response of selected states 
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where: 

x is the nth order state vector 

x* is the mth order reduced state vector 

A is the (n,n) plant matrix 

A* is the (m,m) reduced plant matrix 

B is the (n,p) input matrix 

B* is the (m,p) reduced input matrix 

u is the pth order forcing vector. 

The method is similar to that discussed in Chapter 6, 

for reducing state variable order by matching the moments, 

in that variables whose responses are of no interest 

are considered to be extraneous and redundant. System 

order reductio!". is effected by neglecting redundant 

variables ~lhilst maintaining the original responses 

of the non-reGundant variables to all inputs. It is 

considered desirable that the reduced order model should 

maintain all the original inputs. In this case the 

reduced model, or the matrices ~* and ~*, must be found 

from the full model frequency response. 

7.2 PROBLEM FORMULATION 

Eq. (7.1) may be transformed into the Laplace 

domain 

sx(s) = ~ ~(s) + B uCs) (7.3) 

and by letting s = iw into the frequency domain 

iw ~(iw) = ~ ~(iw) + ~ ~(iw) 
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Let u. be the unit vector selecting the jth input 
-J, 

to the system, vlith the unity scalar being in the jth 

position in the vector. 

Eq. (7.4) may be written for each of the p inputs 

iw ~l(iw) = 

(7.5) 

= A x (iw) + B u (iw) - -p - -p 

and augmented to give in partitioned form 

:x (iw») ,-p = A (xl ( iw) : ••••. : x (iw») + - - , '-p 

. However (1!1 (iw) : . ...... :u (iw)) 
-p 

..... 

(7.6) 

is a square diagonal 

matrix and post-multiplying Eq. (7.6) by its inverse 

gives each of the freq'lency responses nor;llu.lised I-lith 

respect to its input,' and using the tc>ansformation 

x(iw) = (~l(iw)! ..... :~p(iw») (~l(iw): ..... ~p(i~))-l 

(7.7) 

gives 

i<%.. ( iw ) = f! ii. ( iw ) + B (7.8) 

where X(iw) is a (n,p) matrix with complex elements. 

Let flil~) be separated into its real and imaginary parts 

~(iw) = r + i ! 
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where clearly £ and ~ are both (n,p) real matrices. 

With Eq. (7.9) substituted Eq. (7.8) becomes, for a 

particular frequency wk 

(7.10) 

Eq. (7.10) can also be written for the reduced model 

+ B* 

(7.11) 

I 

where £*k and 2*k are (m,p) matrices containing the real 

and imaginary parts of the frequency response of the 

vector x* corresponding to the selected states from ~, 

and if an exact fit is obtained they will agree exactly 

to the equivalent elements in £k and ~k' and for an 

approximate fit there will only be approximate agreement. 

Eq. (7.11) may be separated into its real and 

imaginary parts to give: 

(7.12 ) 

(7.13 ) 

~*, the input matrix, affects the gain of the system 

and is always obtainable from the full system steady 

states, tvhich are generally known. The steady states 

are given at zero frequency. 

then from Eq. (7.13) B;': = -A1, r* 
- - 0 

(7.14) 

Substituting into Eq. (7.13) gives 

= (7.15 ) 
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Eq. (7.15) relates the plant matrix to its real and 

imaginary parts and can be written for all K fitted 

frequencies. 

-w .1* = A*(r* - r* ) 1 1 - - 1 - 0 

• · • (7.16 ) • • · 
-w .1* = A*(r* - r* ) k K - - K - 0 

which may be augmented and written in partitioned form 

= A* (r·t - r* : ••••• : r*K - r* ) --1 -01 1- -0 

(7.17) 

or 

\11* = A* R* (7.18) 

where R* and \11* are (m,pK) matrices. 

7.3 PROBLEM SOLUTION 

It has been shown abnve that the matrices \11* and 

R* can be built up from the known frequency responses 

of the full system for the selected states of ~ 

retained in x*. Eq. (7.18) may be solved to give A* 

and Eq. (7.l~) to give the input matrix ~*, based on 

ensuring that the model has the correct steady states. 

Eq. (7.18) may be solved in the form: 

= (7.19) 
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The method is similar to that of Anderson (2) in that to 

ensure an adequate fit for all inputs and selected 

outputs a vast amount of data will be required in fitting 

over many frequencies. Thus in general the matrices 

~* and .!'" will not be square. Clearly the solution 

problem is very similar to that of Anderson and also 

the moments state variable order reduction, and the 

same method has been used for solving Eq. (7.l9):the 

linear least-squares method of Golub (56). 

As with the moments method steps have been taken 

to minimise the effect of unequal weighting in the 

problem. 

a) 

Unequal Hei~hting is due to:-

lOH" frequencies having a larger (numerically) 

frequency response than the high 

frequencies. 

b) some system outputs being numerically 

dominant. 

c) outputs responding dissimilarly to different 

inputs. 

The effect of weight~ng in Eq. (7.19) has been 

eliminated by solving ~*T and ~*T one column at a time 

thus minimizing the error for each variable singly, 

the rows of R*T being each time normalised with respect 

to the corresponding scalar element in !*T, thus 

avoiding weighting for different frequencies and inputs. 

This is the same procedure as employed for the moments 

problem. 

7.4 RESULTS 

A 12th and 11th order problem, each with tHO inputs, 
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have been reduced to fourth order models by matching 

the frequency response in the manner outlined above. 

The problems have been described in Chapter 6. They 

are the system of overdamped stirred tanks and the binary 

distillation column. Computational details and the time 

responses for each of these systems can be found in 

Appendix 3. A listing of the program used is also 

given in Appendix 3. 

The illustrative example considered in Chapter 

5 has also been analysed and will be given here. 

7.4.1 Illustrativs example 

The 5th order problem, described in Chapter 5 

has been redu~ed to a third order model. The reduced 

modal and computational details are shown in Table 7.1. 

The time responses for the retained variables are not 

given as the full and reduced model responses, for 

all variables,were coincident throughout the entire 

fitted range. 

Table 7.1.Illustrative example-reduced order model 

Variables retained 1 2 3 

Frequencies fitted: 

.0001 .0002 .0004 .0007 

.001 .002 .004 .007 

.01 .02 .04 .07 

.1 .2 .4 .7 

1 2 4 7 

10 20 40 70 

100 200 400 700 
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Table 7.1, Cont'd ••• 

-3.1485 1.4866 -2.0":1 
A* -0.0008 -2.0154 -0.0025 = 

-1.4657 0.1295 -2.4863 I - ~ 

""11l B ,t: = 6.0002 

.§..0101-, 

Eigenvalues= -1.0320, -1- 01"9 

It may be seen from the responses given in Appendix 

3 that there is in ~eneral good agreement between the 

full and reduced order model responses. Two points may 

be noted in particular: 

a) the steady state is al~lays correctly 

fitted. 

b) inherent system dead times are not always 

fitted closely. This has been commented 

upon in Chapter 6 and what was written there 

applies. However the responses in Appendix 

3 shoH that two variables with large dead 

times have been very closely fitted and are 

a better fit than given by the moments match. 

Other re8ponses are typical of the moments match 

in that they oscillate about the dead time. 

Analysis of the full and reduced system eigen-

values shows that the latter are well representative of 

the former. 

The method has associated with it a number of 
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computational difficulties - these are all connected 

wi th the frequency range vveL' which the model is to be 

fitted. Practice has shown that it is very difficult 

to find out over what ranee a model should be fitted. 

Clearly the fit should start near the steady state 

frequency. The difficulty is accentuated by the fact 

that each variable requires a different frequency range. 

This is particularly true of variables which have a 

large inherent time delay. One method of selecting a 

range is to relate the system time constants to a freq-

uency. A large and small eigenvalue were selected and 

multiplied by 2~ to give a start and finish frequency. 

This does hOlvever, involve a degree of judgement in 

selecting the eigenvalues. Before stating this as a 

criterion in selecting the frequency range more experience 

is r.ecessary and a lot more models need to be fitted. 

Of course an alternative is to blanket fit, i.e. use 

a \~r~~ number of frequencies. This.however, involves 

the same difficulty as experienced by Anderson (2) in 

that the arrays !'~ and F* become very large and the 

procedure computationally inefficient. It is thought 

that the good fit of the time delays referred to above 

is due to fitting over a wide range. 

It has been Rhown that state variable models may be 

reduced in order by matching the frequency responses i} 

care is taken in choosing the frequency ranges. It has 

the advantage over modal methods that the eigenanalysis 
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is not required and that variables of interest can be 

retained in the reduced model without an additional 

equation. It has the disadvantage however, that the 

complete frequency response is required, which may 

in the case of very large systems prove impractical. 
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7.6 NOMENCLATURE 

A plant matrix 

B input matrix 

i ,1-1 

K number of frequencies fitted 

m reduced system order 

n full syste~ order 

p number of inputs 

R defined by Eqs. (7.17) and (7.18) 

Ek real part of ~(iwk) 

s Lap1ace operator 

u forcing vector 

u. unit vector for the ith input 
--1. 

X(iw) defined by Eq. (7.7) 

Greek: 

I defined by Eqs. (7.17) and (7.18) 

~k imaginary part of ~(i~ 

w frequency 

Superscript: 

* reduced system 

T transposed matrix 

Transforms: 

x(s) Lap1ace transform of x 

~(iw) frequency transform of x 
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CHAPTER 8 

Conclusions and suggestions for further work 



8. CONCLUSIONS AND SUGGESTIONS FOR FURTHER l-JORK 

Each of the main points raised in previous chapters 

will be concluded here. A detailed discussion can be 

found with each separate topic. 

8.1 DAVISON'S ZERO METHOD 

Use of the Davison method for determininr, the 

zeroes of state variable models has shown that there is 

a difficulty concerned I.i th the choice of the constant 

r. The value, 1015,recommended by Davison has been 

shown to be inapplicable to some computer systems, 

and moreover if this value is used there may be 

significant errors in the predicted zeroes. 

increased from 103 to 1030 and an individual 

If r is 

zero 

monitored it is found to exhibit two distinct plateaux 

and a region of instability. The first plateau always 

gives the correct zero (at Loughborough when r = 107). 

As high a value of r as possible should be used before 

the unstable region is reached. To assist in noting 

this region two methods of monitoring the system 

stability have been developed. 

8.2 A MODIFIED FORN OF THE LEVERRIER ALGORITHM 

It has been shown that use of the Leverrier 

algorithm to find the numerator polynomials of the trarsfer 

function matrix can lead to numerical errors when systems 

of high order are analysed. These errors are not 

apparent when working with systems up to about tenth 

order. The algorithm has, hOHever, been reformulated 

in terms of the inverse plant matrix, when the resultinf. 
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polynomial· coefficients are simply related to those 

derived from the standard algorithm. Clearly the 

inverse problem suffers from the same numerical 

difficulties as the forward, but it has been shown 

that solving one problem from either end of the 

characteristic equation gives two sets of coefficients 

which may be combined to give one acceptable set: 

some coefficients being drawn from the for~lard,. 

and some from the reverse problem. 

8.3 FREQUENCY RESPONSE COMPUTATION OF STATE VARIABLE 

MODELS 

A comparison has been made between the different 

methods of computing the frequency response of a state 

variable model. It has been shown that where an 

efficient eigenvalue routine exists, and the response 

is required over many frequencies, definite savings 

in computational time can be made by first transforming 

the model to the Jordan eanonical form thus eliminating 

the need to invert a matrix, possibly complex, for each 

frequency considered. The method does however, require 

more core store than others. Solution by this method 

can sometimes lead to numerical inaccuracies in systems 

with a wide spread of eigenvalues. These errors may 

possibly be elimi~ated by placing double precision 

working in critical parts of the program. 

An area needing further investigation is the 

performance of the method when analysing systems with 
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complex or mUltiple eigenvalues. To date only real 

systems have been examined. 

8.4 SIMILARITIES BET~1EEN THE 110MENTS AND CONTINUED 

FRACTION METHODS 

It was shown numerically in Chapter 3 that these 

two methods when applied to a seventh order model 

predicted the same second order model, and it was 

demonstrated in Chapter 4 why this must be so. Thus 

the continued fraction method satisfies not only its 

own criterion but also has the physical significance 

of matching the lower moments of the impulse response. 

It is believed that the second order mOdel is not a 

special case but that relationships of the form shmm 

in Chapter 4 exist for all orders of model, provided 

that the moments method is applied to a model of the 

type fitted by Chen's method. It has however, at the 

time of writing, been impossible to rigorously prove 

this. 

8.5 REDUCTION OF STATE VARIABLE MODELS BY MATCHING 

THE MOMENTS 

The moments method of reducing the order of 

transfer functions has been successfully extended to 

the order reduction of state variable models. The 

reduced model retains the main characteristics of the 

full ona;' al thOUg;l in the casp. vf systems with large 

inherent time delays the reduced model does not always 

closely fit the full one :over the initial response •. This 
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deviation is thought to be an inevitable outcome of 

simplification. The method has the advantage over 

some others in that there is a free choice of variables 

retained, and further, that neither the time or frequency 

response, nor an eigen-analysis are required. The 

reduced models ~epresent well the full models for the 

inputs investigated, impulse and step functions. 

Other forcings of the reduced model have not been 

examined. 

There are arising from the moments work a number 

of possible extensions. 

8.5.1 Introd'lction of a time delay into a state model 

One failure of the state variable model is its 

inability to adequately represent a time delay. The 

usual method of introducing a delay is to model it with 

a series of first order lags. This does, of course, 

increase the order of the model proportionally. It 

is proposed that it may be possible to include a 

delay based on the moments state variable simplification 

method. 

The effect of including a delay in a model is to 

shift the response to the right on the time scale. 

!1oments computed about the mean of an impulse response, 

other than the first, are obviously unaffected by such 

a shift and remain constant. Thus if the vectors of 

system moments for each input are computed, as 

described in Chapter 2, and then normalised about the 

mean the effect of including a time delay is to add it 
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to the first moment only. The vectors may then be 

conver r.;e6c'" back to unnormalised moments about the 

origin and formulated as described in Chapter 6. 

The problem is solved and Ai', \o1hich mayor may not be 

reduced, is the plant matrix with the time delay 

included. 

8.5.2 Application of the moments method to unstable 

systems 

One criticism of the moments method is that it 

cannot be used to reduce systems ~lhich may possess a 

pole on, or to the !'ight of, the complex axis. It 

is thought that application of the shifting theorem 

may remedy this by moving the eigenvalues so that they 

all lie in the left half of the complex plane. 

By moving the eigcnvalues an amount a and 

substituting 

:2'. = eat x 

the non stable system 

x = Ax + Bu 

may be transformed to the stable system 

(B.l) 

(B.2) 

( 8 • 3) 

where the input has been modified to take account of the 

shift. Such a scheme for reduction is only possible 

if the system will respond accurately to a response 

other Than the fitted impulse. 
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8.5.3 Fitting part of a response only 

It was reported in Chapter 5 that by carefully 

grouping, and selecting, the system eigenvalues, 

Davison's method can be used to fit accurately only 

that portion of a response which is of interest, 

other parts being less closely fitted. It is proposed 

that such a fit be effected using the moments method, 

by making use of a generalized Laplace transform 

·T 
F(s) = 1 2 e-st f(t)dt 

Tl 
(8.1+) 

where the only difference to the normal t~ansform is 

the integration interval. 

If an anaLysis identical to that of the moments 

met~od, for either a transfer function or state variable 

model, is carried out, it is found that moments 

corresponding to the finite integration interval can be 

computed qui~e simplY from the moments of the infinite 

response, the cut off points, and the full model para

meters. It is proposed that the simplified model be 

fitted to th€.se "finite moments". 

8.5.1+ The approximate solution of partial differential 

equations using moments 

If the moments method can be used to approximate 

transfer functions (the transform of an ordinary differ

ential equation (ODE) can it also be used.to approximate 

the transform of a partial differential equation (PDE)? 
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Whilst PDE s are usually difficult to solve 

their solutions often gives rise to the standard 

responses, varying quite simply with the space para

meter. The moments will also vary with this parameter 

in a similar manner. Clearly if the distribution of 

moments is known, they can be found at any point and 

a simple model fitted to them, thus giving a time 

solution at that point in space. As a PDE may be 

transformed to an ODE the distribution of moments 

i~ space is generally known. 

8.6 REDUCTION OF STATE VARIABLE MOCELS BY MATCHING 

TRE FREQUENCY ~ESPONSE 

It has been shown that a state variable model can 

be successfully reduced to a lower order by matching the 

frequency response of the reduced model to that of the 

full model. The method is straightfortvard but does 

require the storage of a lot of numerical data. Like 

the moments method the fit to inherent system time delays 

is not always satisfactory. 

More work is required to find over what frequency 

range a particular model should be fitted and also 

whether or not the reduced model responds well to 

inputs other than step and impulse. 

8.7 CHEN'S STATE VARIABLE METHOD 

It has not been possible t.O investigate Chen' s 

state vad.able method and therefore little can be 

concluded. As the author had, however, reached a 

similar point in his work some time ago but discarded 
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the method because of the difficulty of handling 

multiple inputs, other than by a least-squares method, 

it would be interesting to know how Chen has overcome 

the problem. Further, in view of the similarity 

bet\~een the continued fraction and moments transfer 

function work it vlOuld be of interest to know \~hat, 

if any, comparisons can be made between the state 

variable methods. 

88 CLOSING REMARKS 

This work has shown that linear mathematical 

models can be successfully approximated by models of 

lower order, not only using rigid mathematical methods, 

some of which <'.re alien to the engineer, but by 

making use of principles more readily understood. 

Thel'e is stilJ. considerable interest in the field 

of model simplification and there remains a great deal 

more work still to be done, particularly in the area 

of non-linear and time varying systems. What is certain 

is that it is a fascinating topic! 
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AI.I A listing of the Levy program. 
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!: (,PAMc1 !-J 'J(,pq t NT 

r.*~+ •• *w*.** •• * ••• ** •• * ••••••• * •••• * •••• * •••• *.*.*** •• *.*.**.* •••• ***** 
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r '1~=tll''''~''i1 OF FQEQUIlNCIF.S CON5IDFR~!! 
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.1 = .1_ 1 
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~n' C1 .. r."r>! ~(', ,l·,Cr).UNA» 
f:n Tft f..n 

'~()O Cr')'<TP"!1' 
,T"P 

,t., l='i~1",,~T (:;! 0) 

~, ~n~~AT(1GO.O) 

~ C f". t·, ; / 11 0 H A tl A U I X t S S I 'I r; 11 L A R ) ,n ~"'~ATIII128H A MftTR1~ IS !LL-~ON~ITIONeD) 
~, Fno~'TI!?~ PARA~~T~qS DERIVED O~ 'TER~'rON.13) 
4' rn'M!T(11 1~2H ~UM~q~TO~ cO~~~le~NT~ ~TARTING WtTH lERO'H r~ ASCEN 

~ 1 -,j t'~ n ~ r'\ c:: ? I I I ) 
.:.. 'I r n!.'~-' "'·T t l .. ~: 1 ~. ;~,) 

4' ~n~M/TI!1168~ DE'I()"r~ATOR CO~F~lCFNTS ~TARTING WITW TH~ Z~ROTH IN 
'\ :;. ~ r j.:~' () t ~: r; c, ~ n ~ ~ I/l ~ 

~> f'~~t'\TI5;11~ PF.AL It-UGINAIIV 
~ ~~. ) 

.,~ 1:~,''''ftT 11 !'~1 ~IILL MUIIEL ~ATAIl 

~~ ."O~'T('5,.('X,f'4,S» 
VI" ~n""!,T (?i,.~ iltl)"Cf.O nq!lF.RS qEQIJ! RFD" 2", NUM~RATOR • ,131 

• ,,~ ~<~~~I~,roQ =,I~) 

?""~ ~"~"'.T(?7H· TQV USPllj DIFFERENT ORIIFRS) 
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7"!1 ,\,.,,(;(~;r), !MAGTC"ln 
.: "" r ! .. 0 Y :; 'Ill f' , I) 0 ~, n ~ , F. ~ ~ (') R 
",~rN~IO~ ~(~F),X(~A),~T(~,),~(N~,.YL(NF) 

r 
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'1t'J1TFt',-n) 

!iO'T~C'f2) 
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! ~ ' •• T., 
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1 ~ t~ (j ',1 l' j t.~ 11 t 

j q li • < '" • 1 ) G n T n 1? 

~~1=)l(~,.!.A. .. ~) 

~ " " r1" ~ r 1'1 P I. y. ( ,1 , A ) 
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~I'\ .~ 11 ,,~-'t 
l"l·l~ 

~ nF~nH~r'FWO~+CMPLX(O.,W(~).X(I) 
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~'l 1') '.1,~!) 

1~(~non'~T.FQ.')Gn TO ?1 
,J ~ t T" (:> • /,) T • n !l , V <r ) , \J ( t) 

{. ~ n ~ I' ,\.,. ( I" , 4)( • F.' 4. 5 • I. X • F 1 4 • 5 , 4)( • F.1 4 • S) 
.) ~ t \' r-!" t :..) ~ I F 

v (!, "V (t) *:>.'4159/11\11. 

'x~::~ (T) 

'./'l"~~.tn~(vs) 

\' , "'r: ) :: y ~ • 'i J .. ! ( VS) 
, (. trH~TI'jil~ 

qrT"~" 

ANGLP. FRI'QUFN' 



APPENDIX 1 

Al.2 Solution of the illustrative example 

by Levy's method. 
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-Cl ,FHIH1 F_01 
-I) ;76 n69F .. 01 
.0, 'OQtI,9F-(\1 
.":'Bt.2I1F_01 
-(\,1Sn1u .. n7. 

OIP~3~Tr~~ nFPIUEb n~ ITE~ATION 1 

(),7587(!I>F Of) 

rlq ("I.i!.~ rj:'!"r ~F~IILTS ~R(W I. F V" POIVNO"'lAt 
~F41 II~AGrNA~V , (i."~~9E ('0 -0,"851 ~"-O4 , n.1~SQ9E (i0 -O,ClI:IS1 IF-():r, 

" ,. •. ~ '. 5:)7'F 0(1 -I) ~'910H-1)2 
/, tl.H .. ~'" 00 -0.39394!'-0::-

, .', "."51\1" /If) -n,<;Qn61\~·02 

.' 1,'1~41l~ no -(),''>8:'!21F.-02 
C> .1. H 395F (10 ·1'l.'9~531; .. 01 
." 11, 11 ~~1E r (1 ·("I.?'~35F-01 
n 1,107:)11': 00 -n,311199~-O~ 

., (I' '.I. 9~on1 F-(,1 -n.ti2/.4QI'-l\l 
" , ~}.' ';Q';'t;8E-U1 -1).?9l>BF-01 . . _; ~ :'Ik~~1'}9f-fJ' ·"'.1Ii1457F-01 

~uro 

HEQIJENCV 
0,10000';-02 
O,10000t!-0. 
0,20000'; .. 01 
0,40000£-01 
0, ~OOOOE-I" 
O,10000E Oft 
0,20000£ 00 
O,HOOO! 00 
O"OOOOE 00 
0,'1'0000£ 01) 
O,10000E 01 
O,HOOO! 01 
IJ,?OOl)oe 01 
O,'OOOO! 01 
1),4000"e 0' 
O,~OOOOt! 01 

~II/EQU~NCV 

O,10000e .. /ll! 
O"O!)OOE-II, 
O,lOOOOI!-Oi 
1),40000e-01 
O,60000P."01 
I)"OOOIJI! 011 
0, '{L,I)OI! I", 
1).,51)I'lOI! O{l 
O,40000e CO 
0, "OOOO!! (10 
O.1001)OE 01 
0, nO!)O!! 01 



i ~ _; I .- I, 4 ~ 4 2 E M II? M(I';i'698H-/l1 .j. lOOOtJI! 1'14 
, t, .('. ;:>!It>SIJFMC1 -O:40483P MOl O.3000fJE 111 , ~ • ~l. 2?? 2 ~F-(l 1 Mn,'7!)73(~I)' O.4000e~ 01 
~ ;;, .,~. 1 flAO'3F-.ll .n,?12(11F-O~ O.~OO()/le 01 

n.?'~374E 00 

i:,\ r.J~!tLA '!'F7'! Q~SIIl ,S ~ IHI'" I.~VV pOLy"'('I~fAI RATt 0 
IHA I. U~;\Gt'lAPV ~III!QU"NCY , ';.'16~1F (:1) ~O,QIiQ85F-n/. O.10000e-nz 

> ".11t.(:OE 0~ -(l, Cl 6984"_03 O,'OOOI)I!~01 
~ r, ,"59()~ ~n ~n,193961'!·~2 O,~OOOOI!-O' 
" '). 11 ~9~F 01) -n,lil?R4"_n2 O,400001!-0' 
0; (, • 1 , 5 P,:3 ~ 'J i) M!\:$~151~Mn2 O.~OOO"I!-01 
I ';."~SU 00 ~n:~~II;:>5F-n7. .1,1 (1)001! ~O 
'1 " II"n?'E (If) ~(I;~9"68F_!\1 O,l'OOOOE 00 

" 
" ". I I ;!vl!, Oil M(\, ?'3993,,-1'I~ O,25000e 00 

C- " . , ~1i'PQ F Or) -[\:37747~_1)' O.400001! 1)0 
., :\ () _ (;~H4f1~ .. i)~ -1';67.111\1;-,,1 O,?OOOOI! I)/) 
, 1 " ?,1'7!)Ilr,-'I' -(),798131'.n1 O,10001'l1! I" , ) ,I _ ;t:O;l.t.9F-01 -n.1l9?3/1t-nl O,15000E ()1 
1 .~ -;\ • f.? 77RF·\);> -0. n~2' F-1l1 O.I'ooone ()1 , ,'~ ~, • ~ ~ 4 U, F. - Cl 1 -0.3Q?63"-01 ().,Oootle 01 , , .('. '''''~61i ".1)1 -1l.1?47QI'-fl1 ".'OOOO! I'll 
'0 < .1 •. 1 ~~RI'~-()l -o:~ 31 <!7~-1\2 ?~oool)e 01 



n.75SI)"57E 011 1).?1?~~aF (lO 

C,\l ~·1L".Tj:1' 'll'"~'Jl TS F~(1'" LF,Vv POl VNO~H 11 '- RATIO 
'HH ,"IA(1XOJ'I!V FIIEQUP.NCY 

('.'11)')1£ 011 -11;9"Q9V .. 04 il.100QIlE-02 
;, "."<'>01" on -o.q699?F."O'~ 0.100011£"01 
~ II.~'~Q'IE On .n.1 939 7".,12 O.<'00OOI!'-01 
I,. '~'.~15;j'lE Of) -O.38787F-n2 0.400001·1)1 
'i ;, ., , "i'. 4 E ;) il .O.58'61~.O2 O.~OOllnE.O' 
A ,) • 1 1 5.,:5 E ,JO ·O;96!\33F. .. I),! 0.1000nE O~ ... -'.11l,,)1F VI .. /).1'1~70;-O' O.<'OO()O! 00 
,I :\ . 11 ~9IH: on .1'. 2i~?f,~ .. ~1 0.15000E 00 
c' " .11\1Il9F 00 ·,j.l1?S1 ; .. 1)1 0.40000E 01) 

1 " ,,:rl 'il5~F-\l' .O,l)21:?H-01 O.70001lE 00 
1 1 n . "' r' ~.'~ 'SF -l.l 1 ·".?9'11 ... ~ .. 1)1 0.10001lF. 01 , , ., ."'~64i'F.~(l' ·1\.~Q'''1''-01 O.HOOOE 01 
1 , • () .' ~ ~!l!') n F .. I)? ,,".77]OM.1)1 o.flooon!! 01 
1 i, -"'. ;l!l4.?1f- ij1 .. n::O:"?'.ge .. 01 0.'0001)1 01 
1 <:. _'~.:>"',~40E_1l1 .. 0; 17'46u .. n, o.I-OOOOI! rH , (. .(\.1~"I'j5E'-(l, -1'l:2317'i~-n2 a.MOOO! 01 



0.7551'137E on 

r.~t rdLATFI"t gF.SlJlTS ~qOM I.EVV P()tY"lo"rAl ~. Tt 0 
~ r, At rM~GI"IAPV ~HOI)I"~CY 

1 ".'1,~(l1" 00 NO :Q~QOH.I)~ O.10000F.-1J2 
~ ').~1t\01E 1)1) -n." 1S991F.-() '5 O.100(1)!-O, 
~ r,."5~9E 00 ·O.1Q'97~·1J2 O.?OOOI)I!-O, 
" ~.'159'" I) () -(I ~ B7g?~-o? 0.4001l0£-{\1 
~ ',)."5~41; r)(\ -0 ~ sq161 F-1I2 O.~O/)Ot'l~-O~ .. ·'.~15BE :) I) .n~Q6113?E-02 o.10(1)nE O~ ., ., ~ q 4(l?!: C}O .(1~19)171)"-II' O.i'OOO()! (1) 
:\ ·1 .• 1 ;! ~ P, f ')~ .1) ~:n99"'~.(')' 0.?50001; ()~ 

" 11.1 '''29E 'It) -(! ~ H7~1 1'-01 0.1.0000! 00 
1 .~ 11. Q ~ilS' e.-rH -;\.621 n"·01 0.700001: (1) 

1 • 1\. "')7:)4,,-01 -0. ?Q8~7F-01 0.10000! n1 

" ;\. '''''''H-01 -Cl.B9i14?'I'-01 0.15000E 01 
1 .~ -:'.4fl(112F-O;> -I' ~77300f.01 0.C'0001'l! 01 
'\ I~ -'1.' ~/+77E-u1 -n .S97~~e-1l1 O.~OOOO!; (11 , ~ -1l.' ... 159"-O1 -1'1 ~'17461 ~.O1 o.,"ooooe 01 
1 " ·0.15";I.~-n1 .0 ~23175~.O:! O.~OOO()1! 01 

(I,2114626e-O'i 

·"\.1t'),"lr.I'irt~ :11 n,75~1)31F 00 (\,21?6~Of 00 

~ ~. I. r '·I!. l\ T 1= jj ~ ~ <; IJL T S ~~OM I.EVV POLYNOMIAl. "HIO 
~~4L IM~r,I'4AI!Y FPEQU'NCY 

\ ('~'11~01E 01) -Ii,96993F-1l4 O,100001!-Ol , .;. q 1111E ()~ -v:91>991F_03 O"OOOO!.O1 
~ 

.-.. 11 qo~ Clll .n.19397F_1'I2 O,~OO()"'-O1 
" r·.11~93E 0" -'),'11l187F-'l? O,1.0000e.0 1 
': ('.11~~4~ fjll -,~; 5>'11 ~1 ~-1'\2 O,6000''H-01 



< ".1I553F 00 .O.Q~1I32~.n2 O,1000(lF. 1.10 .. " 1,l.07E (1) .!'I. '9??<lF-01 O.'OOOOE 0.0 J 

" " . "~~8E 00 -(l~23Q9.r,"_n1 O.?5000f Ot' 
.~ ., 10P'H i) 1\ .(\ 3175111.0' • O.AOOOn~ ('\/1 , ., .) . " , ~~, ,,-I) 1 -n .621 2?'F-O' O.?,OOOlle 00 

1 , .~. 7~?1)4F-O' -1'.79112?F-01 (j •• 0001)£ 01 
1 ~ ". '~54i'F.-\)1 .;\.1I9 2 4 H.()' C.'5000E 01 
1 ~ .1 ~~'1' ?!:.:p -'l.i'7:!Ot)F.O' (l.?OOOOE 01 , ~ •• ~: '~477F.'l' .O.J912AF_0' o ~OOonl!' I)' . . 
'I ,~ -~.'1>'30E·{J' .n.17'6H-O' O.40000F. 01 
, < .".' SPH.I'·01 ·n .23171;"-07. O."Ooolle /)1 



APPENDIX 1 

Al.3 A liating of the continued fraction 

program. 
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~.qT~~ CHEN!S~!EH ~V ~OUTH AR~AV 

)'M"~IO~ lP!'~n),~NI1M(20).D~ND~(7n),H(30) •• (4~o),n(2Q' 
~'YF~~'aN !~T(?~l,tT~(2n) 

C"u~0~ ISTAR/I~TAa 

,:n"""~~ r. (1 ?96). BIlO ... , , HIP 

r '"' ~ i>UO\;~H' RFlllJCFS AN NTH. ORnl'R UANSFH FUNCTION Te Ut 
r ~cA\~'lr L~Ij~R nRD~Q MODElS BV TH~ METHOD OF T~UNeATED 
c "<)'IT~'."'F.D FRACTIONS, 

r CHEN ~,~, ~ S~[~H L,~" 
r INT, J, CO~T~OL 1Q70 V." N.5 717-739 

r T~" ""C;L "lV ~~ H!PUT ~I THER A~ TWe I)OLES AND ZF.RnES OR .9 
r "II.I"~H,)~ A~;D ~F.N.)Mt'l.ATOR POLVNOMtHS. THE MODel PA1UM~TeRS. 
r . IT~ T'~~ ~F~PQNSE(5TFP OR IMPIIlSE', AN~ T~f cHeN • SHI!" H 
r ·r.1FFF'~tE"T~ ~R!' 'J'JTPIJT ~OR T~F. FUI L "'ODEL. RBur.ell ORnl!R MODel 
r JI~a~FT~~S ~~, ~ESPO~SF .R~ OUTPUT, IF THF pRe~ICTfD MODeL IS 
r. '.I'J·~T'~tF' T'HT CVCLF' IS t~IlM'NATF" AND A lO:.le~ "RDl''' MO"I!L ~OUGH'L 

.-
~ '1~~~~n INPUT 15 l~ pnL~/1F'~O FO~M aND T"~ ,OllOWING DAT. IS NEEDf 
r ''''''i,,;!qF'C! tH pnL~S 
r .;~~. 'I'I"'RF.~ Or. COMPU,X POL~S 

r ';'" 'I'I'-'~Fq 0= '.~OfS 
r ',; ~r", ,!""<\F'~ OF Ct)I>1PLI;X lFRnes 
r r~~qTn TDAq~F'ER FU~CTION GAr~ 
C .~ en.,TAINS 'H~ Pt)l'S A.D 7E R OFS. THFSF AP! INPUT S£PERATLVIZ~~Of 
r ;,.~? FnLlO~E~ AY DnLE~, CnMPI~X ~OOTS MUST SE THE FIRST IN EAC~ 
• ;~~'c. J~n ~S THFY AqE I~ eO~JUGATF PAIRS IN TME ~~RM • 
r ~cIL :rl~G P~Al IM.~ -eAL RPAL.,.~ •• 

~ "'~f"=1 PI.0t,IT B AS !ojIjMFRATr-R/~"NOMINATOR PI!'JLVNOMULS All!) TMI! 
r ; ., I 1.'1' " N r, ~ H A I S t.I FE 0 t I) I 
• \"" "II"I'<F.P M OENOrq"ATO~ CrJFHICIFNTS 
r :;""'''I'''~ER M 'JIIMF.PHOR Ct)~HIr.IENTS 
r "~f" '"!,,,gFQ ()~ COF.H'n~~TS l~ tlNE ~REATeR THAN THe ORDER 
• ~ rn~TITN5 'H~ COE~~!CIF~TS, n~~nM1N.TnR ~~LLOUED 8' ~UMEQA'OR 
r I~ ~qr.Nn!~q OpnER OF ~ (ST~~TI~G WITH TNE COIlSTAN') 
r 'ITA ~~F~FD qy ~OTM INPUTS 
r T'H. ~AXI'~"'\ TlMF FI')P Q~SPON5F 

r i\T~ T!\I~ _~~aONS~ INTFRVAL 

r 

M,J, POSLFV, 
OFPT, C~~MrCAL F~GINFfRING, 

LnUGH~ooOU.H U~IVFRSITV OF TerHNOLOGV, 
E4GLAN", 

r ~~TFRYI~~ rH~ INPUT MonE 
r 

OCln(1 ,I )1o'!)Oc 

l.t~"np.eQ,I)GO TO , 



r 
r r"'~ ~;CTID~ RFACS T~ O.TA IN pnl~/ZERn fO.M A~D CONVe.TS IT Te 
r ~'''''n~T''R A'J'l ~F.NO!t,I'JATOR ~OlVNOMHLS llSINII SUAROUTINE FUIIIlLE 
r 

r 
r 

r 

r 

~ < A ~ ( 1 • , ) ~ p , " 'I N PC 1 N 7. C 

!""'1.~O.OlGI') TI') ,no 
R~~~(1 .~)(~~(t),l."NZ) 
(~rp, Tl.t.;lIF. 
-'::o~(1.~lCr.IIIST 

\;'.;~!o.:?~ 

'~"I ~'''I)Dlf(FNtI'''d;7CINZ,ZP,H,fIM) 
:J = "J 0 

.... "'I=~ . .tn.' 
l :~ .. f.,,·'!·1 

~.!"') " .1=' IN?' 
~ !r~.l.IJ-'».ENllM(JI·r~NST 

r ,,<HI '" rOLr,~. 

r 

d<~~( •• J)(7prI),la1,NP) 
C'II ~"1)~lF(OeNOI·i.~PC,,,P, Z".H,II~) 
:)~. (. 1J!1,NN 
• r 1 "I." ( ,I _1 ) ) " 0 F. 1I n., ( J ) 
j'\ 1) (., I J: fo.J ? of. ~ , ~ N 

, '( ~ .. l * I j -, ) ) .. o· 
,;n rn ., 

r T"'~ ~'CTTnN ~F~DS I~ ~AT' r~ pnLv~OMtAL FO~M 

r 
:' i~ r.' A D ( ~ , 1 ) ~l ", , jI~ ~ 

\~~ol}'!"" 

~~lnr'.Jll'r'''L.(J.'').J='.~.) 
o <.1, ~ ( •• '" ( t, r ? .. l • ( J ~, ) ) , .1 -1 , N M ) 

~r. 11. !"NM+1,N'" 
." .\ I , • I _ t .1 -, ) ) ,,(I 

r "ITI I" ~nw IN • FORM TO ~UN T"F ~FTHOD. PARAMFT~R~ AR~ SFT 
, ~ e. ~ ,,~~ I N T ~ E S U ~ ~ I')!J Tl ~ ~ S • NOT p~ e 0 A TA r S !'I £ A DIN. 
r 

r 

7 ~<"n('.~)OT.TMAX 
~ ,1 1" .I:a 1 • N N 
.l.( •• L. ( .f -, ) ) "A ( 1 .. L. C J -1 ) ) I A (1 + l. ( ~ 11- 1 ) ) 
, ( , • ' •• ( .1 -, ) ) ::.~ ( it + L • C ,I -1 ) ) I ~ ( , "I .• r 'J ~1 .. 1 ) ) 
.~1 I"; 1 .. ,.1. 

\, \ ( f. l. ~ ( ,1 -, ) ) ,. 0 
lip T T ~ /7. P. pi 
rCS:h~1"I 

r DP I':T .. 1 
~J\It:'.t,)~ 

~=(I 

'11 1" 'or'.? 
~" 1~ .'=1,fJN 
v= ... ' ","l 

,<; ,r~) .. u t.L-CJ-1)) 
,,' '11 =1 .'J'!f~ 

:::> .. -; ... ( ...... /;::., ) 

~ 'HI'H'(II'n; fORMS RHUCEl\ r~O[\El PARA~eHPS FIIO"! THE H COEFFIIHENT 
r 



C,~II IUCKP.OU'H("" ,t"?,NNP,A,H,IP~!NT) 
I' 

, [r ~ P "f! ~ TI p t F S \' S T!; t-l r ~ HE I) reTE nTH t s SF. e Tt 0 NI!: M I SS E I) 
r ,'T~P""1 ~F T~E TlME IHSP')~JS~ !~ r.IVFN ,. 

t~('S·~~.~Q.n)no T" !O 
'~""i~t?,'t;~l 

i~n T,"'; 1 (\ 
·.t· r;0"'!'T!,~qc;: 

..; ,. a: to..; ~I 0 .,. ~ !'of !( 

<. '\.= ~ * 1(' .. ~." ~HJ P. 
~I" ~':IkI.1 

l:II~~~.[O.I)Gn TO 1~ 

' ... ,,, t,,',~ 

'\l"j .. ( •.. 1~1 ,tH! 

(~It' +"1 

" 1f' .. I.w(J-nl",H(U 
'~n ~7 '::e!~fl. 
~ r: ,? .! 1Ifl' • ,.. t~ 

'7' \ ( ! .. I .. t .t -, ) ) = 0 

,. ·)''''il~. THE SySTF~1 (tllj)"~ .:'NIl ~FT"RN TO 8ACKllOUTH TO 
r ·~nt.:pIIT" r~F PARAMI';T,!OS. 

r 

rf"l~T~\;T={'\ 

!o<~,,~ 

1 f· :jt..'C'!lt·:"!f~.' 

, ~'''''d''!' .. 1 
[·("".~.LT.!)qIJP 

·.I'IT"I'.11)tl 
:.;"1. T" 1 ~ 

. ~TilP 

"~?,. ~ T t 4 J 'i \ 
, .,.) p" ., T f '(H :l • 11 ) 

• 'npNAT('JM\~UlL MUn~L "~OPDE~ ,f3,1111) 
,. F"'"'~T(//lI?''''' Q(OIlI:F'O Moon OF (lP~ER d'!-./lI/) 
11 :"\O~~TI"~ TMI~ SY~TEM IS UNST48LF'1 

;,;: \1 "" 

';il~qcl'lT!~. ~!!O~lF tr.,vC ,k:T, 1D, A ,41) 
,H·.'F7;~!1)1\ ~n),lP(~,,,,C(M",~CM1) 

r T~l~ <;~r;ME'H O~G~~'~FS Tl'f MIII.TfPlYIN'i OUT OF ~ T~"'I::H'I\ FUNCT!() 
(' 1'1 P(11 t/ZEPI') HlRM TO A RATTO OF T'~I') P(llVr-.O"'lAl!l 
r 

(~(~~.r).nl GO TI') 1 
~' ~ = ~.? 

ICI~.wr.?) fiQ TO 3 
·\,~\,rln " 7P(~-1l"( + lP(O."2 
\r').~(~) = -2.0.7~(K-" 
,.(".rr~) :: 1,1'1 



'.l.T~r " .~ 

~ )"(K.c~.KC) GO TO 1 
;,'1 T1 , 

~ ,"'\ ~ zP(v·') •• 2 + 7PCy)*.2 
1(?) ~ ·2.~.ZP(K·" 
'~n) ., 1.0 

;"T:I ~,i+r1J-' 
(;~! l. nnJ'lLV(A,B,C,M,N'!PT) 
·1 ::: t 1)1 

.n,' S T"',M 
" \/1) :: ~(Jl 

~ ~:!t ",' + 1 
,«(.r,,..<T) pfTI)R~ 

TrCK.cQ.I)nO TO 7 
,1 (, \ , •• ~P(~) 

f~(') 'Il 1.1') 

.r D'f=:~"'I\: .. ' 
nil noo) V(,\,Ij,C,M,\;,IPT) 
~:, ~ i 0 Of" 

,~)\ ,.",;., 
".AII) :: CCll 

';1) Tt) '* 
? Af~),rCII :: ·ZD(~) 

4I'\,rOI :: ','1 
,~: • , PT,; ? 
~ '"\ T I' ., 
C ~.j f) 

',; II"~ P ,'I i! r 1 rq: ;:! 0 r~ l. Y ( I, , a , r. ,v., '" ftP T) 

:' T '. ~ ': ~ ! ~ " A ( : \l , q ( N) , C Cl PT) 

-wle Q"~~C~T MIJLTI~Ll~~ TwO POI.vNnM'.LS A,p OF LFN~TH M,H 
" ., ~00~ A T~IR~ POlVNO~tAL C C~ lF~GTk IPT. W"e~~ IPT IS SP' 
~ ,~ ~.~_. ~. '"" USc~ 

.,.~ I ,,, I • 1 n T 
" ,~(r) c. n.n 

I ~ '= ,,\ 

:) Jr. ~ ,!C., 

I" = 1~"1 
lorJC.JT.!PT) ;;r;:nJP~, 

!~ " (\ 
~ I.! ,. 1".1 

TeIH.'r,T."l GO Tn , 
lO :: ~ 

to. TC\:!tr .• ~ 
)en"'.';1',"') 1Q TO 'I 
!«II~+I~),~E,IP) ~O Tn , 
~I,lr) ~ ICI4)*8(IB\ • CeJC) 
<.,n 1'(1 ~ 



~!ln~"'1TtNE ~ACI(110UT~(N','I2."I1I1._.H.IPRtNT) 

~'4p~~1n~ AfN').hCN2J 
~nl •• n~ I~TAR/I~TAq 

~ TWI~ ~=GME~T GIVEN TME CH~N~ ~~tEH H rOEFFICIENTS FORMS T~F 

r ~",1~F~~IHDT"G Rnl)TIl A~~AY HOt-' WHICH T"Ie TR~NSHR FUNCTION 
r ("r~n,.t;;>JTS ,QE Fl'ltI)'O 

:.:".: )"':PjO_~ 

iI.: '.I)(n: ~.I'.J QI-1 
lelt~~'~T.FQ."GO TO R 
I") I" 1 T t! ~ , N 1 

, ;(!)=n' 

U I.l ~\ 
"r1 ;> v",, t-' 
'=1.-1 

, ,\(tI~vrtl*,\tl"') 

t::zl .. ", 
t '! ., 1 
!..,~ .. ~ 
·"I~1 1, \;,=',1..1002 
!;,t~.1 
I, ?!'l .. I .. '" 

1;(L':~Q.1)1'=L1.' 
~I'l l JOI'.LI 

, ~rl+l*(J-l))~A(!+2+L·(J·2))+H(t)*A(I·'+l*(J·I)) 
'j!) Tfl A . 

r>q41"',? 
1')(1 t. .I "', , rHlR 

~ .(I.L.(J-\')~A(I.L.(J·')/A(I+l.(~NR-.» 

)t t~·' 'J T J ~! n t: 
<' ~ , T .' ( ., • ,; ) ( A (1 • L. ( J -I ) , • J ", , N N R ) 
,aTT~('.7)(A(2+L·(J·l»).J.',~~~) 

0'1 1:~ ,101'. ~IN~ 

l~ !C(~(I+l.(.I.'ll.LT.O)ISHR'" 
q t:' T 11 i4". 

~,~'1iM~Tr4n~ DENIJMIN.Tnp STA~Tt"G WITH Z~ROTH P~W~R,II.(1X"!'6.6 
9 F0~~~T(IIII'?H NUMFRATOI1 STAPTtNn WIT~ ZER~TM Pow~~.II; 

I (1x.4e16.61) 
~ '1'" 

~ • I'!~ ~ '111 T I "F e d S H A ~ [ll ~ T ( N • ~ • ~, • ~ • 0 T • T tot ~ X , )( , V r C 1 • ~ 2 , t N T • ITS, N ~ • N' Z, 
~ 'P' F ~, " , I) N A C K 1 ) • 0 01) • X ( N , 2) , Y ( N 1 • C 1 (r ~ ) , HI T 01 ) , IT S ( ~ ) 
~'l"!"'M r,(1,,'I6\ ,O<J(V,) ,tt~P 

r ~UI~ ~'6~ENT GIvEN THE RDUTW A~RAV T.K~S T~E TRANSFER FU~CT10N 

• (T4F ~'O~T TWD LI~PS) ~Nn PUT~ tNT~ THE BUSH C'~OHte~L FOq~. TW! 
r ~T~TC "~QIARLE ~npFl IS TH~_ U!~n TO ~'VE THE TrM~ RESPON~F 
~ Iq'~G ~l'BQI)UTI'F MATINnQ 
r 

:)'1 1 t'~1 f N*I\: 
~ (:(1'\1:111 

)~ ? r1r' ,i\j.1 
~II (! ,.,,1 

? : IT • 'I. " "., 
1"(N)~1 
~.~ ~ ,1 .. 1. 'I 

~ ~(~.~.('-")=-A('+N~.(J·')1 



)q 4 .1,.1, N 
I. )(ll"A(?~2.(J.'» 

r 
~ ;y= ~T'P QF.~PO~SF IS GIvEN l~ IHP.O A~D T~~ IMPuLSr IF IMP .1. 
r ro: '~I!"r,,, 0 T~E A~jAl.VTIC SOLIJTTO'l IS G1Ve~, 011 n 
r 10 111"; " , T~F. PIJNC,F KUTTA INTFGUT!OIl. 

r 

fMO,O 
f ~I!~r,:lr, 

·~'~"!·1 
'~'!')I:~~.~ 

·~~.h.I~;,.?*r-J 

.:.\1 I. ,.!Ttl,r,R(lRtlr'(J,~,OT,T"'A)I,~" ,~~O.N,!,lC,V,C' ,r.,IN?,ITS,~,!T5," 
, 4 .. ~, n 

~'I~~r,!JTlr,1; ROtlTHAP~.~V(N' ,"I2,N~,A,M) 

)TM~H~!DM A(N,),HCN~) 

r T~l~ ~~G~E~T ,GIVEN TH~ T~~NS~ER ~UNCTION ~UMEII~TO~ AN~ 
C ~<'HH'''HfJ~,FORMS T~F ~OtlT~ ar.AV 'NO CO,",UTe"l TH" 
r t~"~ ~ '~I~H H COE~~ICI~NTB. 
r 

r 

L~'.~;~-1 

!. ~ = 1 
L1~NN .. ~ 
'1 ~ , ,,, ~ , L 

l'=-I.' 
1 C (1,'. FO.') L1 =U~' 
~"l?.I"".I.' 

, ~(J+t.(.I-'»::j\.(1-2H'J)·A(J-;n/'(I"''''.(I-''''L·J) 
(',IT;:(),"') 
)n, ! .. ,,~~ 

~lr).lrl\I.(I·') 

'jQIT~r~.(.) I,HO) 
''il!''II~~1 

• ;~~P'T(IIII"H H PIRA~ETFRS C~LCUl.TEO FRO~ ROUTH ARRAV,II,10X 
, '4~ NO. CnEFF!CF~T/' 

~ ;1'M~TI'?W,!2,~M,E'~.6l 

t; 11;' " 

.~" ~!>:) "T! ~ E M A T I ill G ~ ( , R U ~ G , N ,0 T , T M A )( • N 1 , N 2 , !It! , x, V ,.., , '" J N v, I N T , f T ~ 
I \ T • I ~ • P r; I ~ T , Z , F , F T I 
'~~L Mr~~),MINV(N" 
!IT'!~'!!l!O!,; INT<II), ITS(N) ,XeN') ,VCI\I) ,AT(N3) "e(N) ,!lEINT<N1) 
" n' ~ '! ~ ! n.., 7 (',,, , F OJ) , FT PI ) 
~')" .... '" A(12961 ,IlIJ06),J~? 
fHt\:ttl 

~ f1 t' .. (: n T c' , N. N 
A.) ·1 , r T 1 " ~ r I ) 

I ~ Cl ~111H1. EO." liO TO 70~ 

!~IN.IT. !)GO TO 90n 



r 

r 

~ H l t" ~ I RH F ~ 5 E C" , A( 1) ,t 11 H n ) 
C511 r.n()p~'SSEOI,A(1),tTS('),YC1),V(1),AT<1),fVS) 

le"et) 

r Tcq ~(\I> FC,I!H ~()OTS 

r 

r 

~" 5 '''','1.1 
.) ~ ~ .1" t +' ,!II 
!~16~~(V(!)·X(J».qT •• 1E-O~)GO TO 5 
t~(V(".EQ.-Y(J)._~D.AR~(Ytl)'.GT •• 'E·09)GO TO 5 
'JQ!T~1'.7) 

J ~ ,).1 
'-,'1 t:1 (),)() 

;; C"'lrIM'I~ 

r i~~T tO~ ~OMPL~X EIGFNVAluFS 
r 

r 

(1') ~ ,,,,,N 
It (~n~(V(!l).LT .. 'F,·n<l)(lO TO 4 
!r(T)~1 

,;,'\ TI'l ~ 

~ !f'(I)=" 
1 t::f')r.JT! .. HIF 

r ~n"p,;,!,~ FIr,E;'VFCTO~S 

C 

r 

'):1"'" ,:::~,. ~ + 7. fJ 
':~Il .,.O~V<:(N,NR07.,A,M,l(,y,AT) 

rAI.'. rLoACI«N,A,M,V,tNT) 

r ,!'I',P"'!':: P'V~RSf J;!,,~~'V~CTOPS 
I' 

r 
f 
( 

'''I I') '::1,111 
I') t1 0 ,I -= 1 , N 

J ·"~V(\~~.(J.1»).O.O 

'''I '" ,,,,,~I 
1" "'~V(I.~.(J-'»).'.D 

I " = , 

')0 rj,'lt, I:"N"~ 
~~n .Tr~'.r):M(') 

U.II <1,SillV!; (r~,Nl'lv,f\j,NA,NA,TN,!),!D"'r,R!,'NT) 

~!'I <.;;~, 1'" ,,,,.N 
,; 'I' .f ( J 1 = A r ( ~ 1 + ! ) 

CA! I IfT,..I.(MINV,8U,7,N,N,1) 
l..'I·'\~l rf)'.,TT"pl~ 

tHPfl."O.1)f.O TO 7'CJr' 
lerIMo'S,5~O,52' 

~?~ 0DIT~(',~??1 
~ )., t.~n~·T r "l1!F' 

.... 11 '011" t =1 I 'J 
'r~~ _T(~'.T).f(l) 

'loIT;",,'O(lO) 
r,,·!'lT 

, 1 T~T"~T 

I. f =, 
rOil ·!~1~"2.13 

1"!)". 1/, Y'Sl'."; 
IC(ll.l1<'l~ ,.0.,100 



"~ Jr(lCIII.FD.')~O Tn 15 
~1'le7111.~XP(~(I).T) 

roil 'r!) ~ t.. 
,~ ~=F~O(VCl)·Tl 

<;"VIII.T 
I' ( I ) = ? IT ) .. R .. COS CS) • '- (! ., ) .. R" S PI ( S ) 
.(I.I)~_7.(!).R.~I~/~)·7CI+').~.r~~(s) 

1111 ti".11 
1 t... r: (I'" ,. ! ~I j, ~ 

C~II qT'I4C".F.~T.N,N.') 

r 
r l'uIT-. 'IMF RESPons~ 

'.' 
: 
r 

;:: ~T =(\ 

')r\ 'f"()/~ !t:',"; 
,n"& •• Tz~FT.~T(!).4T(N1+ll 

.~ 0' rE I , , ? 0 n t) T •• E T 
!eIT-TPAX)II.".B 

I? 1)<1?~ '.',1' 
I ~ill. \I(1?R.10' 

'"' 1./l~rl).Eo.')GO TO 2' 
e ( , ) ~ 7 ( ! ) • / ~ X P ( II ( 1.1 .. T ) -, ) III CrI 
,; ~ TC' 'I, 

;" ~=e,!DCY(.!).Tl 

1 ;j ., 

;JiI 

r; ;> 1 

, i 1+' 

I·, ,-)" 

VI"Vln 

<;:v/n*1' 
~~Y/'I.V(J)+~(!).xt!} 

r(')=~(I).r( V1'SI~(S!+XCll.rn~(~»*R·X(t)/P+Z(f.').(X('I.~r~(S 
1)_ vl.rnS(S».~+Y')/P 

~(I+'\=-~(ll·«(~(').SIN(SI. v1*eo~rS».R+V1 )/p+lCI+').Cc V1.S'~ 
'(~\+IIT'.CD~(S).~-X(I»/P 

ll.-I.! 
r n 'I T t tJ 1I F 
~f\ T.n 14 
'HI'lP 
'!~'TFr'.:;;>t..) 

r;fI TII "2:~ 

'!~'TI'I;.".7G2) 
i"II") (,(I~ T=1, NotN 
"11)""(1) 
T~I'~Ir.=., 

'~"\ ~ N +1 

IrrT'·o.'c.nr,() TO 71(1 
.',ipHFO.S;>?) 

~n 7'-". J:'?~' 
',~ (; I~ Y ( t \ :: f} 

nr. Tn 71" 
,," ':~'T~I'.~~4) 

"r'! "1, ,~<,.'" 
7" ,1I'''Polln-'' 
'":'1 t.: ~ ~ f"'IT 

U I) =~ 
Tr(p!I~IG.FrL~)GO Tn !\ 

T"TT,:n 
. I r- IT'· I ., ,. ? M, 0 ) 

t1\-' fotll ~4~llt'lC:CM' ,1NIT,H,)(,Z,V) 
rpTT::t~ 



r 

r;:T:-:i 

,I', ~n~1 r~?,r" 
~n0~ ~rT:f~9~~III.F(1-'1 

!JQ'T~I;,?nn~)X(I),F~T 

l<tHO.i.!:.THA)(IGn Tn i'oS 
~ j~:)~,IT1.'JII': 

et~'rIH'''I 

7 ","\P"H(/IIIR~ fOlIA 1 ~O(';TS FO'.JNrI) ,c ~n~~.TI6X,I~,5¥,E,n.,) 

'0~ ."P"~TC~(~~.!3.F'?6» 
~,~ f~~~~Trllll"H STFP INPUT!II!) 
<)/. F",".,orrIII11?H Jr-oPIIL5F. ~~SPON~~II!n 

·07 C0~MtT('."'~IIN~F-~IITT' T~T~GRAT!O~III) 
'~0n ""py~9/?5~ TIHF Fr/) 
I~~~ Cn'~I'I?E'A.6) 

~ .. ;~ , 

,!"'RPIIT IN~. F'40l'PVI", V, OV) 
·blNFHqlnN V(M),DV(Ml 

i~!1 1 \="~~ 
: c' P'''. ",~ .I)AO TI) ~ 
~v (1--') ,,"IICI) 
!:r Tn 4 

T 'IV tI .. ~ ) '''I 
" n f' ., ,I t;' r f.J 

Si'U~~(!+~*(J-'».V(J+1) 

nV(I.·'~~UM.Dytl+" 
:~ ~ ,. U ~-~ ~'" 

f: t" f'; 

, 
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0, '~I :'5IlF 1)6 

n, 7r.'JI.'rr' 05 

('< 31 ~~.nr'F 115 
r •• f:Or.('·/ll\F no 

"',1 () • 

I 
7 
~ 
I-
~ 

~ ,. 
r; 
Q 

1 (' 
, I 

1 ~ 
q 
H 

~,~~I('AII' 01. 

f" 1111<11) l.F 04 

0.BII}!l7E 0'1' 
0.1.(197001; 01. 

O.3?~I)O~F 06 
0.0(1)000" on 

r.O~fFtCE"T 

n.9I)OOO!)F 
-Cl .4137329F 

III 
00 

-O.3671"'ile-01 
1l.617 .... 9~ 00 

-n.?B380 F ,,'-
·/'.170 453f (Ill 
/\,~I}U4H 11"-

-O,;H:jQIl34F-OI 
-~.'1f,?05F cq 
t),i'I'\~QI8F-O' 

-",524950F ('5 
-(I. ~~Q43~ F-~'I\ 

0.7853690: (It; 

(I. ?1/,f>78E-03 

0.5897Ho; I)~ 

O.M.B4IlE 1}2 

tl.)1I11.27E 0" 
O.A361.00f' O~ 

O.OI'lOOOOE on 
n.()()ooooe on 

O.499510~ 1}5 
0.100000£ 01 

O. AS1'70H 116 
O.100000! 01 

o.OOOOOO! Il/l 
O.OOOOOO! 1)/\ 



1!.~~ ... ;OF.03 
t.~"71'~"'F_01 

n.ln~7f.\7E· ,n 
0.'QL~Hr ·J2 

(J.I;>I(,~P,~ 0;> 
t, ,I ~47~7F-n~ 

- 'I • '101 '1;". n 1 
c,.1 n{)(:nl'~ 0' 

fI.n(,l't~~F on 

O.6t\7 Q31E ()4 
.. O.714678e-li~ 

• 

O.1?8 Q6C1!, 04 
O,'I"OOOI"lF 01 

0,1 4MFlOF ()~ 
n,()l)lJCOI'IF 00 

T·l~ SV~TF~ IS U'ST~~LE 

-o.,-,3 60H O? 
O. M)OOOI)E ('Ifl 

O,156H8E 01 

0, 4(H!/,91 f 01 



1\.1nIlOI)O~ (11 

',i'''r. PT(1P ~URT! ~G 1.:1 TH 7F"P(lT~ PO','rl> 

G.',0.h,F.D1 n.'~9B9QF o~ n.nnOOOD~ on 
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'1~~TCp ~O'i~~TS MET~OD FO~ TR~~S~E~ FUNCTIO~ REDUCTION 
;)1 '; ,; "I<: ! "N ~ ( 20) , (, ( "0) ," (41) ) , ~ ( 41) 0) , Cl ( ? 0 1 , E t 2 I) , W (21) 
~ , .. ~ I 'I" .. A ( i'1) 1 

r •• ~ •• ~.+.*w.~.~* .. ·* •• ~* ••••• *** ••••• * ••• * ••• * ••• * ••••• ~*.* •• * ••••••••• 
" r T41~ o~ncp.A'~ C(1MPlfTI'S THE MOMF~TS OF A GIv£N MATHE"AT·IeAl 
~ 'In~:L "'D ~ITS TO THFM A 'R.N~FF~ FUNCTION OF THe USER'S ~~OI~F. 
r TwC '·(I~~I. PAkA"E'fPS APE' F1TTFIl TO THF MO""NTS I)$P/G ROS!N8QOCI(lS 
r i4tl~.r.IJ~~Fi. 

r 
r 0HA P~OIJlRfDI 
r ~ 11'\;> (1'1T p~ F QF TMOI-'4 (NM, /AO~D 

r hl<; ~lloDLlFS T!it "" ~1()"'F.!liTS nF THF MODEL, IN U)OIT10N TO THF 
r .<rnT~. ,~o STnoES THFM IN T"F .PPIYMOM. THIS AR~AY MUST NftT 
r ~. ~IMc~51"~EO GQEIT~Q T~.N ~n. 

rc, I" <;'''''1'; 1" E '·100 f: L (r." ~, r,) 

r T~I~ q~61'~~T. A1V~~ TMf CUQR~~T VaLUE OF T~E MOD~l P~RAMFTFRS 
r ~.,.n.,"r, :'! ~~R~V X COMPOTES THF Mn ... ~",TS OF THE fITT!'/) TIIA'Jc;req 

r 
r '("",T~OT ItH\!E ~(1R ~I')nl:t P~PA'oo!FTFPt;. 
r ~.'tlW~~ rnN,TRAtNT n~ ~OO~I P~Q1MFTeRS. 

~ ,,,,It:)~~P CMISTP~I~T f)N '-lOOt=t PA~AMCTF.RS. 

~ pr~~~~~' IJPtTTE~ BV 
r 
r 
r 

r 
r 

~I.J. !lnSl~V, 
DEPT. C"~MtCAL ~N~INF~~I~G, 
l'JI!(;HIIO~OI.!(!~ IJNIVI'''SITY OF THHNOlOGY 

~ •••• ~-~~ •• +*~ •• ~.-* ... ** •• * •• **.* ••••••• **.* •• * •• *.** •••••••••••••••••• 

r..~' l. ~ ~ TI~O~~4 (fIr; .I~OM I 
1~f":f-I! 

!;n 4 p.~,M 

I, "'f'AI'>(~ ,7)X(f),r.ct).'dll 
~f \t ~ :: N'-t + , 

~: t\rtM: ... (~~"" ) 

l.l=-1 
·.'~lTr:no.?O) 

(A 1.1. .'11)'.1 C (",OM (~) ,,~ (1) ,N~l 1 
C".II p"~,;~(M.f.l.20'),1 ,BJ,F,Y,r"H. W,NM1,NA,NG.A,I),f!) 
.I 0 IT. ( ;, , I. n) (x ( II , 1 .. 1 , "I ) 

:,'1 i'L\I!. '·:);'\1=1. l~',),:.I3) 

':. ' ! ~ I T ;- t ., • " 5 ) "r.'~ 11 ) , C G ( Il , I =1 , I, ~ 1 
·h~lTf.!~.~(l)F 

~,.r,p 

." <'H' ""1' ( 31'i 0 • I)) 
? I~ i:!" P i~ .\ ,. t ~ H 1 ) 
,. ~~OMIT(I!II?I~ SIM~L~ Mnn~/ MO~~~TS.I,4E'6.6l 

~~ ~"C~A"'CIIII~7H FRPOR IN ~A'CH'NG MOMENTS-,'16.6l 
~r ~"'MAT("I/~ftH SI~~L~ ~O~!I. P~R'MFTERS .,4E16.6) 

~; ',I I, 



r 

r 
r 

r 

'; Ill> Q "11,. I 'I F ~ F. T 'l 0 f·' 4 p~" , .~ n M ) 
" T •• t '" ~ , rH.' A ( .. 0 r, ) , tl ( , (,0 , , ,~ r ~I V ( 40 n) 
on.1 ""','(;>(1) 
I \; T;:~, r: ~ {)I I T P IJ T 

X I 

r ~Nn RTnRES T~EM IN A~R~v ~"~, 
r 

• ~6TA ~FQIIIREnl 
r ~"n~~~q nr SYSTEM, 
r la"' 'i'It'~E~ ('IF PIPUTS INTO SV~HM, 
r "",,,""'.10=0 11~ MO'1P!T~ W~ICH U" 'f0 lie FfTTFII IN A!lllfTION TO THe 
r !=n:1T~. THl~ "'UST F1UH rH!' "'IIMIlF.~ OF PARr.I'ETEj:tS IN TI1F 
r '~')t)~L ""le" IS 1:=II-IG FITTEI'l, 

.; = 0 t '\! T ~t ~ T R , X 
~;. ::: r ~I~)' I" \4 .l. r q , ~ • 

H~IIT= ~F.LF.Cren HiPlJT, 
,"'roli~ .,. SELECTFD nUTp'.!T, 

C, , A " ( ~ • 1 ) ~j , t " , 'I M 

~~ln(\ '))«('(IAN*(J-'>I.J=',~).J=' ,~) 
~oQ"(' .')(t~(IA~.(J_')\.J.',IP',la"Nl 
P • ,I ~ ( •• ~ ) ! ~I P 'J T • nUT tI i 1 T 

"~'i;::(:J,?t) 

f.~,II_ '_I~'Tr~'AT(N,N,~I?,A) 
·!i"TC'f','~' 

C • I I '.I 0 t T f " A T ( 'I , I P • N T P , 'I ) 
~:\ ') (: f eo. 1 , t.! ),: 

:; .... ,~.ff~\'(f~~n 

~ '1 ~ 1 ! = 11 , ,~ 

-.J 1 .i I "'I \1 ( 1 ; IJ * ( f. • ~ ) ) .. , 
(I,ll. '1,~(\LV~(A.APIV.t!,~~,~2,' ,~. '~,IT,MO"1) 
't(l"'~',I..,~ 

I, C 4 I l ,: ~ fl'l ~1 T ( ~: , 1 • N , At" Ij ( , ) , " ( , .. N • ( r N PUT'" ) ) • A (' ) ,0 , 'I ~ R ) 
Cl-I! .r~·"~,~I'~(~(').~IjfJ. •. tl1).~.-1 ,~~Q) 
'~,"'l ~ T~;, It,M ... , 

-:.:' .. l ... ~ 

"'11 CD·'IJ"'.T(I"I.N,~1~VC1),A(''''''.(I.;n),~('''N.(J.,»),O,'''RR\ 
, (<I I < " .. A S II > ( z. !) IJM , A ( , .. ~. er - n ) , N • n , N R" ) 

::~ ., t::1, ",)M+, 
c' ""·"(.I\,.'«(lI'rpIIT"~.(!_'» 

'0 T • e ( ? • Ii ) (l'J r p tJ T , I '" pI! T , (M 0 M ( I ) • T = 1 , N"I +' ) 
~;n ~ ti f =~ ,~'1I"" 

" ~(I) ",'1(\;.'0) 1:·:0"(1) 
~p " I"~ r~ 

~1 ;"q(!'~~(T~ 

~~Mr~lm~(~\-A(~)·B(?) 

"n,,(~\~q(4)·'·~(3)·~!2\"2·~(~) •• ' 
, ,., \ ! " I ? • , ::> l 1.,0" ( I ) • I ", • N M ~ , ) 
;.; F T!I \.~ "I 

': "lqr't":(?,"'> 
::. T (' P 
.: I' ;l t.~ (I, T t ~ T 0 i 

, ~f·~~AT(4r'0~n.O) 

., ; n 'ii.'" T, I I I I ? (\ H n () I~ F. 'H S F 0 q III J T PUT , 1:'> , , 3 H IJ I T ~ t N P lJ T 
'; ~ '1" "." ( I I I I ,? ~ ~ L A fIT M ~ T PI X. ~!'J ~ lJ L ~ P. , 

d3,/4F.16.I'.) 



r 

r 

·, ~~~~\T(f'9'1 NOP~ALtSEO MOM~~T~,1,4~16.5) 
~, FnDM"lffll,~H PLANT ~ATRt~) 

)~ ~"OM~Tlflll'5H !~PUT MA'~lx' 
I! ~I '"' 

~11",r,"il"Tt-:~ r.Al\(GH(~J,t.t,'T,':,l(,G.""~(]~) 

~;::.t ,.n'q',) 
:ll'~ ~",~ ! .,,"' )( ( N ) , (1 ( Ioj ) , ~ ('J) , CAt. C M 0 M ( ,n) 

" r.~1 L 'lI)D>t (~,)(,C.At.C:·OM) 
'T; c ~ {\ 

:)\1 l. !:t~f~ 

'.''<'11=V./()+' 
~ .~~ .(~ - r.Lc~nM(I)/MnM(r 

... ! I I> n ,~ , I,. ~ ~J ~ 14 PIT F:' r~ A T ( I\l , .., , N M , A ) 
:} ,. I.. r; 'j '; 'I"P; b ( ~lrO 

',1ut'1-;::<',') 
:11) ~ !,.,. N 

;, . '" r T r. I , , ~ ) T • ( A ( I +.l • ( J ., » , J -1 , M) 
:" ~- rl!~ ~I 

~;I"~"·.IT.p'F M'Jr-FI (>.1,X,CALr,MO"" 
~T,.r~(!ON X(M),CALC~OM(') 

1~ ~ ~ i 'A 1 t [,If" , r., 3 

" ~'IIR q~SI'FNT EVALUATES THF FIDST 1 NORM.LT5ED MOME~T5 OF 
• T~. (1 .~) pnlVMO~IAL P~TIO T~ANSFFR FUNCTION CORRe,PONnING Tn 
r i"r r""nl'~T t100~L I>A~AMETERS STOII~tI l~ .RR&V X, Till' CALLCUl.4TEO 
,.. ':'''';·~F'·1'~ ~r~t: sTnr.:Eri ,,.! 6Rt',V C.,leMnll.. 

" 
"~y(1) 

',1~'«" 
(~""a\:{~' 

'~1"'t4~ ... ;'q 
~ ? :# ') 0;,' ~ ... "l -It ~,f' .. , ... Pt :t 

,~'l '4 ~ ... e. " .. ~,,: " _ ~ • .\, * N'I 

~ 1". t f.'~ n ~.~ ( 1 ) .. q 1 
I~·.'\ Lr;-;n~," (?) ~~?_f.4''\ .~'t 

': a , r. t'''' ~I ( ~ ) "t M ~ - 3 • r., 2' • H 1 + i2 • i·11 ... 'if ~ 
'.( c"r If., ~ 
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Q r'l'.1 " 
, n.nOOOOile 00 O,100000! 01 O.OOOOOOE 01') O,I')OOOOOI! 00 

O.OOOI)O'lE (1) O.!)OOOOOF nn O.OI!OOOtlE 00 

r, I") ~J ,. , (1. '1no·100e 01') O,OO\1000~ no O.11l0000e 01 O."OOOOO~ 01'1 
I). !)OI)(\I)OE Ot) I)~OI)O()OOI' nh O.OIlOOOI')E no 

Q."t·.1 " ~ I). 'V10.j;) 0 I! nn o.ooonnoF ntl O.OI'lOOO(\E on O,10(lOOOP 01 
n.oooo()()F. On 0,1)00 0 011" no O,OI')OOOI)! 00 

q" .J .. t. ,).OOI)I)OOE on (I;OOOOOOF. 1)('\ 0.01l0000!! 00 O,fllll')OOOI! on 
n.' nOIl~)oe 01 I).OMono!' 00 O.OIlOOOIlE 00 

p ·~'l = ~ ., • () (\.).1 0 0 ~ on 0,,)000001' (\rl o,ol'looooe 00 0, nooOMl1! On 
(j.onl)!'lO,1E 00 o,1noOI'lOF. 1)1 0.0110001')£ 00 

~ '~.1 ~ "\ :). nnOf),)OF 011 O,OOOCOOF on O.o~ooon~ 1'10 O,nl'lOOOi'lE on 
II,OOOO.10e (1,1 O,'lOOnOOE no 0.100000£ 01 

~ YJ • 1 _O.~81250F. 0'" .,'.331 (l87r: 0'1' -0. (l1l142H 0'1' .O,IIB 70:H 0'" 
-0. 'l'1)34?OE .) 5 -O,4n9'1'nnF 1'14 .0,8364(1)£ Ol! 

~", , '" 1 (').Gf)OGODE on 

1;1 .. , , :: , .. ).~n')1)0~F. ';1') 

Qc :";',! '" 
, ,1. ()O~OQ\lE CO 

Q., A • f. o.or),1000E ,,0 
qi'l...1 = 'i !l.Mlnnon~ ')n 

~ (1 './ " ~ (I, H51)OOE (11, 

o I~ !.I ,. 'I' .1\ .1)I'B3H O~ 

·'!~ .. !O'iT<; ~')' OUTPUT 1 WITH INPUT 1 
".""1,0 00 ·n.?53313~-01 -O.2~?on7E 01 

'\! ~ ~ ,.; ~ I, t r. ~ ~ ~I! I) M E ~; T S 

".lnll~n~. n, -O.22Pqryn! no -n.?~'3Z6F O? 



O.115387E 02 

'~PI E "'n~.1 ~:O"'F"TS r.., nnr·,,·H 01· -I). ??~Or,(lE 00 



APPENDIX 2 

A2.l A listing of the program for the 

reduction of state variable models 

by matching the moments. 

- A2.1 -



~l~<;TEI! MO"lENTS REllllr.TlON ltAST SQUARES2 
R~AI. ~OH(400),MO(20D) 
Dlto1E,j~ION AINV(16B1) ,X(41) ,V(41) ,I)C1681) ,SOlOO) ,R(2000) ,!IIH41) 
OTMFNstON KX(41),FT(41),8(400) 
DfNFMSION TEXT(10) 
EQII!V~LENCE (MOM(1),X(1»,(MOM<42),V(1»,(MOM(83),FT<1» 
cnNM()~ A(1681).BU(41),IMP 

r •• ***+* •• **~* •••• * ••• * •• * •••• ~* ••• *** •••• * •• ** ••••••• ** ••• * •••••••••••• 
r 
~ 
~ 
~ 
r 
r. 
r. 
I' 
(' 

r 
r. 
r 
~ 
r: 
c 
c 
r 
C 
c 
C 
r. 
r 
r 
f 
r 
r, 

T~IS p~OGRAM REDUCES THE ~TH OR~eR STATE VARIABLE MODEL WITH 
I" INPUTS . 

X' ,. AX + BU 
yn THF "'H OROE~ STATE VARIABLE MODEL WITH IP INPUTS 

X'* = A*X* + S*U 

AV.USING ,HE METHOD OF MOMENTS WIT~ 
A" T~F LINEAR LEAST SQUARES MeTHOo 
cnRRECT STEADY STATF VALUES 

DATA RFIHJIRH 
Na n~nER OF FULL MonEL '''= r.jW~IHR OF INPUTS .INTO THE MOOn 

EQUATIONS SOLVEO 
AND THE B* MAT~IX BUILT TO 

~= OR~ER TO WHICH THF. MODEL IS TO RE REDUCED 
NM" "liIMIHR O~ MOMENTS TO BE MATCHED III ADDITIOIl TO THE ZE.OTH 
(MP • PA~A~ETER FO~ SV~TeM TIME RFSPONse. SET TO 0 FOR 
STeP 4N~ TO 1 FOR I~PULSE 
A= PLANT MATRIX 
R~ FO~ctNG MATRIX 
KY TS AN HTH ORDER ARRAV CONTAINING T~E ELEMENTS OF X WHIeM ARE 
rn RE RETAINED IN THE REDUCED MODFL 
T"AX~ MAX. TIM~ OVER WHICH MODEL'S TO BE INTEGRATED 
D~=INTFGRATION INTERVAL 
q q. THE PRODUCT (NM+1)*IP MUST NOT BE lESS THAN THE REOUeED ORDER 

~ A~SULT~ OUTPUT 
r T~F COMPLETE MATRIX ,THE EIGeNVALIJfS AND EIGeNVECTORS, 
r T"~ TIME RESPONSE _ND MOMENTS FOR EACH INPUT tALL IS 
C WqlTT~~ OUT FOR BOTH THE FULL AND RECUCEO MODELS. 
C r~~ L~4~T SQUARES ERRORS ARE WRITTEN AND ALSO 
C p~n~R~M AND MATHEMATICAL ERRORS. 

~"nqRAM WRITTEN BY M.J. BOSLEV 
DEPT. CHEMICAL ENGINEERING, 
LOUGHBOROUGH UNiVeRSITY OF TECHNOLOGY, 
ENGLAND. 

e ••••••••• • ••• ··*.·················.··· •• •·••···••·•·· ..•.••••••.•..... 

r, 
C ~~AD l~ SYSTEM ORDERS AND FULL PLANT MATRIX 
C 

r. 

~rAI)(1.' )M,t~, IP,NM. tMP 
R q!l (1 .:n ( (A ( I + N * (J -1 ) ) , J'" ,N) • 1"1 , N) 
R~An('.?)Dr.TMAx 

C CflMPIITF PARAMETERS FOR USE rN PRO(!RAM 



r. 

!DFAn.3 
I~IIN(j,,{) 

!'~~"" H-10 
"JU>=N.!P 
NI.='JM+1 
:-:"1>"'1 P*N4 
NI"\=M~N~P 

'lQ=! P .. N~'P 
i'!'P ... I.,P 

'~'=M·M 
r~?;>"2",M<' 

to=, 
\,jotTt:(2,1101 

C U~F MATINGR FOR THE fULL SySTEM 
r. 

r. 
c 
c 
r 
r 

r 
r 
c 

r 

4 

" 

N'=N*'J 
r.',:N2+7 .. " 
I\;';;:N*NI. 

01~4t=1,N2 
,~'NV(I)"A(JI 

~.T1Nnp 4R1TES OUT THE PLANT MATRT~,COMPUTES THE elGENVALUES 
ANn EIGENVECTORS AND THEN COMPUTeS TH@ TIMe ReSPONse OF THE 
SV~TF.M ANAlYTICAlLV(lRUNG=O)OR BY RUNGE ~uTTE (IRUNG-1) 

C'I f M~TINGR(lRUN~,N,OT,TMAX,~1,N?,N3,X,Y,Q,A'INT,KX,R,KX,R,R,BU, 
, , FT,I)!,IREAD) 
G~ TO(~,'O,R,10),te 

~ •• ~ IN ANO wRITE OUT B HATR))! 

~ R~An(1.2)«~(I+N*(J-1»,J·1,IP),1.1,N) 
'JOfH(2.112) 
C'I( IJRrTEMATOI,IP,NlP,B) 
1<=<' , 

R 1~(iEFQ"3)IE.4 

r C"MOUTE THE TIME RESPONse FOR EACH fORCING FUNCTION 
r 

, 1 

'0 

p 

r 
r. 
r. 

r 
r 
r 

n 

1 I. 

on 10 ~ .. 1.tp 
WH,Tf.(?,11S)1( 
on 11 1=1,"1 
R>I ( I ) "R ( I + N. 0.: -1 ) ) 
(,'1 TO ,S 
C ~HT I NilE 
rl'l 12' 1,,1,111;1 
.~ r 1 l=AINV(!) 

1~(TF."FQ.4)GO TO 9 

RrAn Till ANO WRITE OUT VARIABLES O~ INTEREST 

~ q n (1 , 1 ) (I( X ( I ) , I'" , M) 
l.I ~ 1 Tt ( 2 , , Cl 0 0) ( K)( ( I ) , t", , H ) 

P'fr ARRAVS TO ZERO FOR USE IN THE PROGRAM 

no 13 1"1,~!t'l 
Q,J)=O 
<; ITl =0 
00141=1,NR 
R ! I ) =0 



~o PJ,,' 
c 
r C~MPUTE THE INVERSE PLANT MATRIX FOR use IN 
r DCTF.R~tNING THE MOMENTS 
C 

r. 
r. 
r 
r 

C 
C 
C 
C 

15 

1" 

1 1\ 

2O 

D" 15 1 .. 1,N2 
A.NV(T)"O 
D"1/,,ra',N 
AINV(I+N*CI-1».1 
C~LI" F4S0lVECA,AINV.N,N2,N2.IN.D.tD,IT,8U) 
[C(fT\·1?,18,18 

D~TFRM!IIE' THE MOMEN'TS FOR eACH FORCING FUNCTION IN TURN 
~~INQ SUBROUTINE OETMOM 

j)(') 19 Nf=1 rI P 
on '-0 r='. N 
~" ( , ) • tIC 1+ N. (N F -1 ) ) 
C~I.l ~ETHOM2CMOM,N,NM.AJNV,NF.N5.N2) 
[c(M7..EQ.3)GO TO 19 

F1R 'THF FULL SYSTEM THIS SeGMENT SETS UP THE ARRAVS Q AND S ANt 
s'npE~ THE lEROTH MOMENTS .OR STEADV STATes. IN MO 

1)(') "1 J 1=1, N4 
J=NF+TO .. U1-1) 
0" "1 1:1,M 
P"KJ(t t) 

?1 O!l+H.CJ-1>\I.MOMCl2+N.(J1-0) 
0'1 ?? .11 =1, NM 
J::r..r+1P.J1 
Dn 22 I"',H 
I?=KXIIl 

~~ S'I+M+CJ-1»)z-J1*MOM(12+N·(J1-1) 
D'1 24 1'.,. M 
I ?=KX,I!) 

24 M~·(I.M.(NF-1).MOMCI2) 
1 Q C"NT I NilE 

1:(MZ.FO.3)GO TO 550 

~ F'1R THF FUll SYSTEM SET UP THE ARRAY ~ 
C 

on:ll31,,',IP 
~~ R,!+!o*(!-1)a1 

c 
C pOFoARE ARRAYS FOR THE LEAST SQUARES SOLUTION TAK!NG 
r ArCOUNT OF THE STEADY STAT~ CONDITIONS HELD IN MO 
r 

C~ll FPMUMTCM.NMP,IP,MO(1),R(1),AC1).O,NRR) 
C~lL FP~ASU~(A(1),Q(1),A(1),NO,2,NRR) 
CAll, TRAN~AT(A.Q,M,NMP) 
C~II. TRANMAT(S,A,M,NMP) 
C"II. FMOVE(Q(1),AINV(1),NO) 
C"II FMOVECA(n,R(R()1)'NQ) 

r snlVE TME lFAST SQUARES PROBLeM ONE COLUMN AT A TIME. 
r. E~r,H QOW REING NORMALISED. THE ~UellD NORMS ARE COMPUTED AEFORE 
t ANn AFTER SOLVING. THE COLUMN BY COLUMN SOLUTION 15 STOREn rN S 
r 

'l" 'il)n .I=1,H 
')'1 S01 t ",1, liMP 
q"=R(~nO+t·NMP*(J-1» 



r. 

I~(PQ.F.Q.O)GO TO 505 
AI!)=' 
on 50, K=1.M 
~'''I+NMP*(K~1) 

5~2 QIK21:A!NV(KZ)/QQ 
GrI TO ~1)1 

~1l5 /1,1 n=n 
!)'I SOI\ K=1.M 
!(?"I"NMP.Cr.~" 

~n~ QI~2)=AtNV(KZ) 
'i01 C'lNTI.',IIIE 

EIIC=O 
f}<l 107 t=1.NMP 

~I);> Ellr:-EIIC"'·(!) *A( J) 
~1Ir.=~npTCEUC) 

:501 C"~!T I 'HIE 
"17=' 
C~I.L I lSQ(NMP.M,1,Na,NMP,M.M22,Q,A,8U,INT,EPS,IT,R) 
IF (I Tl?C; .200,17 

700 cnNTlNIJF 
"<"'+M.(J~1\ 

~I)O CHI ~MnVE(BU(1l,"(/.jE),M) 

r T4F RFnUCEO PLANT MATRIX A* IS FORMED FROM S AND THE e* MATRIx 
C FDOM A* BY MULTIPLYING THE ZEROTH MOMENTS.B. IS WRITTEN OUT 
r. 

c 

C~I.l T~~NMAT(S.A,M,M) 
W~TTE(7.26) . 
C\i I. FP"IUMTCM,IP,M,A(1),MO(1),et1"O,NAIO 
C'I.I FPMASUS(B(1), OUM,B(1) ,MIP,-1.NAR) 
I~", TEt 2.21' 
"'It WRITEMATCM.!P,MIP,Q) 

r sn !lp PARAMETE~S TO ~ETURN TO MATINGII FOR THE REIIUCED SY!lTEM 
c 

f~ . ., f~ 

I~=O 
le", 
I~FAlls4 

G'I Tt) 78 
Q M1=' 

l~qITF.(?.66) 
G'I TO 30 

'i'iO C,'NT INI!F 
Q Q Q r; C!1t<T It-IU F. 

Srn!> 
17 \'/<1TT(11.32)M2 

1< (M1.. NI'. 2)STOP 
I,JQtT(l2.2020) IT 
w~ITE(?2021)(INT(ll,I·IT+1,N) 
~1'''P 

25 'J"TTF.tl1,33) 
~Tnp 

, F:'RMAT(20tOl 
, F~PMAT(400FO.O) 

'10 F0RM,T(16H FULL MODeL DATAl II1 , 
~1 F~AMA'(1122H LEAST SQUARES !~ROq .,E16.6) 
?~ F"AMAy(1SH1REOUCEO SYSTEMIII) 
?7 ~nRMAT(IIII'7H FORCING FU~CTION MATRIx 8*11) 
~6 FftRMAT(111112H REDUCED MODeL MOMENTS/I) 
~? F"AMATCllI7H MATRIX.13,12H IS SINGULAR) 
,~ F~WMAY(III'17H DIMENSIONS WRONG' 

112 FnqMAT(III?6H FORCING fUNCTION MATRIX all) 



c 
~ 
~ 

C 
C 
~ 
r. 
c 

'15 F~pM~TCIII~~H TIME RESPONSE FOR FORCING FUNCTION 
100 ~"RMAT(111118H RHS EUCLID. NORMS) 
~n1 ~"AMAT(llfI19H RH5 ~UCLID NOR~ -,,'6.6) 
'i.~' fClQMATC1H1) 

1nDn FnqM~T(IIII?3H VARIABLES OF INTfR,ST-,3013) 
",,,,~ FnQMAT(I\i!) 

'020 FnAM'T('4~ ~ATRIX RANK -,14) 
~n~' Fn~MAT(18H USELESS COLUMNS -,2013) 

E:..I~ 

.1311) 

S,,~p(lI!T1NE I.LSQ(M.N.l,MN,Ml,Nl,N2l,A,B,X,lPIV,F.PS,reR,AUX) 
DIMFMSION ~CMN).B(ML),X(NL)'IPIV(N),AUX(N2l' 

1 

THt~ ~~GMENT SOLVES TH! LINEAR LEAST SQUARfS PR08LEM t I.E. 
H'N/MIIES THE EUCLID NORM OF 8-A)(, WHERE A IS (M.N) MATRIX 
~ Gf.N. AND B IS (N,L) MATRIX. THIS PROGRAM IS GIVEN IN DPTAIL 
ri, T~F IBM 360 SClfNTIFIC SUSROUTIN!S MANUAL. THE METHOS HAS 
A~FN <HI/EN ay 

G.GOLua.NUMERtSCHE HATHEMATIK,VOL7,ISS.3(1~65),206-216 

1< (M-N)30.1.1 
p,v.o 
lrNI)"O 
D''1 4 K=1,N 
IOIV(l(hl( 
tI~O 

Iq'''F~().1 
I~~ln=!FNO+M 

n·~ '- !"IST.rE~D 
2 ~"Il. ~ (J ) • ,u n 

AIjX(~)=H 

I e<1I-PIV)4.4,3 

l(<>rV::1( 
4 CIIH 11111 F 

IQp!V''51,31,5 
~ Sll;=SQRT(P!V) 

TOt=STG*ABSIEPS) 
l'~::' *~ 
I~T=-'4 ,,'1 ~1 K".1. N 
In"r'lT+M+1 
I nin"I~T.M-1( 
I"I(PIV-I( 
Ipl)lI.R,6 

" H"o\ll)«O 
4il)(IK)"AUX(~PIV) 

A'\l(I1<'.DIV)·H 
1~"'I·M 
0" ? I=IST,JEND 
J"H·III 
H,,~<l\ 

Art)=ft(.J) 

7 A/J\=~ 
11 IHK-n1,.11.9 
Q STr,,,,O 

0"1 10 IcIH. tEN/) 
10 SIt.RSll;+A(t).A(I) 

S!(;"S():lT(SIG) 



1~(~Ir,-TOL)32,3Z,11 

" fj,,4I1H) 
1~(1l)12.13,'3 

12 STG=-~tG 
13 IPIVIKPIV)=IPIV(l(l 

IPIII( K) mKPIV 
B=H"~.~IG 

A(!~Tl"'RETA 
n=T~:~/(SrG.BETA) 

J~W.K 

A 11 X I :' l ,,- S I G 
1«K-"l14.19.19 

14 PTVsO ,,,"'0 
J~T.K.1 

I( D TV" .1 C; T 
on 1R J=JST.N 
1~:ttl"M 

~=O 
on 15 IsIST.IEND 
P=t·IIl 

1S H~H.A(!)*A(!I) 
H"'AFTA*H 
Oi1161=IST.IENO 
IT=J+II1 

H, AtlTld(lf).A(I)*H 
1I=15T·IO 
H=AtIXCJl-ACII)*A(lll 

.A'iXCJ1=1I 
lC(H-PJV)18.18.17 

17 P'V=K 
1(0Jv=" 

18 C()'1TIl/IJE 
19 O!'! '1 .I-K, LM.l4 

~'"O 
1 rl,11)".1 ."1-1( 
II=I$T 
o,,:!d r-J.IFND 
H=H+A It 1) *60) 

~I) rr"II+1 
H,.~FTA*H 

IT=I5T 
0" ~, ,=Jt!FND 
8IJ,="Ct)-ACII1*H 

21 1t=!t.1 
I~R"'.1 
I .. N 
L"l=f.+!Ij 
PIV .. , fAIlXC2*N) 
0" '2 I(=N.LN,N 
XIKl"~IV.S(Tl 

?? l .. r.~1 
1r.c~-n26.2I' .. 23 

?, J<T=(N-1'*M+N 
n() '-5 J"'Z.N 
J nllgr-M-1 
K='1+\I., -.1 
P'V",/AlIX(IO 
K<r=!(-I\! 
I~"TP!V(KST)-KST 

I ~T=2-.1 
011 ?5 ~"1. l 
H",I\CK~Tl 



;)t. 

25 

~" 

H 
~8 

29 

~O 

~, 

~? 

c 

I~T .. I<;T+N 
Ir.'1n=T!>T+J-, 
pzJST 
on :14 l=tST.IEND 
1'=11+1-1 
tt"~-A(!"'Xt!) 
I=I<;T.1 
II=T·,I'I 
l(fl)=l((II) 
X(It)=PIV·H 
K"T .. K'lT+M 
I ~T",rl+' 
I ~N 0=0 
()I) ?9 J.' , L 
I ~"'!)= IF NO"'I 
H~I} 

I c(I·I-Nl:?9,29,Z7 
on 2/\ l"ISTdEND 
H ~~+A (1 >*8 <t) 
I~T.IC:T+M 

P;'!lCIJ1=H 
R"TIIROJ 
I ~R-=-;> 
R~TlJ~'" 
Irg"., 
ReTURN 
I~R .. ~_1 
R"TIJ~\l 

~ III r') 

S"RROIlTtNE ",ETMOM2CQ,N,NM, AINV. !p,N1 ,NZ) 
D'~FN~TON QIN1),AtNVCNZ) 
Crl'lMON A(1681) ,8U(41l ,[liP 

C T~t~ ~FGMENT COMPUTES THE MOMENTS (ZERO,H uP TO THe NH MOMENT) 
C 0- TH~ SYSTEM 
~ x' = AX +B 
r 

0'11 ,"1,N 
1)lll=n 
D'l 1 .,::t.N 

, Q'I)=-AINVC,+N*CJ-1»·BUeJ)+Qet) 
J ~ 1 
0" ;) 1(::2.NM+1 
D'~ :? 1=1.N 
Q t I .. 'j. 0:-1) 1 =0 
on 71=1.N 

? Q(I+~*(K-,»,,-(I(-').AINVCI.~.CJ-1».QeJ.N.CK-2».Q(I+N.(K-')' 
W"tTEI? .3) I P 
01"1 4 1=1,N 

4 W~'T"(?5)I,eQ(I+~.(J·1»,J.',NM+1) 
RrTtJRII 

, F'1R~AT(1113QH MATRIX OF MOMENTS FOR FORCING FUNCTION,1311) 
5 F~RM~T(/6H ROW .,13.4E16.6/(9X,4E16.6» 

11 FnRMATtlll119H NORM~LISED MOMFNTS) 
f. ,! j\ 



c 
~ 
r. 
r 
r. 
r 

Si!RiIOIITINf MATlNGR(IRUNG"~.OT,TMA!(.",,.N2''''3.X.Y,M,MINV,rNT'ITS, 
, AT.IC,REINT,Z,F,FT,IX,IREAn) 

R"Af ... (N2) ,IHNV(N2) 
DTMFN~ION INT(N),ITSCN).XCN1).YtN1),AT(N3).ICCN),REINTCN1\ 
D'MFN~rON ZCN1),FCN),FT(N) 
C"MMrJ'" AC1611n ,BUC4" "MP 

T~J~ ~FGMENT COMPUTES T~E TIMF. RESPONSf OF THE SYSTEM 
)('=AX+8 

BV T~i ANALYTICAL METHOD OR (IF IRUNG.1 OR EQUAL ROOTS ARE 
F()IIIIDl I'IV THE RUNG!: KUTU METHOD 

r~()Il"O 
\f(IX.NF..O)GO TO 2000 
IJ'l1 TI: (;? 502) 
nn 50n ,=1,N 
WP1TE,2.5(1)1,(A(I+N.(J.1»,J.'.N) 
I 'I ~. 0 
on '600 1=1,NoN 

"'00 ~HIl=A(!) 
1~(N.GF.3)Go TO 2001 
ll{,,:> . 

C"MPIlTF EIG~NVALURS 

~O1)1 en"T I NU!' 
C~I.I ~POIRHESSECN,A(1),INT('». 
Clf.I ~paRHESSe(N,AC1),ITS('),X('),Y(,).AT(,).rVS) 

W'"TF (2. 504) 
\J~ rH (2, 5(3) 
on ~in 1=1. N 

?Q1 W.,rE(2.202)1,~CI),V(I) 
1r.(Jef) 

0" ~ 1=1,N-1 
!)" 5 ,)=1+1.N 
1~IA~~(I(I)-X(J».GT .• 1e-06)GO TO 5 
1~(V(I) .FO.-YCJ).AND.ABS(YCI)!.GT •• 1E-09)GO TO 5 
WoITf'!'.i') 
Iro·' 
1"=' 
R<TI/qN 

5 C'lIH I "11/" 

1r(IR"NG.EQ.1)GO TO 4000 
D'I3 h1,N 
I' (~R~(Y(I».lT •• 1E-09)GO TO 4 
1;'(1) .. 1 

G,' TO ,~ 

I. 1'.11)100 

I C~NTI"'"F. 

~1~or:~J.N .. 7 .. '1 

C"! ~4QRVS(lj,\I1l0l.A.H,)(,V,AT) 



~ALL F4BAC~(N,A,M,V.INT) 

14" t TE (;I.. 50S) 
on ~,1,t, !=1,~ 

J.I~ IT E (2 • 501 ) I , CM (l .. N" (J .. 1 ) " J -1 • N , 
Silt'> r."NTIIlI/1; 

cnMPUTF INV~RSE EIGENVFCTOPS 

I)nOt=1,N 
i'l~ ° .1=1,N 

o MTNvr'+N*CJ-1»=O.O 
nl1 1() 1,,1.N 

10 M,~v(,.~.('-1».1.0 
, '! '" 1 
N·\","+l,I 
0/\ 0.,0 T=' ,N+N 

oHP A·(N1.',cM(!) 
C~IL F,.OLVE (M,MtNV.N,NA,N4,IN,D,ID,lT,REINT) 
W"f.I':12.1000) 
1)1) 1')01 I",.N 

100 1 ~~'TFI2.50"I,(MINV(1+N .. (J-,)"J=1,N) 
Orl 0 ~1 ",:1.11+ N 

Q'l1 MtTl=ATrN1+!) 
IY,,1 

4000 C'''~T INIfF, 
I ~ ( I RII!lG. EQ.' ) 1)(:2 
RrTtlRN 

~n~o l>rlX ~Q.2)GO TO 700 
C·~I t. IITM4(MINV.BU.l,N,N,1> 

"Ill) en'JTUIIIE 
Icrl~Q.EQ.')GO TO 700 
I. (Tt1~ \ ~. 520,521 

~'n W,ITF./7..527) 
S:?~ C M.I T 11111. 

r,,-I)r 
11 "~T.OT 

L' .,,1 . 
I ~ ( , ftP ) 'I , , 2 • , 3 

T'''~ ~FCTlON CALCULATES THE IMPULSE RESPONSe 

B i'l<'! l' t,,',N 
1 0 111.)101,11.100 

1tlO 1"(Jcrt) .FQ."GO TO 15 
~"'=1(1)·EXPCX(I)·T) 
r, ... TO 14 . 

1~ R~~YPIX(I).T) 

~"VIlI*T 
~(')~7(').R.COSCS)+Z(I+1)*R·SINIS) 

~lt."=-Z(I)'R'SIN(S)+Z(I+1)·~.eOS(S) 
1')1 I.' :-1.1 

14 C"~T!'1t/E 
Cu I. IIT~4(M.F ,FT.N,N,') 

~"Te 'IME RESPONSf 

Ir(\II",r.nu·1 
IJ ~ , Tt (l , 1 71 T, I CO U 
:4 'I T H (2 • :s 0 (\) 
WaJ'EIIREAO)T,(FTCI).1·1,N) 
~QTT~(?30')(CI,FT(r»,1·1,N) 

NT'~~=N!NTC(T-TMAX)/OT) 

lC(NT'''lE''' .8,8 



T~!S ~ECTION COMPOTF.S THE STep RESPONse 

1:? 0'120 !1I1,N 
IfClL>102,8.103 

1n~ 1~(tr.(!).EQ.1)GO TO 21 
F f ll:7C!)*(EXp(Xe!).T)"1)/X(I) 
G'1 T!) 20 

21 R=FXPIXC!)*,) 
Y1"V(1l 
" .. v Cl l*'1; 
P=VC!l_Y(!)+X(J)*XCI) 
FII1:7Ct).« V1'StN(S)+X(I).COS(S»'R·X(I»/p+Zer~1)*«X(I).S!NeS 

1). Y1.COS(S)*R+V1)/P 
F'!+11~RZ(Il*«X(I).SIN(S)· Y1*eO~(S».R+V1 )/P+!(!+1).« V1.SIN 
1(~).K(ll·CQS(S»'R-X(I»/P 

1 1'12 II "'.Lt 
2() C"NTI "liE 

Gn T,O 14 
STOP 

~21 W~TTE(2,524i 
(ir' ,TO Sil3 

T»J~~F.r.TIO~ DOES THE RUNGe KUTTA INTEGRATION 

?on w~r'E(Z,702) 
on ~01 le' • ., • ., 

"1)1 ,Un::M(!) 

,~1 =N+1 
r~(IMP.EQ.1\GO TO 710 
I~~TTF. (7..522) 
DIl ?rH 1=2,,.., 

704 XIIl=O 
GIl TO 711 

710 WQTTEr7.,524) 
~ i, 71' t " 2 • '" 1 

711 X'T):otl',(I-ll 
71~ a~I\T 

Xlll=O 
P ClRtlwu .EQ .O)GO TO 8 
1':IT=O 

705 CtLl F4RUNG(M1,INIT,H,X,Z,V, 
1\lIT=1 
IrOU:Tr.OU+' , 
WQJTEt,-.'~)X(1),ICOU 
W~ JTE C? 300i 
i4~ITE( I'READ) ()C( I), Ia1 ,N.1) 
\I Q 1 T El? 30 1 ) e ( I , X Cl + 1 ) ) .r ,., , N) 
NTl~Eu~INT«X(')-TMAX)/DT) 
1~(NTjMf)705.8,8 

A CIlNTINUE 
RnIlR'J 

7 F"~MAT(ffI18H EQUAL ROOTS FOUND) 
~OS FnR~AT(111123H MATRIX OF erGENVeCTORS/) 
~04 F~QM~T(II/I'9H SY~TE'" EIGE~V4LU~S') 
~n~ F~RMAT(15H VARIABLE REAL IMAG) 
202 F'1R~AT(3X,I3,2(4X,E13.6» 
~n2 F~RMAT(lllfQH A MATRIX/) 
~O, f"QM4TI/6~ ~OW ~,I!,4e16.6/(9X,4E16.6» 

17 F"RMA~(1117H TIME a,E10.4,J4,/) 
19 F~RMAT(4x,13.5X.E10.4) 

300 FnRMAT(64H VARIABLE r; VARIA8l! VARIAIHI! 



, FT) 
301 F~RMAT(3(3X.13.E17.6» 
S?2 Ff1RMAT(IIIII1H STEP INPUTIIII) 
~?4 Ff'lRMATClllll7H IMPULSE RESPONSE!"I) 

lono Ff1RMATCII131H MATRIX OF INVERSE ETGENVECTORS/) 
70? Fn~MATC24H1~UNGE-KUTTA INT~G~ATIONIII) 

F. 'J n 

S""POfJTTNE F4DERYCM,V,DVl 
D!~F~~lnN VCM),DYCM) 
Cf1W~ON A(1681l ,5U(41) "MP 

T41~ ~FGMENT COMPUTES THE RATES XI OF 
)(' • -'~ X + SU 

Ff'lR ,A RIINfiE KUTTA INTEGRATIO'J 

No:;~-1 
onl,,,I,N 
1~(IMP.~Q.I\GO TO 3 
OVCI01)"13U(I) 
GO TO 4 

'5 0'10+\)=0 
4 on I .1=1,N 

5""''' A C ! .. N' (J -1 ) ) • V cj + 1 l 
, nV'I.1)=SUM .. OVCI+1) 

RI'TtlRN 
P,IO 

S"~~OIJTT.NE TR"NMATC~.AT,M,N) 
nIMFN~ION A(M,N),ATIN,M) 

THI~ ~FGMENT PUTS THE TRANSPOSE OF ACM,NlINTO AT 

DO 1 T::I,M 
on I .f '" 1 • N 

1 ,~Y(J"),,A(r.J) 

RFTIJRIJ 
E lif' 

S'IAQOIlTINE t./RITEt~AT(N,M,NM,A) 

;)HI"N<:'ON A INM) 

T~IR SFGM~NT WRITES THf MATRiX A(N,M) 

Wt;!TF.(2,' ) 
1)1\~',,1,N 

? W~'T~(?3)I.CACl+N·(J·1»,J·1,M) 
RI'TlIRN 

1 FIT! M ~ T (f !l 
~ ~I\RM~TC/6H ~OW =.13,4E16.6/(9X,4E16.6» 

E'JO 



APPENDIX 2 

~ Model 1, an overdamped system, 

reducea by matchin~ the moments. 

- A2.2 -



Contents 

1. Full and reduced model data. 

2. Step responses as detailed below. 

-----, -
Figure Input state ! reduced x. state xi'~ ~ 

-

A2.l 1 1 1 , 
i 

A2.2 1 3 2 
I 

A2.3 I 1 7 3 I , 
I I A2.4 1 12 4 

A2.S 2 3 2 

A2.6 2 7 3 I 
A2.7 2 12 4 I , I 

State Xl t~as not forc.ed by input 2. 



FUl.l. t1nOI'I. !lA,TA 

~ "AT~TX 

~nq " 1 -0.10nOOOe 01 O.OOOOOOE 110 o.ooooooe 00 O.OOCOOOI! 00 
O.OOOOOOE 00 O.OOOOOO~ no O.OonOOOE 00 0.0000001! 00 
O.OOOOOOE 00 o.ooooooe 00 O.ooooooe 00 O.ooooooe 00 

'lOIJ " ;> O.?OnOooe 01 MO.2000r.OI! 01 o.OOOOOOE 00 0.0000001! 00 
o.OOnOOOE 00 O.OOODOoe 00 O.OOOOOOE 00 O.ooooooe 00 
O.OOOOOOE 00 O.OOOOOO@ (1) O.OOOOOOE 00 O.ooooooe 00 

1101./ " ~ \).000000£ 00 0.100000. 02 -0.100000e 02 0.0000001! 00 
o.OOOOOOE 00 o.ooooooe no O.OOOOOOE 00 o.oonoool! 00 
o.OOOOOOE 00 O.OOOOOOF 00 o.ol'ooooe 00 o.noooool! 00 

::lOW = 4 O.ooooooe 00 O.OOOOOOE 00 o .130000e 02 -0.13000011 02 
(1.000000E 00 0.000000@ 00 O.OOOOOOE 00 o.nOllonOE 00 
o.ooooooe 00 I).ooooooe no O.ooooooe 00 0.000000f! On 

'lOll .. 5 o.OO(lOOOE 06 0.0000001; 00 O.ooooooe 00 0.'300000& 0' 
-(l.300000E 01 O.OOOOOO!! rH) O.ooooooe 01) O,OOOOOOE 00 

O.ooooooe 00 O.OOOOOOE 00 O.OOOOOOE 00 O.nOOOoOI! 00 

qnw " I, o.oonOOOE 00 O.OOOOOO! 00 O.DOOOOOI! 00 O.OOOOOOI! On 
O.I\OOOOOF. 01 .. 0.800000E 01 O.ooooooe 00 O.noooool! On 
0.0000001: 00 0.00000011 00 O.OOOOOOE 00 O.nOOOOOI! 00 

~ O'.J " 7 0.000000F. 00 O.OOOoooe 00 o.OOOOOOE 00 O.ooooooe 00 
o.ooooooe 00 0.500000E 01 -O.500000e 01 o.ooooooe On 
0.000000F. 00 O.OOOOOOE 00 O.OOOOOO!! 00 o.nonoool! 00 

~Ol~ "'. " O.OOOOOOE 00 O.OOGOOOE 00 O.OOOOOOE 00 O.OOOOOO! On 
O.OOOOOOE 00 O.OOOOOOE 00 O."OOOOE 02 -O,110000e 02 
o.oonOOOE 00 0.000000£ 00 O.OOOOOO!! 00 O.oooonoe 00 

1(\1.4 " Q O.oonODoe 00 a.OOOOOOE 00 O.OOOOOOE OIl 0.('1000001! On 
iJ.ooooooe 00 O.OOOOOO!! 00 O.OOOOOOE 00 0.60000011 01 

-0.600000E 01 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOO!! 00 

101,1 = '0 o.oononol! 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 
O.OOIlOOO! 00 O.OOOOOO! 110 o.onooooe 00 0.0000001! on 
o.,20000E 02 "0.120000F. n2 O.ooooooe 00 0.0000001! on 

, rll.' = < ~ o.oonOOOE 00 o.oooonol' 00 O./)OOOOOE 00 o.oeOOIlO! 00 
o.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.nooonol! on 
l).oonOOOE 00 0.900000E "1 MO.900000e 01 o.ooooooe 00 

lOLl :: ~ ;I o.ooooooe 00 O.O/)OOOOF. 00 O.OOOOOOE 00 O.ooooooe 00 
tJ.onooooe 00 0.0000001! 00 O.OOOOOOE 00 O.OOOOOOI! On 
tl.OO!)OOOE 00 a.OOOOOOI! 1)0 0.140000f 02 "0.140000!! 02 



~V~T!M FIOFNVAlUES 

VARUBI F REAl. JMAG 
1 -1').100000E 01 o.ooooooe 00 
2 -0.200000E 01 O.OOOOOOF Oil 
:; -0.300000E 01 O.OOOOOOE 00 
4 -0.500000E 01 O.OOOOOOE Oil 
5 -n.600000e 01 O.OOOOOOE 00 
6 -1I.130000E 02 O,OOOOOOE 00 ., -~ .MOOOOE 01 . o.ooooooe 00 
s -0.120000E 02 O.OOOOOOE 00 

" -0.100000 E 02 O.OOOOOOE 00 
, i1 -0.110000 E 02 O.OOOOooe 00 
1 1 -1I.900000E 01 o.ooooooe 00 
1 ? -0.140000E 02 a.ooooooe 00 

FOQC!NA FIJNCTION MATRIX 8 

Rn'·) " 1 0.100000E 01 o.ooooooe 00 

~OW " 2 O.OOClOOOE 0'" 0.2000001: n1 

Q (11" " 3 O.OOOOOOE 00 0.000000l' 00 

q (1 'J " 4 O.OOOOOOE 00 0.00001l0! 00 

Q(1IJ " 5 /\. noooooe 00 0.0000001: 00 

ROI., ~ 6 O.oonOODF. 00 O.OOOOOOE 00 

qOq " ., o.oonOOOE 00 O.OOOOOOE 00 

~ "1.1 = fI o.ooooooe 00 o.oOoonol! no 
il OIJ = 9 o.ooooone 00 a,OOOOOOI! 00 

ROU " ~Il O.OOOOOOE 00 O.GOilOIlOI! 00 

ROW .. " O.OOOOOOE 00 O,OOOOOOE 00 

R(1I~ .. 111 . a.OOOOOOE 00 O.OOOOOOE 00 

MATRIX OF MOMENTS FOR FORCING FU~CTION 1 

.. 

0.10"'000E 01 
O.240000e 02 

O.1000001! 01 O.200000e 01 0.600000e 01 



1101.1 " ? 0.100000E 01 0.1500001! 111 0."00001' 01 0.1125001! 02 
n.465000£ 02 

~(1IJ = 3 1).10t1000E 01 0.1600001' 01 0.382QOOE 01 0.,239601' 02 
0.S14584E 02 

~M' .. 4 O.1000nOE 01 n.167692E 01 0.4077991: 01 0.,33371" 02 
0.555621£ 02 

ROW • 5 O.100000E 01 0.i!01026!! 01 0.541816E 01 0.187552! 02 
O.805691E 02 

qOW " Ii O.100000E 01 0.213526E 01 0.595197E 01 0.209872! 02 
0.9111627£ 02 

'lOW " 7 0.100000E 01 0.233526!! 01 0.688608E 01 0.251189! 02 
0.11115S! 03 

qoW .. 11. 0.10nOOOE 0' 0.2426171! ,,, 0.732720E 01 O. ~711 '72" 02 
0.121019E 03 

ROW " Q O.1000aOE 01 0.2592831!! 01 0.8191471' 01 O.:H ~129E 02 
o .141827F. 03 

lOW " ~o O.100000E 01 0.2676171' 01 0.863750E 01 0.333723E 02 
0.152951£ 03 

101J .. 11 0.100000E 01 . 0.2787281! 111 0.925690E 01 0.164579!! 02 
O.169155E 03 

10'1 It '2 0.100000E 01 n.2858'7H 111 0.9l'l6528E 01 0.3852Q11! 0(1 
0.1110163E 03 

IATRfX OF MOME~TS FOR FORCING FU~CTrON 2 

O'~ .. 1 O.OOOOOOE 00 O.OOOOooE no O.OOOOOOE 00 o.noooOOI! 00 
·O.ooooooe 00 

014 It 2 O.100000E 01 0.500000e 00 0.5/10000E 00 0.750000e 00 
0.150000E 01 

OM ,. ~ 0.10nOOOE 01 0.6000nOf' 00 0.6200001: 00 0.9'3601l0e on 
0.1117440E 01 

0.1 = 4 0.100000e 01 0.616923E 00 0.724142e 00 0.110311l! 01 
0.221382 E 01 

DU = ~ 0.100000E 01 0.101026£ 01 0.139765E 01 0.250076!! 01 
0.554816E 01 

1101 I: 6 0.1oooooe 01 0.11352611 01 0.168146£ 01 0.3131301! 01 
0.711381E 01 

)W ~ .., 0.100000E n1 0.1335261: 01 O.2C'1556E 01 O.446064e 111 
0.106823E 02 

HJ " Il '1.100000E 01 0.142617E 01 0.247487£ 01 O.513560E 01 
0.125498£ 02 



QO>l ,. 9 0.100000E 01 0.159283E 01 
O.169755E 02 

qn\..f s: '0 0.100000E 01 0.167617E 111 
0.194621 E 02 

RIW 11 ~ 1 0.100000E 01 0.178728£ 01 
O.233231E 02 

</O\J = ,;> O.100000E 01 0.185871E IH 
O.260469E 02 

QOW = 1 O.10nOOOE 01 O.941393E-11 

-0.999544E-03 0.133023! n1 

RO\J" 'I a.377982E-04 ~O.357424e no 

R 01.1 11 " -0.420106£-04 0.499981!! 00 

4 "'HR!\( 

'lOW " , ·O.100000e 01 "0 .151433!!-1 0 

PI\\J .. ~ 0.n3123E 01 ·0.956.B5! on 

~I\W = 3 -0.3'57461e 00 0.169465E 01 

"lOLl .. 4 0.500023E 00 -0.179194E 01 ' 

SV~T!M FIGFNVALUel 

~ARI ~BI E 
1 
? 
3 
t. 

REAL 
-0.17"239E 01 
-n.170239E 01 
-,'.100000e 01 
-n.HI0029E 01 

lHAG 
-0.118812E 01 

0.118812E 01 
o.OOOaOOE 00 
a.OOGOOO!! on 

0.3(1058H 1)1 0.6638511! 01 

0.328517E 01 0.745980£ 01 

0.H8234E 01 o • 868725! 01 

0.394787E 01 0.9'53322e 01 

O.81314ge-" -0.240211E"11 

·O.507506E 00 0.1339151: on 

·0.896009E 00 -0.441213! on 

0.444438E 01 _ -O.'H 524H 01 



MATRIX OF MOMENTS FOR FORCING FUNCTION 1 

ROW .. , 0.100000£ 01 0.100000e 01 0.200000e 01 0.6000001! 01 
0.240000e 02 

R 01</ ,. ? o .100000E 01 0.159876£ 01 0.382505e n1 o .1240251! 02 
0.514777E 02 

R (11./ • , O.100000E 01 0.233385f! 01 O.688675E 01 0.2514'5! 02 
0.111246E 03 

R OIJ .. 4 O.100000E 01 0.285738E 01 0.966491E 01 0.:185445! 02 
O.1Sn290E 03 

R O'J " 1 -0.224993E-Z1 -0.26770:H-11 '-O.629873E-11 -0.194394!-1n 
-O.819209E-10 

~nw = ? O.100000E 01 0.598057P. 00 0.626;28E 00 0.91!6176@ On 
0.186512E 01 

PO\oI D ~ 0.100000e 01 0.133298E 01 0.221703E 01 0.4476521! 01 
O.106671E 02 

pow .. 4 O.100000E 01 0.1856541! 01 0.394723£ 01 0.9i34102P. 01 
0.260848e 02 
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Fig. Al.l Model 1 reduced by. moments matchi~g; 
step response for states 1/1 to input 1 
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:e'ig. A2.2 Model 1 reduced by moments matching: 
step,response for states 3/2 
to input: 1 
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Fig. A2.3 Model 1 reduced by moments matching: 
step res·ponse for states 7/3 to 

input 1 
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Fig • .1\2,4 Hodel 1 reduced by moments 
matching: step response for 
state-sO 12/4 to input 1 
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Model 1 reduced by moments watching: 
step response "for states" 3/2 to 
input 2 
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APPENDIX 2 

A'?.3 Hodel 2, an oscillating model, reduced 

by matchinp, the moments. 

- l!2. •. ~ -



Contents 

1. Full and reduced model data. 

2. Step responses as detailed below, 

-p' _ J.gure Input state x. J. 
reduced 
state x.* J. 

A2.8 1 2 1 

A2.9 1 5 2 

A2.10 1 9 3 

.'1.2.11 1 12 4 

A2.12 2 2 1 

A2.13 2 5 2 

A2.14 2 9 3 

A2.15 2 12 4 

--



.N DSCTLLATORV MOP~l 

IHl MOIlH DATA 

!\lUll! )( 

0101 " , . -0.400000E 00 "0.1000001! 01 o.OOOOOOE 00 o.noooool! 00 
O.OOOOOOE 00 o,onOOOOE 00 0.000000!! 00 O.oooonOI! 00 
0.000000£ no 0.00000011 00 o.ooooooe 00 o,noooooe on 

OIoJ " '- O.100000! 01 I).oooaoo!! no 0.00000011 00 o.oooonol! 00 
o.OOOOOOE 00 0.00000011 00 O.OOOOOOE 00 0, nonoooe on 
o,nOOOOOE 00 0.00000011 00 0.0000001: no 0.0000001: 00 

nw " ~ O.OOOOOOE 00 0.100000!! 02 ftO.100000E 02 0.0000001! on 
O.OOOOOOE 00 O.OOOOOOE 00 o.ooooooe 00 a.nooooo!! 00 
o.ooooooe 00 o.OOOOOO! 00 o.ooooonE 00 o.noooool! 00 

Ill.) " 4 o.nonOooe 00 o.oooonol! 00 0.100000e n1 -O.Moonoe on 
-0.100000e 01 O.OOOOOOE 00 0.000000!! 00 O.nooOOo! 00 

o.ooooooe 00 o.ooooooe 00 0.000000!! 00 O.OOOOOO!! on 

n~j " 5 o.oonoooe 00 O.OOOOOO! 00 O.OOOOOOE 00 0.1000001! 01 
O.OOOOOOE 00 O.OOOOM!! 00 O.OOOOOOE 00 O.OOOOOOI! 00 
O,OOOOOOE 00 0.000000£ 00 ' 0.0000001! 00 O.OOOOOO! 00 

n~1 " " n.OOOOOOE CO O.OOOOOOE 00 O.OOOODOE 00 O.ooooooe 00 
0.800000E 01 "0.800000e 01 O.OOOOOOE 00 o.ooooooe on 
f).OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOO! On 

/')1) .. ? o:ooooooe 00 O.ooooooe 00 O.OOOOOO!! 00 O.OOOOOO! 00 
O.OOOOOOE 00 0.100000E 01 -0.120000E 01 ftO.100000E 01 
O.ooooooe 00 O.OOOOOO!! 00 O.OOOOOOE no O.ooooooe 00 

01.' = 11 ·O.OOOOOOE 00 O.OOOOOOE 00 o.OOOOOOE 00 O,(lOOOOO! 00 
O.OOOOOOE 00 0.000000[' no 0.100000E 01 O.oooooDe 00 
O.ooooooe 00 O.OOOOOOE no 0.000000£ 00 O.OOOOOO! 00 

OIJ B Q n.o.OOOOOE 00 n,OOOOOO! 00 O.OOOOOOE 00 O.OOOOOO! 00 
O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 0.600000E 01 

-O,600000e 01 O.OOOOOOE 00 O.OOOOOOE 00 o.ooooooe 00 

0" .. 1 0 O.OOOOO()E 00 O.OOOOOOE 00 0.000000£ 00 O.OOOOOO! 00 
0.000000£ 00 0.000000£ 00 0.000000£ 00 o.ooooooe 00 
O,120000E 02 ~0.120000! 02 0.000000£ 00 o.noooooe 00 

r)W " ' , o.OOOOOOE 00 O.()Oooooe 00 0.000000£ 00 O.OOMOO!! Ot) 
O.OOOOOOE 00 0.000000£ 00 O.OOOOOOE 00 O.OOOOOOE 00 
0,000000£ 00 0.900000! 01 -0.900000£ 01 O.OOOOOO! 00 

n:J " ' 2 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOI! 00 
O.OOOOOOE 01) O.OOOOOOF. 00 O.OOOOOOE 00 O.ooooooe 00 
o.oonooo£ 00 O.OOOOOOE 00 !I.140000E 02 -0.140000£ 02 



V<;T~14 FIC,FNVALU!5 

~RIA!lIF ReAl. IMAG , -0.20001\0E 00 ""0.97?79t5E' 00 . 
:? -fl.200000E 00 o .H9196E 00 
'3 -rl.400000E 00 -0.9165151! 00 
4 -0.400000E 00 0,916515£ 00 
5 -0.600000E 00 -a.80000tIE 00 

'" -O.I,\OOOOOE 00 0.800000E 00. 
f -0.600000E 01 O.OOOOOOE 00 
fl -0.100000E 02 o.ooooooe 00 
;) -O.800000E 01 o,oaooooE' 00 

11) -O.120000E 02 O.OOOOOoe On 
11 -0.900000E 01 0.0000001! on 
~? -0.140000E 02 Cl,OOOOOOE 00 

ORC!NR FIJNCTION MATRIX a 

1 \/ " 1 0.1000001: 0' 0.100o00e 01 

~\.I " 2 0.000000! 00 o.Ooooooe 00 

1l~ " ~ O.OOOOOOe 00 0.1000001: n1 

IW " 4 O.OOOOOOE 00 O,OOOOOOE 00 

) ~J 11:: r; (,.OOOOOOE 00 O.OOOOOOE no 

)I.J " ~ Q.OOOOOOE 00 O.OOOOOOE 00 

}\J .. 7 O.OOOOOOE 00 O,ooooooe no 

IW :: A 0.000000£ 00 O.OOOOOOE 00 

It., u Q 0.000000£ 00 O.OOOOOCIi (10 

IIA " H' o.ooooooe 00 o.OOOOOOE 00 

ItJ a 11 O.OOOOOOE 00 /I.OOOOOOE 00 

./ = 1 ;> O.ooooooe 00 O.OOOOOOE 00 

RI.BIF~ n~ INTERESTE 2 5 9 12 

TRIK O~ MnMEMT~ fOR FORCING FUNCTION 1 

O.OOOOOOE 00 ~O.100000F. 01 
1').1'76640E 02 

-O,800000E 00 



'Ill,! It 2 0.100000F. 01 (I.400{l!IOI! 00 -0.1680ooe-01 -O.4416nOI! 01 
O.,30944E 02 

IlM " ~ O.100000!! 01 0.5000001! 00 -0.158000E 01 -0.489000e 01 
0.1113841: 02 

OIJ = I, O.OOOOOoe 00 -0.100000£ 01 -O.260000e 01 O.450000E 01 
0.651600£ 02 

o l4 = S 0.100000! 01 0.130000E 01 -O.BOOOO! 01 -0.162900e 02 
-O.229896E 02 

ou ~ (, ,'.10!)00tlE 01 0.1425001: 01 -0.114375£ 01 -0.167189E 0;1 
-0.313491 £ 02 

IlIJ = 7 (l.OOOOOOE 00 "0.100000" 01 -0.525000E 0' ·0.~46815E 01 
O.84~256E 02 

OIJ .. i\ 0.1(lOOOQE 1)1 0.262500!! 01 o. :515625E 01 "0.21'064e 02 
-o.,.,OS35E 03 

(\ IJ 0 Q O.101}00OE 01 O.279167! 01 0.40868H 1)1 -0.190630e 02 
_0.183243E 03 

Il'" = 1 0 1).100000E 01 0.2875001! 01 O.456597e 01 -0.1'1'9?15E 02 
-O.189217E 03 

0\.1 " ~ " 0.100000E 01 0.2986111" tl1 0.522955E 01 -0.161'7831! O? 
-0.196408E 03 

() I" " ~ ? O.10nOOOE 01 0,3057541: 01 - 0.566634E 01 -O,149641E 0<' 
wO.20Q683F. O~ 

ATR!X of MO~E~TS fOR FORCING FUNCTION 2 

f)" " 1 O.OOOOOOE 00 -0.1000aoe 0, -0. MOOOOe 00 0, ~04000e 01 
·O.176640E 02 

nw ., 7 0.1000001: 01 (I .... OOOOol! 00 -0.H8000E 01 -0.44161101! 01 
0.131'\9441: 02 

O'J " 3 0.1,ooooe 01 0.510000F. no -O,157800E 01 -0. 481\9401! 01 
O.1,,386F. 02 

nw " 4 O.()OOOOOE 00 "0.110000E 01 -0.218000E 01 O.466200e 01 
0.678360£ 02 

Ol.j e 5 0.110000E 01 0.139000£ II~ -0.155400E 01 -O.161l 590e 0'-
-0.24t.822E 02 

nlJ = " (I.1'!)OOOE 01 0.1527501: 01 -0." 7212E 01 -0.113985E 02 
-O.331814E 02 

~',J " ? O.OOOOOOE 00 -O.110000[ 111 -O.569500E 01 -0.103856! O? 
0.81l0832E 02 

%1 E 1\ O.110000E 01 0.28475()E 01 0.346187E 01 -0.?202081! 02 
-O.18()424E 03 



tn.., = 9 0.110000E Oi 0.3Q3()S3f 01 
-0.1~3614E 03 

tOW '" 10 O.110000E 0, 0.312250E 01 
-0. 199792E 03 

! OtJ I: 1 1 0.110000E 01 0.37.44721: 01 
-O;201184E 03 

'IHI = 12 O.110000E 01 0.332329! 1)1 
-O.211558E 03 

OP[lNn 'U~CTION MATRIX B* 

n', = 1 O.l53834E 00 0.343120E 00 

n~ = ~ -n.232904E 00 -0.158635E 00 

nlJ =. O.19Q987E-01 0.149887E-01 

nw ~ , -0.130779E-01 -0.987845~-02 

'~AT R 'le 

Oq " 1 0.639027E 00 -0.1,2362E 01 

nI.l " ;> 0.975595E 00 -O.618674F. 00 

01,1 = 3 ·0.700986E-01 0.214656E no 

01..l1 " 4 O.4507'20E-01 -0.120148e 00 

YSTFM FIGF~VAlU~S 

8~I~BIF RI:H IMAG 
~ -0.,227i'1E 00 -0.779903£ 00 
2 -0.122771 e 00 O.179903e 00 
~ -0. 51.~084E 00 -0.593351E 00 
4 -1'\.543084£ 00 0.5933511: 00 

0.u7215E 01 -0.1978471! O? 

0.499257E 01 -O.185366E 0' 

0.571362E 01 .0.1663i!01! OJ! 

0.6,8838E 01 -0.153060e 02 

0.170S41E 01 -0.141465! 01 

0.763401E 00 "0.8814181! 00 

0.2814221: 01 -0.~97878e 01 

0.425444E 01 -0.416629E 01 



MJ " , O.100000E 01 0.471618£ no -0.159913e 01 -0.41129HE 01 
0.114394£ 02 

OW .. ;> 0.100000E 01 0.140752! 01 -0.124992E 01 -0.1668Q4e 01' 
-0.290927E 02 

O\J ~ ~ 0.100000E 01 n.289651F. 01 0.4652931: 01 -0.177878! 07 
,,:0.190234E 03 

()lJ .. 4 0.100000E 01 0.316240E 01 0.628821£ 01 -0.' 32074F. Oll 
-0.205976E 03 

ATRIX OF MOME~TS FOR FORCI~G FUNCTION 2 

(lW .. , 0.1000001: 01 0.341604E 00 -0.17'6996E 01 -0.410945F. 01 
0.1443971: 02 

OW " =' 0.ll0000E 01 O.130606E 01 -0.177118E 01 -0.167253! O;'? 
-0 .. 196169E 02 

('.it..., '= l O.110000E 01 0.294!\9U 01 O.40056111! 01 -0. i'0t)550E Oll 
-0.18868I1E 03 

MI " 4 O.11nOOOE 01 0.3241371; 01 0.5678361: 01 -0.168117e 02 
-0.2011151E 03 
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APPENDIX 2 

A?;4 Hodel 3, an inve:;.'tine model, reduced 

by matching the moments. 

- A2.4 -



Contents 

1. Full and reduced model data. 

2. Step responses as detailed belovJ. 

I I T 

IFigure Input state xi reduced j 
, 

I 
state xi* t 
--. I 

I 
A2.16 I 1 1 1 I 

• 

A2.17 1 3 2 I , 
I 

I A2.18 1 5 3 
I , 

A2.19 1 8 11 

I A2.20 2 1 1 

A2.21 2 3 2 

A2.22 2 5 3 

A2.2~~ 2 8 11 

-



Flltl Mfl~FL nUA 

• MATR'X 

QOW • 1 -0.167500e 02 0.112500e 02 0.0000001: 00 O.I)OOOOO! 01) 
O.OOOOOO! 00 O.OOOOOO~ 00 O.ooooooe 00 o.OOOOOOE 00 
O.ooooooe 00 o.ooooooe no O.OOOOOOE 00 0.000000£ 00 

~OW .. " -0.192500E 02 0.1275001: 02 O.OOOOOOE 00 0.nOOO1)02 00 
O.ooooooe 00 o.ooooooe no O.OOOOOOE 00 o.nODOOOI! 00 
o.OOOOOOE 00 O.OOOOOOE 00 o.ooooooe 00 o.nooOOo! 00 

ROW = ~ O.OOOOOOE 00 0.900000F. 01 -0.900000E 01 O.OODOOO! 00 
O.OOnOOOE 00 O.OOOOOOE (10 O.OOOOOOE 00 O.ooooooe 00 
O.OOOOOOE 00 a.OOOOOO! 00 O.ooooooe 00 O.OOOOOOE 00 

ROM ,. 4 O.OOOOOOE 00 o.OOOOeOE 00 0.800000E 01 .. o.lIonoooe 01 
O.ooooooe 00 O.OOOOOOE no O.OOOOOOE 00 O.OOOOOOE 00 
o.ooooooe 00 o.ooooooe no 0.0000001' 00 0.(1000001' 00 

QOIJ " 'i 0.000000(; 00 O.OOOOOOE 00 a.OOOOOOE 00 0.70nooOe 0, 
-().700000E 01 D.OOOOOOI!! 00 O,OOOOOO! 00 o.nooono! 00 

0.000000£ 00 o.noooooe no o.onOOOOl! 00 o.nOOOOOf 00 

~OIJ '" (, O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOO! 00 
C.600000e 0' -0.600000E 01 a.OOOOOOE 00 O.OOOOOOI! on 
O.OOOOOOE 00 0.0000001' no 0.0000001' 00 0.1I000001! on 

pn~~ = 7 O',OOODoaE 00 O.OOOOOOI! 00 O.OOOOOOE 00 o.oonoooe 00 
o.oonOOOE 00 0.7500001!! 01 -O.750000E 01 o.nOGOOO!! on 
o.aoooooe 00 O.OOOOOOE no O.OOOOOOE 00 O.I)OOOOOE on 

R 0'4 ,. R O.oonooo£ 00 O.OOOOOOE 00 0.0000001' 00 o.oonoool! on 
0.000000£ 00 O.OOOOOO!! 00 0.650000E 01 -0.650000e 01 
n.ooooooe 00 O.OOOOOO!! 00 o.OOOOOOE 00 o.oooonoe 00 

Ro~r .. Q a.OOOOOOE 00 O.OOOOOO!! no o.nOOOOOE 00 O.ooooooe 00 
ri.oonoooe 00 O.OOOOOOE 00 O.OOOOOOE 00 0.5000001! 0' 

-().500000E 01 O.OOOOOOE 00 O.OOOOOOE 00 a.OOOOOOI! on 

QOl4 .. - 0 a.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 o.nooono! on 
O.OOOOOOE 00 O.OO()OOOE 00 O.OOOOOOE 00 o.ooooooe on 
o.sc;ooooe 01 .. 0.550000E 01 O.OOOOOOE 00 0.(l000001! 00 

~OW .. 11 O,OOOOOOE 00 O.OOOOOOE no o.OOOOOOE 00 O.OOOOOO! 00 
o.OOOOOOE 00 O.OOOOOOE no O.DooaoO! 00 0.000000£ on 
0.000000£ 00 o.8500001! 01 -0.850000E 01 O.OOOOOO! on 

RO' .. / .. -2 O.ooooooe 00 O.OOOOOOE 00 O.OOOOOO! 00 o.nooono!! 00 
O.OOOOOOE no 0.0000001! nil O.OOOOOO! 00 0.000000£ on 
o.ooooooe 00 a.OOOOOOE 00 O.450000e 01 -0.450000! 01 



;vsr~M F.IGF~V~lUf.S 

lA~'Afl' F. REAL IMAG , -0.100000£ 01 0.0000001' 00 
? -0.300000E 01 O.OOOOOOE 00 
3 -O.900000e 01 0.0000001' 00 
4 -0.649976£ 01 O.OOOOOOE 00 
'5 -0.600018£ 01 O.OOOOOOE 00 
6 -0.100019£ 01 0.0000001' 00 ., -0.~49992E 01 O.OOOOOOE 00 
R -0.74.9991 E 01 O.OOOOOOE 00 
~ -1\.5000021' 01 O.OOOOOOE 00 

10 -0.800002E 01 O.OOOOOCE On 
1 1 -o./.SOODOE 01 O.OOOOOOE on 
12 -0.1I50000E 01 '0.0000001' 00 

FOQrTNr. rUNCTION MATRIX 8 

q 0\./ = , 0.1000001' 01 0.100000E 01 

R' ni,' tI ? 0.1000001' 01 O.100000E 01 

ROW .. 3 0.0000001' 00 0.1000001! 01 

~OW .. I. 0.0000001' 00 O.OOOOOOE 00 

R t'l'4 '" S 0.0000001' 00 0.10000011 01 

RO\.I '" f, O.OOOOOOE 00 0.0000001! 00 

q O~I ,. .., O.OOOOOOE 00 0.0000001! 1)0 

R 014 " R O.OOOOOOE 00 0.1000001! 01 

1'101../ .. Q O.OOOOOOE 00 0.0000001! (l0 

q 01J " 11'1 a.aoooool! 00 o.oooonol! no 

~OIJ " 1 1 O.OOOOOOE 00 O.100000e 0' 

ROW " 1 ? O.ooooooe 00 0.0000001! 00 

VARIABIFS Of INTEREST" 1 :5 5 8 

M~TRIX OF Mn~ENTS FOR FORCING FUNCTION 1 

Iln~I" 1 "O.500000E 00 -0.100000E 01 
-O.297778E 02 

-0.233333E 01 -0.?,3333]! 0' 



ROM .. ? -0.83333Je llO -O.'44444! t!1 -0.3296301: 01 -0.10296:5E O;? 
-0.417284!! 02 

ROIJ .. ~ -0.833333E 00 -0.153704P' 01 -0.363786E 01 -0.1150891' Oit 
-O.46B435E 02 

ROW • 4 -O.83,333E 00 -0.1641201: 01 -0.404816IE 01 -0.1302?'01! 02 
-0~533570E 02 

I'IO~' = 5 -0.833333 E 00 -0.1760251' 01 -O.45510ge 01 -0.1411774p 0:> 
-0.619155E 02 

IIOU " n -0. 833'333E 00 -0.189914£ n, -0.518414! 01 -0.17569H 02 
"O.736285F. 02 

RO'J .. 7 -0.8333331: 00 -0.201025E 01 -0.5'1'2020E 01 -0.198576F. 02 
-O.8421921! 02 

RO'''' .. 1\ -0.8BH3!! 00 -O.Z13846Fl n1 -0.637819E 01 -O.228014e 02 
-O.9B2508E 02 

R ():J " 9 -O.1I33333E 00 -0.2305121: 01 -0.730024E 01 -O.2?'18151! 02 
_0.119996E 03 

ROW ~ 10 -0.IIH333E 00 -0.2456641: 01 -0.819356E 01 -0.316507£ 02 
-O.143015E 03 

'lOW x n -0.833333E 00 -0.255468E 01 -0.879466E 01 -0.1411'5.4?'! 0<' 
-O.159370E 03 

'1( 1) ~ I? -O.B3333!E 00 -O.273Q86E 01 ·-0.100124F. 02 -0.4142971! 0;1 
~O.196196E 0$ 

MAT~!X M ~OM.ENTS FOR FORCING FUNCTION 2 

~OW ,. , -o.SOnOOOE 00 -0.100000E 01 -0.233333F. 01 MO.7333·H! 01 
-0. i?97778E 02 

ROIJ .. 2 -n.833333E 00 "0.144444E 1)1 -0.329630E 01 -0.1029631' 0' 
-0.'.'7284E 02 

POll " ~ -0.7222221: 00 .. 0.152469l! 01 -O.36.3512E 01 -0.' 1S0MI! 02 
-0.46843H 02 

q 0',4 " 4 -O.72222?E 00 -O.161497E 01 -0.403886E 01 -O.130226E Oil 
-0.533543£ 02 

qOl.! " r; -0.579365E 00 -0.169774E n1 -0.452393E 01 -0.H?614e 0 .. 
-0.619037E 02 

~IlW " n -O.5i'9365E 00 -0.1794301 01 -0.51Z202E 01 -0.1'r52241! 0<' 
-O.735853E 02 

RO'" " ·7 _0.5'I'9365E 00 -O.11.l7155! 01 -0.562110E 01 -0.1977n9 2 02 
-O.841298E 02 

RIl" " 1\ -1).425519E 00 -O.1937~1e 01 -0.621711e 01 -O.2264031! 02 
-0.9806Z3E 02 



lOW r ~ -0.425519E 00 
-O.i19S4;E 03 

~Ol.l .. 10 -0.425519E 00 
-0.142168E 03 

~ O\J .. 11 -0.307872E 00 
-0.158183E 03 

~ow " ,? -O.307872E 00 
-0.193927E 03 

~ORCINn FIJ~CTI0N MATRIX B. 

ROW a 1 0.129231E 01 

~OW. 2 O.233058E 00 

ROW a ~ -0.638803E 00 

ROW = 4 -0.637154E 00 

"0.'-02211E n1 

-O,20994S! 01 

-0,21357011 01 

.. 0.22041ZE 01 

0.29944211 00 

0.43996611 nil 

0.61905311 00 

0.27003511 00 

ROW = 1 -0.235112E 02 O.2175811! 02 

ROW a 2 -0.539242E 01 0.839650e 01 

qnw = 3 G.122183E 02 -0.5?4858E 1)1 

~ow. 4 0.124299E 02 ~0.1,7367e 1)2 

~VSTEM FtG~NVALUES 

I1H!! .1.8' F. ROL IMAG 
1 -0. 1733i13E 02 O.OOOOOOE 00 
2 -0.107454E 01 "0.11S700E 01 
~ -n.107454E 01 O.115'1'OOe 01 
4 -0.1'\91212E 00 O.OOOOOOF 00 

-O,702595E 01 -O,~68559F. O~ 

-O,778940E 01 .. 0. 'H1046E 02 

.. O,829192E 01 .O,340312E 02 

.. o,927152E 01 .. 0.4021221! 02 

O.1I10264! 0(') 

-0.553048E n, o .64911)H on 

-0.1B1652E n1 -0.:.324151! 00 

0.690159E 01 -0.344138! 01 



~ATRIX Il~ MOMENTS FOR FORCING FUNCTION 1 

IOW • 1 -0.500000E 1)0 -0.91>8913E 00 -0.234292£ 01 -0.1252?9! 01 
~O. 299120E 02 

10101 a ;> -0.833333E 00 -0.;53541£ /)1 -0.365194E 01 -0.113904£ 0(1 
-0.470196e 02 

101" .. ~ -0.833333£ 00 "0.175858E 01 -0.456583E 01 -0.148669£ 0(1 
-0.619848E 02 

10'1 '" t. -0. ~33333E 00 -0.2136701: 1)1 -O.639478E 01 -O.?269811! 02 
·1'I.981999E 02 

1.rR!1 n~ MOMENTS FOR FORCING FUNCTION 2 

1(11)) " 1 -0.500000E 00 QO.999762F. 00 -0.236222£ 01 -0.7208HI! 01 
-0.292204;: 0(1 

1014 0: ? -1).722222e 00 -0.1524341! 1)1 -0.367806E 01 -0.113285!! 02 
-0.459781E 02 

! Oil ". ~ -0.579365f 00 "0.169737E tl1 -O.456706e 01 -0.148089E 0(1 
-0.608702E 02 

~ (H\I ;I 4 -0.425519E 00 .. n.1936611:: (11 -O.6?6182E 01 -0.22518511 02 
-0.9681Z6E 02 
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A2.5 !1ode .... 4, a binary distillation 

column, reduced by matchinp, the 
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1. Full and reduced model data. 
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FIILL WlI'lFL OATA . 

l ~1~n!lX 

~ n'" = , -0.14nUOOE-01 0.430000E-02 O.ooooooe 00 O.OOOOOOE 00 
O.OOOOOOE 00 O.OOOOOOI! (10 O.OOOOOOE 00 0.000000£ 00 
O.OOOOOOE 00 0.000000£ no 0.0000001: 0\1 

R01.l " ;> 0.950000£-02 .. 0 .13S000E-n1 . 0.460000£-02 O.OOOOOO!! on 
(I.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE on 
O.OOOOOOE 00 O,OOOOOOE 00 -0.300000E-03 

~O\'/ = l O.OOOOOOE 00 0.950000£-/)2 -0.141000E-01 0.630000!-02 
0.0000001; 00 O.OOOOOOI! 00 O.OOOOOOE 00 o .MIOOOO! 00 
o.ooooooe 00 O.OOOOOOF. 00 -0.500000E-03 

H\(~ N 4 O.OOOOOOE 00 o.nOOGtlo! 00 0.950000E-02 "0.1580001!-01 
0.,10000E-01 O.OOOOOOE 00 O.ooooooe 00 o.oooono! 00 
O.OOOOOOE 00 . o.oooonOE Ill) -0.8(10000e-03 

~nt,~ " <; O.OOOOOOE 00 O.OOOOOOf 00 o.ooooooe·oo 0.9'500001:-02 
-1).312000F.-01 0.150000£-01 O.OOOOOOE 00 O."OOOOO! 00 

o.ooooooe 00 O.OOOOOOE 00 -·0.8000001:-1)3 

~ nu ~ '" O.OOOOOOE 00 o.oooonoe (10 O.OOOOOOE 00 O.nGOOOO! 00 
0.202000£-01 -0.352000E-01 O.220000E-01 0.0000001! 00 
O.OOOOOOE 00 O.OOOOOO!' 00 -0.800000E-03 

!O!4 ~ ., O·.OOOOOOE 00 O.ooooone 00 O.OOOOOOE 00 0.001l0001! 00 
O.OOOOOOE 00 0.202000!-1l1 -0.422000e-01 O.180000e-01 
O.ooooooe 00 O.OnOOOOE 110 -O.81l0000E-03 

101,) .. R . O. OOOOOOE 00 0.001l000!! no O.ooooooe 00 O.nOOQOOl! Oil 
O.OOOOOOE 00 O.OOOOODE 00 0.20200011.01 -0.41\2000e.01 
0.370000E-01 0.0000001: no -0.600000F.-03 

10 1./ .. 9 0 .. QOOOOOE 00 O.OOOOOOE no O.OOOOOOE 00 a.tlotlooOI! 00 
0.000000£ 00 O.OOOOOO! 00 O.ooooooe 00 0.202000E-01 

~O. 572000E~01 O.4?'00OOF~01 -0.3(10000F.-03 

IOU '" HI 0.000000£ 00 O,oonoool! on o.ooooooe 00 a.oOOOOOI! 00 
O.OOOOOOE 00 o.O(lOOOO~ nn O.ollooooe 00 O.OOOOOOI! 00 
O.202000E"01 -O.4S3000F.-01 O.OOOOOOE 00 

IOW = , 1 0.25500010-01 0.0000001! 00 O.ooooooe 00 O.OOGOoOI!! 00 
o.OOOOOOE 00 O.OOOOOOF 00 O.OOOOOOE 00 O.OOOOOO! on 
f).006000E 00 0.255000E-01 -0.1850aoe-01 

:V~TEM FIG~NVALUES 

REAL tMAO 
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I ·0.96031.01:'-01 0.00000;)1; 00 
2 -O.5GS2':5E",vl 0.000000£ 00 
; -().700745E-01 O.OOOOOOE 00 
4 -o.?47194F.-01 O.OOOOO(lE 00 
5 -:1. H7243E-01 0.000000£ 00 

'" -o.'l23316E-02 O.oOOOooe on 
7 -0.200682E-01 O.oonOOIlE 00 
8 -1\.489846E-03 O.OOOOOOE 00 
~ -0.139995E-0' O.OOOOOOE 00 

10 -0.325079E-02 o.ooooooe 00 
1 1 -0.173768E-01 O.OOOOOOE 00 

COR!;fNt; FtI'Jr.TION MATRI)( 8 

!;1(11.j " 1 O.OOOOOOE 00 I). 0000001; no 
Ilnl,/ .. 2 -O.300000e-05 0.3000001:-04 

RO!.! ~ ~ -0.500000E-05 0.50000011-04 

~nw " 4 -0.500000E-05" 0.50000!H!-(l4 

"!(H~ = 5 -O.SOOOOOE-OS 0.5000001'-04 

~l(1 iJ = " -0,50000010-05 0.5000001:-04 

RfliJ '" 7 -O.SOOOODE-OS 0.500000E-(l4 

qn'~ to 1\ -O.20nOOoe-04 O.500000P.-04 

!l nlJ " 9 ·0.400000£-04 O.400000E-04 

~O'~ .. '0 -o,20nOOOE-04 0.200000l'-04 

R01J = , 1 0.460000e-03 0.4600001;-03 

VARI~BIE~ o~ INT~REST= 1 3 8 11 

~AT~t. OF MOMENTS FOR fORCING FUNCTION 1 

!'lnl-I " 1 -o,574695E-02 -0.129206! 02 -D.534743!! 05 -D.:H'!l2091! 00 
-O,268102E 13 

q 0tJ = 7 -0.187110E-1)1 ,,0.407304E 02 -O.168093E 06 "0.'0312811 1(1 
-i,.{H?360E 13 

Q f\.,., ,. ~ -O,436445E-O~ -{l.9471171! 112 -0.38983Q£ 06 -O.23Q040E 1n 
-0.195232E 14 



'O'J .. 4 -O.681112E-01 ~0.147609! 03 ·0.605634E 06 -0.311144e 1Cl 
-0.303097e 14 

! OIJ " 5 -O.605829E-01 .. 0.127626!! 03 -0.521677e 06 .. 0.319~05e 10 
-0.260902E 14 

IOW .. " -O.821884E-01 "0.1'706131! 03 -0.695711E 06 -0.425949! 1Cl 
-O.341806E 14 

IOWa '7 -0.75~661E-01 "0.15388SE 03 -0.626275E 06 -O.383352! 1Cl 
-0.3"0151; 14 

IOW .. A -0.545821"-01 "0.101573" 113 -0.436992E 06 -0.261445!! 10 
-0.218370E 14 

~ n t.t 1:1 Q -O.292622E-01 -0.5546121'1 "2 -0.224952E n6 -0. H7658E 1" 
-n.112396E 14 

!OIJ = 10 -O.126521e-01 "O.234569E 02 -O.9S0506E 05 -0.~81615!! 09' 
-0.414880E 15 

!Ot.l = , 1 -O.496005E-03 ~O.501687F. 02 -0.210H?E 06 -0.1211816e 10 
-O.10S196E 14 

~TRTX OF ~OMENTS FOR fO~CING ~UNCTION 2 

!lW • , 0.762414E-02 0.1514t19! n2 0.615120E 05 O.,16483E 00 
0.307406E 13 

OM " ? O.248228E-01 0.475425E 112 0.193221C 06 0.1182114! 111 
n.965834E 13 

014 = ~ 0.557639E-01 O.109905E 03 O.U7711E 06 O.27'41J2E 10 
0.2238451: 14 

IlW • 4 O.837728E-01 0.170249E 03 0.694921E 06 0.425572£ 111 
0.347511E '4 

(lIJ • 5 O.7'5961E-01 0.1464,S! 03 0.598105E M O.3663151! 111 
O.299128E 14 

OIJ .. 6 O.954440E-01 0.1951S5E 03 0.797291E 06 O.488323! 10 
O.39S760E 14 

O!J .. .,. O.86~8S9!1-0' 0.17572611 113 O.717530E 06 O.43947'H 111 
{).358810E 14 

0.., .. 1\ O.615672E-1I1 0.;Z26691! 113 O.500577e 06 O.306568! 10 
0.250359£ 14 

OIJ " Q O.324124E-01 0.631836~ 02 O.257654E 06 0.1576!12E 111 
1I.128861E 14 

nw " H o .139696E-01 0.267139E 02 0.108862E Oil 0.6667221! 09 
O.544443E 1:S 

nlJ ., 1 1 0.5411292E-01 0.606530E 02 O.241397e 06 0.1471116! 111 
O.120611E 14 



RF~lJ~EI') ~V~TEM 

FO~CIN~ ~UU~TI0N MATRIX B* 

!?o\~ = 1 -0.995'775E-Ofo 

QOH " 2 -1).500885E-06 

~n'.J • , -0.2350261:-04 

~O\,' " 4 O.L47200E-03 

A MATRIX 

ROW = 1, -0.335520E-02 

llnM • ;> -0.177024£-01 

>l() \J ~ 3 -O.259250E-01 

Rn", III 4 o:S53710E-01 

~V~TFM F1GFNVALUFS 

I./ARIABfF , 
2 
1 
4 

~EAl 
-O.185537E-01 
-O.487669E-03 
-n.991276E-03 
-O,331092E-02 

(I.371608E-05 

0.420928£-04 

0.4096]3£-114 

0.477588£-03 

0.1591821!-(l3 

0.1802441!-02 

0.701277'i-I12 

-0.698167F.-02 

IHAG 
0.000000£ 00 
0.000000£ 00 
O.OOOOOOE 00 
O.OOOOOOE 00 

~.T~tX OF MOMENTS FOR FORCING FUNCTION 1 

(I.207708E-03 0,'65755e-0~ 

' 0.419014E-03 -0.612056e-o~ 

-0.330329 E-02 -0.5673He-O' 

0.811376£-02 -0.184876£-01 



qnw '" 1 -0.5i'4695E-02 "O.129234E 02 -O.533596E 05 -0.321'5231: O~ 
"O .. ~6e128e 13 

DOW = ;:> -O.43644SE-01 "0.94i'36H fl2 -0.388827E 06 -0.23855i'1!! 10 
-0.195330E 14 

~ 014 .. 3 -0.54582H-01 "O.10i'602e 03 -0.435824E 1)6 -0.26690511 1/\ 
-0"218496E 14 

1l0lJ " 4. -0.496005E-03 -0.50H105E 02 -0.209679E 06 -0.12854611 11'1 
-0.105215E 14 

MATRIX OF MOMENTS FOR FORCING FUNCTION 2 

1l0'1 " 1 0.7624141:-02 0.1515311: 02 0.6US39E 05 O.371.2521! 09 
0.30S954E 13 

RnlJ = ? O.55763ge-01 O.109958E 03 O.445439E 06 0.272451!! 10 
0.22284SE 14 

Il (H) " 3 0.61567H-01 0.122130" 1)3 0.497948E 06 O.3D46891! 11'1 
O.24Q251F. 14 

qnlJ n 4. n.546292E-01 O.606776E n2 C.240343E 06 o • 1468221! 11) 
O.120046E 14 
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Fig. A2.25 Mode! 4 reduced by moments matchtng: 
step response for states 3/2 to 
input:l 
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Model 4 reduced by moments 
matching: atep response for 
states 11/4 to input 1 
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APPENDIX 3 

A3.l A listing of the program for the 

reduction of state variable models by 

matching the frequency response. 
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" 
.
" ,. 
• , 
C 
r 
r 

'l,oH~ ~K~OUENO RE~PON!:E REDUCTION,TVPF. 7.. 
l"TF(iF'~ D, D!~CTIIRT 
nl~~N~TnN UOR~3(40Ul,WDRK4(4nn) .WORKSISOO) 
DI M~I·j~l"lN \,1(50). 1'1(400).1 pO~) ,\JOIlK1 (400) .\.101<1(2(400) 
D'~F~eTON HnLD(20).TQ(20).TPIV(?O'.WORK6(4nO),WORr7(SOO) 
C ,,."", ".r I T R E ~ P I .H 1 '" 81 ) ,81) (41 ) • I MP 
C,'MMO~I QO (400) 
!'.FT~~ ~TlE !(60n,'OO,l,NII) 
ncp,,~ ~il"4(600,"\I).L,r'/ll) 

rU1K ppnGQAM RFDI)CE~ THE N TH. nR~FP ~ODEl 

~I " AJ( + SIf 
Tn ~~ rQllJV4LENT M rH. OROEQ MOOFl BV MATCHING THE FREQU~N~Y 
N"~PO~~FS OF AI.l INPUTS AND ~eIFCTED OUTPIITS OF THE FULL ANn 
~"r.!Jc~1) MOIlEtS. 

O"TDlIT, 

F"I\ I ftNO REI)UC~!) SvqEM~ APE IJI1JTTPI TOGETHER WITH 'fHEIR 
Rc.pr~TIVE TIMF ANn FREOUF.NCV Q~SPONSES AND EIGENANALVSES. 
I',~DR'~AT!ON IS GIV~~ ON T4E SFLFCTFD VARIARLES ANO THE QUALITv 
o~ ~JT OBTAINED IN THE LEAST ~QUAReS SOLUTION. 

a~TA QF~)ilJllF[): 

H HnurEf) MOOEl O~nER • 
'I Fill' t10DF.l ORD~R. 
,,, ;.JIIM~fR I)F IIIlPut, • 
p N~I~q~R OF FREQUENCIES MATCHEO. 
',I ~p~()iJf.:NCYES. 
, Pl~~T MATRIX. 

r n~ !~TFRVAL FOR TH~ TIME RESPONS~. 

~ T~'I M_XIMUM TIME FOR TIME R~SPONSE. 
r r, PIOIJT "lATRIY. 

r I" ~FI FeTEI') OllTPIJTS. 

r p,nRRoM WRrTTE~ BY: 
r M •. I. ~OSlEv, 

r DEPT. rHEM. ENG. 
r LOUGHBOROUGH UNIVF~SlTV Of TFtHNOlOGv, 
r ENGLAND. 
r 
rr ••• ~*~~.~.*+ •• ~ ••• ~.~~ •• *.~.* •• * •••• * •• ** ••• *.** •••• •• ~* •• * •••• **.*.*. 

r 
r ~<'6!\ H1PiJT PARAMET!,QS. FR:(llIE"'CIE~. PUNT ""TRU, AND TIMF 
r Ar~PON~F PAR_MFTE~S. 

r. 
,),~ Ql,OC) KBOZ=',7. 
R'·~ni1.1 )M.N, TP';P' 
Rc~~(1.n (101(1() .K=1.p) 

R " ~ n (1 • ;» ( (H ! + N .. ( J -1 ) ) • J:r 1 , ~) , , "1 • N ) 
RCAn(' .?)OT.TMA~ 

I~ C""PlITF p~RH1neRS ~OR liS. IN PRO(1RAM. 

Ff)~=~1"~-10 

D' ~~T~RT"O 
Ir>P"IP.o 



oH OP"'h'l pp 
r1'~"M"IP 
~r' ::f>'I ... 'l4 

"P? .. ;; ~M? 
1':" , 
IllFU',,5 
p·,fP,=1 

S~T IJp DARAMETF~S FOR USE IN COMPUTING TIMF RESPONSE.· 

'')PTTf.1? ,'1<)911) 
~1 CI'lNTlIJlfP 

IV::O 
tr' 1.1'" G :.!l 
N' =N+' 
N'=M*M 
N~'dJ;?7">J 

N,P"N*'P 
'" " i:l ,,' ,,'H P 
i(t.'IP"'11P 
G'I f' ~W'lV!'( A (1), \JOR~1 (1) ,Nl') 

(.r''1P,JTE THF EIC;~NANALVStS. 

~nr C"I, '1.rINOR(IRUNG.~,QT,TMAX,N1.N'.N3.WOR~?WORK3,WO~K5,A.1Q.rR. 
• WDQK7.IR.W~RK7.WORK7.SU.\JORK4.1X.rREAn) 

G" T"I~n1.S02.~06,5021"E 

ACin INPIIT MATRIX. 

<;1')1 R<~I)(~.n«B(I .. N.(JM1).J"1.!p).1 .. 1.N) 
,.I"IHO.4) 
C'I I ~P'TfM'T(N,IP.NIP,A) 
le:::, 

~OA Ci'l~!T~,"IUI: 

!< .. 4 

cn"'PIJT~ "tHE T1M~ Rl'$PONSe FOR EAC~ INPUT IN TURN. 

[)"I 50' 1("1.lP 
I)~ ~O~, , .. ,."1 

r,n~ il! IIl:::R I! +N* (K-n) 
51P ~"HJr \ "JUF 

C.II ~M()I,IE(WOql(1(1) ,A(1),N?) 

r,r,MOIJH rHE SYSTEM FREQUENCY RESPONSE AND IJIHTE IT OUT. 

C~" C~FQRESP2(N,!P.N!P.NZ,P.~tv~r.RT.A.WORK1.e.WOR~2,UORK6.WORI(1. 
~ W.I.IORI(4,N1.HOLI'l) 
1«D'X~TART.GT.O)r,O TO OQ?9 

R~ID THF SELeCTED vARl.e[E~. 

e"L ~F1·uP("'I.rp.M!pp.P,N1,WORK4.\,j'1~1("WORI(3,\,j.IR,N) 
JolTFi?,300, 
w'!TEr?501)(IP(1) .1=1,"'1) 
1)"1 l7n 1=' .Mlpp 

171\ w~QI41".WnRKJ(I) 



r ~~IUF TM~ LeAST SQUA~ES PRn~LEM o~~ COLUMN ~T A T!~E 
r ~nQM~ll!l~G \I.R.T, ,~~ ~.H.S. VARIABLE TO EFFECT ~QUAL WE'GHT1N~ 
r: Tn ALl INPIi~S AND v,dAflLES, THI; FlIClID NORMS 8EFO~E AND 
r. AtH~ c;nLUTION AK€ WRITTEN OllT TO ESTrr~ATF THE QI)AlITY o~ FIT. 
r 

D" 10n K=1.M 
E'Ir=O 
~n "10) l::l,tPP 
J"T+!Ot"dK-' ) 
11'IVoorl(.J).EQ.O)GO TO 102 
il" c, fI = ~I n R I( 1 (J ) 

'I' R ~, ( I ) ::, 
0" 1D1 1=1.,., 
J ~ : T .. , PP .. 'C ' •• ' ) 

1 01 '"J n ~ ~3 (,11 l " !.O R K 4 ( J 1 )1 Q H Ell) 
G" T<1 11.0 

107. !J..,~n(l\=O 
nn ~Iir) 1.==1.M 
J,=,,,,op+(l.1) 

~~n wnDr3rJ11=WORI(4CJ1> 
110 EIIf,_EIIr:>\JORK1(Jl*WOH1CI) 

E"(:SIl'?T( ~1Jr.> 
C~, ( 't <;()(IPP.r~.1.MtPP, tPP.M."';:>'.WORI(3,WO~1(1,HOl.f),tPtV.EP!;.T1:R, 

~ WOR~5) 

[.ltF~.FQ.O'GO TO ?DS 
C1r;TTEI,,;>06) reR 
If" I T F ( ;> , ;> 0 21 ) ( t P I If ( T ) • ,- I F R + 1 • to!) 

;> '15 ,(; "'! T i '" 11 c 
1 ~O C'" P"(1VE(~OLPl1l. ~(1+"I*(J(.1» .M) 
~1(\ Cr'I"TTM"" 

r" I, TQAN"IATO .WORK' ."I,M) 
c'll t'~f1IJF.(\JORn(1),A(",M2) 

,.,"TTF IlIIT TME REDUC~O SYSTEM ANI" o;H UP P4RAMETe~S TO ENAALF. 
TU~ ~'M~ AND F~FQUFNCV ReSPON~fC; TO SE COMPUTED.AS FOR 
Tq~ ")'1.'. SV~HM, 

IJt> Ht r;>, 5) 
0'\ ;tOo f=1,'1 
('::T'lITl 
nO') ?IJr) J,,1, I P 

~nn l.1"pnrHfi .. CI.-1»s:ROCI1+N*CJ-1'l 
. C" I ( ... P M 11 'i T 01, I p', M .- An) ;W 0 PI( 1 (1 ) • A (1 ) .0 dfR ~ ,
U'.!. ~P"ASII~(B(1),D\lM.'H1),MIP.-1.NRR) 
';1", 're (?,,1.) 

C't' ",''lITFMATC'', IP."IIPd\) 
~'Y<;-T! '1T" T pp 
:-.J~U 

fr.=' 
Gn TO 5~ 

~OQ() c"N'rPII/F 
,¥I\D 

1 ''lOlM;\T/?O!Ol 
~ F~PMAT(~nOFO,O) 

~ F'IPMAT('~H'~ULL ORDFP SVSTFM.II. QH MATRIX A) 
4 CnAM~T(II!f9H MATRIX B) 
~ ~-AMA?(1111111QH P~DUCED MODEL nATA) 

,,1 FnPMATIIII/14H l~AST ~QUARFS/l 

~n ;"AM~T(III'Ofl 5YST~M eIGENVAlUFS/) ,? r.~RMATr?(5x.F.'~,6» 

'0~ ~"'DqAT(11111RH QH~ FUClIO NO~M s.,16.6) 
1nL Fn~MAT(12?H LEAST 5DUARES E~~OR =.~'6.6) 



r 

~n~ tnAM'?I~gM ~TDp AT L~AS~ SQUAQ~.~ANK =.13) 
.00 ~~QMAT(IIII~2H VAR!A~lES OF t~T~~~ST) 
VI1 ~,'PI~;\Tr1'116) 

'<I) .. '~MAT( /i 1/2t.H ~UI49FR OF HIEOIIEIIICTES .. .13) 
~n4 F~RM~"'11!40H TI~~ ~ESPONSf ~OR ~ORCING ~U~CTION 

OQQ~ F"RMAT(1DH FULL MDDFL OAT~' 
~n?1 F~OMAT(1RH USELFS~ COlUMN~ =.,Or3' 

E ~.I"I 

.13", 

" .. " ? I) 11 TT I, E' ~ R F Q R F. <; p ? ( N , I P • NIP • ~, • P • 0 I X STAR T • A , A '2 , B , AB, S TOR F. • R 11 , 1.1 , 

1 RFPn,N1.HOtD) 
I"TFGr.~ ;>,O!XSTART 
r)1"""~rrrN ACN2) ,A?OJ2) ,SCNIP) ,AIHNIP) ,STORr-(~2) ,RH(N2) ,W(p) 
~IMF~~!ON HOLD(N) 
~'M~N~'n~ RFINTr~1) 

C''''"r''J qfl (400) 
'\ 

r TUIR ~~SMENT COMPUTES THE REAL ~Nn JMAGtN~RY PARTS OF THe MOD~L 

r ~I " IIX + BU 
r F~R All INPUTS AND OUTPUTS A~D WRTTES IT TO DIsC FILES. 
r 

i;11! ~Hrr\lF.o,(').srOP€(11,N2) 

r. "I t '" :"l V ~ ( !I (1 ) , R ". ( 1 ) , N t P ) 
,·p,,~n 

\..,1 tt.~(lI VFcsrnRF,RO,N,N2.NIP,1 ,o,ID.tT,RFINn 
CI,I 1 ~PMI\~US(RC)(') .!IUM,RO(1) ,NIP,., ,NIIR) 
1:',11 eO\lUMHN.N.N,Ar11 ,Acn ,Ai'(1) .n,l/RII) 
ell I e;>MilMTfN,JP,N.A(1),B(1',A!ltl1,O,NRR) 
GIll ~I"AI\SI!~(Al\r1).OU"',ABC'),NIP,.1,NRR) 
:111 CWIVE02<1\,STI'lRF.(1),I/2) 
11',,1i)n 

')" 7 ~=1,P 
:>"7r=1,N 

? A?(4+~~('·1»=A2(r+~*(T.')'+W(K).wt~) 
r.'1I PlnVF.(ABC1LRHt11 ,~lPl 
1 "";: 1 
l°,.~ 

f. ·'''=M·~.1 
CII 1 t6~nLV"CA?,RH,N,N2,Nrp,tN,n.'n,IT,REI~T) 

!r.(''T'')~,'#.4 

/, Drl ~ ,1,,1.!P 
1.~1.il .. r .1.-1) 
C'II. ~1·'I1I!E(RH(U,Hnl.D(1),N) 
LRnl~~T.RT·J·IP*(~-1) 

'i \101TF.fTr:'l)~OLo 

1<IIG ~Q.4)GO TO 7 
Q.,,-L/(n , 
C~II. eMIlVFCS(1).RHC1),NIP) 
C,lIl to"'i~U~(Q,OlJl1,~H(1),I/1P,O,NRR) 
I ,,,,, 

I'=~ 
r,;' TO ~ 

., r.. iI er. n v FE ( 0 (J P F ( 1) • A;;> (1) , ~?) 
:=:!~TIIR~' 1,' 

" ' WC' 'n, ,? , 1 ) !U 
S"I)P 

1 f"DMAT(1115N Nz =,13) 
11" ~nQMPT(&E16.6) 

101 ~"~t-I!lTII4) 



r 

?OO ~"D~AT(IIII?8H REAL PA~T AT 7~Rn cpEQUfNCY' 
E tl f) 

">"~QnIlT'NE SETlJP(~.TP.MrpP.p."I' .HnlD,O,S,I.I,IR,N) 
J ',rr:G~~ .p 
~'MFN~l"N YOLD(MIPP),Q(MIPP),S(MIODl,~(P).IR(~) 

C'W~I1" ~O(~OO) 

r ~u,~ ~FGMFNT RtADS ~ACK ~ROM nl~C T~E pEAL AND tMAG!~A~Y 
r g,gTS F"R EAC" VARII!LE AND INPI]T ~ND RET, UP AIIRAVS PRIOR 
r Tn ~OrV'NR THE LEAST SOUARES PR0RIFM. 
~ 

t "~!:r:p.r p 
,)" (. • ,,1 • P 
tJ" t. 1\"1. If> 
.1,d',,",P.(K-' ) 
R" ~ n ( , ' " ) HO 1 !) 
0" , '='.M 

"' sn.~,.:(J-'» .. HOlO(I~(t»-RO<ttHl)+~.(J'-1') 
R~~n(~',,1)HOr.[) 

n" 4 T='.M 
I. ,~( I .11. ( ,r -1 ) ) ,,- HO L rH r R ( t ) ) .101 ( 0 

C'II, TQ~N"'AT(Q.HOlD.M.JPP) 
"'~I L P"(WEf~OLD(') '.Q(1) ,MtPP) 
",I r 1. TR~N~'AT(S.rIOU'.I~"PP) 

C~" ~M"·,!E(H()U)(1l.q1).MIPP) 

R r. rtl;l>r 

o,'IHROIITiNE IJRlT~FRFfl(N.IP,P.N1.N2.N2rp,HOL"""OI!I(,,,,.DI)(STAI',..UORI(7' 

c 

'r"TF(j~~ !)TX~r~RT 

t'.tT~(js:'Q p 
D'M~~qln~ WDR(7(N2IP) 
r)'"p'~T,1'j HO Lf)(N1 ) .!JO~I«N?fP) .WIP) 
~"H~j~!nN TF:<T1 (4) .rEn2(4) 
~'rt Tn,1 (1) ,iF)(T?11 )132H 

3l~ GAIN 
REAl. IMAr.. 

lAGI 

C T~I~ ~~~MENT RE~OS ~ACK FROM DI~C THF REAL ~ND IHAOINARV PART~ 
~ F~A ~IC~ V.PIARlE AND INPUT, .N~ FROM IT rOMPUT!S THe 
r " ,~IJ !Ill. r F N T ,t R f Cl U c N r: V RES P 0 ~ SF.. T H ~ WHO LEO r: T HIS tl AT A 
C !~ T~P! HRlTlF." OIIT, 

r 
',h r T F ( , , 1) 

!"'''P/3 
T·.J:':tP .. ·~·!X 

I ? 11 Y 'tf 

je(!VAT.O»)Z=lX+' 
~.~ 101 11,,1. P 
.I' .0 
:)'1 12 .11,,' .~P 
L-.'1.IP*(~-').OIXSTART 
Ret,~(" r )Hor D 
.1'''.IL+1 
()", 11 1 .. 1, N 



r 

" wnRK(T.N*(Jl-1»aHOLOf!) 
RcAlH [,.' t.) HOLD 
Jt.=ll.' 
0'112r .. 1,N 

p W"RK(T.~h(JI.-1')=140tO(!) 
on 10/, J,,1,rP 
J ~,,' *.1-1 
J\t, 10/, '''',N 
~~"'+>'I .. (JR-' ) 
K ,,", ."+.1 P. 
7.c'=I,lnq~ 'KR) 
Z! "'J(1QI« K n 
'"=~DQT(l~·lR·Z!·ll' 
j«7R N~.O.nR.ZI.NF.O'GO TO 2nD 
P 'lA <: f" 0 
Gn TO .701 

;>(')0 CI"lI\Tlk'll~ 

p~Aqf"ATAN2(ASS(ZI).ABS(ZR»*'RO/~~.4'59 
r O (71.rT.0.AND.ZR.GT.O)PHASeapHASF 
10111.1 T.0.AN~.ZR.lT.O)PHASE.180-p~_Sf 
!~111~T.O.ANO.ZR.LT.O)PHASE='Rn+DHASE 
1«7[ GT.O.ANO.7R.aT.O)PHASE&36o-PMA~E 

?(1' cn,.jT r ,'!I~ 
1.1 'lR ~ 'I / I( R , " A R 

1(')4 wn~K7/KJ).PHASE 

H~1TFI?3)'HI() 
~" 1\11=1.11 
Iq,,:;.,,1-? 
1~'Jn"!ST+? 

IOIJ1 ~a.ll)I~ND~15T+IY-' 
W~'T~/).b)(I,!=IST.IENO) 
\~~TTF 17.7) 
4PTT~(~.~"(TFXT'.I=rST/IENO) 

On R !:I.N 
R WQ1TEC'.9,!.(WnRK(I+N*CJ-'»,J=2*rST-',2*IFND) 

I) '1 1 01 .11'" d Z 
I~T,,5.J'-2 
.1~,ill"'I<;T+2 
1«,1 1 rO.IZ)IENO=tS'+IV-' 
Wo IT E (? • (, ) ( ! , I .. 1ST, , END) 
\lQTTFO.n 
Wn lTF(?21)(TEYT2.!=lST,IEND) 
0' 1 01 1=1, 'I 

11)1 W!)rTEI~.9)1.(WOIlK7C!+N.(J-'»).J=2.IST-',2.JEND) 
~1.r-TORIl-! 

, ~"nM~TCIQH'FRFQUENCY ReSPD~SE) 
1 ~n~MATfIIII12H FREQUENCY =/E'6.~) 
~ F~R~AT(lf17H FORCING FUNCTION,4X,3CI2,29X» 
J ~"~MAT(fI6H STATE) 
o F"~MAT(~X,12,4X,6(4X,E'2.6» 

lOO F'H~AT(J4) 

71 FrlQMAT(15Mn 
E -\~ " 

S 11" Il OIlT I Ne I. l S 0 (M, N , l, M N, M L , N t , N 21. , A / !I, X, I p! V , El!' S • I lE R, A UlO 
D'~~N~ION·A(MN),B(ML),X(Nl)'IPIV(N),AUX(N2L) 

r TUI~ q~GMENT SOLVES THE LINEAR tEAST SQUAR~S PROBLEM, I.E. 
r M'N1M'7~S THE EUCLlft NORM OF B-AX WHFRE A IS THE (M,N) MATRIX 



~ M RF.~ AND R ,~ T~E (N,L) MAT~IX. THIS PRO.~AM IS GIVEN IN OETAIL 
C (~ y~t 'BM 36n SCIENTIFIC SUR~. MANUAL. 
C R.~ERPIr.f: 

~ G r.OIII~. !JIIMFR1SCHE MATHEMATlI(,VOl 7.tSS.:(1965).206-216. 
r 

I«M·N)~O,',' 

1 p'",,!) 
,r,"In"n 
(In 4 1(:1,N 
InlVIlI),.r. 
... 0 
,cT=!FNO+1 
UNII=TFNn+M 
on , !"'IST,'IE~O 

::> H~~"AIlH·A(n 
A"~(~l=H 

P ( H· 0 lI') 4 , 4 , J 
~ P·\/::II~l 

1<0I.V=1( 
I. (;r'NTlil!IIF 

I. c( P! If) :'11 , J 1 • 5 
~ !'O,r; .. S~p.T(PtV) 

rnl "5'G.AFlS(EP~) 
I. M :::(*M· 

I~T"-~ 

!'I') ~1 r:r1,'1 
{~T"I<:T"'''' 
I q'i')=,~T+M-K 
!.n>!II.1I 
HIl)il,I\,6 

f, 'i",~1)Y.("1 

,,"'It L)" ~U)( (KP I V) 

A!I~ (n>r \I) =~ 
I I"~,.,..~ 
l)" ., ,:: T S T ,J F. N n 
J·'T.!~ 

ft-bill. 
AIT)'''~(I) 

t 4 I .1 ) = 4 

!< It/I(-1l11""Q 
o ~ rr,,,(1 

Dn 10 '~JST,IEMn 
10 STta5Tr.+~(I).4(1) 

~'t;.SORT(S'r.} 

le(SI~·TOl)12,3?,11 

" H"b / 'CT)·' 
jr(H'1?13,13 

l' ~'r.,,-'nr. 
" rnTII(KPtV):!PIV(K) 

I "'V, n"KPIV 
qr:TA='H~!G 
A,I~'n"Q~TA 

~~~A='I(SIG.RET6) 

.1 ~N ... K 
~"VI .) \ ,,- $ I G 
!··(~-~1~4.1Q,19 

11. pt",,\) 
ll"'>::: (} 
,j,::l"ar.., 
<Dl\f"!~T 

~.~ n! .I ... 1 Sf. N 
I ." I ~ •• , 
~ :"!(t 



Dr"J 1 ~ f d Sf, I END 

r '''l+ln , ~ ~"~+I\ Ill<d\ (f T) 

H"OF1 •• ~ 
!, " 1 I) l~rST,IE!'ID 
i 9 '1!T-40,1'\ 

, ~ ArTt)ft"II)-A{I).~ 
!t=!ST.'n 
'l- A flXr.l ) -11 (I I) • A (I I I 
.~'i\( I ,I \,,~ 
1<!4·IlTV)1R,18.17 

1 ., PTVr:H 
(~TII=.1 

1 " " C<1IJTt"", 
19 Df\ " .Ir:(/L~,M 

~"n 
! nJ ~ " ,I .. '1- I< 
P"'~T 
0" ? r, T"J .IIOND 
~,,~.ArT!)"S(!) 

7(1 1'::1 r .. , 
'i=RFT~*1! 

I'=I"T 
Of'," l"J, lEND 
~'1 \ =~. (T) -11 (11) oH, 

" !'"Il .. ' 
Ir.Q~tl 

I"", 
"'=I .. /.j 
;,,1/=1 1~IIX(?Hj)' 

~" 
, ;, ""N,LN.N 

\(1v\"~T\'~AO ) 
')? I" 1 .. '1 

!01l1-1>'6.2 .... 23 
?~ I ~ T~ (~_') .. ., .. N 

~" ,~ .f ~ i' • N 
J<::T=,I~T-~~-1 

~~N+'J+' .J 
PT\r,,~ I ~U;.: (Kl 
K~T"K·I.I 

I"=TP'VIKST'·~ST 
I, TI:?,I 
D<1 ,~ ~=1 .f. 
H~n n;o.n 
r~Tale:t.N 

[r'J ~=,1' ,+ ,1-;> 
11 ='.IST 

n ", '4 1=IST. lEND 

I'':I'T."" ". H"H-IIII n *X C I> 
!~r~T.1 

1'='+111 
XITI::vlll) 
X IT n"PIV*H 

,~ K~T=~~T+~l 

?Ii !~T"N.1' 
T C'JIl=O 

0" ")9 .1",' • L 
r. .-1 n",' pj D" M 
HftO 
,- p"-'1\?9, 29,27 

')"! /)1') 'k ,,,1ST. lEND 

'R. 'I .. II.F\ 11) *F\ Cl) 



r 

,Q 

~(' 

" 
3~ 

I~T=r~T .. t4 
A!IX(J'~~ 

q-'"RN 
l~R"·' 
q~TtI"N 

I~P .. -, 
Rrr!lR" 
l~o.K~1 

R • Tl.JP."I 
Eil.lr'! 

S" ~ IHJlIT , tJ E N A T 1 ill G R 0 RUN!) • N , !) T , T M A l( , ill 1 , ill 2 • ill 3 • X, Y , M ,,,, t N V • I ill T, TT!t , 
, ~T,IC,OEJ~T."F,FT.IX.I~FAn) 

ReAL M(N2',MlfilvtN;o> 
. i)'MFN<:lni'! PH(~) ,·rt~OI) ,XIN", YCN1' 'AT(N3), rCOn;IHINTC'l' 1 
D'~~N~'nN 7(N1).F(N),FT(~> 
c",n.4()"l/TR.ESP/AC'68')dlt/(l.1),TMP 
Irnll .. n 
1~(TX.~F.O';'O TO 2000 
1,4~'TF.O.50?) 
D" ~(Jn 1::1.~J 

~"TF(~.501)1.(A(!+N.(J.1)',J=1.N' 
11l~"O . 

tll'l ;',)1\ ''''. N*N 
f, 1\ Cl M ( I) " ~ ( T ) 

trlN,n~ 3)60 TO 2001 

C r.~MPUTF EIGENVALURS 
r 

C 

;>no, r.nMTHnlF 
C~I I. r.PtllRH~SSF(N.ACllolNH1» 
C',I I HORHB$E(iII.A(1),ITS(1),lU1),V(1),AT(",IVS) 
HOITF.0.504' 
\./olTF.li..503) 
0I1'i1~T=1,N 

'~3 U~'Tf(2,202)!,X(I),Y(I) 
too .. O 
ROTlfR'I 

C T.~~ ~n~ EQUAL ROOTS 

c 

ont;T:1,N-' 
i) () ~ .1 ~ I .. , • N 
r.(AR~C~II)-X(J».GT •• 1e-06)GO TO 5 

,It( V1 t).fQ.-Y(J).AND.ABS(YC!,,.GT .. 'E-09)GO TO 5 
l4oITEI?7) 
Iro",' 
IV"" 
Rr.TlI~N 

C Tr~T ~np COMPLEX ~r~ENvALUES 

C 

IrrtR'I'IG.EQ.1)GO TO 400() 
'11/'1'11 ':f.N 
It t4"1QY(P).lT •• 1E-09)GO TO 4 

c,,' TO '11 

t. 1'(T)"O 
~ r.M1TBt!.IF 

~ C~~PUTF E'GfNVECTORS 



r. 
NR07=!l*tH7HI 
C~"., ~I.ClRVS(N.NROZ.A.M.X,V,AT) 
~AII. ~4SACI(tI,~,M,v.tNT) 

1~"TTF.I~.505\ 

o,~ ~O" 1=1.1.1 
W~lTFI'.501)I,(~(r+N·(J-1»),J.1,N) 

~or. CflNT I 'IUF 

r. Ct1~PI!TF [NVERSI' eIGFNVECTORS 
r 

r. 
r: 
c 

l)I1Q(=1.N 

0"0.1:1.1.1 
Q M"'V('+~.(J-')'.O.O 

Df) 10 1=1,11 
10 M'NV(I6N*CI-1»m1.0 

I "", 
IJ.'=N*'J 
0'1 QilO J=1. N*'" 

oqn A~(~'.l,=M(T) 

, no 1 

Q 1\1 

1.01")0 

<on!) 

Q Ml 

';?t1 
s')~ 

·1' 

13 

1()0 

1 " 

t" I ~'S0LV~ (M.M'NV,N,NA,NA,I~.D.ID,IT.RF!NT' 
WO!T~ 12.' (00) 
1)'1 .~ 001 1"1. N 
'·1" TH 0 , 501 ) I , (M I N V ( 1 + N * (J -1 ) ) • J =, • N ) 
Dc'\ QI\1 ',,1,N*N 
M IT) '" ~ T I ,,1 .. I ) 
I v =., 
CCIiH 1'! 11 ~ 
I ~ ( , R II N r, . E Q • 1 ) I X" ;2 

R!'TIIRN 
1r.(TX ~Q.2)r,O TO 700 
cn 1 IITM4IMINV.IW.1,N,N,ll 
C"·,, I ~"F 
lC(TFO r.O.1)r,O TO 700 
1.(TM~)R.5?O,521 
W~! re ('). ~22) 
C'H'TINIIF 
h·!')t 
T"r"'lT 
Lt = 1 
1r.(TMP)R.12.13 

TMT~ ~~rrION CALCULATES THE IMPUlSE RESPONSE 

n ~ 1 It , =.1 , N 

Itlll.).10' .8.100 
I«Tt'TI.EQ.1lGO TO 15 
F(T)='(T).~XP(~(l)·T) 

(ill "0 1/ •. 
R,,~l(i' Or( n *1) 

S"YI!l .. , 
f(T)·,rT).R.CO$(S)+Z(r+1)·p*S'NCS) 
F/T+1)"-7(1).R.SINCS)+lCr+')*p.r,O~(S) 

, 0 1 L I .. -I. I 
14 C(\!JTINII~ 

'CII t. tIT~~4(~.F,FT,N,N.') 
r 
C U"TTF TIMF RESPONS~ 

r. 
rN11J=lrnu+' . 
W~TTFr?17)T.ICOU 

W'1 T TF I? • :~OO) 
WnTTE(TR~4~)T,(FT(r).1·1.N) 



WO'TE(~.301'«I,FTCJ»,1·1,N) 

N~IM<:~'NT«T-TMAX)/OT' 
H (NPMI')11.R,1\ 

T~I~ qFCTJON COMPUTES THE STEP RE~PONSE 

l' on 2Ll ,."N 
le!! Ll1n2.8.103 

103 HI1r:ITl.EQ.1)GO TO 21 
Fr l)=7CI).(EXP(XCI)*Tl-1"XC!l 
GI" TO ~O 

'1 R d' X P (l( Cl,' • T) 
V1:V(Tl 

S~V(l).T 

P.y (I \ .'H I' +X (1).)( (1' 
~('1=1(1).(C Y1.~!N(S)+X(I).rO~(~".R-X(I»/P+Z('.1'.«X(').S!NtS 

1 l- YI*~OS(S»*R+V1)/P 

Frf+"=-Z(J)*C(X(I).SINCSl- Y1.CO~CSI'~R+V' "P+l(I+1).C( V'.~'N 
'("~Xrll*r.OS(S»).R-X(I»/P 

11)2 II =-,1 I 
20 C~NTlI""" 

r,,, TO '4 
STOP 

~;>, lJoITFc'·.5?41 
(,~ TO 5<'3 

TWIR ~FrTJDN POFS T~E RIJNGe ~UTTA INTEGRATION 

7~P W~ITf(~.702l 

fI1~=f.J"''' 
I <I PH'. I'Q.llGO TO 710 
!/oliFr;>.S22) 
on 7i)4 !::? .,." 

(if' TO 71' 
7H'-IJoTTF.t2.524) 

Il'l 711 1=2.M' 
71' XITI=f\II(!-n 

)Cf'll:" 
1< rJ Rl'~r,. E'Q _ 0)(;0 TO /l 
PHT=n 

70~ CIII ~4f!U~CdM1.rNtT.H,X.Z.V) 
PI T T.< 
I ")lJ= T ~nlJ+1 

WofTFr?1?)x(1).ICO'J 
:./(, TTH'. :-;00' 
!,i"ITf'IH>EAOHX(J), , .. , ,N+1) 
Wry'T~I~,301)«I.X(I.1),I=1,~' 
N·T"~=NTNT«(X(')-TMAX)/OT) 
l'f~TTM~)70~.8.8 

R~T'II~'J 

7 FnQ~AT(I"'RH FQUAl ROOTS FOUN~) 
~"~ ~'o~~r(ffll~3H MATRIX OF EIGENV~CTORS/) 
~0~ F"AMATII/I"9~ SYSTEM EIGENVAIUFS/) 
~~~ ~nA~ATf~SH VAQlABlF PEAt IMAG) 
~I);'> FnRMH('1:x.D.2(1.X.E13,6» 
sn? F"RMATff"IQH A HATPlX/) 
~01 .nRM~T(/6H ROW A,I~.4e16.6/(9~,4E1~.6)' 



~7 F~QMAT(1117H TIME =.e'O.4,14,/) 
1Q FnqMAT(!,y',J~,5X,E10.4) 

~"0 F~~~I,T'64H VAPIARte FT VA~T.BlE 
, FT) 

1~' FnoMAT(~(3.,13,E17.~)' 
~~7 F'Q~A·(111/11H ST~P INPUT/Ill) 
~,~ FnQMAT(IIII'7H IMPULSE RESPON~flll/) 

1nnn Fft qMATIII13'H MAlRlY OF INVe~$E EIGENVECTOQS/) 
7n? F"PM.T'?4~'RUNGF-KUTT. rNT~n~ATIONIII) 

F. 'I n 

S!I"1I0111lNI: F4DERV04,VdlV) 
D'~~N~ION V(Ml,DV(M) 
cnMM(l~ ITRE~P/A('681),BU(4'),IMP 

T ," ~ ~ ~ r, t~ E 1.1 T C MI P" T EST H E I! A TF 0 F CH" N n F 0 F T H F. MO t'lFlL 
X' = 4]( + El 

FnR U~< IN THE PUNGF KUTTA INTr~R.T'ON, 

'1,,"'-1 
~"1 ':'.N 
!"1!i1P.FQ.1lGO TO 3 
nV( •• , '=!lUO) 
tin TO I. 

~ DV(",1),," 

4 I)'~ 1 1 .. ,,1.1 
'" 1'1" A I , + N" (J -1 ) ) * V ( .1+ 1 ) 

~ ,)",! .. 1)::SUH+OY(J+') 
Rn'IIR'! 
F. ~.I " 

~"l'\qn"TlNE LlRITE!1ATOJ,M,NM,") 
O"!~fI~ln" A(NM) 

L/~!TH',1) , 
1)r'2'~',~ 

7 ~J"ITF.I",$)!,(A(1+N.(J-1»,J.1,M) 
Rn'IIIHI' 

, F"PMATII/l 
~ FnpMATI16H ROW -,13,7E16.6/(9X,?E'6.6)' 

F.:~! n 

s ' ' " Q 0 UT T '1 F T RAN ~14 T ( A , 4 T , M , N) 
D'MFN~Tn~ A(N,Nl,~T(N,M) 

TWI~ ~~~MENT PUTS TH! 'RANSPO~F O~ THe (M.N) MATRIX A INTO AT, 

nt11 T:1,M 
nn4'=1,N 



>, "., ( ,I • T ) '" A ( I • J ) 
ReTURN 
E" n 



APPENDIX 3 

A3.2 Model 1, an over damped system, reduced 

by matching the frequency response. 

- A 3.2 -



Contents 

1. Full and reduced model data. 

2. Step responses as detailed below. 

_. -
I 

Figure Input State x· 
~ 

reduce~ 
state:i{' . 

A3.1 1 1 1 

A3.2 1 3 2 

A3.3 1 7 3 

I A3.4 1 12 4 

I A3.5 2 3 2 

A3.6 2 7 3 

A3.7 
I 

2 12 4 

State xl was not forced by input 2 



A SYSTEM OF OVERDAMpED STIRRED TANKS 

FULL MO/)EL DATA 

A MATRIX 

ROW • , -0.100000E 01 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 
O.OOOOOOE 00 o.ooooooe 00 O.OOOOOOE 00 o.ooooooe 00 
O.OOOOOOE 00 O.OOOOOOP. 00 O.OOOOOOE 00 O.OOOOOOE 0\1 

RO\J " ;> 0.200000E 01 ~0.200000e 01' O.OOOOOOE 00 O.OOOOoOe 00 
O.OOOOOOE 00 0.0000001' 00 O.OOOOOOE 00 0.0000001' 00 
O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 

ROW " 3 0.0000001' 00 0.1000001' 02 ~0.100000E 02 O.OOOOOOE 00 
O.OOOOOOE 00 o.ooooooe 00 O.OOOOOOE 00 o.ooooooe 00 
o.OOOOOOE 00 O.OOOOOOF. 00 O.ooooooe 00 O.OOOOOOE 00 

R O'J " 4 O,OOOOOOE 00 0.0000001' 00 O.130000E 02 -0.130000E 02 
O.OOOOOOE 00 0.0000001! 00 O.OOOOOOE 00 o.ooooooe 00 
O.OOOOOOE 00 O.OOOOOOF. 00 O.OOOOOOE 00 o.ooooooe 00 

ROIJ .. 5 O.OOOOOOE 00 O.OOOOOOe no O.OOOOOOE 00 0:30001l0E 01 
-0.300000E 01 O.OOOOOOF. 00 o.ooooooe 00 0.0000001' 00 

n.O{lOOOOE 00 O.OOOOOOE 00 O.ooooooe 00 O.ooooooe 00 

Raf! a 6 O.oooooos 00 o.ooooooe 00 O.OOGOOOE 00 O.OOOOOOE 00 
O,800000E 01 -0.800000E 01 O.OOOOOOE 00 O.OOOOOOE 00 
a.ooooOOE 00 0.0000001' 00 o.ooooooe 00 n.ooooooe On 

ROW " 7 o',OOOOOOE 00 a.oonOOOE 00 O.OOOOOOE 00 o.ooooooe 00 
O.OOOOOOE 00 0.5000001! 01 ~0.500000E 01 0.0000001; 00 
O,OOOOOOE 00 a.oooOOO! 00 O.OOOOOOE 00 o.oooono!! 00 

ROW .. R ·o.ooooooe 00 a.OOOOOOI! 00 o.OOOOOOE 00 O.oooonol: 00 
O.OOOOOOE 00 O.OOOOOO! 00 O.'10000E 02 ~0.1'00OOf 02 
O.OOOOOOE 00 o.OOCOOO!; 00 O.OOOOOOE 00 O.OOOOOOE 00 

ROW .. Q O,OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 o.ooooooe 00 
O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 0.600000E 01 

-0.600000£ 01 O.OOOOOOE 00 O.OOOOOOE 00 0.000000£ 00 

ROW 11 10 O.OOOOOOE 00 0.0000001! 00 O.OOOOOOE 00 O.OOOOOOE 00 
o.OOO()OOE 00 O.OOOOOOE 00 O.ooooooe 00 O.OOOOOOF 00 
0.120000£ 02 -0.120000£ 02 0.0000001: 00 0,0000001' 00 

ROW .. 11 0.000000£ 00 o.aoooool! 00 O.OOOOOOE 00 O.OOOOOOE 00 
O.OOOOOOE 00 O.OOGOOOE 00 O.OOOOOOE 00 0.001)000£ 00 
Cl.OOtiOOOE 00 0.900000E 01 -0.900000£ 01 O.ooooooe 00 

SlOW D 12 O.OOOOOOE 00 O.OOOOOOI! 00 O.OOOOOOE 00 O,ooooooe 00 
O.OOOOOOE 00 0.0000001! 00 O.OOOOOOE 00 o.oooot)oe 00 
O.OOOOOOE 00 O.ooooooe 00 0.140000£ 02 -0.1400001: 02 



SYSTEM EIGENVAlUES 

VARIABLE 
1 
2 
3 
4 
5 
6 
7 
11 
9 

10 
11 
12 

MAT,RIX B 

ROI.I • 1 -

RO,", • 2 

ROW .. 3 

ROW • 4 

ROW • 5 

RO'" • (, 

ROW • . 7 

ROW • 1.1 

11010/ • 9 

ROW • 10 

ROW • 1 1 

ROW • 12 

REAL 
-0.100000E 01 
-0.200000E 01 
-0.300000E ·01 
-0.500000E 01 
-O.I'>OOOOOE 01 
-0.130000E 02 
-0.800000E 01 
-0.120000E 02 
-0.100000E 02 
-0. n OOOOE 02 
-0.900000E 01 
-0 •. 140000£ 02 

0.100000E 01 

o.oooooor 00 

O.OOOOOOE 00 

O.OOOOOOE 00 

O.OOOOOOE 00 

o.OOOOOOE 00 

O.OOOOOOE 00 

O.OOOOOOE 00 

O.OOOOOOE 00 

o.OOOOOOE 00 
'-

O.ooooooe 00 

O.OOOOOOE 00 

VARIABLES OF INTEREST 
, 3 7 12 

lHAG 
O.OOOOOOE 00 
0.000000£ 00 
o.ooooooe 00 
o.ooooooe 00 
o.OOOOOOE 00 
o.OOOOOOE 00 
o.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOO! 00 
o.ooooooe 00 

0.0000001: 00 

0.2000001: 01 

0.0000001! 00 

0.0000001!! 00 

O.OOOOOO! 00 

0.0000001! 00 

0.0000001! 00 

0.0000001! 00 

0.0000001!! 00 

O.OOOOOOE 00 

o.ooooooe 00 

0.0000001!! 00 

FP~QUENCIes ~ITTED 
0.100000e-01 . 
0.700000e-01 
0.4000001: 00 
0.800000E 00 

0.200000e-01 
0.100000E 00 
0.500000e 00 
0.900000E 00 

_0.300000e-01 
0.200000£ 00 
0.600000E-00 
0;100000E 01 

0.400000e-01 
0.300000E 00 
0.700000E 00 
0.130000e 01 



(i,lS0000E 01 
O,27(lOOOe 01 

0,170000£ 01 
O,300000F 01 

O,lOOOOOE 01 0 • .2300001: 01 

REOUCEO MODEL'DATA 

"1ATRIX B 

ROW. 1 0.100000E 01 ~O.156210~~07 

ROW" 2 -0.103582£ 00 O,168969E 01 

ROW a 3 0.103047E 00 -O.6,2271E 00 

ROW. 4 ~0.15~227E 00 0.877878e no 

A MATRIX 

RO., " 1 -O.100000E 

ROW " 2 0.179.~27E 

Ra", Cl :; -0 795318E 
" 

~(\t.I .. 4 O.103410e 

SYSTEM EIGENVA1UES 

~ARIAtlIE , 
~ 
:5 
4 

-REAL 
-0.100000E 01 
-O,169860E 01 
-O,195396E 01 
-O.195~96E 01 

01 

01 

00 

01 

0.3212a7E-07 

.. O.152594E 01 

0.Z1 8220e 01 

"0 , 221478e 01 

IMAG 
O,OOOOOOE 00 
O,OOOOOOE 00 

-O,121151E 01 
O,121151e 0' 

• 

-0.312381E-07 O.147304f-07 

-0.227168E 00 O,634203E.01 

.O,106511e 01 -0.4248UE 01) 

0.435237£ 01 -0.3015/,7'€ 01 
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APPENDIX 3 

A3.3 Model 4, a binary distillation column, 

reduced by matching the frequency response. 

- 1l.3.3 - . 



Contents 

1. Full and reduced model data. 

2. Step responses as detailed below. 

Fip,ure Input State x· reduced ! 
~ state x.* 

. ~ -

Ail.8 1 1 I 

A3.9 I 3 2 

A3.1D I I 8 7 

A3.11 I 11 4 

A3.12 2 I I i 
A3.13 2 3 2 I 
A3.14 2 8 3 

A3.IS 2 11 4~ 



FULL MOIlH !lATA 

.0. MATRIX 

ROW .. 1 ~O.140000E-01 0.430000,,-02 O.OOOOOOe 00 0.000000" 00 
O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 O.OOOOOOE 00 
O.OOOOOOE 00 0.00000011 00 O.ooooooe 00 

ROW .. ? 0.950000f.~02 -0.138000E-01 0.460000E-1)2 O.Doonoo!': 00 
O.OOOOOOE 00 o.OOOOOOF. 00 o.ooooooe 00 O.OOOOlloe 00 
/).000000£ 00 o.ooooooe 00 -0.300000E-03 

qOIol .. :s O.OOOOOOE 00 0.950000~-O2 -0.141000E-01 0.630000E.02 
O.OOOOOOE 00 0.0000001' 00 O.OOOOOOF. 00 0.000000£ (1) 

·1).000000£ 00 0.0000001: 00 -0.500000E-03 

ROW .. 4 0.000000£ 00 0.0000001! 00 O.9500(}OE-02 -0.15801)0e-01 
0.110000E';'01 O.OOOOOOE 00 O.OOOOOOE 00 0.000000£ 00 
fl.OOOOOOE 00 O.OOOOOOE 00 -0.BOOOOOE-03 

ROil .. 5 O.OIlOOOOE 00 O.OOOOOOF. 00 o.OOOOOOE 00 0.9$1'10001'-02 
-O.51Z000E-01 0.1S0000~-01 o.OOOOOOE 00 O.OOI)OOOF 00 

0.000000£ 00 0.000000£ 00 - -0.800000E-03 

R(l'4 r: 6 O.OOOOtJOt 00 O.OOOOOOl' .00 O.OOOOOOE 00 O.OOOOOOE 00 
0.202000£-01 -O.35i!oooe-o' 0.220000E-0' o.oooonOE 00 
O.OOOOOOE 00 O.OOOOOO~ 00 -0.800000£-03 

ROW 11 7 . o.ooooooe 00 O.OOOOOOF 00 O.OOOOOOE 00 o.nOOOOOE 00 
O.OOOOUOI: 00 0.20Z000E-01 .0.422000E_01 O.28coooe_01 
O.OOOOOOE 00 0.0000001" 00 -0.800000E-03 

~ow .. 8 o.ooooooe 00 o.OOOOOOE 00 O.OOOOOOE O() O.OOOOOOE 00 
O.OOOOOOE 00 0,0000001: 00 0.2020001:-01 _0.48~OOOE.01 
0.37000Q£-01· O.OOIlOOOI'! 00 -0.600000E-03 

qOH • 9 o •. ooooooe 00 O.OOooooe 00 O.OOOOOOE 00 o.ooooooe 00 
O.OOOl)ooe 00 o,oaOOGO! 00 o.OOOOOOE 00 0.2020ryOl!-01 

·-0.572000E-01 0.420000"'·01 -O.300000E-03 

ROW,. 1() O.O(lOO(lOE 00 O,OOQOOOE 00 o.ooooooe 00 O.OOOOOOE 00 
0.0000001! 00 O.OOOOOO~ 00 o.ooooaOE 00 O.OOOOtlOE On 
O.202000E-01 -O.483000F.-O, O.OOOOOOE 00 

ROW a 11 O.255000E-O' O.OOOOOOE 00 O.OOOOO()E 00 O.ooooooe 00 
O.OOOOOOE 00 O.OOOOOO!! 00 O.ooooooe 00 o.OOOOOOE 00 
0.060000£ 00 0.255000e-01 -O.18S000E-01 

~YSTEH fIG~NVALUES 

VARIABLE REAL [MAG 



, ~h.960340E~01 o.oonOOOE 00 
2 ~0.SO~Z?5E-01 O.OOOOOOE 00 
1 -0.700HSE-0' o.ooooooe 00 
4 -0.2t.7194E-01 O.OOMooe 00 
5 -0. :n7243E-01 a.oooooOE 00 
6 -0.823316e-02 o.ooOOooe 00 ., -O.20061!2E-01 O.OOOOOOE 00 
S -0.439846E-03 O.OOOOOOE 00 
~ -0.' :S9995E-01 o.ooooooe 00 

, t) -O.325079E-02 o.ooooooe 00 
1 1 -0,' 73768£-01 O.OOODooe 00 

MUR t X R 

ROIJ " , O.OOOOOOE 00 O.OOOOOOE 00 

ROI~ '" 2 -O.300000E-05 O.300000F.-04 

ROW " 3 -O.500000E-QS 0.500000E-04 

RO., '" 4 -o.SOOOOOE-OS 0.5000001:-04 

ROW .• 5 -o.soooooe-os O.SOOOt)OE-04 

ROW " 6 -O,soooooe-os 0.500000F-04 

RO\.l .. 7' -O.51)0OOOE-05 0.5000001'-04 

ROW " 8 -o.?oooooe~04 0.500000e-04 

ROW " t; -0. 400000E~O/. O.400000E-04 

ROH .. , Cl -0.20000(jE-O/. 0.200000E-04 

ROW " 11 O.460000E-03 0.4600001;-03 

VARIABlES OF INTEREST 
1 3 B 11 

FREQUE~ctER FITTED 
0.100000E-05 
O.'OOOOOE~04 
O.100000F-03 
0.1000')OE-02 
O,400000E-I}i! 
0.'00000E-01 
O.3S0r,O(lF-01 

0.200000E .. 05 
0.200nOOE-04 
O,.20001)0e-03 
0.1$OOOOE .. Ol 
0.600000F.-OZ 
0.150000E-01 
O.400000E-O' 

o .I.00000E-05 
O.400000e-04 
0.400000E-03 
0.200000E-02 
O.80000GE-02 
O.loooooe-a1 
0.450000E-01 

0.700000E-05 
0.700000e"04 
0.700000£-03 
0.300000£-02 
O.900000e-o? 
0.300000£-01 
0.500000E-01 



REDU~ED MODEL DATA 

"lATRtX B 

ROW = 1 

ROW <I :1 

ROW • 3 

RO\ol " " 

A MHRTX 

RO~' ;; 1 

ROW .. " 
ROW " :5 

~OW • 4 

V~RIAI3I.E 

1 
Z 
3 
4 

O.606442E-07 

-0.485930£-05 

-0.242061e-04 

0.445093E-03 

-0.1' 4390E-01 

-0.220J72E-01 

-0.2483.55E-01 

0.458094E-01 

-REAL 
-0.18'.1341:-01 
-0. 57Q491 E-03 
-O.810913E-02 
-0.4.25.506£-02 

O.197498E-n5 

0.3810841:-04 

O.443965e-04 

0.4767731:-1'13 

.O.'77334E-02 

O.257858E-02 

O.7?'3227e-n2 

-0.478805e-02 

IHAG 
O,OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 
O.OOOOOOE 00 

-0.212368E-03 AO.105470F.-04 

o .173486E-03 -0.449704E-03 

-0.400497E-02 -0.1261 /.9 e-03 

0.732789E-02 -0.,fl4917!;-01 
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A3. a Model 47:educed by f:z;sc;tuency response rea tching.; 

step response for states 1/1 to input. 1 

= o 
C" 
.:> 
w +---------~--------~--------~--------r_--------r_--------._--------·TI--------~I--------~---------.1 
'C1.ClOO 0.750 l.~COO 2.250 '3(:003';50 4.S00 5.2~O 5.000 5.750 7.500 

TIME Xl 0-3 
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X " 0:.> 
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Ft!]. }\3.9-Model 4 reduced by frequency response 
matching; step response for states 
3j2to input 1 

~"41----------ri--------~I----------r---------~I----------rl--------~I----------T�--------~I----------TI--------~I 
! 0.000 0.75(. }.500 2.Z~G '3000 '). ,SO i.SuO 5 .. 2Se.. 5.000 5.75(. 7.5(.0 

TI ME X 10-'3 



C'> 
• 

c.
I 

i..? 
.;::. 

. 

1i'ig. ,1\3,10 Model 4 reduced by frequency response 

matchlng: . step response for states 
·S/3to input'l 
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Wig, A,3,ll Model 4 reduced by frequenc-.i re$pon$e 
matching: step response for states 
11/4 to input 1 
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J:'~9.1\3.12 }lodel 4. reduced by frequency response 
matching a step response for states 1/1 
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Fig.·A3.13 Model 4 raduced by frequency response 

matching: step response for states 
3/2 to In?ut 2 
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Fig. A3,14 Model 4 reduced by frequency response 
matchIng I step response for states 
8/3 to input :2 
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Fj,g. A3.1S Model 4 reduced by .frequ'JIlcy response matching: 
step response for states 11/4 to input 2. 
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