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Abstract: This paper is deals with dynamic simulation of a semi-batolymerization reactor for
emulsion copolymerization of styrene and butyl acrylatthimnpresence of-dodecyl mercaptan as
chain transfer agent (CTA). Mathematical model of the p@yization reaction involved is used to
predict the glass transition temperature of produced petygiobal monomer conversion, the num-
ber and weight average molecular weights, the particledisteibution and the amount of residual
monomers. This model, a set of hybrid differential algebegjuations (DAES), is implemented into
gPROMS environment for modeling, simulation, and optinicra
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1 INTRODUCTION

We witness an enormous rise of computational power of modern computkstations. This
is supported by improved computer hardware performance and by exgladianced techniques such
as parallel and distributed computing. On the other hand, in scientific amueengg computing, more
and more new efficient and competitive software packages are congigudeveloped. This enables
scientists and engineers to use advanced computation techniques ang ton@tedomplex phenomena
and systems.

In chemical and process systems engineering, such a progressys allaome by those who
deal with problems like equilibrium modeling and/or its characterization for credro@mpounds and
reactions, computational fluid dynamics, mathematical modeling, simulation,gsrdesign, parameter
estimation, mixed-integer and/or non-linear optimization of complex systems e Toasplex systems
include hybrid systems, stiff and differential algebraic systems, andnetea-distributed and multi-scale
systems. In this paper we look closer at the problem of dynamic simulatioroocégs which model is
described by a set of hybrid differential algebraic equations (DAEs)e concretely, we aim to imple-
ment and discuss the implementation of such models into gPROMS environmeta by Barton
and Pantelides [1993]. As a case study of hybrid DAE system we clamosmulsion copolymerization
reaction taking place in fed-batch reactor.

Emulsion polymerization is an important industrial process used to produceab\@riety of
polymers of multiple uses (e.g. paints, adhesives, coatings, varnisb@sMoreover, it has significant
advantages over bulk and solution polymerization processes. Thesetages result mostly from the
multiphase and compartmentalized nature of the emulsion polymerization which &llom®duction
of polymers of high molecular weights at high polymerization rates at the samedativering a high
versatility to product qualities. Another distinct advantage of employing emmutgpe of polymerization
process is a very good controllability of process (reactor) temperatgréhas very good controllability
of the overall process. This is again caused by the multiphase naturembitess and by the excellent
heat conducting properties of water being typically present in relativedg lamount in the reactor.

However, any emulsion polymerization reactor represents a rather cosydtsm both from
modeling and simulation point of view. This complexity, which arises from thegee of non-linear
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and discontinuous behavior and is typically supported by a presendgetiraic equations, which need
to be satisfied at all time points of dynamic simulation, makes the reliable simulatiohyofigrization
reactions very challenging task. This paper deals with simulation of a tepdewael for the emulsion
copolymerization of styrene and butyl acrylate in the preseneedddecyl mercaptan as chain transfer
agent. The objective for the model is to predict the global conversiomuh#er and weight average
molecular weights, the average diameter of polymer particles and the reasidaahts of monomers.

In the next sections, we give description of hybrid DAE systems, wei@eowmain character-
istics of the process model, we deal with issues connected to implementationcetprof considered
polymerization reaction into gPROMS environment and, finally, we presehtlisscuss obtained results.

2 MODELS OF DYNAMIC SYSTEMS

The aim of this section is to present basic features of different types thfematical models
which find their applications in representation of properties (charactadistidynamic systems and are
be used for simulation of processes behavior.

2.1 Models Based on Ordinary Differential Equations

Ordinary differential equations (ODES) as well as their analysis andigolmethods (analytical
or numerical) represent a cornerstone in study of dynamics of anggso®ynamic model represented
by a set of ODEs may be written as follows

@(t) = f(e(t),u(t)),  Vte to,t], 1)

where dot over a variable stands for its time derivativajenotes vector of., state variables, which
represent inner dynamical properties of the studied systemuaisdvector ofn,, control variables,

the external dynamic actions which influence process behavior. Vagtotién f(-) is then such that
f:R"™ x R™ — R". Variablet denotes independent variable, time, andndt, are time instants in

which we commence and terminate observation of the process, respeciitiele are only few cases,
special forms of Eq. (1), in which we are able to deduce a solution to thBBES, x(t), Vt € [to, t].

In general, however, we have to use numerical techniques in orderdtadintion which additionally

satisfies initial conditions:y such that

x(to) = xo. (2

Equations (1) and (2) form together an initial value problem (IVP). Bohes IVPs, one has many
possibilities to choose between various free or commercial software gegkehich implement a great
variety of methods (such as explicit or implicit Euler, Runge-Kutta, bac#wiferentiation formulae,
Adams-Moulton method, ...) and are written in various programming languiagéuding C, C++,
Python, FORTRAN, MATLAB, etc.

2.2 Models Based on Differential Algebraic Equations
A set of differential algebraic equations is represented by following madkieal form

a(t) =f(x(t), y(t),ud),  Vtelto,k], (32)
0 =g(x(t),y(t),u(t)), Ve lto, ], (3b)

wherey(t) aren, so-called algebraic variables which means that they are time-dependethielyu
differential form (time derivative) is not present in Egs. (3). Setoéquations, given by the functional
form of g(-), which is such thag : R™ x R™ x R™ — R, has to be satisfied for all time instants
between, andt;. A classification of DAEs is usually made usingiadex concept [Brenan et al., 1989].
This index represents a number of consecutive differentiations wheahesrded to be performed in order
to transform the set of algebraic equations into differential form.
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Again, there are various methods and many software packages capphbd&iding solution to
DAEs. These include FORTRAN package DASSL written by Petzold [1,982} packages DASOLV
by Jarvis and Pantelides [1992] and SUNDIALS by Hindmarsh et al. R@Mhd so on.

2.3 Hybrid Differential Algebraic Models

Hybrid process models keep both character of continuous and discoetsp models. They are
composed of the set of modes and transition rules and transition functitwsdrethese modes. This
stands for discrete features of this type of process models. Each of tHisns however, represented
by continuous dynamics of the process itself. Here, we adopt notatiomirtted by [Feehery, 1998].
Dealing with the hybrid process model means dealing with system of a form

modeS;: & = £ (@@ y@ @) v e[tV 4] g e U Sk, (4)
0 = g(l)($(l)7y(l)7u(l))7 Vt € [to)atf S € U Ska (5)

wherez() e ]R”gf), y@ e R, u® e R™’, andn, denotes number of modes. Functig) is
such thatf® : R™ x R™ x R™ x R — R7S . Switching from one stage (mod#,) to an-
other (modesS; ) occurs when a unique transition condltldiéa 25 2®) y®) u®) 1) =0, §; €
P®*) is satisfied. Sef”*) contains all possible successive stages of mégle Transition function
Tj(k) (&F) 2®) y®) 4F) 30 20 40) 4G t) determines possible discontinuity in variables partic-
ipating in model. There is a special case of transition function defined at imtde and initial time
t= ték) WhereT,EO)(;b(’“), ) y®) 4 t5) = 0= x®) (t((]k)) = sc((]k).

Solving systems of differential algebraic equations in the presence ofjcitadynamic and
possible discontinuities is a difficult computational task even for small-scatersg. Package gPROMS
stands for modeling, simulation and optimization environment. It contains DASfakWage for treating
of hybrid DAE problems. We aim to use this package as a tool for dynamic diomlaf emulsion
copolymerization reaction taking place in fed-batch reactor.

3 EMULSION POLYMERIZATION MODEL

This section introduces some basic features of the model of fed-batchiempddymerization
reactor where copolymerization reaction takes place between styrefeighacrylate in the presence
of chain transfer agent (CTA). We present differential equatiorishuimodel the material balance of the
system together with main features which contribute to complexity of the modietksmg behavior and
algebraic equations), namely surfactant partition, glass and gel efi@ctspecies partition. Rest of the
section explain algebraic relations using which we can evaluate propétthesgroduced polymer.

Emulsion polymerization is driven by radical mechanisms, where the monomeensaénly lo-
cated in droplets dispersed in an aqueous phase. These dropletsbdizedtdy a surfactant. The
initiator is soluble in the water phase which contains an excess of surfactamly in its micellar form.
The initiator decomposes in the aqueous phase and generates primaaisraitie establishment of the
model and its experimental validation were done by Benyahia et al. [2010].

3.1 Kinetic Scheme

As mentioned above, emulsion polymerization involves mostly a radical reactidrese are
present in both in aqueous and organic (droplets) phases.
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e Aqueous phase

Initiation I @ 2R;q
Inhibition RS, + Zag ' P+ 22,
Nucleation Rj, + micelle by particle+ R*®
Radical absorption RS, "o pe

where I represents a molecule of initiatdty is initiator decomposition rate constat;, de-
notes free radical in aqueous pha&g, is molecule of inhibitor in aqueous phagerepresents a
molecule of polymerkz,, stands for inhibition rate constart® denotes free radical in organic
phase (at his level, we do not need to distinguish between radicals endtddrs jth monomer),
kN is nucleation rate constant, akg, stands for capture rate constant.

e Organic phase (particles)

Propagation R} + M; i R
Termination by combination R + R} g p
Termination by disproportionation  R? + R} kﬂj 2P
Inhibition R+ 2, % P+
Transfer to monomers ~ R® + M; %7 P4 RS
Transfer to transfer agentk? + CT A, ferar p + CTA,
Radical desorption Re e Re,

whereM; representgth monomerk,;; is propagation rate coefficient between e monomer
and a free radical ended by tith monomerk,.;; stands for termination rate constant by combi-
nation of free radicals ended Ith andjth monomerk,4;; represents termination rate constant by
disproportionation of free radicals ended #ly and;jth monomer,Z,, is molecule of inhibitor in
organic phase and; its respective radicakz, stands for inhibition rate constant in organic phase,
kwmij represents transfer rate constant betweerytihenonomer and the growing radical ended
by ith monomer('T'A;, is molecule of the transfer agent in the particles &fdA; stands for its
respective radicakcr 4, denotes transfer agent rate constant in particleskandlesorption rate
constant.

3.2 Material Balance

The material balances are presented in a general form for semi-batdsprusing the reaction
rates defined in further details in Benyahia et al. [2010]. We note thag #hgsations could be easily
simplified for the case of a batch process.
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dVR %
ERLIATIADY) (o= ) Mir Ry + Rir) (62)
dé\fl = Rtrmz Q [ } Vi = 1’ 2 (Gb)
d]‘i” = Qs[M]y,  Vi=1,2 (6¢)
dr
pm = —Raq+ Qrsll]y, (6d)
dz
E = _(RZpl + RZpQ) + Qf[Z]f7 (69)
dCTA
G = Rorap — Rerap + Qp[CTAly, (60
ds
-~ _ 6
@ Qf[S]ys (69)
dN,
= h
G (o0
dR
d:l = (RN -+ ch)faql — Rplz + Rp21 — Rirm12
+ Rirm21 — Rzpt — Raes1 — (Rr11 + Rri2), (61)
dR
df2 = (RN —+ ch)fa(ﬂ — szl + Rp12 - Rtrm21
+ Rirmi2 — Rzp2 — Raes2 — (Rr22 + Rra1), (6))
d(Np7) _ (2n i
o = 2chn - ﬁ +1 RT - 2%(722]3 + Rdes)v (Gk)
N
d( g?Al) - RN + ch - Rdes + Rp - (RZp + RT))\lv (6|)
d(N,7\
( g:“ 2) _ RN + Rep — Raes + Rp(1+201)
+ (Rirm + Rerap)(1 — X2) — (Rzp + Rr) A2, (6m)
dn,, R
o - =Rzp+ Rirm + Rrp + Rorap + 7TC (6n)
d(N,,L
(dtl> = M(Rzp + Rirm + Rrp + Rerap + Rre), (60)
d(N,, L
(dt2> = M(Rzp + Rirm + Rrp + Rerap) + Rre(Ma + A1), (6p)

where Vg stands for the total volume in the reactq}; is the feed rate of pre-emulsion (monomers,
inhibitor, CTA and surfactant)y; ; represents the feed rate of initiatpy,andp,; denote the density of
the ith monomer and the density of the homopolymeitbfmonomer, respectively/?, is molecular
weight of theith monomerR,,; andR;,,; stand for propagation rate of tii monomer and the transfer
to monomer rate for théth monomer, respectivelyd; represents number of moles of thik monomer,
(M), I]1,[Z]¢, [S]f, [CT Al are the concentrations @h monomer, initiator, inhibitor, surfactant and
chain transfer agent in the feed, respectivéll; is the total amount in moles of thith monomer intro-
duced into the reactor throughout the reactibry, CT A, andS stand for number of moles of initiator,
inhibitor, chain transfer agent and surfactant, respectively, initiatomeosition rate is denoted [®/;,

R zpi represents inhibitor consumption rate with filemonomerR cr 4, is transfer agent consumption
rate by theith monomer,R y stands for the micellar nucleation rat®,; is the total number of moles
of radicals ended by thah monomer in the particle®} ., is radical capture ratéy g.s (Rqes;) denotes
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(the ith monomer) desorption ratg,,; stands for the fraction of théh radical in the aqueous phase,
R,;; is the propagation rate of thgh monomer with theth radical, R;,,,;; transfer to monomer rate
(radicals ended by thgh monomer to thgth monomer);Rr;; represents the termination rate between
a radical ended by th#&h monomer and thégth radical, \; stands for normalizeéth moments of the
macroradicals),, is total number of moles of particled/,, represents total number of macromolecules,
n stands for average number of radicals per particlgtands for the average number of pairs of radicals
in a particle.

These equations represent dynamic part (represented by difféenitions) of the model of
the polymerization process in semi-batch reactor. A set of initial conditi@dsras follows

Vio =Vigo + 22 4 120 4 TRS0. (7a)
p1 | p2 ps
mio .
Mi() :m7 Vi = ]., 2 (7b)
mMio .
MTiO :m, V’L = 1, 2 (7C)
mro
1o =210 7d
* M, (7d)
mio ~ M2o _6
Zog=|——4+—"~] 15 x 10 7e
o= (i g ) oo e
MCT A0
mso
o =50, 7
O Mg (79)
Npo =Rp10 = Rp20 = 1ig = Ao = 0, (7h)
A20 =Npmo = L1g = Lag = 0. (71)

3.3 Surfactant Partition

The surfactant is distributed between the particles, droplets, aqueass phd micelles. The
total number of moles of surfactant in the reactor is given by

S:Saq+5mic+5,,+5d:S;q+Sp+Sd, (8)
wheresS),, Smic, Sq, andS,, are the number of moles of surfactant in the particles, in the micelles, in the
droplets, and dissolved in the aqueous phase respectively

6V, 6V,
I N - d

(9)

Smic = Nmics, Sp = - )
dqas

dpas

whereN,,,;. is the total number of moles of micelles, denotes the number of surfactant molecules per

micelle,a; represents the surface covered by one mole of surfactaig the average droplets diameter.
The micelles disappear once the concentration of surfactant in the agpkase go down the

critical micelle concentration. Thus
if S;q < CMCV,,

Npic =0, (10a)
Saq = Sag» (10b)
else
Sag = CMC Vg, (11a)
N = S —(Sq4+S,+CMC Vaq), (11b)
Ng
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where CMC is critical micelle concentration. We may observe that Eq. (8¢septs an algebraic equa-
tion(s) which has to be satisfied for all time instants of the process while Hajsafd (11) contribute to
hybrid behavior of the model itself.

3.4 Glass and Gel Effects

According to the fraction of the polymer in the particles, the glass and thdfgetsequations
used for propagation and termination rate coefficients are given as folmmura et al. [1994]

K if W, < 0.7,

kpij = ]SJ Gl . (12)
k:pij exp [—aij (Wp — 0.7)} if W, > 0.7,
K2 it W, < 0.32,

krij = k%ij exp [—bGe(Wp — 0.32)] if 0.32 < W, <0.8, (13)

k9 exp [—b9(0.8 — 0.32) — b (W), — 0.8)] if W, > 0.8,

Whereafjl is the glass coefficient of propagation reactionjtf monomer withith radical, ¢! and
bGe are, respectively, gel and glass coefficients of termination reactipectgely andiv,, is the mass
fraction of polymer in the particles defined by

> (Mrp; — M; — Ragfagi) M}y,
i=1,2

‘ZI:Z(Mpi + Mri — M; — Ragfagi) M},
=1,

W, = (14)

where Mrp; is the total number of moles ath monomer put in the reactor at time M; is the total
number of moles ofth monomer left in the reactor at tinte f,,; the molar fraction ofth monomer in
the aqueous phase, anff, is the molecular weight of théh monomer. Again we observe that Egs. (12)
and (13) directly imply hybrid characteristics of the studied model of the slymtiymerization process.

3.5 Species Partition

Finally, equations presented in this section show another source of mgtiexaty of the process
model since they stand for algebraic equations which should be satisfiggl thl® simulation horizon
but their structure can be changed when certain switching conditionatisiesl.

The partition of the different species between the aqueous phaselgsaaticl droplets is needed
for evaluation of reaction rates. This can be done using the method of ttigiopacoefficients under
the thermodynamic equilibrium developed by Gugliotta et al. [1995]. Letsidenghe total volume
engaged in the reactdrg, expressed by means of the total volumes of each specie and diffbesep

VR=V1+Vo+Vz+Vora+ Vpo + Vag,
= Vg + Vp + Va, (15)
wherelVi, V,, V, V5 are the total volumes of the first monomer, the second monomer, inhibitor and CTA

in the reactor respectively ang,, is the polymer volume. Particles volume and the polymer volume are
related to each other by

g
Vp = VO7 16
P (O’—l) pol (16)

whereo is a coefficient related to the saturation degree of the particlelgpdrepresents the total
polymer volume (in the particles) such that
Mi
V-pol = Z (MTz - M; — Raqfaqi)iM
i=1,2 Ppi

(17)
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Since the solubility of each specie in the aqueous phase is very low, the vofuhmeaqueous
phase is equivalent to the water volum&,j,

Vag = V- (18)
Hence, from equations (15) and (16) we get the droplets volume

‘/pol

- (19)

Va=Vi+Vo+Vz+Vora—

When the droplets disappear, equations (15) and (16) lead to the sixprésr the particles
volumeV,,

Vp=Vi+Va+Vz+Vora+ Vpa. (20)
Finally, we can summarize the volume partition problem as follows

if the droplets are available

Vpo
Va=Vi+ Vot Vz + Vera — 72, (21a)
v,=(-2-\v (21b)
p — o—1 pol s
otherwise
Vy =0, (22a)
Vp=Vi+Va+Vz+Vora+ Vpa. (22b)

It should be emphasized that in all cases the aqueous volume is deternoimetthé volume balance
Vag=Vr —Va— V). (23)

3.6 Evaluation of Polymer Properties
3.6.1 Molecular Weight Distribution

The physical and mechanical properties of polymers depend stronglgeinMWDs. The
number and weight average molecular weighis, and M,,, can be then easily calculated using the
following equations

M, = MLy, (24)
_ _ Lo
M, = M—", 25
I (25)
wherelM is the average molecular weight of the monomeric unit given by
‘21:2(MT1' — M; = Ragfaqi) My
M="= . (26)
4212(MTZ' - Mi - Raqfaqi)
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3.6.2 Glass Transition Temperature

The control of the product quality during emulsion polymerization requiresrtonitoring of a
large set of parameters related to end-use properties. Some of thpsdipsoare often described through
distributed characteristics such as MWD and/or the copolymer compositiofbdiigin (CCD). The
latest is the case of the glass transition temperafgreyhich depends strongly on the microstructure of
the macromolecules, particularly for copolymers. To complete the model, treetidasition temperature
is evaluated according to Fox’s equation [Fox and Flory, 1950].

SO 3y Lz 27)
TM, - i=1,2 Ty

wherea is an adjustment parameter (Fox and Flory constdrt)is the glass transition temperature of
the homopolymer ofth monomer andiV; stands for the mass fractionsitti monomer in the copolymer
defined by

(MTi - M; — Raqfaqi)MJi\/[

2 2(MTi — M; — Ragfagi) M,

Wi = (28)

Another possibility is to use so-called instantaneous glass transition temmﬂ%ﬁﬁr defined

by
1 wins
T = DL o (29)
g i=1,2 ~ 9

whereWiins is the instantaneous mass fraction of fttemonomer in copolymer such as

Rpi M sz

Wwins — i 30
! RpQMIa + RpQM]@ (30)
3.6.3 Conversion and Copolymer Composition
The global mass conversion is given by
> (Mg — M;) My,
1=1,2
X=— . 31
S MM, (31)
i=1,2
The residual mass fraction éh monomer is defined as
M; M}
Fj=—-M_ | (32)
> M;My,

i=1,2

3.7 Discussion

Hence that, presented model of copolymerization process involves itéwydifferential equa-
tions. It involves algebraic equations (surfactant and volume partitioatieas) as well. Moreover,
egs. (10) to (13), (21) and (22) show hybrid (switching) nature of thiglel. Finally, we can state
that the copolymerization process is modeled as a set of hybrid differalgetiraic equations (DAES).
These properties make dynamic simulation of this process very challengingitag this activity re-
guires numerical integration and continuous resolution of stiff system ofehneguations. To cope
with the stiffness of the process model we use normalization of state varg@aldhghat normalizeéth
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Table 1 — Values of normalization constants.

norm;, state value

100 N, 1x107°
11 R, 1x107°
12 Ry, 1x10710
13 n 1x107°
14 M 1x1077
15 Ao 1x1073
16 N, 1x10°°
17 Ly 1x1073
18 Ly 10

state variablez; = x;/norm;, wherex; represents former state variable and nomeans normaliza-
tion constant. We use initial conditions values as the normalization constarite fetates described by
eqguations (6a) — (6g). Table 1 gives overview of the normalization cotsstesed for the rest of state
variables.

The resulting process model is implemented into gPROMS environment. Nextsettazluces
basic features of gPROMS environment and discusses implementationassligse ways of avoiding
them.

4  SIMULATION IN GPROMS ENVIRONMENT

gPROMS is modeling, simulation and optimization standalone toolbox which is capigie-
forming large-scale dynamic simulations and optimizations of complex procelésdsatures include
solving of systems of DAES, automatic root finding of switching functionsenvhonsidered process
model is of hybrid nature, as well as automatic sensitivity functions generaiio evaluation which can
be fairly useful for the purposes of process optimization.

There are variouantities provided by gPROMS which can be exploited in order to run simulation
of a dynamic or steady-state system, to perform process optimization and logtimeaiment design, to
estimate parameters of the system from measured data and so on. Entitiésrssedlation include
MODEL and PROCESS.

4.1 The MODEL Entity

In this entity we specify model equations. These are to be input into EQUAEironment,
while values of time-invariant parameters involved in these equations arelerlzred in PARAMETER
environment and their values should be introduced in the SET environmbattifie-dependent vari-
ables, previously denoted asy, u, are to be declared in VARIABLE section of the PROCESS entity
code.

Defining model equations can be, in many cases, done just by inputtingssrequations (1)
or (3) as they are, using intrinsic functions. In case of hybrid probekavior, one can exploit IF or
CASE conditionals to explicitly define the switching (hybrid) nature of the gsec Provided that there
are two modes between which the process is switching, the IF conditionahstatean be used such
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that

IF LY (@M, 2 yM w4 =0
22 = FO) (g3 @ 4@

0= g@ (@@ 4@ 4,

ELSE
20 = $O (50 41 0
0= gD (@, yM, M)

END

However, using the CASE statement, the switching between two modes can liee fosgnulated as

CASE OF mode
WHEN 1st-mode (") = £ (21 1) M)
0= gW(z®, yV o0)
SWITCH TO 2nd-mode IS (&1, 21 4@ 40 ) =0
WHEN 2nd-mode ) = £ (22 42 42)
0 =g (@?, 4@ @)

SWITCH TO 1st-mode IE{? (22, 2 y® u® 1) =0
END

Here “mode” represents so-called SELECTOR variable type which is alléavattain only two values,
either “1st-mode” or “2nd-mode”. The advantage of using the latter forimouldor describing the
switching behavior is that one can directly and much more efficiently comtrah&ge) the initialization
procedure of simulation algorithm.

4.2 The PROCESS Entity

In this entity user specifies parameters of the simulation and any sort of addlitidormation
which is required/accepted by the simulation algorithm. Required informatiopriesented by a set of
initial conditions of the form (2). This can be done in the INITIAL envirormmheOptional, but potentially
very useful information can be introduced with the regard of initialization eitédues of algebraic vari-
ables and it can be done using PRESET environment. Another possibility isddune a REINITIAL-
IZATION procedure which defines transition functidﬁ]@ (&) k) y®) ) 30) () 4() 4,0) ¢)
at time of the switching. Within PROCESS entity, one can set all desired num8miaJ TIONPA-
RAMETERS such as relative and absolute tolerances, tolerances toitbkisg/functions, and so on.

5 RESULTS AND DISCUSSION

We consider two types of simulation: simulation in batch mage & 0) and simulation in fed-
batch mode@; = Q((t)). Table 2 shows composition of initial loads (for batch and fed-batch mode)
and pre-emulsioned feed stream of polymerization reaction which we use @alzulations. These are
the same as ones used in Benyahia et al. [2010] and Benyahia et dl] f@0Inodel validation and
process optimization respectively. We consider to simulate 6000 secobhd&cbfprocess run.

Our implementation of the process model into gPROMS environment consisieis GASE
conditionals mainly to express switching behavior of the model and to aseuraagativity of time-
dependent variableg andy such as concentrations, volumes and so on. Moreover we use PRESET
environment to initialize all algebraic variablgs We found that simulation is numerically more stable
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Table 2 — Composition of the initial loads and the feed stredrthe reactor for batch and fed-batch mode
simulation.

Batch simulation Fed-batch simulation

Component Initial load [g]  Initial load [g] Feed [g]
Water 570 171 399
Butyl acrylate 60 12 48
Styrene 60 12 48
Initiator 1 1 0
Surfactant 15 3 12
CTA 0.6 0.12 0.48

when initial guesses for algebraic variables are specified. To gemeratesistent initialization values for
them we implemented considered process model into FORTRAN and MATLABKéJgPROMS, using
these programming languages, model equations are treated sequentigiiysandy provide additional
information about algebraic variables/equations and model switching ioehav
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Figure 1 — Time-varying flowrate of the feed stredp (left plot) and the corresponding trajectory of glass
transition temperaturg, (right plot).

Figure 1 presents simulation results for fed-batch operation graphicalsholvs considered
time-dependent flowrate of the pre-emulsioned feed stréaymand corresponding trajectory of glass
transition temperaturd,, as the one of the qualitative properties which are to be predicted by the model.
We may observe that numerical simulation solver is able to handle (and elyerg¢caver from) discon-
tinuities occurring during the simulation run.

As an extension of this work, we plan to numerically derive an optimal coofrtte process
which will allow us at the same time produce polymer of desired quality and quantitell-established
procedures, such as direct single shooting (control vector paraatetny, it is very often that we need
to repeatedly solve the system of process equations (i.e. simulate the)nothssome actual guess of
the control structure. That is why the computational time needed for simulatireisf the features of
simulation we should have regard to. We compared computational time needschftation of batch
and fed-batch alternative of the process.

Table 3 compares computational times of batch and fed-batch simulations in® R@th DA-
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Table 3 — Comparison of running times of the simulations fich and fed-batch mode simulation using different
simulation packages.

Simulation package Batch simulation, CPU [s] Fed-batch simulation, CPU [s]
gPROMS (C++) 0.78 0.62

DASSL (FORTRAN) 0.06 0.10

SUNDIALS (C++/MATLAB) 1.40 2.80

odel5s (MATLAB) 31.58 38.25

SOLV numerical integrator), DASSL (numerical integrator written in FORTNRASUNDIALS package
(written in C++ with MATLAB interface available), and odel5s (MATLAB)inRulations compared
therein were carried out using the initial conditions from Table 2, usinghabzation constants from
Table 1 and using the same relative and absolute integration error tolgrance

Results indicate that MATLAB package odel5s, the one which is suppgosgeal with stiff
and DAE systems, took enormously large portion of time in comparison with ottelages. Simula-
tions using SUNDIALS package with its MATLAB interface turned out to be momore time-effective.
FORTRAN DASSL package showed to be the fastest hybrid DAE simulatongrothers. Although
gPROMS is not capable of the fastest simulation, it is still considerably ¢asinany applications.
Moreover there are other features which make it very useful. One sé teatures is automatic sensi-
tivity functions derivation and evaluation. Sensitivity information is essewiiedn one considers to find
optimal control of the process numerically since it is directly connected tortitdgm of evaluation of
gradient information for time-varying variables.

6 CONCLUSIONS

In this work, a dynamic simulation of hybrid differential algebraic systems stadied. Our
goal was to implement and discuss simulation of process model consistelorinf BAES into gPROMS
environment. We considered a case study in simulation of batch and fdudmgtolymerization reactor
with reaction of styrene and butyl acrylate in the presence of chain #naagent. Obtained results
were discussed and some points were raised with regard to future walknamic optimization of this
process. Although gPROMS environment showed to be not the most effgtieulator in comparison
with other available packages it is still reliable hybrid DAE equation solveprdtess optimization is
considered, its additional features may outbalance this.
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