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## 1 Abstract

A one-dimensional quantum harmonic oscillator perturbed by a smooth compactly supported potential is considered. For the corresponding eigenvalues $\lambda_{n}$, a complete asymptotic expansion for large $n$ is obtained, and the coefficients of this expansion are expressed in terms of heat invariants. A sequence of trace formulas is obtained, expressing regularised sums of integer powers of eigenvalues $\lambda_{n}$ also in terms of heat invariants.

The approach to this problem follows that employed by Gel'fand, Levitan and Dikii, see [9], [10], [7], on the corresponding problem for Sturm-Liouville differential operators. In [7] can be found the analogous results for the high energy asymptotic expansion and sequence of trace formulas for the SturmLiouville problem.

The approach employed here differs in that the coefficients of the asymptotic expansion are given in terms of heat invariants. The motivation for this is the recent result of I. Polterovich. In [18] is obtained an explicit formula for each heat invariant. This allows one to calculate the coefficients of the asymptotic expansion of $\lambda_{n}$ for large $n$ in terms of integrals of the perturbing potential and its derivatives.

A first result of this work is to establish the existence of an asymptotic expansion for $\lambda_{n}$ in terms of the eigenvalues $\lambda_{n}^{0}$ of the Hamiltonian of the one dimensional harmonic oscillator.

One has the asymptotic expansion

$$
\lambda_{n} \sim \lambda_{n}^{0}+\frac{c_{1}}{\sqrt{\lambda_{n}^{0}}}+\frac{c_{2}}{\lambda_{n}^{0}}+\frac{c_{3}}{\lambda_{n}^{0} \sqrt{\lambda_{n}^{0}}}+\cdots, n \rightarrow \infty
$$

for some undetermined coefficients $\left\{c_{j}\right\} \in \mathbb{R}$. These coefficients $\left\{c_{j}\right\}$ are then determined in terms of heat invariants of the operator.

The trace formulas are obtained by considering the function $Z(s)=$ $\sum \lambda_{n}^{-s}$, for $\operatorname{Re} s>\frac{1}{2}$ and its meromorphic continuation. This is known as the Zeta function of the operator. The method used here is identical to that employed in [7].
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## 3 Introduction and Background

In this work trace formulas and a high energy asymptotic expansion are established for the one dimensional perturbed harmonic oscillator, where the perturbation has compact support. The approach to this problem follows that employed by Gel'fand, Levitan and Dikii, see [9], [10], [7], on the corresponding problem for Sturm-Liouville differential operators. However, the method here differs in that the results are expressed in terms of the heat invariants of the operator. Indeed, part of the motivation for this work came from recent advances in the computation of heat invariants due to I. Polterovich, see [18].

This section gives a brief description of heat invariants - where they arise and how they are computed - followed by an outline of Gel'fand, Levitan and Dikii's work and results for Sturm-Liouville differential operators.

### 3.1 Local heat invariants

Define the Schrödinger operator $h=-\Delta+q(x)$ in $L^{2}\left(\mathbb{R}^{n}\right)$, for $n \geq 1$ arbitrary, where $q \in C^{\infty}\left(\mathbb{R}^{n}\right)$ and its derivatives are uniformly bounded in $\mathbb{R}^{n}$. Consider the operator $e^{-t h}, t \geq 0$, and denote its integral kernel by $e^{-t h}(x, y)$. It is well known that the following asymptotic expansion holds true as $t \rightarrow+0$ :

$$
\begin{equation*}
e^{-t h}(x, x) \sim(4 \pi t)^{-\frac{n}{2}} \sum_{j=0}^{\infty} t^{j} a_{j}(x) \tag{3.1}
\end{equation*}
$$

locally uniformly in $\mathbb{R}^{n}$, see Appendix D for more details on the proof of (3.1) in the one dimensional case. The coefficients $\left\{a_{j}(x)\right\}$ of (3.1) are called
the local heat invariants of the operator $h$ and are polynomials in $q$ and its derivatives.

Heat invariants were first given by a recursive system of differential equations, see [16]. Later, Gilkey presented a way to obtain recursive formulas for heat invariants, see [11], based on a method for derivation of heat kernel asymptotics due to Seeley, [25].

Much work has been done on computing heat invariants. It is a well known problem in spectral geometry and further references can be found in [18]. However, only recently has an explicit formula for each heat invariant been available.

This explicit formula for the computation of the local heat invariants was obtained in [18]. Below is Theorem 1.2.1 of [18] adapted to the case of one dimensional Schrödinger operators.

Theorem 3.1. One has

$$
\begin{equation*}
a_{j}[q(x)]=\sum_{k=0}^{j-1} \frac{\left.(-1)^{j} \Gamma\left(j+\frac{1}{2}\right)\left(-\frac{d^{2}}{d y^{2}}+q(y)\right)^{k+j}\left(|x-y|^{2 k}\right)\right|_{y=x}}{4^{k} k!(k+j)!(j-k)!\Gamma\left(k+\frac{3}{2}\right)} . \tag{3.2}
\end{equation*}
$$

Theorem 3.1 was developed from results in [17], [19], where a method of computing heat invariants was obtained, based on the Agmon-Kannai asymptotic expansion of resolvent kernels of elliptic operators, see [2].

From (3.2) or otherwise, one obtains

$$
\begin{gathered}
a_{0}[q(x)]=1, \quad a_{1}[q(x)]=-q(x), \quad a_{2}[q(x)]=\frac{1}{2} q^{2}(x)-\frac{1}{6} q^{\prime \prime}(x) \\
a_{3}[q(x)]=-\frac{1}{6} q^{3}+\frac{1}{6} q q^{\prime \prime}+\frac{1}{12} q^{\prime 2}-\frac{1}{60} q^{(4)} \\
a_{4}[q(x)]=\frac{1}{24} q^{4}+\frac{1}{30} q^{\prime} q^{\prime \prime \prime}+\frac{1}{60} q q^{(4)}+\frac{1}{40}\left(q^{\prime \prime}\right)^{2}-\frac{1}{840} q^{(6)}-\frac{1}{12} q^{\prime \prime} q^{2}-\frac{1}{12} q\left(q^{\prime}\right)^{2} .
\end{gathered}
$$

### 3.2 Sturm-Liouville Differential Operators

The following is an outline of the work of Gel'fand, Levitan and Dikii, as seen in [7], in which a high energy asymoptotic expansion and trace formulae were obtained for Sturm-Liouville differential operators. This work provided much
of the motivation and method for the approach to the analogous problem for the harmonic oscillator that is the focus of this text.

Consider $H_{0}=-\frac{d^{2}}{d x^{2}}$ in $L^{2}(0, \pi)$ with Dirichlet boundary conditions. Then it is well known that $H_{0}$ has eigenvalues $\lambda_{n}^{0}=n^{2}, n \in \mathbb{N}$. Now let $H=$ $H_{0}+q, q \in C_{0}^{\infty}(0, \pi)$ (the discussion here shall be limited to the results of [7] for the case where $q$ and its derivatives vanish at the ends of the interval $(0, \pi))$. Let $\lambda_{n}$ be the eigenvalues of $H$ such that $\lambda_{1}<\lambda_{2}<\lambda_{3}<\cdots$. Then it was already known that the following asymptotic expansion held true as $n \rightarrow \infty$,

$$
\begin{equation*}
\lambda_{n} \sim \lambda_{n}^{0}+c_{0}+\frac{c_{1}}{\lambda_{n}^{0}}+\frac{c_{2}}{\left(\lambda_{n}^{0}\right)^{2}}+\frac{c_{3}}{\left(\lambda_{n}^{0}\right)^{3}}+\cdots \tag{3.3}
\end{equation*}
$$

for some coefficients $\left\{c_{j}\right\}$.
In [7] are obtained equations for the computation of $c_{0}, c_{1}, \ldots$ In the proof and formulation of the results is employed the inverse of the series (3.3), which is also an asymptotic series

$$
\psi\left(\lambda_{n}\right)=\lambda_{n}^{0}=\lambda_{n}+b_{0}+\frac{b_{1}}{\lambda_{n}}+\frac{b_{2}}{\lambda_{n}^{2}}+\frac{b_{3}}{\lambda_{n}^{3}}+\cdots
$$

for some coefficients $\left\{b_{j}\right\}$.
Below is Theorem 3.1 of [7] reformulated in terms of heat invariants.
Theorem 3.2. (Gel'fand) The formal asymptotic expansions

$$
\begin{equation*}
\pi \frac{d}{d \zeta} \sqrt{-\psi(-\zeta)} \text { and } \sum_{j=0}^{\infty} \frac{-1}{\zeta^{j} \sqrt{\zeta}} \frac{\sqrt{\pi}}{\Gamma\left(\frac{1}{2}-j\right)} \int_{0}^{\pi} a_{j}[q(x)] d x \tag{3.4}
\end{equation*}
$$

coincide, where $a_{j}$ are the heat invariants.
One has

$$
\begin{aligned}
\sqrt{-\psi(-\zeta)} & =\sqrt{\zeta-b_{0}+\frac{b_{1}}{\zeta}-\frac{b_{2}}{\zeta^{2}}+\frac{b_{3}}{\zeta^{3}}+\cdots} \\
& =\sqrt{\zeta} \sqrt{1-\frac{b_{0}}{\zeta}+\frac{b_{1}}{\zeta^{2}}-\frac{b_{2}}{\zeta^{3}}+\frac{b_{3}}{\zeta^{4}}+\cdots} \\
& =\sqrt{\zeta}-\frac{\frac{1}{2} b_{0}}{\sqrt{\zeta}}+\frac{\frac{1}{2} b_{1}-\frac{1}{8} b_{0}}{\zeta \sqrt{\zeta}}+\frac{\frac{1}{4} b_{0} b_{1}-\frac{1}{2} b_{2}}{\zeta^{2} \sqrt{\zeta}} \cdots
\end{aligned}
$$

This is now differentiated with respect to $\zeta$.
Although, heat invariants were known at the time there was no explicit formula available for their computation. In [7], the coefficients of the asymptotic eigenvalue expansion are calculated by means of recurrence formulae developed from expansions of the trace of the resolvent. In [12], it is shown how similar expansions for the resolvent together with further combinatorial techniques produces the explicit formula (3.1) for the computation of the heat invariants.

The first three coefficients of (3.3) are given by

$$
\begin{aligned}
& c_{0}=\frac{1}{\pi} \int_{0}^{\pi} q(x) d x, \\
& c_{1}=\frac{1}{4 \pi} \int_{0}^{\pi}\left[q(x)-c_{0}\right]^{2} d x, \\
& c_{2}=\frac{1}{8 \pi} \int_{0}^{\pi}\left[q(x)-c_{0}\right]^{3} d x+\frac{1}{16 \pi} \int_{0}^{\pi}\left[q^{\prime}(x)\right]^{2} d x .
\end{aligned}
$$

In [7] trace formulas are also obtained. Assume $\lambda_{n}>0$ for all $n$. Let $Z(s)=\sum \lambda_{n}^{-s}$, for $\operatorname{Re} s>\frac{1}{2}$. The function $Z(s)$ is called the "zeta function" of the operator $H$. In the case that $q \equiv 0$ then $Z(s)=\zeta(2 s)=\sum_{n=1}^{\infty}\left(n^{2}\right)^{-s}$, where $\zeta$ is the Riemann zeta function. It is possible to consider the meromorphic continuation of $Z(s)$ towards the left. This was used in deriving the following theorem, which is Theorem 4.2 of [7],

Theorem 3.3. (Gel'fand) If $q(x)$ and its derivatives vanish at the ends of the interval $(0, \pi)$, then

$$
\begin{equation*}
Z(-k)=0, \quad \forall k \in \mathbb{N} \tag{3.5}
\end{equation*}
$$

This result can be reformulated to give more explicit formulas. For negative integers $s$ the values of $Z(s)$ can be regarded as regularizations of the traces $\sum_{n=1}^{\infty} \lambda_{n}^{k}$.

Consider the asymptotic expansion (3.3) of $\lambda_{n}$ raised to the power $-s$.

One has

$$
\begin{aligned}
\lambda_{n}^{-s} \sim & \left(\lambda_{n}^{0}\right)^{-s}\left(1+\frac{c_{0}}{\lambda_{n}^{0}}+\frac{c_{1}}{\left(\lambda_{n}^{0}\right)^{2}}+\frac{c_{2}}{\left(\lambda_{n}^{0}\right)^{3}}+\cdots\right)^{-s} \\
= & \left(\lambda_{n}^{0}\right)^{-s}\left(1-s \frac{c_{0}}{\lambda_{n}^{0}}-s \frac{c_{1}}{\left(\lambda_{n}^{0}\right)^{2}}+\frac{s(s+1)}{2} \frac{c_{0}^{2}}{\left(\lambda_{n}^{0}\right)^{2}}\right. \\
& \left.-s \frac{c_{2}}{\left(\lambda_{n}^{0}\right)^{3}}+s(s+1) \frac{c_{0} c_{1}}{\left(\lambda_{n}^{0}\right)^{3}}-\frac{s(s+1)(s+2)}{6} \frac{c_{0}^{3}}{\left(\lambda_{n}^{0}\right)^{3}}+\cdots\right) .
\end{aligned}
$$

Thus,

$$
\lambda_{n}^{-s} \sim \sum_{j=0}^{\infty} d_{j}(s)\left(\lambda_{n}^{0}\right)^{-s-j}, n \rightarrow \infty
$$

where $d_{j}(s)$ are explicit polynomials in $s$ and $c_{j}$. For example

$$
\begin{gathered}
d_{0}(s)=1, \quad d_{1}(s)=-s c_{0}, \quad d_{2}(s)=-s c_{1}+\frac{s(s+1)}{2} c_{0}^{2} \\
d_{3}(s)=-s c_{2}+s(s+1) c_{0} c_{1}-\frac{s(s+1)(s+2)}{6} c_{0}^{3}
\end{gathered}
$$

It was shown in [7] for $k \in \mathbb{N}$ that

$$
Z(-k)=\sum_{n=0}^{\infty}\left\{\lambda_{n}^{k}-\sum_{j=0}^{k} d_{j}(-k)\left(\lambda_{n}^{0}\right)^{k-j}\right\}-\frac{1}{2} d_{k}(-k)=0
$$

For example, in the case $k=1$,

$$
Z(-1)=\sum_{n=1}^{\infty}\left(\lambda_{n}-\lambda_{n}^{0}-c_{0}\right)-\frac{1}{2} c_{0}=0
$$

For the case $k=2$,

$$
Z(-2)=\sum_{n=1}^{\infty}\left(\lambda_{n}^{2}-\left(\lambda_{n}^{0}\right)^{2}-2 \lambda_{n}^{0} c_{0}-2 c_{1}-c_{0}^{2}\right)-\frac{2 c_{1}+c_{0}^{2}}{2}=0
$$

For $k=3$, one has

$$
\begin{aligned}
Z(-3)= & \sum_{n=1}^{\infty}\left(\lambda_{n}^{3}-\left(\lambda_{n}^{0}\right)^{3}-\left(3 c_{1}+3 c_{0}^{2}\right) \lambda_{n}^{0}-\left(3 c_{2}+6 c_{0} c_{1}+c_{0}^{3}\right)\right) \\
& -\frac{\left.\left(3 c_{2}+6 c_{0} c_{1}+c_{0}^{3}\right)\right)}{2}=0
\end{aligned}
$$

In this way, expressions can be formed for all $Z(-k), k \in \mathbb{N}$.

The analogous trace formulas for the one dimensional harmonic oscillator are given in section 4. The proof is given in section 7 and uses the same method as set out in [7] for the trace formulas of the Sturm-Liouville problem as described above.

## 4 Main Results

Let $H_{0}$ in $L^{2}(\mathbb{R})$ be the Hamiltonian of the one dimensional harmonic oscillator, that is $H_{0}=-\frac{d^{2}}{d x^{2}}+x^{2}$. The eigenvalues of $H_{0}$ are given by $\lambda_{n}^{0}=2 n-1$, where $n \in \mathbb{N}$.

Let $V \in C_{0}^{\infty}(\mathbb{R})$, with supp $V \subset(-R, R)$ for some $R>0$, be a real valued function (potential in physical terminology), let $H=H_{0}+V$. It is well known that $V$ is a relatively compact perturbation of $H_{0}$. Therefore, by Theorem XIII. 14 of [22], the spectrum of $H$ is also discrete. Let $\lambda_{1}<\lambda_{2}<\cdots$ be the eigenvalues of $H$. Our main aim is to describe a high energy asymptotic expansion for the eigenvalues $\lambda_{n}$ of $H_{0}+V$ in terms of the unperturbed eigenvalues $\lambda_{n}^{0}$.

In section 6 the following preliminary result shall be established.
Lemma 4.1. Let $V \in C_{0}^{\infty}(\mathbb{R})$. Then the following asymptotic expansion holds true as $t \rightarrow+0$ :

$$
\begin{equation*}
\operatorname{Tr}\left(e^{-t H}-e^{-t H_{0}}\right) \sim \sum_{j=0}^{\infty} \frac{1}{\sqrt{4 \pi t}} t^{j} \int_{-\infty}^{\infty}\left(a_{j}\left[x^{2}+V(x)\right]-a_{j}\left[x^{2}\right]\right) d x \tag{4.1}
\end{equation*}
$$

Formally, the formula (4.1) follows from subtracting (3.1) with $q(x)=x^{2}$ from (3.1) with $q(x)=x^{2}+V(x)$ and integrating over $x$.

Here is the main result:
Theorem 4.2. i) One has the asymptotic expansion

$$
\begin{equation*}
\lambda_{n} \sim \lambda_{n}^{0}+\frac{c_{1}}{\sqrt{\lambda_{n}^{0}}}+\frac{c_{2}}{\lambda_{n}^{0}}+\frac{c_{3}}{\lambda_{n}^{0} \sqrt{\lambda_{n}^{0}}}+\cdots, n \rightarrow \infty \tag{4.2}
\end{equation*}
$$

for some coefficients $c_{j} \in \mathbb{R}$.
ii) The coefficients of the expansion (4.2) can be obtained by inverting the formal asymptotic series

$$
\begin{equation*}
\lambda_{n}^{0} \sim \lambda_{n}+\frac{b_{1}}{\sqrt{\lambda_{n}}}+\frac{b_{2}}{\lambda_{n} \sqrt{\lambda_{n}}}+\frac{b_{3}}{\left(\lambda_{n}\right)^{2} \sqrt{\lambda_{n}}}+\cdots, n \rightarrow \infty \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{j}=\left(\sqrt{\pi} \Gamma\left(\frac{3}{2}-j\right)\right)^{-1} \int_{\mathbb{R}}\left(a_{j}\left[x^{2}+V(x)\right]-a_{j}\left[x^{2}\right]\right) d x \tag{4.4}
\end{equation*}
$$

In other words, Theorem 4.2 (ii) implies that each $c_{j}$ of (4.2) is uniquely determined by a well defined algebraic procedure, namely series inversion.

In order to compute a coefficient $c_{j}$, one needs to know finitely many coefficients $b_{j}$. For example,

$$
\begin{aligned}
c_{1}=-b_{1}, \quad c_{2}=0, \quad c_{3}=-b_{2}, \quad c_{4}=-\frac{1}{2} b_{1}^{2} \\
c_{5}=-b_{3}, \quad c_{6}=-2 b_{1} b_{2}, \quad c_{7}=\frac{5}{8} b_{1}^{3}-b_{4}
\end{aligned}
$$

One thing to note is the absence of negative integer powers of $\lambda_{n}$ in the expansion (4.3). Inverting the expansion (4.2) gives

$$
\begin{equation*}
\lambda_{n}^{0} \sim \lambda_{n}-\frac{c_{1}}{\sqrt{\lambda_{n}}}-\frac{c_{2}}{\lambda_{n}}-\frac{c_{3}}{\lambda_{n} \sqrt{\lambda_{n}}}-\frac{\left(c_{4}+\frac{1}{2} c_{1}^{2}\right)}{\lambda_{n}^{2}}-\frac{c_{5}}{\lambda_{n}^{2} \sqrt{\lambda_{n}}}-\cdots \tag{4.5}
\end{equation*}
$$

Hence, the absence of whole integer negative powers is equivalent to a series of identities for the coefficients $c_{j}$. For example, the first three identities of this type are

$$
c_{2}=0, \quad c_{1}^{2}+2 c_{4}=0, \quad c_{6}+c_{2}^{2}+2 c_{1} c_{3}=0
$$

The first few $c_{j}$ are given below.

$$
\begin{aligned}
& c_{1}=\frac{1}{\pi} \int_{-\infty}^{\infty} V(x) d x \\
& c_{2}=0 \\
& c_{3}=\frac{1}{2 \pi}\left(\int_{-\infty}^{\infty} V(x) x^{2} d x+\frac{1}{2} \int_{-\infty}^{\infty} V^{2}(x) d x\right) \\
& c_{4}=-\frac{1}{2} c_{1}^{2} \\
& c_{5}=\frac{1}{8 \pi} \int_{-\infty}^{\infty}\left[V^{3}+3 V^{2} x^{2}+3 V x^{4}+\frac{1}{2}\left(V^{\prime}\right)^{2}-2 V\right] d x
\end{aligned}
$$

We also obtain trace formulas, which as mentioned before, are a direct analogue of the trace formulas for the Sturm-Liouville problem, see [10], [9], [7], and our proofs follow the method as described in [7]. Let us introduce the Zeta functions

$$
\begin{equation*}
Z(s)=\sum_{n=1}^{\infty} \lambda_{n}^{-s}, \quad Z_{0}(s)=\sum_{n=1}^{\infty}\left(\lambda_{n}^{0}\right)^{-s}, \quad \operatorname{Re} s>1 \tag{4.6}
\end{equation*}
$$

If $\lambda_{n}=0$ for some $n$, then the corresponding term in the sum $\sum_{n=1}^{\infty} \lambda_{n}^{-s}$ is omitted. If $\lambda_{n}<0$ for some $n$, then $\lambda_{n}^{-s}$ should be understood as $\left|\lambda_{n}\right|^{-s} e^{-i \pi s}$. Due to the explicit formula $\lambda_{n}^{0}=2 n-1$, we have $Z_{0}(s)=\left(1-2^{-s}\right) \zeta(s)$, where $\zeta(s)$ is the Riemann Zeta function. By the properties of $\zeta$, we conclude that $Z_{0}(s)$ has a meromorphic continuation into the entire complex plane with the only pole at $s=1$, and this pole is simple with residue $\frac{1}{2}$ (see 23.2 of [1]). The real zeros of $Z_{0}$ are at $s=-2 n, n=0,1,2, \ldots$

Theorem 4.3. One has that $Z(s)$ is meromorphic for $s \in \mathbb{C}$ with its only poles located at $s=1$ and $s=-\frac{1}{2},-\frac{3}{2},-\frac{5}{2}, \ldots$ and

$$
\begin{equation*}
Z(-k)-Z_{0}(-k)=0, k \in \mathbb{N} \tag{4.7}
\end{equation*}
$$

The proof is given in section 7. Given the asymptotics (4.2), we can give explicit formulas for $Z(-k), k \in \mathbb{N}$. Consider the asymptotic expansion (4.2) of $\lambda_{n}$ raised to the power $-s$. One has

$$
\begin{aligned}
\lambda_{n}^{-s} & \sim\left(\lambda_{n}^{0}\right)^{-s}\left(1+\frac{c_{1}}{\left(\lambda_{n}^{0}\right)^{\frac{3}{2}}}+\frac{c_{2}}{\left(\lambda_{n}^{0}\right)^{2}}+\frac{c_{3}}{\left(\lambda_{n}^{0}\right)^{\frac{5}{2}}}+\ldots\right)^{-s} \\
& =\left(\lambda_{n}^{0}\right)^{-s}\left(1-\frac{s c_{1}}{\left(\lambda_{n}^{0}\right)^{\frac{3}{2}}}-\frac{s c_{2}}{\left(\lambda_{n}^{0}\right)^{2}}-\frac{s c_{3}}{\left(\lambda_{n}^{0}\right)^{\frac{5}{2}}}+\frac{s(s+1) c_{1}^{2}}{2\left(\lambda_{n}^{0}\right)^{3}}+\ldots\right)
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\lambda_{n}^{-s} \sim \sum_{j=0}^{\infty} d_{j}(s)\left(\lambda_{n}^{0}\right)^{-s-(j / 2)}, \quad n \rightarrow \infty \tag{4.8}
\end{equation*}
$$

where $d_{j}(s)$ are explicit polynomials in $s$ and $c_{j}$. For example,

$$
\begin{gathered}
d_{0}(s)=1, \quad d_{1}(s)=d_{2}(s)=0, \quad d_{3}(s)=-s c_{1}, \\
d_{4}(s)=-s c_{2}, \quad d_{5}(s)=-s c_{3} \\
d_{6}(s)=-s c_{4}+\frac{s(s+1)}{2} c_{1}^{2}, \quad d_{7}(s)=-s c_{5}+s(s+1) c_{1} c_{2} \\
d_{8}(s)=-s c_{6}+\frac{1}{2} s(s+1) c_{2}^{2}+s(s+1) c_{1} c_{3}
\end{gathered}
$$

Using this notation, we have for any $k \in \mathbb{N}, \operatorname{Re} s>1$ :

$$
\begin{equation*}
Z(s)=\sum_{n=0}^{\infty}\left\{\lambda_{n}^{-s}-\sum_{j=0}^{2 k+2} d_{j}(s)\left(\lambda_{n}^{0}\right)^{-s-(j / 2)}\right\}+\sum_{j=0}^{2 k+2} d_{j}(s) Z_{0}(s+(j / 2)) \tag{4.9}
\end{equation*}
$$

Now both sides of (4.9) can be meromorphically continued into the halfplane $\operatorname{Re} s>-k-\frac{1}{2}$. By Theorem 4.3, the l.h.s. of (4.9) is analytic at $s=-k$. By (4.8), the same applies to the first term in the r.h.s. of (4.9). Thus, the second term in the r.h.s. of (4.9) is also analytic at $s=-k$. As $Z_{0}(s)$ has a simple pole at $s=1$ with residue $\frac{1}{2}$ (and no other poles), it follows that $d_{2 k+2}(-k)=0$ and

$$
\lim _{s \rightarrow-k} d_{2 k+2}(s) Z_{0}(s+k+1)=\frac{1}{2} d_{2 k+2}^{\prime}(-k)
$$

Thus, we obtain

$$
Z(-k)=\sum_{n=0}^{\infty}\left\{\lambda_{n}^{k}-\sum_{j=0}^{2 k+1} d_{j}(-k)\left(\lambda_{n}^{0}\right)^{k-(j / 2)}\right\}+\sum_{j=0}^{2 k+1} d_{j}(-k) Z_{0}(-k+(j / 2))+\frac{1}{2} d_{2 k+2}^{\prime}(k)
$$

Combined with (4.7), this yields a series of formulas for $k \in \mathbb{N}$

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left\{\lambda_{n}^{k}-\sum_{j=0}^{2 k+1} d_{j}(-k)\left(\lambda_{n}^{0}\right)^{k-(j / 2)}\right\}+\sum_{j=1}^{2 k+1} d_{j}(-k) Z_{0}(-k+(j / 2))+\frac{1}{2} d_{2 k+2}^{\prime}(k)=0 \tag{4.10}
\end{equation*}
$$

In particular, for $k=1,2,3$ we obtain

$$
\begin{gather*}
\sum_{n=0}^{\infty}\left(\lambda_{n}-\lambda_{n}^{0}-\frac{c_{1}}{\sqrt{\lambda_{n}^{0}}}\right)+c_{1} Z_{0}\left(\frac{1}{2}\right)=0  \tag{4.11}\\
\sum_{n=0}^{\infty}\left(\lambda_{n}^{2}-\left(\lambda_{n}^{0}\right)^{2}-2 c_{1} \sqrt{\lambda_{n}^{0}}-\frac{2 c_{3}}{\sqrt{\lambda_{n}^{0}}}\right)+2 c_{1} Z_{0}\left(-\frac{1}{2}\right)+2 c_{3} Z_{0}\left(\frac{1}{2}\right)-\frac{1}{2} c_{1}^{2}=0  \tag{4.12}\\
\sum_{n=0}^{\infty}\left(\lambda_{n}^{3}-\left(\lambda_{n}^{0}\right)^{3}-3 c_{1}\left(\lambda_{n}^{0}\right)^{3 / 2}-3 c_{3}\left(\lambda_{n}^{0}\right)^{1 / 2}-3\left(c_{4}+c_{1}^{2}\right)-3 c_{5}\left(\lambda_{n}^{0}\right)^{-1 / 2}\right) \\
+3 c_{1} Z_{0}\left(-\frac{3}{2}\right)+3 c_{3} Z_{0}\left(-\frac{1}{2}\right)+3 c_{5} Z_{0}\left(\frac{1}{2}\right)-\frac{1}{2} c_{1} c_{3}=0 \tag{4.13}
\end{gather*}
$$

The above formulas can be rearranged, replacing asymptotic expansions in powers of $\lambda_{n}^{0}$ by expansions in powers of $n$. For example, (4.11) is equivalent to

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(\lambda_{n}-\lambda_{n}^{0}-\frac{c_{1}}{\sqrt{2 n}}\right)+\frac{c_{1}}{\sqrt{2}} \zeta\left(\frac{1}{2}\right)=0 . \tag{4.14}
\end{equation*}
$$

Formula (4.14) in various equivalent forms appeared before in the literature; see for example [3], [4]. Formulas (4.10) with $k \geq 2$ are believed to be new.

Remark. The following formula is presented in [14] and appears to be similar to (4.12),

$$
\begin{equation*}
\sum_{n=1}^{N}\left[\lambda_{n}^{2}-\left(\lambda_{n}^{0}\right)^{2}-A \sqrt{n}-B \frac{1}{\sqrt{n}}\right]=A C_{1}+B C_{0} \tag{4.15}
\end{equation*}
$$

where $C_{0}$ is defined as before and

$$
\begin{array}{r}
C_{1}=\lim _{N \rightarrow \infty}\left[\frac{2}{3} N^{\frac{2}{3}}+\frac{1}{2} N^{\frac{1}{2}}-\sum_{n=1}^{N} \sqrt{n}\right] \\
A=\frac{2 \sqrt{2}}{\pi} \int_{-\infty}^{\infty} V(x) d x \\
B=\frac{\sqrt{2}}{2 \pi} \int_{-\infty}^{\infty}\left(V^{2}(x)+V(x) x^{2}-V(x)\right) d x
\end{array}
$$

However, the series in formula (4.15) does not converge. This can be seen by squaring (4.2) and converting it into the same form as (4.15). One has

$$
\begin{aligned}
\lambda_{n}^{2} & =\left(\lambda_{n}^{0}\right)^{2}+2 c_{1} \sqrt{\lambda_{n}^{0}}+\frac{2 c_{3}}{\sqrt{\lambda_{n}^{0}}}+O\left(n^{-\frac{3}{2}}\right) \\
& =\left(\lambda_{n}^{0}\right)^{2}+2 \sqrt{2} c_{1}\left(\sqrt{n}-\frac{1}{4 \sqrt{n}}\right)+\frac{\sqrt{2} c_{3}}{\sqrt{n}}+O\left(n^{-\frac{3}{2}}\right), n \rightarrow \infty
\end{aligned}
$$

where

$$
\begin{aligned}
& c_{1}=\frac{1}{\pi} \int_{-\infty}^{\infty} V(x) d x, \\
& c_{3}=\frac{1}{2 \pi}\left(\int_{-\infty}^{\infty} V(x) x^{2} d x+\frac{1}{2} \int_{-\infty}^{\infty} V^{2}(x) d x\right) .
\end{aligned}
$$

Comparing this with the terms of the series in (4.15), one has

$$
\lambda_{n}^{2}-\left(\lambda_{n}^{0}\right)^{2}-A \sqrt{n}-B \frac{1}{\sqrt{n}}=-\frac{\sqrt{2}}{4 \pi \sqrt{n}} \int_{-\infty}^{\infty} V^{2}(x) d x+O\left(n^{-\frac{3}{2}}\right), n \rightarrow \infty .
$$

This implies that the series in (4.15) does not converge.

## 5 Proof of Theorem 4.2 (ii)

The proof is based on the following
Lemma 5.1. Let $\lambda_{n}^{0}=2 n-1, n \in \mathbb{N}$, and let $\lambda_{1}<\lambda_{2}<\cdots$ be a sequence of real numbers such that $\lambda_{n}=\lambda_{n}^{0}+O(1)$ as $n \rightarrow \infty$. Suppose that an asymptotic expansion

$$
\begin{equation*}
\lambda_{n}^{0} \sim \lambda_{n}+\sum_{j=1}^{\infty} p_{j} \lambda_{n}^{-\alpha_{j}}+\sum_{j=1}^{\infty} q_{j} \lambda_{n}^{-j}, \quad n \rightarrow \infty \tag{5.1}
\end{equation*}
$$

holds true, where $0 \leq \alpha_{1}<\alpha_{2}<\cdots$ are some non-integer exponents and $\left\{p_{j}\right\} \subset \mathbb{R},\left\{q_{j}\right\} \subset \mathbb{R}$. Then one has the asymptotic expansion

$$
\begin{equation*}
\sum_{n=1}^{\infty} e^{-t \lambda_{n}} \sim \frac{1}{2 t}+\sum_{j} \frac{p_{j}}{2} \Gamma\left(1-\alpha_{j}\right) t^{\alpha_{j}}+\frac{1}{2} \log t \sum_{j=1}^{\infty} q_{j} \frac{(-1)^{j}}{(j-1)!} t^{j}+\sum_{k=1}^{\infty} r_{k} t^{k} \tag{5.2}
\end{equation*}
$$

as $t \rightarrow+0$, where $\left\{r_{k}\right\} \subset \mathbb{R}$ are some constants.

Given Lemma 5.1 and part (i) of Theorem 4.2, the proof of Theorem 4.2 (ii) is immediate. Indeed, inverting the asymptotic expansion (4.2) yields the expansion of the form

$$
\lambda_{n}^{0} \sim \lambda_{n}+\sum_{j=1}^{\infty} b_{j} \lambda_{n}^{\frac{1}{2}-j}+\sum_{j=1}^{\infty} \tilde{b}_{j} \lambda_{n}^{-j}, \quad n \rightarrow \infty
$$

with some real coefficients $\left\{b_{j}\right\},\left\{\widetilde{b}_{j}\right\}$. Now using Lemma 5.1 and the explicit formula $\sum_{n=1}^{\infty} e^{-t \lambda_{n}^{0}}=(2 \sinh t)^{-1}$, we obtain the asymptotic expansion

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left(e^{-t \lambda_{n}}-e^{-t \lambda_{n}^{0}}\right) \sim \frac{1}{\sqrt{t}} & \sum_{j=1}^{\infty} \frac{b_{j}}{2} \Gamma\left(\frac{3}{2}-j\right) t^{j} \\
& +\frac{1}{2} \log t \sum_{j=1}^{\infty} \widetilde{b}_{j} \frac{(-1)^{j}}{(j-1)!} t^{j}+\sum_{k=1}^{\infty} \widetilde{r}_{k} t^{k}
\end{aligned}
$$

with some real coefficients $\left\{\tilde{r}_{k}\right\}$. Comparing this to (4.1), we see that all coefficients $\widetilde{b}_{i}$ vanish and the coefficients $b_{j}$ are related to the heat invariants by formulas (4.4). This completes the proof of Theorem 4.2 (ii).

The important part of this section is the proof of Lemma 5.1. Broadly speaking, this Lemma can be regarded as a discrete analogue of the following version of Watson's Lemma:

Lemma 5.2. Let $\psi: \mathbb{R} \rightarrow \mathbb{R}$ be a locally bounded measurable function, such that $\psi(\lambda)=0$ for all $\lambda$ near $-\infty$. Suppose that $\psi$ has the following asymptotic expansion

$$
\begin{equation*}
\psi(\lambda)=\sum_{j} p_{j} \lambda^{-\alpha_{j}}+\sum_{j} q_{j} \lambda^{-\beta_{j}}+O\left(\lambda^{-M}\right) \quad \lambda \rightarrow \infty \tag{5.3}
\end{equation*}
$$

where $\left\{\alpha_{j}\right\} \subset \mathbb{R} \backslash \mathbb{N},\left\{\beta_{j}\right\} \subset \mathbb{N},\left\{p_{j}\right\} \subset \mathbb{R},\left\{q_{j}\right\} \subset \mathbb{R}$ are finite sets and $M>\max \left(\left\{\alpha_{j}\right\} \cup\left\{\beta_{j}\right\}\right), M \in(0, \infty) \backslash \mathbb{N}$. Then the following asymptotic formula for the Laplace transform of $\psi$ holds true for $t \rightarrow+0$ :

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{-t \lambda} \psi(\lambda) d \lambda= & \sum_{i} p_{i} \Gamma\left(1-\alpha_{i}\right) t^{\alpha_{i}-1}+(\log t) \sum_{j} q_{j} \frac{(-1)^{\beta_{j}}}{\left(\beta_{j}-1\right)!} t^{\beta_{j}-1} \\
& +\sum_{0 \leq k<M-1} r_{k} t^{k}+O\left(t^{M-1}\right) \tag{5.4}
\end{align*}
$$

with some coefficients $\left\{r_{k}\right\}$.

The proof of this lemma is carried out by straightforward computation. It is presented at the end of this section.

Proof of Lemma 5.1. 1. Let

$$
N(\lambda)=\sharp\left\{n \mid \lambda_{n}<\lambda\right\}, \quad N_{0}(\lambda)=\sharp\left\{n \mid \lambda_{n}^{0}<\lambda\right\} .
$$

The main idea of the proof is to approximate $N(\lambda)$ by $N_{0}(\psi(\lambda))$, where $\psi$ is a function constructed to have the asymptotic expansion

$$
\psi(\lambda)=\lambda+\sum_{\alpha_{j}<M} p_{j} \lambda^{-\alpha_{j}}+\sum_{j<M} q_{j} \lambda^{-j}+O\left(\lambda^{-M}\right), \quad \lambda \rightarrow \infty,
$$

where the exponents and coefficients are the same as those in (5.1). The function $\psi$ is constructed in terms of its inverse as follows.

The formal inversion of the expansion (5.1) has the form

$$
\begin{equation*}
\lambda_{n} \sim \lambda_{n}^{0}+\sum_{j=1}^{\infty} s_{j}\left(\lambda_{n}^{0}\right)^{-\eta_{j}}, \quad n \rightarrow \infty \tag{5.5}
\end{equation*}
$$

where $0 \leq \eta_{1}<\eta_{2}<\ldots$ and $\left\{s_{j}\right\} \subset \mathbb{R}$. Fix some sufficiently large $M \in$ $(0, \infty) \backslash \mathbb{N}$; we have

$$
\begin{equation*}
\lambda_{n}=\lambda_{n}^{0}+\sum_{\eta_{j}<M} s_{j}\left(\lambda_{n}^{0}\right)^{-\eta_{j}}+O\left(\left(\lambda_{n}^{0}\right)^{-M}\right), \quad n \rightarrow \infty \tag{5.6}
\end{equation*}
$$

Let $\phi \in C^{\infty}(\mathbb{R})$ be such that
(i) $\phi(\lambda) \geq 0$ for all $\lambda \in \mathbb{R}$ and $\phi(\lambda)=0$ for all $\lambda \leq 1$;
(ii) $\phi(\lambda)$ is strictly increasing for $\lambda>1$;
(iii) $\phi(\lambda)=\lambda+\sum_{\eta_{j}<M} s_{j} \lambda^{-\eta_{j}}$ for all sufficiently large $\lambda>0$.

Let $\psi \in C^{\infty}(0, \infty)$ be such that $\phi(\psi(\lambda))=\lambda \forall \lambda>0$. Finally, for $\lambda>0$ let us write $N_{0}(\lambda)=\frac{1}{2} \lambda+\omega(\lambda)$, where $\omega(\lambda)$ is a 2 -periodic function.

With this notation we have:

$$
\begin{aligned}
& \sum_{n=1}^{\infty} e^{-t \lambda_{n}}=\int_{-\infty}^{\infty} e^{-t \lambda} d N(\lambda)=t \int_{-\infty}^{\infty} e^{-t \lambda} N(\lambda) d \lambda \\
& =t \int_{-\infty}^{\infty} e^{-t \lambda}\left(N(\lambda)-N_{0}(\psi(\lambda))\right) d \lambda+\frac{1}{2} t \int_{0}^{\infty} e^{-t \lambda} \psi(\lambda) d \lambda \\
& +t \int_{0}^{\infty} e^{-t \lambda} \omega(\psi(\lambda)) d \lambda \\
& =: F_{1}(t)+F_{2}(t)+F_{3}(t) .
\end{aligned}
$$

Below we consider separately the integrals $F_{1}(t), F_{2}(t)$ and $F_{3}(t)$.
2. Consider $F_{2}(t)$. By the construction of $\psi$, we have the asymptotics

$$
\psi(\lambda)=\lambda+\sum_{\alpha_{j}<M} p_{j} \lambda^{-\alpha_{j}}+\sum_{j<M} q_{j} \lambda^{-j}+O\left(\lambda^{-M}\right) \quad \lambda \rightarrow \infty
$$

with the same exponents and coefficients as in (5.1). By Lemma 5.2, one has:

$$
\begin{align*}
F_{2}(t) \sim \frac{1}{2 t}+\sum_{\alpha_{j}<M} \frac{p_{j}}{2} \Gamma\left(1-\alpha_{j}\right) t^{\alpha_{j}} & +\frac{1}{2}(\log t) \sum_{j<M} q_{j} \frac{(-1)^{j}}{(j-1)!} t^{j} \\
& +\sum_{0<k<M} r_{k} t^{k}+O\left(t^{M}\right), \quad t \rightarrow+0 \tag{5.7}
\end{align*}
$$

3. Consider $F_{1}(t)$. Let $f_{n}(t)=e^{-t \lambda_{n}}-e^{-t \phi\left(\lambda_{n}^{0}\right)}$. Then $F_{1}(t)=\sum_{n=1}^{\infty} f_{n}(t)$. By the construction of $\phi$, we have $\lambda_{n}=\phi\left(\lambda_{n}^{0}\right)+O\left(n^{-M}\right)$, as $n \rightarrow \infty$, and so $f_{n}(t)=e^{-t \lambda_{n}}\left(1-e^{t O\left(n^{-M}\right)}\right)$.

Now $f_{n}$ has infinitely many continuous derivatives. One has that

$$
\begin{aligned}
f_{n}(t) & =e^{-t \lambda_{n}} O\left(t n^{-M}\right) \\
\text { and } \quad f_{n}^{(j)}(t) & =O\left(n^{-M+j}\right),
\end{aligned}
$$

for $t \in[0, \infty)$. Therefore, $\sum_{n=1}^{N} f_{n}^{(j)}(t)$ is uniformly convergent as $N \rightarrow \infty$ for $j<[M]-1$ and $t \in[0, \infty)$.

By applying Theorem 7.17 of [23] to the sequence $\left\{\sum_{n=1}^{N} f_{n}^{(j)}(t)\right\}_{N=1}^{\infty}$, one has that $F_{1}(t)$ has at least $[M]-1$ continuous derivatives in $t$ on $[0, \infty)$ and
therefore, by the Taylor formula,

$$
\begin{equation*}
F_{1}(t)=\sum_{0 \leq k<[M]-1} F_{1}^{(k)}(0) t^{k}+o\left(t^{[M]-1}\right), \quad t \rightarrow+0 \tag{5.8}
\end{equation*}
$$

4. Let us prove that $F_{3}$ has continuous derivatives in $t \in[0, \infty)$ of any order, and so

$$
\begin{equation*}
F_{3}(t) \sim \sum_{k=0}^{\infty} F_{3}^{(k)}(0) t^{k}, \quad t \rightarrow+0 \tag{5.9}
\end{equation*}
$$

Fix $N \in \mathbb{N}$. Changing the variable, we obtain

$$
\begin{aligned}
F_{3}(t)=t \int_{0}^{\infty} e^{-t \lambda} \omega(\psi(\lambda)) d \lambda=t \int_{0}^{\infty} e^{-t \phi(\mu)} \phi^{\prime}(\mu) & \omega(\mu) d \mu \\
& =-\int_{0}^{\infty}\left(e^{-t \phi(\mu)}\right)^{\prime} \omega(\mu) d \mu
\end{aligned}
$$

Note that if $\tilde{\omega}$ is a 2 periodic function then $\int_{0}^{\mu} \tilde{\omega}(\lambda) d \lambda=\tilde{\omega}_{1}(\mu)+\mu \int_{0}^{2} \tilde{\omega}(\lambda) d \lambda$ where $\tilde{\omega_{1}}$ is a 2 periodic function. From the definition of $\omega$, one has $\int_{0}^{2} \omega(\lambda) d \lambda=$ 0 . Therefore, integrating by parts $N$ times gives

$$
\begin{equation*}
F_{3}(t)=(-1)^{N+1} \int_{0}^{\infty}\left(e^{-t \phi(\mu)}\right)^{(N+1)}\left(\omega_{N}(\mu)+p_{N}(\mu)\right) d \mu \tag{5.10}
\end{equation*}
$$

where $\omega_{N}$ is a 2 periodic function and $p_{N}$ is a polynomial of degree $N-1$. However, integrating by parts again one obtains

$$
(-1)^{N+1} \int_{0}^{\infty}\left(e^{-t \phi(\mu)}\right)^{(N+1)} p_{N}(\mu) d \mu=\int_{0}^{\infty}\left(e^{-t \phi(\mu)}\right)^{\prime}\left(p_{N}^{(N)}(\mu)\right) d \mu=0
$$

the boundary terms at $\mu=0$ vanish by the assumption $\phi(\mu)=0$ for $\mu \leq 1$. Thus,

$$
\begin{equation*}
F_{3}(t)=(-1)^{N+1} \int_{0}^{\infty}\left(e^{-t \phi(\mu)}\right)^{(N+1)} \omega_{N}(\mu) d \mu \tag{5.11}
\end{equation*}
$$

Using the property (iii) of $\phi$, we obtain

$$
\left(e^{-t \phi(\mu)}\right)^{(N+1)}=e^{-t \phi(\mu)}\left\{(-t)^{N+1}\left(\phi^{\prime}(\mu)\right)^{N+1}+\sum_{l=1}^{N} t^{l} O\left(\mu^{l-N-2-\eta_{1}}\right)\right\}
$$

Substituting this into (5.11), the first term will have the form

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t(\lambda+O(1))} t^{N+1} O(1) d \lambda \tag{5.12}
\end{equation*}
$$

while the other terms will be of the form

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t(\lambda+O(1))} t^{l} O\left(\lambda^{l-N-2-\eta_{1}}\right) d \lambda \tag{5.13}
\end{equation*}
$$

for $l \in 1,2, \ldots, N$.
Both (5.12) and (5.13) can be differentiated $N$ times in $t$ before there is a problem with the convergence of the integral at $t=0$. The derivatives are also continuous.

It follows that $F_{3}$ has at least $N$ continuous derivatives on $[0, \infty)$. As $N \in \mathbb{N}$ can be taken arbitrary large, this proves the statement.
5. Combining (5.7) - (5.9), and using the fact that $M$ can be taken arbitrary large, we get the desired statement.

Proof of Lemma 5.2. 1. The proof can be performed by explicit computation, checking that each term in the asymptotics (5.3) gives the desired contribution to (5.4). It is enough to consider the Laplace transforms of

$$
\begin{align*}
& \psi_{1}(\lambda)=\lambda^{-\alpha} \theta(\lambda-1), \alpha \in \mathbb{R} \backslash \mathbb{N}  \tag{5.14}\\
& \psi_{2}(\lambda)=\lambda^{-\beta} \theta(\lambda-1), \beta \in \mathbb{N}  \tag{5.15}\\
& \psi_{3}(\lambda)=O\left(\lambda^{-M}\right), \lambda \rightarrow \infty, M \in(0, \infty) \backslash \mathbb{N}, M>\max \{\alpha, \beta\} \tag{5.16}
\end{align*}
$$

where $\theta(\lambda)=(1+\operatorname{sign}(\lambda)) / 2$ is the Heaviside function.
2. Consider (5.14). One has

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{-t \lambda} \psi_{1}(\lambda) d \lambda & =\int_{-\infty}^{\infty} e^{-t \lambda} \lambda^{-\alpha} \theta(\lambda-1) d \lambda \\
& =\int_{1}^{\infty} e^{-t \lambda} \lambda^{-\alpha} d \lambda \tag{5.17}
\end{align*}
$$

Changing the variable gives,

$$
\begin{equation*}
\int_{1}^{\infty} e^{-t \lambda} \lambda^{-\alpha} d \lambda=t^{\alpha-1} \int_{t}^{\infty} e^{-r} r^{-\alpha} d r \tag{5.18}
\end{equation*}
$$

Note the Gamma function present in (5.4). Now for $\operatorname{Re} z<1$, the Euler
definition of the Gamma function gives

$$
\begin{align*}
\Gamma(1-z)= & \int_{0}^{\infty} e^{-\lambda} \lambda^{-z} d \lambda \\
= & \int_{t}^{\infty} e^{-\lambda} \lambda^{-z} d \lambda+\int_{0}^{t} e^{-\lambda} \lambda^{-z} d \lambda \\
= & \int_{t}^{\infty} e^{-\lambda} \lambda^{-z} d \lambda+t^{1-z} \int_{0}^{1} e^{-t \lambda} \lambda^{-z} d \lambda \\
= & \int_{t}^{\infty} e^{-\lambda} \lambda^{-z} d \lambda+t^{1-z} \sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j}}{j!} \frac{1}{j+1-z} \\
& +O\left(t^{[M]-z+1}\right), t \rightarrow+0 \tag{5.19}
\end{align*}
$$

where [ $M$ ] denotes the integer part of $M$.
The above expression can be meromorphically continued to the right and will hold true for $z \in \mathbb{C} \backslash \mathbb{N}$ such that $\operatorname{Re} z<[M]+1$.

Using (5.19) and (5.18), one has

$$
\begin{align*}
& \int_{-\infty}^{\infty} e^{-t \lambda} \psi_{1}(\lambda) d \lambda \\
= & t^{\alpha-1} \Gamma(1-\alpha)-\sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j}}{j!} \frac{1}{j+1-\alpha}+O\left(t^{[M]}\right), t \rightarrow+0 . \tag{5.20}
\end{align*}
$$

3. Consider (5.15). Integrating by parts, one has

$$
\begin{align*}
& \int_{-\infty}^{\infty} e^{-t \lambda} \psi_{2}(\lambda) d \lambda \\
= & \int_{1}^{\infty} e^{-t \lambda} \lambda^{-\beta} d \lambda \\
= & \frac{(-1) e^{-t}}{\beta-1}+\frac{(-1) t}{\beta-1} \int_{1}^{\infty} \lambda^{-\beta+1} e^{-t \lambda} d \lambda \\
= & e^{-t}\left(\frac{(-1)}{\beta-1}+\frac{(-1)^{2} t}{(\beta-1)(\beta-2)}+\cdots+\frac{(-1)^{\beta-1} t^{\beta-2}}{(\beta-1)!}\right) \\
& +\frac{(-1)^{\beta-1} t^{\beta-1}}{(\beta-1)!} \int_{1}^{\infty} \lambda^{-1} e^{-t \lambda} d \lambda . \tag{5.21}
\end{align*}
$$

Taking the last intgral seperately, one has

$$
\begin{align*}
& \int_{1}^{\infty} \lambda^{-1} e^{-t \lambda} d \lambda \\
= & t\left(\int_{0}^{\infty} \log \lambda e^{-t \lambda} d \lambda-\int_{0}^{1} \log \lambda e^{-t \lambda} d \lambda\right) \\
= & \int_{0}^{\infty} \log \frac{\lambda}{t} e^{-\lambda} d \lambda-t \int_{0}^{1}\left(\sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j} \lambda^{j}}{j!}+O\left((t \lambda)^{[M]}\right)\right) \log \lambda d \lambda \\
= & -\log t \int_{0}^{\infty} e^{-\lambda} d \lambda+\int_{0}^{\infty} \log \lambda e^{-\lambda} d \lambda \\
& +\sum_{j=0}^{[M]-2} \frac{(-1)^{j} t^{j+1}}{j!} \int_{0}^{1} \lambda^{j} \log \lambda d \lambda+O\left(t^{[M]}\right) . \tag{5.22}
\end{align*}
$$

Substituting (5.22) into (5.21) and expanding the exponential term, one has

$$
\begin{equation*}
\int_{-\infty}^{\infty} \psi_{2}(\lambda) d \lambda=\sum_{j=0}^{[M]-1} a_{j} t^{j}+\frac{(-1)^{\beta} t^{\beta-1}}{(\beta-1)!} \log t+O\left(t^{[M]}\right), t \rightarrow+0 \tag{5.23}
\end{equation*}
$$

for some constants $\left\{a_{j}\right\}$.
4. Finally, consider (5.16). By the conditions of the lemma, assume $\psi_{3}(\lambda)$ is measurable, bounded and $\psi_{3}(\lambda)=0$ for all $\lambda<a$, for some $a \in \mathbb{R}$. Let $\tilde{\psi}_{3}(\lambda)=\psi_{3}(\lambda) \lambda^{M}$. Then $\tilde{\psi}_{3}(\lambda)=O(1)$, as $\lambda \rightarrow \infty$. It is also bounded.

One has

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{-t \lambda} \psi_{3}(\lambda) d \lambda= & \int_{a}^{\infty}\left(e^{-t \lambda}-\sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j} \lambda^{j}}{j!}\right) \frac{\tilde{\psi}_{3}(\lambda)}{\lambda^{M}} d \lambda \\
& +\sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j}}{j!} \int_{a}^{\infty} \psi_{3}(\lambda) \lambda^{j} d \lambda, \tag{5.24}
\end{align*}
$$

It suffices to show that the first integral on the RHS above is $O\left(t^{M-1}\right)$.

Assume $t \in[0,1]$. By a change of variable one has

$$
\begin{align*}
& \int_{a}^{\infty}\left(e^{-t \lambda}-\sum_{j=0}^{[M]-1} \frac{(-1)^{j} t^{j} \lambda^{j}}{j!}\right) \frac{\tilde{\psi}_{3}(\lambda)}{\lambda^{M}} d \lambda \\
= & t^{M-1} \int_{a t}^{\infty}\left(e^{-\lambda}-\sum_{j=0}^{[M]-1} \frac{(-1)^{j} \lambda^{j}}{j!}\right) \frac{\tilde{\psi}_{3}\left(\frac{\lambda}{t}\right)}{\lambda^{M}} d \lambda \\
\leq & C t^{M-1} \int_{-|a|}^{\infty}\left|\left(e^{-\lambda}-\sum_{j=0}^{[M]-1} \frac{(-1)^{j} \lambda^{j}}{j!}\right) \frac{1}{\lambda^{M}}\right| d \lambda, \tag{5.25}
\end{align*}
$$

where $C$ is some constant.
Substituting (5.25) into (5.24) gives

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-t \lambda} \psi_{3}(\lambda) d \lambda=\sum_{j=0}^{[M]-1} b_{j} t^{j}+O\left(t^{M-1}\right), t \rightarrow+0 \tag{5.26}
\end{equation*}
$$

for some constants $\left\{b_{j}\right\}$.
Now (5.20), (5.23) and (5.26) establish that the Laplace transforms of (5.14), (5.15) and (5.16), respectively, give the correct contribution to (5.4). This completes the proof of Lemma 5.2.

## 6 Proof of Lemma 4.1

We shall require the following:
Lemma 6.1. Let $V \in C_{0}^{\infty}(\mathbb{R})$. Then the following expansion holds true uniformly in any bounded interval $\Omega \subset \mathbb{R}$ :

$$
\begin{equation*}
e^{-t H}(x, x) \sim \sum_{j=0}^{\infty} \frac{1}{\sqrt{4 \pi t}} t^{j} a_{j}\left[x^{2}+V(x)\right], \quad t \rightarrow+0 \tag{6.1}
\end{equation*}
$$

where the heat invariants $a_{j}[V(x)]$ are polynomials in $V(x)$ and its derivatives.

Proof The asymptotic expansion (6.1) needs to be proved to hold uniformly in any interval. For simplicity of notation, we will prove this for $(-1,1)$. Let $q(x) \in C_{0}^{\infty}(\mathbb{R})$ be a scalar potential with the following properties:

$$
\begin{equation*}
q(x)=x^{2} \text { for }|x| \leq 2 \text { and } q(x)=0 \text { for }|x| \geq 3 \tag{6.2}
\end{equation*}
$$

Let $\tilde{H}=-\frac{d^{2}}{d x^{2}}+q+V$ be the corresponding operator. All the coefficieints of the operator $\tilde{H}$ are in $C_{0}^{\infty}$, and so the exisiting proofs (see Appendix D) of the heat kernel expansion are valid. One has

$$
\begin{equation*}
e^{-t \tilde{H}}(x, x) \sim \frac{1}{(4 \pi t)^{\frac{1}{2}}} \sum_{j=0}^{\infty} t^{j} a_{j}\left[x^{2}+V(x)\right], \quad t \rightarrow+0 \tag{6.3}
\end{equation*}
$$

uniformly in $x \in(-1,1)$. Thus, it suffices to prove the estimate

$$
\begin{equation*}
\sup _{|x|<1}\left|e^{-t \tilde{H}}(x, x)-e^{-t H}(x, x)\right|=O\left(t^{\infty}\right), \quad t \rightarrow+0 \tag{6.4}
\end{equation*}
$$

Using a standard representation for operators of this type, one has

$$
e^{-t H}-e^{-t \tilde{H}}=\int_{0}^{t} e^{-(t-s) \check{H}}\left(q(x)-x^{2}\right) e^{-s H} d s
$$

From this, one obtains

$$
\begin{align*}
& \left|e^{-t \tilde{H}}(x, x)-e^{-t H}(x, x)\right| \\
= & \left|\int_{0}^{t} d s \int_{-\infty}^{\infty} d y e^{-(t-s) \tilde{H}}(x, y)\left(q(y)-y^{2}\right) e^{-s H}(y, x)\right| \\
= & \left|\int_{0}^{t} d s \int_{|y|>2} d y e^{-(t-s) \tilde{H}}(x, y)\left(q(y)-y^{2}\right) e^{-s H}(y, x)\right| \tag{6.5}
\end{align*}
$$

From here using the diamagnetic inequality, see [26]:

$$
\begin{equation*}
\left|e^{-t H}(x, y)\right| \leq(4 \pi t)^{-1} \exp \left(-\frac{(x-y)^{2}}{4 t}-t m\right), t>0, x, y \in \mathbb{R} \tag{6.6}
\end{equation*}
$$

where $m=\inf _{\mathbb{R}}\left(V(x)+x^{2}\right)$, one obtains

$$
\begin{aligned}
\sup _{|x|<1}\left|e^{-t \tilde{H}}(x, x)-e^{-t H}(x, x)\right| & \leq \sup _{|x|<1} \frac{C}{t^{2}} \int_{0}^{t} d s \int_{|y|>2} d y\left(y^{2}+1\right) e^{-\frac{(x-y)^{2}}{4(t-0)}-\frac{(x-y)^{2}}{4 s}} \\
& =O\left(t^{\infty}\right), t \rightarrow+0
\end{aligned}
$$

Proof of Lemma 4.1 For simplicity of notation, let us assume that the support of $V$ belongs to the interval $(-1,1)$. For any $r>0$, denote by $\chi_{r}$ the characteristic function of the interval $(-r, r)$ and let $\tilde{\chi}_{r}=1-\chi_{r}$. By Lemma 6.1, it suffices to prove that

$$
\begin{equation*}
\operatorname{Tr}\left(\tilde{\chi}_{2}\left(e^{-t H}-e^{-t H_{0}}\right)\right)=O\left(t^{\infty}\right), t \rightarrow+0 \tag{6.7}
\end{equation*}
$$

We have that

$$
e^{-t H}-e^{-t H_{0}}=\int_{0}^{t} e^{-(t-s) H_{0}} V e^{-s H} d s
$$

Therefore,

$$
\begin{align*}
& \operatorname{Tr}\left(\tilde{\chi}_{2}\left(e^{-t H}-e^{-t H_{0}}\right)\right) \mid \\
\leq & \left\|\tilde{\chi}_{2}\left(e^{-t H}-e^{-t H_{0}}\right) \tilde{\chi}_{2}\right\|_{S_{1}} \\
\leq & \int_{0}^{t} d s\left\|\tilde{\chi}_{2} e^{-(t-s) H} \chi_{1} V \chi_{1} e^{-s H} \tilde{\chi}_{2}\right\|_{S_{1}} \\
\leq & \int_{0}^{t} d s\left\|\tilde{\chi}_{2} e^{-(t-s) H} \chi_{1} V\right\|_{S_{2}}\left\|\chi_{1} e^{-s H} \tilde{\chi}_{2}\right\|_{S_{2}} \tag{6.8}
\end{align*}
$$

where $|\operatorname{Tr}(A B)| \leq\|A B\|_{S_{1}} \leq\|A\|_{S_{2}}\|B\|_{S_{2}}$ has been used, with $S_{1}, S_{2}$ the Trace and Hilbert-Schmidt classes respectively, see Appendix A.

Using the diagmagnetic inequality (6.6) we can make the following calculation

$$
\begin{align*}
\left\|\tilde{\chi}_{2} e^{-t H} \chi_{1} V\right\|_{S_{2}}^{2} & =\iint_{\substack{|x|>2 \\
|y|<1}} d x d y\left|e^{-t H}(x, y) V(y)\right|^{2} \\
& \leq \frac{e^{-2 t m}}{(4 \pi t)^{2}} \iint_{\substack{|x|>2 \\
|y|<1}} d x d y e^{-\frac{(x-y)^{2}}{2 t}} V^{2}(y) \\
& \leq \frac{2 e^{-2 t m}}{(4 \pi t)^{2}} \sup _{|y|<1} \int_{|x|>2} e^{-\frac{(x-y)^{2}}{2 t}} V^{2}(y) d x \\
& \leq \frac{4 e^{-2 t m}}{(4 \pi t)^{2}} \sup _{|y|<1} V^{2}(y) \int_{2}^{\infty} e^{-\frac{(x-1)^{2}}{2 t}} d x \\
& =O\left(t^{\infty}\right), t \rightarrow+0, \tag{6.9}
\end{align*}
$$

A similar calculation shows that $\left\|\chi_{1} e^{-t H} \tilde{\chi}_{2}\right\|_{S_{2}}=O\left(t^{\infty}\right)$, as $t \rightarrow+0$.
Using the above two estimates in (6.8) we obtain the required result.

## 7 Proof of trace formulas

This follows the arguments of [7]. First let us assume $\lambda_{n} \neq 0$ for all $n$. Fix $k \in \mathbb{N}$ and consider formula (4.9) reproduced below:

$$
\begin{equation*}
Z(s)=\sum_{n=0}^{\infty}\left\{\lambda_{n}^{-s}-\sum_{j=0}^{2 k+2} d_{j}(s)\left(\lambda_{n}^{0}\right)^{-s-(j / 2)}\right\}+\sum_{j=0}^{2 k+2} d_{j}(s) Z_{0}(s+(j / 2)) \tag{7.1}
\end{equation*}
$$

where $\operatorname{Re} s>1$. The second term in the r.h.s. is meromorphic in $\mathbb{C}$ with possible poles at $s=1-\frac{j}{2}, j=0,1,2, \ldots, 2 k+2$. The first term in the r.h.s. of (7.1) admits analytic continuation into the half-plane $\operatorname{Re} s>-k-\frac{1}{2}$. As $k$ can be taken arbitrary large, it follows that $Z$ admits a meromorphic continuation into the whole complex plane, all poles of $Z$ are simple and located at the points $s=1-\frac{j}{2}, j=0,1,2, \ldots$ The function $Z_{0}(s)$ is meromorphic and its only pole is at $s=1$.

For $c>1$, one has the following integral representation (see 13.2.9 of [1]),

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(e^{-t \lambda_{n}}-e^{-t \lambda_{n}^{0}}\right)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} t^{-z} \Gamma(z)\left(Z(z)-Z_{0}(z)\right) d z \tag{7.2}
\end{equation*}
$$

By the meromorphic continuation of $Z(s)$ the contour of integration can be shifted to the left of zero, see Appendix B for an explanation of why this is possible.

One has

$$
\begin{align*}
\sum_{n=1}^{\infty}\left(e^{-t \lambda_{n}}-e^{t \lambda_{n}^{0}}\right)= & \sum_{j=0}^{2 N+2} \cdot \operatorname{Res}_{s=1-\frac{j}{2}}\left[\Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{s}\right] \\
& +\frac{1}{2 \pi i} \int_{-N-\varepsilon-i \infty}^{-N-\varepsilon+i \infty} \Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{-s} d s \tag{7.3}
\end{align*}
$$

where the last integral is of the order $O\left(t^{N+\varepsilon}\right)$, see Appendix B.
It is known that $\Gamma(s)$ has a pole of order 1 with residue $(-1)^{k} / k$ ! at $s=-k, k=0,1,2,3, \ldots$ By (7.1) it is also possible for $Z(s)$ to have a pole of order 1 at $s=-k, k=1,2,3, \ldots$ Let $k \in \mathbb{N}$, if $Z(s)$ has a pole at $s=-k-$
then $\Gamma(s) Z(s)$ has a pole of order 2 . Thus

$$
\begin{aligned}
& \Gamma(s) Z(s) t^{-s} \\
= & \left(\frac{a_{2}}{(s+k)^{2}}+\frac{a_{1}}{(s+k)}+f(s)\right)\left(e^{-(s+k) \ln t} t^{k}\right) \\
= & \left(\frac{a_{2}}{(s+k)^{2}}+\frac{a_{1}}{(s+k)}+f(s)\right)\left(t^{k}\left(1+(s+k) \ln t+O\left((s+k)^{2}\right)\right)\right.
\end{aligned}
$$

where $a_{2}, a_{1}$ are constants and $f(s)$ is regular in a neighbourhood of $s=-k$. This implies that $\operatorname{Res}_{s=-k}\left(\Gamma(s) Z(s) t^{-s}\right)=a_{2} t^{k} \ln t+t^{k} a_{1}$. By comparison with (4.1), where there are no terms involving $\ln t$, one can draw the conclusion that $Z(s)$ is regular for $s=-k, k \in \mathbb{N}$. Now, for $k \in \mathbb{N}$, one has that

$$
\underset{s=-k}{\operatorname{Res}}\left(\Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{-s}\right)=\frac{(-1)^{k}}{k!}\left(Z(-k)-Z_{0}(-k)\right) t^{k}
$$

Again by comparison with (4.1), one can draw the conclusion that $Z(-k)-$ $Z_{0}(-k)=0$, for all $k \in \mathbb{N}$.

To consider the case where one of the eigenvalues of $H$ vanishes: $\lambda_{m}=0$, repeat the arguments of the proof for the sequence $\left\{\lambda_{n}\right\}, n \in \mathbb{N} \backslash\{m\}$. For example (7.1) becomes

$$
\begin{equation*}
Z(s)=\sum_{n \in \mathbb{N} \backslash\{m\}}^{\infty}\left\{\lambda_{n}^{-s}-\sum_{j=0}^{2 k+2} d_{j}(s)\left(\lambda_{n}^{0}\right)^{-s-(j / 2)}\right\}+\sum_{j=0}^{2 k+2} d_{j}(s) Z_{0}(s+(j / 2)) . \tag{7.4}
\end{equation*}
$$

Then one simply uses that $e^{-t \lambda_{m}}=1$ in (7.2). One obtains the same set of results, apart from the formula $Z(0)=0$; this should be replaced by $Z(0)=-1$. This completes the proof of Theorem 4.3.

## 8 Proof of Theorem 4.2 (i)

Let us define two solutions $\psi_{ \pm}^{0}=\psi_{ \pm}^{0}(x, \lambda)$ of the equation $-\psi^{\prime \prime}+x^{2} \psi=\lambda \psi$ by

$$
\psi_{+}^{0}(x, \lambda)=U\left(-\frac{\lambda}{2}, x \sqrt{2}\right), \quad \psi_{-}^{0}(x, \lambda)=U\left(-\frac{\lambda}{2},-x \sqrt{2}\right)
$$

where $U$ is the parabolic cylinder function (see $[1, \S 19]$ ). For any $x \in \mathbb{R}$, the solutions $\psi_{ \pm}^{0}(x, \lambda)$ are entire functions of $\lambda$. For any $\lambda \in \mathbb{C}$, the solutions $\psi_{ \pm}^{0}(x, \lambda)$ have the asymptotics

$$
\psi_{+}^{0}(x, \lambda)=\psi_{-}^{0}(-x, \lambda)=(x \sqrt{2})^{(\lambda-1) / 2} e^{-x^{2} / 2}(1+o(1)), \quad x \rightarrow+\infty
$$

and the Wronskian $w_{0}(\lambda)=W\left(\psi_{-}^{0}, \psi_{+}^{0}\right)=\left(\psi_{-}^{0}\right)_{x}^{\prime} \psi_{+}^{0}-\psi_{-}^{0}\left(\psi_{+}^{0}\right)_{x}^{\prime}$ is given by

$$
\begin{equation*}
w_{0}(\lambda)=\frac{2 \sqrt{\pi}}{\Gamma\left(\frac{1-\lambda}{2}\right)}=\frac{2}{\sqrt{\pi}} \Gamma\left(\frac{1+\lambda}{2}\right) \cos \left(\frac{\pi \lambda}{2}\right) . \tag{8.1}
\end{equation*}
$$

At the eigenvalues $\lambda_{n}^{0}=2 n-1$, the Wronskian $w_{0}(\lambda)$ vanishes and we have

$$
\begin{equation*}
\psi_{+}^{0}\left(x, \lambda_{n}^{0}\right)=(-1)^{n+1} \psi_{-}^{0}\left(x, \lambda_{n}^{0}\right)=2^{-(n-1) / 2} e^{-x^{2} / 2} H_{n-1}(x), \tag{8.2}
\end{equation*}
$$

where $H_{n}$ is the $n$ 'th Hermite polynomial.
Next, let $\psi_{ \pm}=\psi_{ \pm}(x, \lambda)$ be the solutions of the equation $-\psi^{\prime \prime}+\left(x^{2}+\right.$ $V(x)) \psi=\lambda \psi$, normalised by

$$
\begin{array}{ll}
\psi_{+}(x, \lambda)=\psi_{+}^{0}(x, \lambda), & x>\sup \operatorname{supp} V \\
\psi_{-}(x, \lambda)=\psi_{-}^{0}(x, \lambda), & x<\inf \operatorname{supp} V
\end{array}
$$

The eigenvalues $\lambda_{n}$ coincide with the zeros of the Wronskian $w(\lambda)=W\left(\psi_{-}, \psi_{+}\right)$. Theorem 4.2 (i) will follow from the three lemmas below.

Let $\Omega$ be the half-strip

$$
\Omega=\{\lambda \in \mathbb{C}|\operatorname{Re} \lambda \geq 0,|\operatorname{Im} \lambda| \leq 1\}
$$

for $\lambda \in \Omega$ let us denote by $\sqrt{\lambda}$ a branch of the square root, so that $\operatorname{Re} \sqrt{\lambda} \geq 0$.
Lemma 8.1. The Wronskian $w(\lambda)$ is analytic in $\lambda \in \Omega$. The following asymptotic expansion holds true:

$$
\begin{equation*}
w(\lambda) \sim \frac{2}{\sqrt{\pi}} \Gamma\left(\frac{1+\lambda}{2}\right)\left(\cos \left(\frac{\pi \lambda}{2}\right) \sum_{j=0}^{\infty} \frac{Q_{j}}{(\sqrt{\lambda})^{j}}+\sin \left(\frac{\pi \lambda}{2}\right) \sum_{j=0}^{\infty} \frac{P_{j}}{(\sqrt{\lambda})^{j}}\right) \tag{8.3}
\end{equation*}
$$

as $|\lambda| \rightarrow \infty, \lambda \in \Omega$. Here $Q_{j}, P_{j} \in \mathbb{C}$ are some coefficients, $Q_{0}=1, P_{0}=0$.

Lemma 8.2. Let $w$ be a function analytic in the half-strip $\Omega$ and having the asymptotic expansion (8.3) with $Q_{0}=1, P_{0}=0$. Let $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ be the zeros of $w$ in $\Omega$, enumerated such that $\operatorname{Re} \lambda_{1} \leq \operatorname{Re} \lambda_{2} \leq \cdots$. Then for some $k \in \mathbb{Z}$ one has the asymptotic expansion

$$
\begin{equation*}
\lambda_{n-k} \sim \lambda_{n}^{0}+\frac{c_{1}}{\sqrt{\lambda_{n}^{0}}}+\frac{c_{2}}{\lambda_{n}^{0}}+\frac{c_{3}}{\lambda_{n}^{0} \sqrt{\lambda_{n}^{0}}}+\ldots \tag{8.4}
\end{equation*}
$$

with some coefficients $\left\{c_{j}\right\} \in \mathbb{C}$.
Note that the coefficients $\left\{c_{j}\right\}$ above will actually be real because the zeros of $w$ are the eigenvalues of $H$.

It is necessary to show that if Lemma 8.2 is applied to the Wronskian $w(\lambda)=W\left(\psi_{-}, \psi_{+}\right)$, then one has $k=0$ in (8.4). This will follow from

Lemma 8.3. For the eigenvalues $\lambda_{1}<\lambda_{2}<\cdots$ of $H$, we have $\lambda_{n}=\lambda_{n}^{0}+$ $o(1), n \rightarrow \infty$.

### 8.1 Proof of Lemma 8.1

Let $x>\sup \operatorname{supp} V$; then

$$
\begin{equation*}
w(\lambda)=\left(\psi_{-}(x, \lambda)\right)_{x}^{\prime} \psi_{+}^{0}(x, \lambda)-\psi_{-}(x, \lambda)\left(\psi_{+}^{0}(x, \lambda)\right)_{x}^{\prime} \tag{8.5}
\end{equation*}
$$

We will use this formula and construct $\psi_{-}$in a standard way as a solution to the integral equation

$$
\begin{equation*}
\psi_{-}(x, \lambda)=\psi_{-}^{0}(x, \lambda)+\int_{-\infty}^{x} G_{\lambda}(x, y) V(y) \psi_{-}(y, \lambda) d y \tag{8.6}
\end{equation*}
$$

where the integral kernel $G_{\lambda}(x, y)$ is given by

$$
\begin{equation*}
G_{\lambda}(x, y)=-\frac{1}{w_{0}(\lambda)}\left(\psi_{+}^{0}(x, \lambda) \psi_{-}^{0}(y, \lambda)-\psi_{-}^{0}(x, \lambda) \psi_{+}^{0}(y, \lambda)\right) \tag{8.7}
\end{equation*}
$$

The kernel $G_{\lambda}(x, y)$ is an entire function of $\lambda$. One can see this from examining seperately the component functions of $G_{\lambda}(x, y)$.

The function

$$
\begin{equation*}
\psi_{+}^{0}(x, \lambda) \psi_{-}^{0}(y, \lambda)-\psi_{--}^{0}(x, \lambda) \psi_{+}^{0}(y, \lambda) \tag{8.8}
\end{equation*}
$$

is an entire function of $\lambda$ because the functions $\psi_{ \pm}^{0}(x, \lambda)$ are entire.
By (8.1), the function $\frac{1}{w_{0}(\lambda)}$ is analytic everywhere except at the points $\lambda_{n}^{0}$ where it has simple poles. However, at these points the function (8.8) vanishes due to the relation (8.2). Therefore, $G_{\lambda}(x, y)$ is indeed analytic.

Let $R>0$ be sufficiently large so that $\operatorname{supp} V \subset(-R, R)$. Denote $\Delta=$ $[-2 R, 2 R]$; let $L_{\lambda}: C(\Delta) \rightarrow C(\Delta)$ be the Volterra type integral operator from (8.6),

$$
\begin{equation*}
L_{\lambda}: f(x) \mapsto \int_{-2 R}^{x} G_{\lambda}(x, y) V(y) f(y) d y \tag{8.9}
\end{equation*}
$$

Then the solution of the integral equation (8.6) can be written as

$$
\psi_{-}=\sum_{n=0}^{\infty} L_{\lambda}^{n} \psi_{-}^{0},
$$

where the convergence of the series shall be justified later, and so for the Wronskian (8.5) we have the series representation

$$
w(\lambda)=\sum_{n=0}^{\infty} W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x), \quad x \in(R, 2 R)
$$

Lemma 8.4. For any $n \in \mathbb{N}$ and any $x \in(R, 2 R)$, the Wronskian $W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x)$ is analytic in $\lambda \in \Omega$ and one has the estimate

$$
\begin{equation*}
\left|W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x)\right| \leq \frac{C(\lambda)^{n}}{n!}\left|\Gamma\left(\frac{1+\lambda}{2}\right)\right|, \quad C(\lambda)=O\left(|\lambda|^{-n / 2}\right), \quad|\lambda| \rightarrow \infty, \lambda \in \Omega . \tag{8.10}
\end{equation*}
$$

The asymptotic expansion

$$
\begin{equation*}
W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x) \sim \Gamma\left(\frac{1+\lambda}{2}\right)\left(\cos \left(\frac{\pi \lambda}{2}\right) \sum_{j=n}^{\infty} \frac{Q_{j}^{(n)}}{(\sqrt{\lambda})^{j}}+\sin \left(\frac{\pi \lambda}{2}\right) \sum_{j=n}^{\infty} \frac{P_{j}^{(n)}}{(\sqrt{\lambda})^{j}}\right) \tag{8.11}
\end{equation*}
$$

with some coefficients $Q_{j}^{(n)}, P_{j}^{(n)}$ holds true as $|\lambda| \rightarrow \infty, \lambda \in \Omega$.
Clearly, Lemma 8.1 follows from Lemma 8.4.

### 8.2 Proof of Lemma 8.4:

1. It is convenient to introduce two linear combinations $e_{+}$and $e_{-}$of of the solutions $\psi_{ \pm}^{0}$ :

$$
\begin{equation*}
e_{+}(x, \lambda)=\frac{\sqrt{\pi} 2^{(1-\lambda) / 4}}{\cos \left(\frac{\pi \lambda}{2}\right) \Gamma\left(\frac{1+\lambda}{4}\right)}\left(e^{-i \pi(\lambda+1) / 4} \psi_{+}^{0}(x, \lambda)+e^{i \pi(\lambda+1) / 4} \psi_{-}^{0}(x, \lambda)\right) \tag{8.12}
\end{equation*}
$$

$e_{-}(x, \lambda)=e_{+}(-x, \lambda)$. The solutions $e_{ \pm}(x, \lambda)$ are analytic in $\lambda \in \Omega$ (with removeable singularities at $\lambda_{n}^{0}$ - see (8.2)). These solutions are chosen so that they have convenient asymptotic expansions as $\lambda \rightarrow \infty, \lambda \in \mathbb{R}$. Let

$$
\begin{equation*}
e_{ \pm}(x, \lambda)=e^{u_{r}(x, \lambda) \pm i u_{i}(x, \lambda)} e^{ \pm i \sqrt{\lambda} x} \tag{8.13}
\end{equation*}
$$

here $u_{r}, u_{i}$ are the functions $v_{r}, v_{i}$, given in 19.9.5 of [1], with $x \sqrt{2}$ and $\sqrt{\frac{\lambda}{2}}$ substituted in for $x$ and $p$.

Let $\Delta=(-2 R, 2 R)$. One has the following asymptotic expansions:

$$
\begin{aligned}
& u_{r}(x, \lambda) \sim+\frac{\left(\frac{\sqrt{2}}{2} x\right)^{2}}{(\sqrt{2 \lambda})^{2}}+\frac{\left(\frac{\sqrt{2}}{2} x\right)^{4}}{(\sqrt{2 \lambda})^{4}}-\frac{9\left(\frac{\sqrt{2}}{2} x\right)^{2}-\frac{16}{3}\left(\frac{\sqrt{2}}{2} x\right)^{6}}{(\sqrt{2 \lambda})^{6}}-\ldots \\
& u_{i}(x, \lambda) \sim-\frac{\frac{2}{3}\left(\frac{\sqrt{2}}{2} x\right)^{3}}{\sqrt{2 \lambda}}+\frac{\frac{\sqrt{2}}{2} x+\frac{2}{5}\left(\frac{\sqrt{2}}{2} x\right)^{5}}{(\sqrt{2 \lambda})^{3}}+\frac{\frac{16}{3}\left(\frac{\sqrt{2}}{2} x\right)^{3}-\frac{4}{7}\left(\frac{\sqrt{2}}{2} x\right)^{7}}{(\sqrt{2 \lambda})^{5}}-\ldots
\end{aligned}
$$

as $\lambda \rightarrow \infty, \lambda \in \Omega$ for $x \in \Delta$.
For our purposes it suffices to rewrite (8.13) as

$$
\begin{equation*}
e_{ \pm}(x, \lambda) \sim e^{ \pm i \sqrt{\lambda} x}\left(1+\sum_{j=1}^{\infty} \frac{R_{j}^{ \pm}(x)}{(\sqrt{\lambda})^{j}}\right), \quad \lambda \rightarrow \infty, \quad \lambda \in \Omega \tag{8.14}
\end{equation*}
$$

for some $R_{j}^{ \pm}$, which are polynomials in $x$.
The functions $e_{ \pm}$have oscillatory terms of the type $e^{ \pm i \sqrt{\lambda} x}$ present in their asymptotic expansions. These terms do not make a contribution to the resulting expansion of $\lambda_{n}$. However, oscillatory terms of the type $e^{i \pi \lambda}$ appear in the asymptotic expansion for $w(\lambda)$ and these do give a contribution to the asymptotic expansion of $\lambda_{n}$.

From the recursion formula (see (19.6.2) of [1]), one has that

$$
\left(\psi_{ \pm}^{0}(x, \lambda)\right)_{x}^{\prime}=x \psi_{ \pm}^{0}(x, \lambda) \mp \sqrt{2} \psi_{ \pm}^{0}(x, \lambda+2)
$$

Using (8.12), this allows one to compute

$$
\begin{equation*}
\left(e_{ \pm}(x, \lambda)\right)_{x}^{\prime}=x e_{ \pm}(x, \lambda) \pm 2 i \frac{\Gamma\left(\frac{3+\lambda}{4}\right)}{\Gamma\left(\frac{1+\lambda}{4}\right)} e_{ \pm}(x, \lambda+2) \tag{8.15}
\end{equation*}
$$

Using Stirling's formula, which is given by 6.1.37 of [1] as

$$
\begin{array}{r}
\Gamma(\lambda) \sim e^{-z} z^{z-\frac{1}{2}}(2 \pi)^{\frac{1}{2}}\left[1+\frac{1}{12 z}+\frac{1}{288 z^{2}}-\frac{139}{51840 z^{3}}+\cdots\right],  \tag{8.16}\\
z \rightarrow \infty,|\arg z|<\pi,
\end{array}
$$

one has that

$$
\begin{equation*}
\frac{\Gamma\left(\frac{3+\lambda}{4}\right)}{\Gamma\left(\frac{1+\lambda}{4}\right)} \sim \frac{\sqrt{\lambda}}{2}\left(1+\sum_{j=1}^{\infty} \frac{\gamma_{j}}{\lambda^{j}}\right), \quad|\lambda| \rightarrow \infty, \lambda \in \Omega, \tag{8.17}
\end{equation*}
$$

for some constants $\gamma_{j}$.
By (8.15) with (8.17) and (8.14), one has that

$$
\begin{equation*}
\left(e_{ \pm}(x, \lambda)\right)_{x}^{\prime} \sim e^{ \pm i \sqrt{\lambda} x}\left( \pm i \sqrt{\lambda}+\sum_{j=0}^{\infty} \frac{\tilde{R}_{j}^{ \pm}(x)}{(\sqrt{\lambda})^{j}}\right), \quad \lambda \rightarrow \infty, \lambda \in \Omega \tag{8.18}
\end{equation*}
$$

where $\widetilde{R}_{j}^{ \pm}$are polynomials in $x$.
2. Let us first prove the bound (8.10). We have

$$
\begin{equation*}
W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x)=\left(L_{\lambda}^{n} \psi_{-}^{0}(x, \lambda)\right)_{x}^{\prime} \psi_{+}^{0}(x, \lambda)-L_{\lambda}^{n} \psi_{-}^{0}(x, \lambda)\left(\psi_{+}^{0}(x, \lambda)\right)_{x}^{\prime} \tag{8.19}
\end{equation*}
$$

let us obtain appropriate bounds for each term in the r.h.s. of (8.19). Expressing $\psi_{ \pm}^{0}$ in terms of $e_{ \pm}$,

$$
\begin{equation*}
\psi_{ \pm}^{0}(x, \lambda)=\frac{1}{2 \sqrt{\pi} i} 2^{(\lambda-1) / 4} \Gamma\left(\frac{1+\lambda}{4}\right)\left(e^{i \pi(\lambda+1) / 4} e_{\mp}(x, \lambda)-e^{-i \pi(\lambda+1) / 4} e_{ \pm}(x, \lambda)\right) \tag{8.20}
\end{equation*}
$$

and using (8.14), (8.18), we obtain

$$
\begin{align*}
\left\|\psi_{ \pm}^{0}(\cdot, \lambda)\right\|_{C(\Delta)} & =O\left(\left|2^{\lambda / 4} \Gamma\left(\frac{1+\lambda}{4}\right)\right|\right), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega  \tag{8.21}\\
\left\|\left(\psi_{ \pm}^{0}(\cdot, \lambda)\right)_{x}^{\prime}\right\|_{C(\Delta)} & =O\left(\left|\lambda^{1 / 2} 2^{\lambda / 4} \Gamma\left(\frac{1+\lambda}{4}\right)\right|\right), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega \tag{8.22}
\end{align*}
$$

Note the factors present in the above formulas. The following estimate, from Stirling's formula (8.16), explains the presence of $\Gamma\left(\frac{1+\lambda}{2}\right)$ in (8.10). One has

$$
\begin{equation*}
\frac{\left(\Gamma\left(\frac{1+\lambda}{4}\right) 2^{\frac{\lambda}{4}}\right)^{2}}{\Gamma\left(\frac{1+\lambda}{2}\right)}=O\left(|\lambda|^{-\frac{1}{2}}\right), \quad|\lambda| \rightarrow \infty, \lambda \in \Omega . \tag{8.23}
\end{equation*}
$$

Next, expressing the kernel $G_{\lambda}(x, y)$ in terms of $e_{ \pm}$,

$$
\begin{equation*}
G_{\lambda}(x, y)=\frac{1}{4 i} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)}\left(e_{+}(x, \lambda) e_{-}(y, \lambda)-e_{-}(x, \lambda) e_{+}(y, \lambda)\right), \tag{8.24}
\end{equation*}
$$

and using the asymptotics (8.14), we obtain

$$
\sup _{|x| \leq R|y| \leq R} \sup _{|y|}\left|G_{\lambda}(x, y)\right|=O\left(|\lambda|^{-1 / 2}\right), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega .
$$

Using this estimate and the fact that $L_{\lambda}$ is a Volterra type operator (see Appendix E for description of norm estimates for the powers of Volterra operaotrs) we obtain

$$
\left\|L_{\lambda}^{n}\right\|_{C(\Delta) \rightarrow C(\Delta)} \leq \frac{C(\lambda)^{n}}{n!}, \quad C(\lambda)=O\left(|\lambda|^{-1 / 2}\right), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega
$$

Finally, in order to estimate the term $\left(L_{\lambda}^{n} \psi_{-}^{0}\right)_{x}^{\prime}$, let us introduce the operator $L_{\lambda}^{\prime}: C(\Delta) \rightarrow C(\Delta)$ by

$$
L_{\lambda}^{\prime}: f(x) \mapsto \int_{-R}^{x} \frac{\partial G_{\lambda}(x, y)}{\partial x} V(y) f(y) d y
$$

Then $\left(L_{\lambda}^{n} \psi_{-}^{0}(x, \lambda)\right)_{x}^{\prime}=L_{\lambda}^{\prime} L_{\lambda}^{n-1} \psi_{-}^{0}(x, \lambda)$. Using (8.24) with the asymptotics (8.14) and (8.18), one obtains

$$
\begin{equation*}
\left\|L_{\lambda}^{\prime}\right\|_{C(\Delta) \rightarrow C(\Delta)}=O(1), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega . \tag{8.26}
\end{equation*}
$$

Combining (8.19), (8.21)-(8.23), (8.24)-(8.26) one obtains (8.10).
3. Let us prove the asymptotic expansion (8.11). Using (8.20), we obtain

$$
\begin{aligned}
& W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)=\frac{1}{4 \pi} 2^{(\lambda-1) / 2} \Gamma\left(\frac{1+\lambda}{4}\right)^{2}\left(W\left(L_{\lambda}^{n} e_{+}, e_{+}\right)+W\left(L_{\lambda}^{n} e_{-}, e_{-}\right)\right. \\
&\left.\quad-e^{-i \pi(1+\lambda) / 2} W\left(L_{\lambda}^{n} e_{-}, e_{+}\right)-e^{i \pi(1+\lambda) / 2} W\left(L_{\lambda}^{n} e_{+}, e_{-}\right)\right)
\end{aligned}
$$

Denote

$$
\begin{equation*}
g_{n}^{ \pm}(x, \lambda)=\frac{L_{\lambda}^{n} e_{ \pm}(x, \lambda)}{e_{ \pm}(x, \lambda)} \tag{8.27}
\end{equation*}
$$

by (8.14), the denominator does not vanish for all sufficiently large $\lambda$. Using this notation, one obtains

$$
\begin{aligned}
& W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right) \\
& =\frac{1}{4 \pi} 2^{(\lambda-1) / 2} \Gamma\left(\frac{1+\lambda}{4}\right)^{2}\left(W\left(g_{n}^{+} e_{+}, e_{+}\right)+W\left(g_{n}^{-} e_{-}, e_{-}\right)\right. \\
& \left.-e^{-i \pi(1+\lambda) / 2} W\left(g_{n}^{-} e_{-}, e_{+}\right)-e^{i \pi(1+\lambda) / 2} W\left(g_{n}^{+} e_{+}, e_{-}\right)\right) \\
& =\frac{1}{4 \pi} 2^{(\lambda-1) / 2} \Gamma\left(\frac{1+\lambda}{4}\right)^{2}\left(\left(g_{n}^{+}(x, \lambda)\right)_{x}^{\prime} e_{+}(x, \lambda) e_{+}(x, \lambda)\right. \\
& +\left(g_{n}^{-}(x, \lambda)\right)_{x}^{\prime} e_{-}(x, \lambda) e_{-}(x, \lambda) \\
& -e^{-i \pi(1+\lambda) / 2}\left(g_{n}^{-}(x, \lambda)\right)_{x}^{\prime} e_{-}(x, \lambda) e_{+}(x, \lambda) \\
& -e^{-i \pi(1+\lambda) / 2} g_{n}^{-}(x, \lambda) W\left(e_{-}, e_{+}\right) \\
& -e^{i \pi(1+\lambda) / 2}\left(g_{n}^{+}(x, \lambda)\right)_{x}^{\prime} e_{+}(x, \lambda) e_{-}(x, \lambda) \\
& \left.-e^{i \pi(1+\lambda) / 2} g_{n}^{+}(x, \lambda) W\left(e_{+}, e_{-}\right)\right) .
\end{aligned}
$$

From (8.14) the asymptotics of $e_{ \pm}(x, \lambda)$ and the estimate (8.23), one has

$$
\begin{align*}
W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)= & \frac{1}{4 \pi} 2^{(\lambda-1) / 2} \Gamma\left(\frac{1+\lambda}{4}\right)^{2}\left(-e^{-i \pi(1+\lambda) / 2} g_{n}^{-}(x, \lambda) W\left(e_{-}, e_{+}\right)\right. \\
& \left.-e^{i \pi(1+\lambda) / 2} g_{n}^{+}(x, \lambda) W\left(e_{+}, e_{-}\right)\right) \\
+ & \left(g_{n}^{+}(x, \lambda)\right)_{x}^{\prime} O\left(\left|\Gamma\left(\frac{1+\lambda}{2}\right)\right|\right)+\left(g_{n}^{-}(x, \lambda)\right)_{x}^{\prime} O\left(\left|\Gamma\left(\frac{1+\lambda}{2}\right)\right|\right) \tag{8.28}
\end{align*}
$$

Using (8.12) and (8.1) one can calculate that

$$
W\left(e_{+}, e_{-}\right)=4 i \sqrt{\pi} \Gamma\left(\frac{1+\lambda}{2}\right) 2^{\frac{1-\lambda}{2}}\left(\Gamma\left(\frac{1+\lambda}{4}\right)\right)^{-2}
$$

Substituting this into (8.28), one has

$$
\begin{align*}
W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)= & \frac{-i}{\sqrt{\pi}} \Gamma\left(\frac{1+\lambda}{2}\right)\left(e^{i \pi(1+\lambda) / 2} g_{n}^{+}-e^{-i \pi(1+\lambda) / 2} g_{n}^{-}\right) \\
& +\left(g_{n}^{+}(x, \lambda)\right)_{x}^{\prime} O\left(\left|\Gamma\left(\frac{1+\lambda}{2}\right)\right|\right)+\left(g_{n}^{-}(x, \lambda)\right)_{x}^{\prime} O\left(\left|\Gamma\left(\frac{1+\lambda}{2}\right)\right|\right) \tag{8.29}
\end{align*}
$$

It suffices to show that if $x \in(R, 2 R)$, then $g_{n}^{ \pm}$have the asymptotic expansions

$$
\begin{equation*}
g_{n}^{ \pm}(x, \lambda) \sim \sum_{j=n}^{\infty} \frac{S_{j}^{ \pm}(x)}{(\sqrt{\lambda})^{j}}, \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega \tag{8.30}
\end{equation*}
$$

for some coefficients $S_{j}^{ \pm} \in C^{\infty}(\mathbb{R})$, and that for any $x \in(R, 2 R)$,

$$
\begin{equation*}
\left(g_{n}^{ \pm}(x, \lambda)\right)_{x}^{\prime}=O\left(|\lambda|^{-\infty}\right), \quad|\lambda| \rightarrow \infty, \quad \lambda \in \Omega \tag{8.31}
\end{equation*}
$$

By the definition of $g_{n}^{ \pm}$, we have

$$
\begin{equation*}
g_{n+1}^{ \pm}(x, \lambda)=\int_{-R}^{x} \frac{G_{\lambda}(x, y)}{e_{ \pm}(x, \lambda)} g_{n}^{ \pm}(y, \lambda) e_{ \pm}(y, \lambda) V(y) d y \tag{8.32}
\end{equation*}
$$

The expansion (8.30) shall be proved by induction. We shall only consider the case of $g_{n}^{+}$but the same argument can be applied to $g_{n}^{-}$. For $n=0$, one has $g_{0}^{+}=1$, which clearly satisfies (8.30). Assume (8.30) holds for some fixed $n$. Now substitute into (8.32) the expression (8.24) for $G_{\lambda}(x, y)$ and the asymptotics (8.14). Using the inductive assumption (8.30), one has an expression of the form

$$
\begin{aligned}
g_{n+1}^{+}(x, \lambda)= & \int_{-R}^{x} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)}\left(\sum_{j=n}^{N} \frac{T_{j}(y)}{(\sqrt{\lambda})^{j}}+e^{-2 i \sqrt{\lambda} x} e^{2 i \sqrt{\lambda y}} \sum_{j=n}^{N} \frac{\tilde{T}_{j}(y, x)}{(\sqrt{\lambda})^{j}}\right) V(y) d y \\
& +\int_{-R}^{x} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)} O\left(|\sqrt{\lambda}|^{-N-1}\right) V(y) d y
\end{aligned}
$$

for any integer $N>n$, where, by the inductive assumption and the asymptotics (8.14), one has $T_{j} \in C^{\infty}(\mathbb{R})$ and $\tilde{T}_{j} \in C^{\infty}(\mathbb{R}, \mathbb{R})$. By repeatedly integrating by parts and using $x \notin \operatorname{supp} V=(-R, R)$, one can show

$$
\begin{equation*}
\int_{-R}^{x} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)} e^{-2 i \sqrt{\lambda} x} e^{2 i \sqrt{\lambda} y} \sum_{j=n}^{N} \frac{\tilde{T}_{j}(y, x)}{(\sqrt{\lambda})^{j}} V(y) d y=O\left(|\lambda|^{-\infty}\right) \tag{8.33}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
g_{n+1}^{+}(x, \lambda)=\int_{-R}^{x} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)} \sum_{j=n}^{N} \frac{T_{j}(y)}{(\sqrt{\lambda})^{j}} V(y) d y+O\left(|\sqrt{\lambda}|^{-N-2}\right) \tag{8.34}
\end{equation*}
$$

It follows from this and the asymptotics of the Gamma function that $g_{n+1}^{+}$ can be expressed in the form (8.30). This establishes (8.30) for all $n$.

The asymptotics (8.31) follows by differentiation of (8.32). Having set $x \notin \operatorname{supp} V=(-R, R)$, one has

$$
\frac{d}{d x} g_{n+1}^{ \pm}(x, \lambda)=\int_{-R}^{x}\left(\frac{d}{d x}\left(\frac{G_{\lambda}(x, y)}{e_{ \pm}(x, \lambda)}\right)\right) g_{n}^{ \pm}(y, \lambda) e_{ \pm}(y, \lambda) V(y) d y
$$

Using (8.24), the expression for $G_{\lambda}(x, y)$, one has

$$
\left.\begin{array}{rl} 
& \frac{d}{d x} g_{n+1}^{ \pm}(x, \lambda) \\
= & \frac{1}{4 i} \frac{\Gamma\left(\frac{1+\lambda}{4}\right)}{\Gamma\left(\frac{3+\lambda}{4}\right)} \int_{-R}^{x}\left(\mp \frac{e_{\mp}^{\prime}(x, \lambda) e_{ \pm}(y, \lambda)}{e_{ \pm}(x, \lambda)} \pm\right.
\end{array} \begin{array}{rl}
e_{\mp}(x, \lambda) e_{ \pm}(y, \lambda) e_{ \pm}^{\prime}(x, \lambda) \\
e_{ \pm}^{2}(x, \lambda)
\end{array}\right)
$$

Note the above expression only contains the terms $e_{ \pm}(y, \lambda)$ and not $e_{\mp}(y, \lambda)$. If one substitutes in the asymptotics (8.14) and (8.18), one produces an expression where all the terms are of a similar form to (8.33), that is they contain an exponential term of the form $e^{i \sqrt{\lambda} y}$, which does not cancel. Therefore, because $x \notin \operatorname{supp} V=(-R, R)$, integrating by parts will give (8.31).

That $Q_{0}=1$ and $P_{0}=0$ in (8.11) follows from (8.1).

### 8.3 Proof of Lemma 8.2

1. Let $\Omega_{n}=\{z| | \operatorname{Im} z \mid \leq 1,2(n-1) \leq \operatorname{Re} z \leq 2 n\}$. Fix $\varepsilon$ such that $0<\varepsilon<1$ and let $\Gamma_{n, \varepsilon}=\left\{z| | z-\lambda_{n}^{0} \mid=\varepsilon\right\}$ with $B_{n, \varepsilon}$ denoting the interior of $\Gamma_{n, \varepsilon}$. Denote

$$
\widetilde{w}(\lambda)=\frac{\sqrt{\pi}}{2} \frac{w(\lambda)}{\Gamma\left(\frac{1+\lambda}{2}\right)}
$$

the zeros of $w$ in $\Omega$ coincide with the zeros of $\widetilde{w}$. From the conditions of Lemma 8.2, one has

$$
\begin{equation*}
\tilde{w}(\lambda)=\cos \frac{\pi \lambda}{2}+O\left(\frac{1}{\sqrt{\lambda}}\right), \quad|\lambda| \rightarrow \infty, \lambda \in \Omega \tag{8.35}
\end{equation*}
$$

We can now apply Rouché's Theorem to $\Omega_{n}$ and $B_{n, \varepsilon}$, see Appendix F . It follows that there exists $N \in \mathbb{N}$ such that for all $n \geq N$, the domain $\Omega_{n}$ contains exactly one zero of $\widetilde{w}$ and this zero is located in $B_{n, \varepsilon}$.
2. Let the half strip $\{z||\operatorname{Im} z| \leq 1, \operatorname{Re} z \leq 2(N-1)\}$ contain $m$ zeros of $\widetilde{w}$. Suppose the zeros $\lambda_{n}$ of $w$ are enumerated as $\operatorname{Re} \lambda_{1} \leq \operatorname{Re} \lambda_{2} \leq \cdots$ then it follows that for $k=N-m-1$, we have $\lambda_{n-k} \in B_{n, \varepsilon}, n \geq N$.
3. Fix $\varepsilon>0$. By the previous arguments and Cauchy's theorem, it follows that for all sufficiently large $n$ we have

$$
\begin{equation*}
\lambda_{n-k}=\frac{1}{2 \pi i} \int_{\Gamma_{n, e}} \lambda \frac{\widetilde{w}^{\prime}(\lambda)}{\widetilde{w}(\lambda)} d \lambda \tag{8.36}
\end{equation*}
$$

4. Let us discuss the asymptotic expansion for $\frac{\tilde{w}^{\prime}(\lambda)}{\tilde{w}(\lambda)}, \lambda \in \Gamma_{n, \varepsilon}$, as $n \rightarrow \infty$. The notation $\mathcal{F}_{i}(\lambda)$, where $i \in \mathbb{N}$ is an index, shall be used in place of any function which has an asymptotic expansion of the following form

$$
\mathcal{F}_{i}(\lambda) \sim \frac{c_{1 i}}{\lambda^{\frac{1}{2}}}+\frac{c_{2 i}}{\lambda}+\frac{c_{3 i}}{\lambda^{\frac{3}{2}}}+\cdots, \lambda \rightarrow \infty
$$

for some coefficients $\left\{c_{j i}\right\} \in \mathbb{C}$.
Using this notation, one has $\widetilde{w}(\lambda)=\cos \frac{\pi \lambda}{2}+\cos \frac{\pi \lambda}{2} \mathcal{F}_{1}(\lambda)+\sin \frac{\pi \lambda}{2} \mathcal{F}_{2}(\lambda)$. Then (using Appendix C.1)

$$
\begin{align*}
\widetilde{w}^{\prime}(\lambda)=-\frac{\pi}{2} \sin \frac{\pi \lambda}{2}- & \frac{\pi}{2} \sin \frac{\pi \lambda}{2} \mathcal{F}_{1}(\lambda)+\cos \frac{\pi \lambda}{2} \mathcal{F}_{1}^{\prime}(\lambda) \\
& +\frac{\pi}{2} \cos \frac{\pi \lambda}{2} \mathcal{F}_{2}(\lambda)+\sin \frac{\pi \lambda}{2} \mathcal{F}_{2}^{\prime}(\lambda), \lambda \rightarrow \infty, \lambda \in \Omega \tag{8.37}
\end{align*}
$$

From here, one has

$$
\begin{aligned}
\frac{\widetilde{w}^{\prime}(\lambda)}{\widetilde{w}(\lambda)}= & \frac{\cos \frac{\pi \lambda}{2}\left(\mathcal{F}_{1}^{\prime}(\lambda)+\frac{\pi}{2} \mathcal{F}_{2}(\lambda)+\tan \frac{\pi \lambda}{2}\left(\mathcal{F}_{2}^{\prime}(\lambda)-\frac{\pi}{2}-\frac{\pi}{2} \mathcal{F}_{1}(\lambda)\right)\right)}{\cos \frac{\pi \lambda}{2}\left(1+\mathcal{F}_{1}(\lambda)+\tan \frac{\pi \lambda}{2} \mathcal{F}_{2}(\lambda)\right)} \\
= & \left(\mathcal{F}_{1}^{\prime}(\lambda)+\frac{\pi}{2} \mathcal{F}_{2}(\lambda)+\left(\tan \frac{\pi \lambda}{2}\right)\left(\mathcal{F}_{2}^{\prime}(\lambda)-\frac{\pi}{2}-\frac{\pi}{2} \mathcal{F}_{1}(\lambda)\right)\right) \\
& \times\left(1+\sum_{n=1}^{\infty}(-1)^{n}\left(\mathcal{F}_{1}(\lambda)+\tan \frac{\pi \lambda}{2} \mathcal{F}_{2}(\lambda)\right)^{n}\right),
\end{aligned}
$$

where $\lambda \in \Gamma_{n, \varepsilon}$ for sufficiently large $n$. Note $\tan \frac{\pi \lambda}{2}$ is bounded on $\Gamma_{n, \varepsilon}$.
For arbitrary $N$ and $\lambda \in \Gamma_{n, \varepsilon}$, this expansion can be written as

$$
\begin{align*}
\frac{\widetilde{w}^{\prime}(\lambda)}{\widetilde{w}(\lambda)}=-\frac{\pi}{2} & \tan
\end{aligned} \begin{aligned}
2 & \frac{\pi \lambda}{}(\lambda)+\frac{1}{\lambda} \mathcal{F}_{4}(\lambda) \tan \frac{\pi \lambda}{2} \\
& +\sum_{j=2}^{N}\left(\tan \frac{\pi \lambda}{2}\right)^{j}(\sqrt{\lambda})^{-j+2} \mathcal{F}_{j+3}(\lambda),|\lambda| \rightarrow \infty, \lambda \in \Omega \tag{8.38}
\end{align*}
$$

5. Now (8.38) can be substituted into (8.36) to give

$$
\begin{align*}
\lambda_{n-k}=\frac{1}{2 \pi i} \int_{\Gamma_{n, e}} \lambda & \left(-\frac{\pi}{2} \tan \frac{\pi \lambda}{2}+f_{3}(\lambda)+\frac{1}{\lambda} f_{4}(\lambda) \tan \frac{\pi \lambda}{2}\right. \\
& \left.+\sum_{j=2}^{N}\left(\tan \frac{\pi \lambda}{2}\right)^{j}(\sqrt{\lambda})^{-j+2} f_{j+3}(\lambda)+O\left(|\lambda|^{-\frac{N}{2}}\right)\right) d \lambda \tag{8.39}
\end{align*}
$$

where the functions $f_{j}(\lambda)$ are analytic in $\lambda \in \Omega$ and satisfy $f_{j}(\lambda)+O\left(|\lambda|^{-\frac{N}{2}}\right)=$ $\mathcal{F}_{j}(\lambda)$.

This can be integrated term by term to produce an asymptotic expansion for $\lambda_{n-k}$. The remainder term gives,

$$
\begin{equation*}
\int_{\Gamma_{n, \varepsilon}} \lambda O\left(|\lambda|^{-\frac{N}{2}}\right) d \lambda=O\left(\left|\lambda_{n}^{0}\right|^{-\frac{N}{2}+1}\right) \tag{8.40}
\end{equation*}
$$

For the other terms of (8.39), by Cauchy's theorem only those with $\tan \frac{\pi \lambda}{2}$ in the numerator will contribute to the integral. By the calculus of residues,

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma_{n, \varepsilon}}-\frac{\pi \lambda}{2} \tan \frac{\pi \lambda}{2} d \lambda=\lambda_{n}^{0} \tag{8.41}
\end{equation*}
$$

and for the other terms

$$
\begin{align*}
\frac{1}{2 \pi i} \int_{\Gamma_{n, e}} \lambda \frac{\tan ^{j} \frac{\pi \lambda}{2}}{\lambda^{\frac{m}{2}}} d \lambda & =\frac{1}{2 \pi i} \int_{\Gamma_{0, \epsilon}} \frac{\tan ^{j}\left(\frac{\pi}{2}\left(\lambda+\lambda_{n}^{0}\right)\right)}{\left(\lambda+\lambda_{n}^{0}\right)^{\frac{m}{2}-1}} d \lambda  \tag{8.42}\\
& =\left(\lambda_{n}^{0}\right)^{-\frac{m}{2}+1} \sum_{k=0}^{j-1} a_{k}\left(\lambda_{n}^{0}\right)^{-k} \tag{8.43}
\end{align*}
$$

where $\left\{a_{k}\right\} \in \mathbb{C}$, depends on $j$ and $m$.
Thus, from (8.39), (8.40), (8.41) and (8.42) one has

$$
\lambda_{n-k} \sim \lambda_{n}^{0}+c_{0}+\frac{c_{1}}{\sqrt{\lambda_{n}^{0}}}+\frac{c_{2}}{\lambda_{n}^{0}}+\frac{c_{3}}{\lambda_{n}^{0} \sqrt{\lambda_{n}^{0}}}+\cdots, n \rightarrow \infty .
$$

The radius $\varepsilon$ of $B_{n, \varepsilon}$ can be taken arbitrarily small and still $\lambda_{n-k}$ will be contained within $B_{n, \varepsilon}$ for sufficiently large $n$. This implies $c_{0}=0$.

### 8.4 Proof of Lemma 8.3

1. Consider the family of operators $H_{\alpha}=H_{0}+\alpha V, \alpha \in[0,1]$, on $L^{2}(\mathbb{R})$, with $w(\lambda, \alpha)$ the corresponding Wronskian. Let $\lambda_{1}(\alpha)<\lambda_{2}(\alpha)<\ldots$, be the eigenvalues of $H_{\alpha}$ and hence the zeros of $w(\lambda, \alpha)$. Thus, $\lambda_{n}(0)=\lambda_{n}^{0}=2 n-1$ and $\lambda_{n}(1)$, is an eigenvalue of $H$.
2. Consider the eigenvalues $\lambda_{n}(\alpha)$, which as mentioned are the zeros of the Wronskian $w(\lambda, \alpha)$. Since all zeros of the Wronskian are simple and the

Wronskian is analytic in $\alpha$ and $\lambda$, we have $\frac{\partial w}{\partial \lambda}(\lambda, \alpha) \neq 0$. Thus, by the implicit function theorem, the functions $\lambda_{n}=\lambda_{n}(\alpha)$ are continous in $\alpha$.
3. Let

$$
\widetilde{w}(\lambda, \alpha)=\frac{\sqrt{\pi}}{2} \frac{w(\lambda, \alpha)}{\Gamma\left(\frac{1+\lambda}{2}\right)}
$$

Then $\widetilde{w}(\lambda, \alpha)$ and $w(\lambda, \alpha)$ have the same zeros in $\Omega$.
Below we prove that the following asymptotic expansion holds uniformly in $\alpha$,

$$
\begin{equation*}
\widetilde{w}(\lambda, \alpha)=\cos \frac{\pi \lambda}{2}+O\left(\frac{1}{\sqrt{\lambda}}\right), \quad|\lambda| \rightarrow \infty, \lambda \in \Omega . \tag{8.44}
\end{equation*}
$$

Let $\psi_{ \pm}(\alpha, x, \lambda)$ be the solutions to
$-\psi_{ \pm}^{\prime \prime}(\alpha, x, \lambda)+x^{2} \psi_{ \pm}(\alpha, x, \lambda)+\alpha V(x) \psi_{ \pm}(\alpha, x, \lambda)=\lambda \psi_{ \pm}(\alpha, x, \lambda), x \in \mathbb{R}, \lambda \in \mathbb{C}$, normalised by

$$
\begin{array}{ll}
\psi_{+}(\alpha, x, \lambda)=\psi_{+}^{0}(x, \lambda), & x>\sup \operatorname{supp} V, \\
\psi_{-}(\alpha, x, \lambda)=\psi_{-}^{0}(x, \lambda), & x<\inf \operatorname{supp} V .
\end{array}
$$

Then $\psi_{ \pm}(1, x, \lambda)=\psi_{ \pm}(x, \lambda)$ and $\psi_{ \pm}(0, x, \lambda)=\psi_{ \pm}^{0}(x, \lambda)$. By substituting $\alpha V$ for $V$ in (8.9), the definition of $L_{\lambda}$, we have that

$$
\begin{equation*}
\psi_{-}(\alpha, x, \lambda)=\sum_{n=0}^{\infty} \alpha^{n} L_{\lambda}^{n} \psi_{-}^{0} . \tag{8.45}
\end{equation*}
$$

By (8.45) and again fixing $x \in(R, 2 R)$, we have that

$$
w(\lambda, \alpha)=w_{0}(\lambda)+\sum_{n=1}^{\infty} \dot{\alpha}^{n} W\left(L_{\lambda}^{n} \psi_{-}^{0}, \psi_{+}^{0}\right)(x) .
$$

By (8.1) and Lemma 8.4, one has (8.44).
4. Let $\Omega_{n}$ and $B_{n, \varepsilon}$ be defined as in the proof of Lemma 8.2. Fix $\varepsilon$ such that $0<\varepsilon<1$. Using (8.44) one can apply Rouché's Theorem, see Appendix F . It follows that there exists $N \in \mathbb{N}$ such that for all $n \geq N$ and all $\alpha \in[0,1]$, the domain $\Omega_{n}$ contains exactly one zero of $\widetilde{w}(\lambda, \alpha)$ and this zero is located in $B_{n, \varepsilon}$.
5. Let $m(\alpha)$ denote the number of zeros of $\widetilde{w}(\lambda, \alpha)$ contained in the half $\operatorname{strip}\{z||\operatorname{Im} z| \leq 1, \operatorname{Re} z \leq 2(N-1)\}$. For $k(\alpha)=N-1-m(\alpha)$ the zero located in $B_{n, \varepsilon}$ is $\lambda_{n-k(\alpha)}(\alpha)$ for all $n \geq N$.

It shall be shown below that $m(\alpha)$ is constant for $\alpha \in[0,1]$. By definition $m(0)=N-1$, as it corresponds to the number of $\lambda_{n}^{0}<2(N-1)$. Therefore, $k(\alpha)=0$ and $\lambda_{n}(\alpha) \in B_{n, \varepsilon}$ for all $n \geq N$ and $\alpha \in[0,1]$. Specifically, $\lambda_{n} \in B_{n, \varepsilon}$ for all $n \geq N$. Once this is established, it proves Lemma 8.3.

That $m(\alpha)$ is constant shall be proven by contradiction. The proof relies on two facts.
i) $\lambda_{n}(\alpha) \in \mathbb{R}$ for $n \in \mathbb{N}$, as $\lambda_{n}(\alpha)$ is an eigenvalue of the self adjoint operator $H_{\alpha}$.
ii) $\lambda_{n}(\alpha)$ is continuous in $\alpha \in[0,1]$.

By i) and ii) for $m(\alpha)$ to vary, it must be that there exists $\alpha_{0} \in[0,1]$ and $j \in \mathbb{N}$ such that $\lambda_{j}\left(\alpha_{0}\right) \in \Omega_{N}$ but $\lambda_{j}\left(\alpha_{0}\right) \notin B_{N, \varepsilon}$. By part 4. this is impossible. Therefore, $m(\alpha)$ is constant for $\alpha \in[0,1]$.

## A The Trace and Hilbert-Schmidt classes

The Trace and Hilbert-Schmidt classes, $S_{1}$ and $S_{2}$ respectively, are defined by

$$
\begin{aligned}
& S_{1}=\left\{A \in S_{\infty} \mid \sum_{n=1}^{\infty} s_{n}(A)<\infty\right\} \\
& S_{2}=\left\{A \in S_{\infty} \mid \sum_{n=1}^{\infty}\left(s_{n}(A)\right)^{2}<\infty\right\}
\end{aligned}
$$

where $s_{n}(A)$ is defined to be the square root of the $n^{\prime}$ th eigenvalue of $A^{*} A$ and $S_{\infty}$ is the space of compact operators.

If $a(x, y) \in L^{2}(\mathbb{R} \times \mathbb{R})$ is the integral kernel of $A \in S_{2}$ then one has

$$
\|A\|_{S_{2}}=\left(\iint|a(x, y)|^{2} d x d y\right)^{\frac{1}{2}}
$$

## B Shifting the Contour of Integration

In this section we present a more detailed explanation of the shifting of contour argument used in section 7 , notably to produce the equation (7.3). Here we are concerned with the integral

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} t^{-z} \Gamma(z)\left(Z(z)-Z_{0}(z)\right) d z \tag{B.1}
\end{equation*}
$$

By the meromorphic continuation of $Z(s)$ the contour of integration can be shifted to the left of zero. This uses the fact that $\Gamma(z)$ decreases exponentially as $z \rightarrow \pm i \infty$ while $Z(z)$ increases at most as a power of $z$.

That $\Gamma(z)$ decreases exponentially can be seen from $[1], 6.1 .45$, which states

$$
\begin{equation*}
(2 \pi)^{-\frac{1}{2}}|\Gamma(x+i y)| \sim e^{-\frac{1}{2} \pi|y|}|y|^{-\frac{1}{2}+x}, \text { as }|y| \rightarrow \infty \tag{B.2}
\end{equation*}
$$

To show that $Z(z)$ increases at most as a power of $z$, as $z \rightarrow \pm i \infty$, one can use the representation (7.1), which states

$$
\begin{equation*}
Z(z)=\sum_{n=0}^{\infty}\left\{\lambda_{n}^{-z}-\sum_{j=0}^{2 k+2} d_{j}(z)\left(\lambda_{n}^{0}\right)^{-z-(j / 2)}\right\}+\sum_{j=0}^{2 k+2} d_{j}(z) Z_{0}(z+(j / 2)) \tag{B.3}
\end{equation*}
$$

where the coefficients $\left\{d_{j}(z)\right\}$ are polynomials in $z$. If $Z_{0}(z)$ is polynomially bounded as $z \rightarrow \pm i \infty$ then all the terms on the right hand side of (B.3) are polynomially bounded.

To prove this properety of $Z_{0}$, one can use the following representation, given by 23.2.3 of [1],

$$
\begin{align*}
& Z_{0}(z)=\left(1-2^{-z}\right) \zeta(z)=\left(1-2^{-z}\right)\left(\frac{1}{z-1}+\frac{1}{2}+\sum_{k=1}^{n} \frac{B_{2 k}}{2 k}\binom{z+2 k-2}{2 k-1}\right. \\
&\left.-\binom{z+2 n}{2 n+1} \int_{1}^{\infty} \frac{B_{2 n+1}(x-[x])}{x^{z+2 n+1}} d x\right), \tag{B.4}
\end{align*}
$$

where $s \neq 1, n \in \mathbb{N}$, $\operatorname{Re} s>-2 n, B_{2 k}$ are the Bernoulli numbers and $B_{2 n+1}(x)$ are the Bernoulli polynomials.

The Binomial coefficients in (B.4) can be shown to be polynomially bounded, as $z \rightarrow \pm i \infty$, from their definition in terms of Gamma functions, that is

$$
\binom{z}{w}=\frac{\Gamma(z+1)}{\Gamma(w+1) \Gamma(z-w+1)}
$$

and the formula (B.2). This proves that $Z(z)$ is polynomially bounded as $z \rightarrow \pm i \infty$.

Returning to (B.1), as the contour is shifted to the left, the poles of the integrand have to be taken into account. For the functions $Z$ and $Z_{0}$, as defined in section 7 , one has

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} t^{-z} \Gamma(z)\left(Z(z)-Z_{0}(z)\right) d z \\
= & \sum_{j=0}^{2 N+2} \operatorname{Res}_{s=1-\frac{i}{2}}\left[\Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{s}\right] \\
& +\frac{1}{2 \pi i} \int_{-N-\varepsilon-i \infty}^{-N-\varepsilon+i \infty} \Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{-s} d s,
\end{aligned}
$$

where the last integral is of the order $O\left(t^{N+\varepsilon}\right)$.

This can be shown by changing the variable,

$$
\begin{aligned}
& \int_{-N-\varepsilon-i \infty}^{-N-\varepsilon+i \infty} \Gamma(s)\left(Z(s)-Z_{0}(s)\right) t^{-s} d s \\
= & t^{N+\varepsilon} \int_{-i \infty}^{i \infty} \Gamma(s-N-\varepsilon)\left(Z(s-N-\varepsilon)-Z_{0}(s-N-\varepsilon)\right) t^{-s} d s \\
\leq & t^{N+\varepsilon} \int_{-i \infty}^{i \infty}\left|\Gamma(s-N-\varepsilon)\left(Z(s-N-\varepsilon)-Z_{0}(s-N-\varepsilon)\right)\right| d s \\
= & O\left(t^{N+\varepsilon}\right) .
\end{aligned}
$$

Here the final integral has been estimated from the facts, shown above, that $\Gamma(s)$ decreases exponentially as $s \rightarrow \pm i \infty$, while $Z(s)$ and $Z_{0}(s)$ increase only polynomially as $s \rightarrow \pm i \infty$.

Therefore, one can produce an asymptotic expansion for (B.1).

## C Asymptotic Expansions

In the following definition of an asymptotic expansion, taken from [8], $a_{n}$ denotes a constant, $\phi_{n}(x)$ a numerical function of $x$ defined in $\mathbb{C}$, and $\phi_{n}$ an element of an asymptotic sequence. An asymptotic sequence is such that $\phi_{n+1}=o\left(\phi_{n}\right)$ as $x \rightarrow x_{0}$, for each $n$ and some limit point $x_{0} \in \mathbb{C}$.

The formal series $\sum a_{n} \phi_{n}(x)$, is said to be an asymptotic expansion to $N$ terms of $f(x)$ as $x \rightarrow x_{0}$ if

$$
f(x)=\sum_{n=1}^{N} a_{n} \phi_{n}(x)+o\left(\phi_{N}\right), \quad x \rightarrow x_{0}
$$

An asymptotic expansion to any number of terms is written as

$$
f(x) \sim \sum_{n=1}^{\infty} a_{n} \phi_{n}(x)
$$

Throughout this work, only the cases of $\phi_{n}$ being powers or logarithms are dealt with.

## C. 1 Analytic Functions in a Strip: Possibility of Differentiation

Let us consider a function $f(z)$ which is analytic in the half strip $\Omega=\{z \in$ $\mathbb{C}|\operatorname{Re} z \geq 0,|\operatorname{Im} z|<1\}$. Suppose $f$ admits asymptotic expansion of the form

$$
\begin{equation*}
f(z) \sim g(z) \sum_{j} P_{j} z^{-\alpha_{j}}+O\left(|z|^{-M}\right) \tag{C.1}
\end{equation*}
$$

as $|z| \rightarrow \infty, z \in \Omega$, where $\left\{\alpha_{j}\right\} \subset \mathbb{R}, M>\max \left\{\alpha_{j}\right\}, g(z)$ is a function analytic in $\Omega$ and $P_{j} \in \mathbb{C}$ are some coefficients and the branch of $z^{-\alpha_{j}}$ is fixed by $z^{-\alpha_{j}}=|z|^{-\alpha_{j}} e^{i \alpha_{j} \arg z}$, $\arg z \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$.

It shall be shown that differentiating the asymptotic expansion of $f$ is legitimate. That is, the derivative of $f$ admits the asymptotic expansion

$$
\begin{equation*}
f^{\prime}(z) \sim \sum_{j} P_{j} \frac{d}{d z}\left(g(z) z^{-\alpha_{j}}\right)+O\left(|z|^{-M}\right) \tag{C.2}
\end{equation*}
$$

as $|z| \rightarrow \infty, z \in \Omega$ and $|\operatorname{Im} z|<1$.
It is possible to show (C.2) from Cauchy's integral formula. Consider $a$ belonging to the interior of $\Omega$ and define $\Gamma_{a}=\{z| | z-a \mid=\varepsilon\}$ to be a positively oriented contour, where $\varepsilon>0$ is chosen such that $\Gamma_{a} \in \Omega$. One has

$$
\begin{align*}
f(a) & =\frac{1}{2 \pi i} \int_{\Gamma_{a}} \frac{f(z)}{z-a} d z \\
f^{\prime}(a) & =\frac{1}{2 \pi i} \int_{\Gamma_{a}} \frac{f(z)}{(z-a)^{2}} d z \tag{C.3}
\end{align*}
$$

Substituting (C.1) into (C.3) gives

$$
f^{\prime}(a)=\frac{1}{2 \pi i} \sum_{j} \int_{\Gamma_{a}} \frac{P_{j} g(z) z^{-\alpha_{j}}}{(z-a)^{2}} d z+\frac{1}{2 \pi i} \int_{\Gamma_{a}} \frac{O\left(|z|^{-M}\right)}{(z-a)^{2}} d z
$$

Now (C.2) follows from Cauchy's integral formula.
Thus, we have shown that differentiating the asymptotic expansion of $f$ _ gives the asymptotic expansion for its derivative.

## D Heat Invariants

Define the Schrödinger operator $h=-\frac{d^{2}}{d x^{2}}+q(x)$ in $L^{2}(\mathbb{R})$, where $q \in C^{\infty}(\mathbb{R})$ and its derivatives are uniformly bounded. Consider the operator $e^{-t h}, t \geq 0$, and denote its integral kernel by $e^{-t h}(x, y)$. Then one has

$$
\begin{equation*}
e^{-t h}(x, x) \sim(4 \pi t)^{-\frac{1}{2}} \sum_{j=0}^{\infty} t^{j} a_{j}(x), \quad t \rightarrow+0 \tag{D.1}
\end{equation*}
$$

locally uniformly. As desribed in the introduction, the coefficients $\left\{a_{j}(x)\right\}$ of (D.1) are called the local heat invarinats of the operator $h$ and are polynomials in $q$ and its derivatives.

In this section shall be presented an outline of the proof for the existence of the asymptotic expansion (D.1) with some unknown coefficients $a_{j}$. The formula (3.1) for these coefficients was obtained by a difficult combinatorial analysis due to Polterovich, see [18].

The discussion here of the existence of (D.1), describes the method as shown in [12], but different approaches to this can be found, for example see [2].

This approach uses the iterated resolvent identity which as its name suggests is an iteration of the usual resolvent identity

$$
R(z)=R_{0}(z)-R(z) V R_{0}(z)
$$

where $R_{0}(z)=\left(H_{0}-z\right)^{-1}, R(z)=(H-z)^{-1}$ and applies to all operators $H_{0}=H_{0}^{*}, H=H_{0}+V$ and $V=V^{*}$ is bounded. In order to prove (D.1), the iterated resolent identity shall be defined for $H_{0}=h_{0}=-\frac{d^{2}}{d x^{2}}$ and $h$ as defined above. One needs the operators $X_{m}, m \geq 1$, defined recursively by

$$
\begin{equation*}
X_{0}=I, X_{m+1}=X_{m} h_{0}-h X_{m} \tag{D.2}
\end{equation*}
$$

on domain $\cap_{n \geq 0} \operatorname{Dom}\left(h_{0}^{n}\right)$. These operators are also used in [2] but are defined equivalently by multiple commutators which is a more complicated form. One -
has,

$$
\begin{aligned}
X_{1} & =-q \\
X_{2} & =q \frac{d^{2}}{d x^{2}}+\left(-\frac{d^{2}}{d x^{2}}+q\right) q \\
& =q \frac{d^{2}}{d x^{2}}-\frac{d^{2}}{d x^{2}} q+q^{2} \\
& =-2\left(\frac{d q}{d x}\right) \frac{d}{d x}-\left(\frac{d^{2} q}{d x^{2}}\right)+q^{2}
\end{aligned}
$$

The iterated resolvent identity is

$$
\begin{equation*}
R(z)=\sum_{m=0}^{M} X_{m} R_{0}^{m+1}(z)+R(z) X_{M+1} R_{0}^{M+1}(z) \tag{D.3}
\end{equation*}
$$

and holds true for any $M \geq 1$.
This can be proven by induction. The $M=0$ case is the usual resolvent identity. Assume (D.3) holds for some fixed $N$. The following computation shows it holds for all $M \geq 1$,

$$
\begin{aligned}
& R(z) X_{N+1} R_{0}^{N+1}(z) \\
= & R(z) X_{N+1}\left(h_{0}-z\right) R_{0}^{N+2}(z) \\
= & R(z)\left[(h-z) X_{N+1}-(h-z) X_{N+1}+X_{N+1}\left(h_{0}-z\right)\right] R_{0}^{N+2}(z) \\
= & R(z)\left[(h-z) X_{N+1}+X_{N+1} h_{0}-h X_{N+1}\right] R_{0}^{N+2}(z) \\
= & X_{N+1} R_{0}^{N+2}(z)+R(z) X_{N+2} R_{0}^{N+2}(z) .
\end{aligned}
$$

Now to prove (D.1), one can use the itereated resolvent identity in the following way. Fix $c<0, c<\inf \sigma(h)$, and $t>0$. Multiply (D.3) by $e^{-t z}$ and integrate over $z$ from $c-i \infty$ to $c+i \infty$ to obtain

$$
\begin{equation*}
e^{-t h}=\sum_{m=0}^{M} \frac{t^{m}}{m!} X_{m} e^{-t h_{0}}+\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} R(z) X_{M+1} R_{0}^{M+1}(z) e^{-t z} d z \tag{D.4}
\end{equation*}
$$

By Lemma 3.2 of [12] one has that

$$
\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} R(z) X_{M+1} R_{0}^{M+1}(z) e^{-t z} d z=O\left(t^{(M+2) / 2-1 / 2}\right)
$$

Now we can look at the first term on the RHS of (D.4). The operators $X_{m}$ have the form

$$
\begin{equation*}
X_{m}=\sum_{j=0}^{m-1} b_{m j}(x) \frac{d^{j}}{d x^{j}} \tag{D.5}
\end{equation*}
$$

where $b_{m j}$ are polynomials in $q$ and the derivatives of $q$. The explicit expression for the integral kernel of $e^{-t h_{0}}$ is

$$
\begin{equation*}
e^{-t h_{0}}(x, y)=(4 \pi t)^{-\frac{1}{2}} e^{-\frac{|x-y|^{2}}{4 t}} \tag{D.6}
\end{equation*}
$$

Using (D.5) and (D.6) it is easy to compute the $m$ 'th term in the sum in (D.4). One has

$$
X_{m} e^{-t h_{0}}(x, x)=\left.(4 \pi t)^{-\frac{1}{2}} \sum_{j=0}^{m-1} b_{j m}(x) \frac{d^{j}}{d x^{j}} e^{-\frac{|x-y|^{2}}{4 t}}\right|_{x=y}
$$

For $j=1$, one has

$$
\begin{aligned}
& \left.b_{1 m}(x) \frac{d}{d x} e^{-\frac{|x-y|^{2}}{4 t}}\right|_{x=y} \\
= & \left.b_{1 m}(x) \frac{d}{d x}\left(1-\frac{(x-y)^{2}}{4 t}+\frac{1}{2} \frac{(x-y)^{4}}{(4 t)^{2}}+\cdots\right)\right|_{x=y} \\
= & 0 .
\end{aligned}
$$

For $j=2$, one has

$$
\left.b_{2 m}(x) \frac{d^{2}}{d x^{2}}\left(1-\frac{(x-y)^{2}}{4 t}+\frac{1}{2} \frac{(x-y)^{4}}{(4 t)^{2}}+\cdots\right)\right|_{x=y}=b_{2 m}(x) \frac{1}{2 t}
$$

From this it is clear that only even derivatives will give a non zero contribution. Therefore for the $m$ 'th term in (D.4) one has

$$
t^{m} X_{m} e^{-t h_{0}}(x, x)=(4 \pi t)^{-\frac{1}{2}} \sum_{j=[m / 2]+1}^{m} t^{j} f_{m j}(x), t>0
$$

where $f_{m j}$ are some polynomials in $q$ and the derivatives of $q$. Converting (D.4), with the understanding that for large enough $N$ the second term on the RHS becomes the remainder term, to integral kernels and substituting in the above one arrives at (D.1).

## E Estimates for Volterra Type Operators

In this section we describe some basic properties of Volterra operators (see [20], for example). Volterra operators are integral operators of the form $(K \phi)(x)=\int_{a}^{x} k(x, t) \phi(t) d t$, where $k:[a, b] \times[a, b] \rightarrow \mathbb{C}$ is a measurable function and $x \in(a, b)$.

We are going to consider the case where $k$ is continuous and bounded on $[a, b] \times[a, b]$ and $K$ maps $C(a, b)$ to itself. We are interested in finding solutions to equations of the form

$$
\begin{equation*}
\phi(x)-\int_{a}^{x} k(x, t) \phi(t) d t=f(x), \quad a \leq x \leq b . \tag{E.1}
\end{equation*}
$$

That is $(I-K) \phi=f$. If $\sum_{n=0}^{\infty}\left\|K^{n}\right\|_{C(a, b) \rightarrow C(a, b)}$ converges, then the series $\sum_{n=0}^{\infty} K^{n}$ converges in $B(C(a, b))$, the space of bounded linear maps from $C(a, b)$ to itself, and $(I-K)^{-1}=\sum_{n=0}^{\infty} K^{n}$. Therefore, the equation (E.1) has the unique solution $\phi=\sum_{n=0}^{\infty} K^{n} f$.

To ascertain the conditions for the series $\sum_{n=0}^{\infty}\left\|K^{n}\right\|_{C(a, b) \rightarrow C(a, b)}$ to converge, we shall produce an estimate for $\left\|K^{n}\right\|_{C(a, b) \rightarrow C(a, b)}$. Firstly, for $K^{2}$ one has

$$
\begin{align*}
\left(K^{2} \phi\right)(x)=K(K \phi)(x) & =\int_{a}^{x} k(x, s)(K \phi)(s) d s \\
& =\int_{a}^{x} \int_{a}^{s} k(x, s) k(s, t) \phi(t) d t d s \\
& =\int_{a}^{x} \int_{t}^{x} k(x, s) k(s, t) \phi(t) d s d t \\
& =\int_{a}^{x} k_{2}(x, t) \phi(t) d t \tag{E.2}
\end{align*}
$$

where $k_{2}(x, t)=\int_{t}^{x} k(x, s) k(s, t) d s$ is the kernel of $K^{2}$. Denote $M:=$ $\sup \{|k(x, t)|:-a \leq t \leq x \leq b\}$. From (E.2) we have that

$$
\left|k_{2}(x, t)\right| \leq \int_{t}^{x} M^{2}=M^{2}(x-t)
$$

For all $n \in \mathbb{N}$, denote the kernel of $K^{n}$ by $k_{n}(x, t)$ then

$$
k_{n+1}(x, t)=\int_{t}^{x} k_{n}(x, s) k(s, t) d s, a \leq t \leq x \leq b
$$

We shall show for any $n \in N$, that one has

$$
\begin{equation*}
\left|k_{n}(x, t)\right| \leq \frac{M^{n}(x-t)^{n-1}}{(n-1)!}, a \leq t \leq x \leq b . \tag{E.3}
\end{equation*}
$$

Proceed by induction in $n$. For $n=1$, (E.3) holds. Assume that (E.3) holds for some fixed $n$. Then

$$
\begin{aligned}
\left|k_{n+1}(x, t)\right| & =\left|\int_{t}^{x} k_{n}(x, s) k(s, t) d t\right| \\
& \leq\left|\int_{t}^{x} \frac{M^{n}(x-t)^{n-1}}{(n-1)!} \cdot M d t\right| \\
& =\frac{M^{n+1}(x-t)^{n}}{n!}
\end{aligned}
$$

This proves (E.3) for all $n \in N$.
Using (E.3) one has

$$
\begin{aligned}
\left\|K^{n}\right\|_{C(a, b) \rightarrow C(a, b)} & \leq \sup _{a \leq x \leq b} \int_{a}^{x}\left|k_{n}(x, t)\right| d t \\
& \leq \sup _{a \leq x \leq \leq} \int_{a}^{x} \frac{M^{n}(x-t)^{n-1}}{(n-1)!} d t \\
& =\frac{M^{n}(b-a)^{n}}{n!} .
\end{aligned}
$$

This implies that $\sum_{n=0}^{\infty} K^{n}$ converges for any value of $M$. Thus, the equation (E.1) has a unique solution for all Volterra operators of the type $K$.

## F Rouché's Theorem

1. Fix $\varepsilon$ such that $0<\varepsilon<2$ and let $\Gamma_{n, \varepsilon}=\{\lambda| | \lambda-(2 n-1) \mid=\varepsilon\}$. Consider the analytic function

$$
\begin{equation*}
w(\lambda)=\cos \frac{\pi \lambda}{2}+O\left(\frac{1}{\sqrt{\lambda}}\right), \quad|\lambda| \rightarrow \infty . \tag{F.1}
\end{equation*}
$$

It shall be shown that there exists $N \in \mathbb{N}$ such that if $n>N$ then $w(\lambda)$ has the same number of zeros as $\cos \frac{\pi \lambda}{2}$ within $\Gamma_{n, \varepsilon}$.

This is essential done by an application of Rouche's theorem, a simplified version of which appears below.

Theorem F. 1 (Rouché). Let $\Gamma$ be a circle in a region $\Omega$. Suppose $\omega$ and $\omega_{0}$ are two holomorphic functions on $\Omega$. If $\left|\omega_{0}(z)-\omega(z)\right|<\left|\omega_{0}(z)\right| \forall z \in \Gamma$ then $\omega$ and $\omega_{0}$ have an identical number of zero's within $\Gamma$, counted according to their multiplicities.

For the full theorem and proof see 10.43 of [24].
If $\left|\cos \frac{\pi \lambda}{2}\right|$ is bounded from below on $\Gamma_{n, \varepsilon}$ independently of $n$, then one can apply Rouché's theorem to $w(\lambda)$ and $\cos \frac{\pi \lambda}{2}$. This will give the desired result.
2. Let us show $\left|\cos \frac{\pi \lambda}{2}\right|$ is bounded from below on $\Gamma_{n, \varepsilon}$. Let $a+i b=\frac{\pi \lambda}{2}$ where $a, b \in \mathbb{R}$. Then $\left|\cos \frac{\pi \lambda}{2}\right| \geq\left|e^{b}-e^{-b}\right|$. This implies that away from the real line $\left|\cos \frac{\pi \lambda}{2}\right|$ is bounded from below. At the points of $\Gamma_{n, \varepsilon}$ on the real line $\left|\cos \frac{\pi \lambda}{2}\right|=\left|\cos \frac{\pi \varepsilon}{2}\right|>0$. Therefore, by continuity $\left|\cos \frac{\pi \lambda}{2}\right|$ is bounded from below on $\Gamma_{n, \varepsilon}$.
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