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#### Abstract

The main work of this thesis is concerned with the comparison of conjugate gradient with hybrid conjugate gradient methods when they are applied to optimal control problems. Descriptions of the conjugate gradient and hybrid conjugate gradient methods, for general optimisation, in finite and infinite dimensions are also given. The numerical methods for solving the differential equations and the line searches required in the optimisation are discussed next.


We have applied seven different numerical technicues to six problems.

1. Gradient in function space.
2. Steepest descent.
3. Fletcher Reeves.
4. Polak-Ribière.
5. Hybrid1.
6. Angle test Hybrid.
7. Hybrid3.

The problems considered are as follows:

1. A simple reactor control problem.
2. An unconstrained problem called minimum drag (MD).
3. A discontinuous optimal control problem consisting of a singular are followed by a nonsingular arc.
4. An optimal control problem with fixed end points.
5. A nonlinear continuous stirred-tank reactor.
6. A nonlinear singular control problem.

The methods are compared from the point of view of accuracy of the cost function, convergence rate and finally the computing tinte taken.

In all the computational exercises attempted in this work the programming is done in the Fortran language.

The first problem is run on the Prime b operating system, and the other five problems are run on Hewlett, Packard (HP-UX) system.

In the final chapter a critical comparison of the hybrich methods against the conventional methods is undertaken.

## Chapter 1

## INTRODUCTION

### 1.1 Introductory

Nowadays as computing facilities are improved greatly, we can compare different techniques of optimization more effectively, but nevertheless since there are several techniques for solving optimal control problems, it may not be easy to choose the best out of all and it seems that each single method has some advantages over the others. However certain types of problems may perhaps best be tackled by one specific technique compared with any other, and as computational experience increases it may well be possible to type cast problems in this way.

### 1.2 Introduction to Optimal Control

### 1.2.1 The General Optimal Control Problem

It is well known that the fundamental problem of optimal control theory can be formulated as a problem of Bolza, Mayer or Lagrange. These three formulations are quite equivalent to one another (Bliss, 1946) [1].

The problem of Bolza in optimal control theory is the following. Determine the control function $u(\cdot)$ which minimizes the cost functional

$$
\begin{equation*}
J=F\left[x\left(t_{f}\right), t_{f}\right]+\int_{t_{0}}^{t_{f}} L(x, u, t) d t \tag{1.2.1}
\end{equation*}
$$

where the system equation is

$$
\begin{equation*}
\dot{x}=f(x, u, t) \tag{1.2.2}
\end{equation*}
$$

subject to the constraints

$$
\begin{gather*}
x\left(t_{0}\right)=x_{0}  \tag{1.2.3}\\
\Psi\left[x\left(t_{f}\right), t_{f}\right]=0 \tag{1.2.4}
\end{gather*}
$$

$u(\cdot)$ is a member of the set $U, t$ a member of the interval

$$
\begin{equation*}
\left[t_{0}, t_{f}\right] \tag{1.2.5}
\end{equation*}
$$

Here $x$ is an $n$-dimensional state vector and $u$ is an $m$-dimensional control vector. The function $L$ and $F$ are scalar and the terminal constraint function $\Psi$ is an $s$-dimensional column vector function of $x\left(t_{f}\right)$ at $t_{f}$.

The functions $L, F$ and $\Psi$ are assumed smooth. The set $U$ is defined by

$$
\begin{gather*}
U \equiv\left\{u(\cdot) ; u_{i}(\cdot)\right. \text { is piecewise continuous in time } \\
\left|u_{i}(t)\right|<\infty, \quad t_{0} \leq t \leq t_{f} \\
i=1,2, \ldots, m\} \tag{1.2.6}
\end{gather*}
$$

The initial time $t_{0}$ is given explicitly but the final time $t_{f}$ may be unspecified.
The $n$-dimensional vector function $f$ of equation (1.2.2) and the scalar functions $F$ and $L$ are assumed to be at least twice continuously differentiable in each argument.

### 1.2.2 The First Variation of $J$

Introducing the Hamiltonian function for the problem of Bolza in optimal control theory as

$$
\begin{equation*}
H(x, u, \lambda, t)=L(x, u, t)+\lambda^{T} f(x, u, t) \tag{1.2.7}
\end{equation*}
$$

The following necessary conditions (Pontryagin's principle) can be shown to hold along an optimal trajectory (refer to Bell \& Jacobson (1975) [132]):

$$
\begin{gather*}
-\dot{\lambda}=H_{x}(\bar{x}, \bar{u}, \lambda, t)  \tag{1.2.8}\\
\lambda\left(t_{f}\right)=F_{x}\left[\bar{x}\left(t_{f}\right), t_{f}\right]+\Psi_{x}^{T} \nu  \tag{1.2.9}\\
H\left(t_{f}\right)=-F_{t}\left[\bar{x}\left(t_{f}\right), t_{f}\right]-\Psi_{t}^{T} \nu \tag{1.2.10}
\end{gather*}
$$

where

$$
\begin{gather*}
\bar{u}=\arg \min _{u} H(\bar{x}, u, \lambda, t)  \tag{1.2.11}\\
u(\cdot) \text { a member of } U .
\end{gather*}
$$

Here $\bar{x}(\cdot), \bar{u}(\cdot)$ denote the candidate state and control functions respectively, $\lambda(\cdot)$ denotes an $n$-dimensional vector of Lagrange multiplier functions of time, and $\nu$ is an $s$-dimensional vector of Lagrange multipliers associated with $\Psi$.

### 1.2.3 The second variation of $J$

A further necessary condition for a minimizing are is known in the classical literature as the Jacoli condition. The Jacobi condition may be stated as follows (Bryson and Ho, 1969) [2]: an optimal trajectory contains no conjugate point between its end points. This will be the case if the matrix $S$ remains finite for $t_{0} \leq t \leq t_{f}$ where $S$ satisfies the matrix differential ecpuation

$$
\begin{equation*}
-\dot{S}=H_{x x}+S f_{x x}+f_{x}^{T} S-\left(H_{x u}+S f_{u}\right) H_{u u}^{-1}\left(H_{u v}+f_{u}^{T} S\right. \tag{1.2.12}
\end{equation*}
$$

at end condition

$$
\begin{equation*}
S\left(t_{f}\right)=\Phi_{\pi x r}\left[x\left(t_{f}\right), t_{f}\right] \tag{1.2.13}
\end{equation*}
$$

where $\Phi\left(x\left(t_{f}\right), t_{f}\right)=F+\nu^{T} \Psi$.

### 1.2.4 Singular Control Problems

The class of problems to which this analysis applies is the following: Determine the control $u^{+}(t), t \in\left[t_{1}, t_{f}\right]$, which minimizes the functional

$$
\begin{equation*}
J(u)=F\left(x\left(t_{1}\right), t_{f}\right)+\int_{t_{0}}^{t_{f}}\left[L_{0}(t, x)+L_{u}(t, x) u\right] d t \tag{1.2.14}
\end{equation*}
$$

where the system equation is

$$
\begin{equation*}
\dot{x}=f_{0}(t, x)+f_{u}(t, x) u \tag{1.2.15}
\end{equation*}
$$

subjeect to the constraints

$$
\begin{gather*}
|u(t)| \leq k(t) \in\left[t_{0}, t_{f}\right]  \tag{1.2.16}\\
\left\{t_{01}, x\left(t_{0}\right), t_{f}, x\left(t_{f}\right)\right\} \in S . \tag{1.2.17}
\end{gather*}
$$

Here $x$ is an $n$-vector and $S$ is a closed sulset of $R^{2 n+2}$. The functions $f_{0}, f_{u}, L_{0}, L_{u}$ are assumed to be analytic in both arguments in a suitable domain $k(t)$ is assumed to be analytic in a neighbourhood of each junction and $|u(t)|<k(t)$ almost everywhere on the singular subarcs. Of course, the usual case $|u| \leq k$ with $k=$ const is included as a special case. We restrict attention to a scalar control in order to simplify notation.

A similar analysis holds for each component of a vector control. Clearly, the Hamiltonian for this poblem is linear in the control, i.e.

$$
\begin{equation*}
H(t, x, \lambda, u)=\lambda^{T} f_{u}(t,-x)+L_{u}(t, x)+\left[\lambda^{T} f_{u}(t, x)+L_{u}(t, x)\right] u \tag{1.2.18}
\end{equation*}
$$

The multiplier equations are given ly;

$$
\begin{equation*}
\dot{\lambda}=-H_{x}(t, x, \lambda, u) \tag{1.2.19}
\end{equation*}
$$

where $H_{x}$ is linear in $u$. The coefficient of $u$ in (1.2.18) is called the switching function, which we shall designate as $\phi(t)$, i.e.

$$
\begin{equation*}
\phi(t)=H_{u}(t, x(t), \lambda(t)) \tag{1.2.20}
\end{equation*}
$$

The minimum princjple (i.e. Pontryagin's maximun principle in a minimun form) states that for alnost every $t \in\left[t_{0}, t_{f}\right]$ and each $u$ satisfying $|u(t)| \leq$ $k(t)$, the optimal control $u^{*}(t)$ must satisisfy;

$$
\begin{equation*}
H\left(t, x(t), \lambda(t), u^{*}(t)\right) \leq H(t, x(t), \lambda(t), u(t)) \tag{1.2.21}
\end{equation*}
$$

Therefore, as is well known, on eadn open subinterval of $\left[t_{0}, t_{f}\right]$ there are two (listinct possil) jities for $u^{*}$.

Either

$$
\begin{equation*}
u^{*}(t)=-k(t) \operatorname{sgn} \phi(t) \tag{1.2.22}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi(t)=0 \tag{1.2.23}
\end{equation*}
$$

Equations (1.2.22) and (1.2.23) define, respectively the nonsingular and singular subarcs of the optimal control. The class of problems defined above will be called singular control problems, even though only a portion of the total trajectory may be singular.

### 1.2.5 Necessary Conditions for Singular Optimal Control

The following definition will clearly clarify the terminology used in this section.

Definition 1. Let $u$ be an optimal singular control on the interval $\left[t_{1}, t_{2}\right]$, and let $\left(d^{2 q} / d t^{2 q}\right)\left[H_{u}(\bar{x}, \lambda, t)\right]$ be the lowest order total derivative of $H_{u}$ in which $u$ appears explicitly with a coefficient which is not identically zero on $\left[t_{1}, t_{2}\right]$. Then the integer $q$ is called the order of the singular arc.

Implicit in this definition is the property that $u$ first apears explicitly in an even order derivative of $H_{u}$; i.e. it is correct to refer to $q$ as an integer. For a proof of this property see Robbins (1967) [3].

When the control is a scalar, Kelley (1964) [4] deduced a new necessary condition for a singular optimal control by studying the second variation under a special control variation. Kelley's method was geberalized by Tait (1965) [5], Kopp and Moyer (1965) [6], Kelley et al. (1967) [7] to give what has since become known as the generalized Legendre-Clebsch condition (KelleyContensou test):

$$
\begin{equation*}
(-1)^{q} \frac{\partial}{\partial u} \frac{d^{2 q}}{d t^{2 q}} H_{u}(\bar{x}, \lambda, t) \geq 0 \tag{1.2.24}
\end{equation*}
$$

where the integer $q$ is the order of the singular problem.
The generalized Legendre-Clebsch condition for a vector control was obtained by Robbins (1967) [8] and Goh (1966) [9]. In this case the controls can appear in an odd time derivative of $H_{u}$ but if this does occur then there are necessarily exists a control $u$ in $U$ such that the second variation is negative (for a minimization problem). Hence, the generalized Legendre-Clebsch condition for vector control is

$$
\begin{equation*}
\frac{\partial}{\partial u} \frac{d^{p}}{d t^{p}} H_{u}=0 \text { for all } t \text { in }\left[t_{0}, t_{f}\right] p \text { odd } \tag{1.2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
(-1)^{q} \frac{\partial}{\partial u} \frac{d^{2 q}}{d t^{2 q}} H_{u} \geq 0 \text { for all } t \text { in }\left[t_{0}, t_{f}\right] \tag{1.2.26}
\end{equation*}
$$

### 1.2.6 Sufficient Conditions and Necessary and Sufficient Conditions for Optimality

By establishing the generalized Legendre-Clebsch condition Research began into finding a generalized sufficient conditions for the nonsingular problem. Before such a generalization was found, a new necessary condition for non-negativity of the singular second variation, not equivalent to the generalized Legendre-Clebsch condition was derived (Jacobson, $(1969,1970)$ [10]. This set of new conditions known as Jacobson's condition are as follows:

$$
\begin{equation*}
H_{u x} f_{u}+f_{u}^{T} Q f_{u} \geq 0 \tag{1.2.27}
\end{equation*}
$$

where

$$
\begin{gather*}
-\dot{Q}=H_{x x}+f_{x}^{T} Q+Q f_{x}  \tag{1.2.28}\\
Q\left(t_{f}\right)=F_{x x}\left[\bar{x}\left(t_{f}\right), t_{f}\right] \tag{1.2.29}
\end{gather*}
$$

assuming that the matrices $H_{x x}, H_{u x}, f_{x}$ and $f_{u}$ are sufficiently differentiable with respect to time, and the partial derivatives $f_{u}, H_{u x}$ and $f_{x}$ are all evaluated along the singular arc $\bar{x}(\cdot), \bar{u}(\cdot)$. A strong version of this condition is given by Mayne (1973) [11].

It has been shown by Jacobson (1970) [12] that in general the generalized Legendre-Clebsch condition and the Jacobson condition together are not sufficient for optimality. A sufficient condition for a weak local minimum in a non-singular problem is that the second variation be strongly psoitive (Gelfand and Fomin, (1963) [13]. This condition gives rise to a well known matrix Riccati differential equation. In singular problems the second variation can not be strongly positive (Tait, 1965) [4], (Johnson, 1966) [14] but investigations have shown that Riccati-type conditions do exist for the singular case. Jacobson (1970) [10], using a direct approach, derived sufficient conditions for the second variation to be non-negative in both singular and nonsingular control problems. These conditions are that there exist a real symmetric bounded, matrix function of time $P(\cdot)$ such that

$$
\begin{gather*}
H_{u x}+f_{u}^{T} P=0 \text { for } t \in\left[t_{0}, t_{f}\right]  \tag{1.2.30}\\
\dot{P}+H_{x x}+f_{x}^{T} P+P f_{x} \geq 0 \text { for } t \in\left[t_{0}, t_{f}\right] \tag{1.2.31}
\end{gather*}
$$

and

$$
\begin{equation*}
z^{T}\left[F_{x x}+\nu^{T} \Psi_{x x}-P\right]_{t_{f}} z \geq 0 \tag{1.2.32}
\end{equation*}
$$

where $z$ is the $n \times(n-s)$ matrix

$$
\begin{equation*}
z=\left[\frac{-D_{1}^{-1} D_{2}}{I}\right] \tag{1.2.33}
\end{equation*}
$$

and the $s \times s$ matrix $D_{1}$ and the $s \times(n-s)$ matrix $D_{2}$ are such that

$$
\Psi_{x}=\left(\begin{array}{ll}
D_{1} & D_{2} \tag{1.2.34}
\end{array}\right)
$$

The above conditions in strengthened form are sufficient conditions for a weak relative minimum. It is demonstrated that the two necessary conditions for singular optimal control discussed in section 1.2.5 above, are implied by the new conditions for the case of totally singular control and unconstrained terminal states.

A general sufficiency theorem for non-negativity of a large class of second variations was presented by Jacobson (1971) [15] for the partially singular case. It is that there should exist for all $t \in\left[t_{0}, t_{f}\right]$ a continuously differentiable, symmetric, matrix function of time $P(\cdot)$ such that

$$
\left[\begin{array}{cc}
\dot{P}+H_{x x}+P f_{x}+f_{x}^{T} P & H_{x u}+P f_{u}  \tag{1.2.35}\\
H_{u x}+f_{u}^{T} P & H_{u u}
\end{array}\right] \geq 0
$$

for $t \in\left[t_{0}, t_{f}\right]$, together with (1.2.32-34).
Jacobson then applied this condition to both the totally singular case and to the nonsingular case. Sufficient conditions were thus obtained for the two special cases, demonstrating that both singular and nonsingular second cariations can be treated in a common general framework. The results developed by Jacobson and Speyer [16] through the transformation approach and the limit approach lead to the conclusion that the sufficiency conditions are also necessary for optimality for a large class of problems. In the nonsingular case the well knwon Riccati differential equation emerges and since this is known to be a necessary condition for the nonsingular second variation, this implies that the sufficiency conditions of the theorem are also necessary. In the singular case the algebraic and differential inequalities (1.2.30-32) in strengthened form are obtained and these have been proved necessary and sufficient conditions for optimality in the 1971 papers of Jacolson and Speyer [16]. Thus, in the singular case, the sufficiency conditions are also necessary.

### 1.2.7 Outline of Chapters

The main work of this thesis is contained in Chapters 4 to 9 . Chapter 2 describes the conjugate gradient and Hybrid conjugate gradient techmicques in general optimization in finite dimensions and infinite dimensions.

Chapter 3 deals with the numerical work put into solving the differential equations and line searches involving the problems. In Chapters 4 to 9 we tackle some practical problems by using conjugate gradient and Hybrid conjugate gradient methods, also at the end of each chapter the comparison of the methods and the advantages and disadvantages of each individual method over the other are discussed in details.

Finally, Chapter 10 is the conclusion.

### 1.2.8 The Problems Considered

The six problems considered in this work are outlined in Chapters 4 to 9 .
In problem 1 a simple control function problem taken from Abdul Wahab Jusoh (1979) [17] is considered. The problem is first solved Analytically and then numerically using conjugate gradient and Hybrid conjugate gradient techniques developed by D. Touati Almed and C. Storey (1987) [18].

In problem 2 an unconstrained problem called Minimum Drag (MD) taken from S C Carg (1977) [19] is tackled numerically using conjugate gradient and Hybrid conjugate gradient methods.

In problem 3 a discontinuous optimal control problem consisting of a singular arc followed by a nonsingular arc taken from ER Edge and W F Powers [20] is solved analytically and also by conjugate gradient and Hybrid conjugate gradient techniques.

In problem 4 an optimal control problem with fixed end points is consdiered taken from Barnett and Cameron (1985) [144], and is solved analytically, and also numerically using conjugate gradient and Hybrid conjugate gradient teachniuqes.

In Problem 5 a non linear continuous stirred-tank reactor taken from Rein Luss and Marco Galli (1990) [21] is considered and tackled by conjugate and Hybrid conjugate gradient methods.

Finally, in Problem 6 a non-linear singular control problem taken from Rein Luss (1990) [22] is solved using conjugate and Hybrid conjugate gradient teachniques.

In all the computational exercises attempted in this work, the programming is done in the Fortran language.

The first problem is run on the operating system Prime $b$, and the other five problems are run on Hewlett Packard (HP-UX) system.

### 1.2.9 Some Notations Used Throughout the Thesis

For convenience we use the following abbreviations in this thesis:
$A \equiv$ Analytical Solution.
$A C C \equiv\|g\| \equiv$ ACCURACY.
$A T H \equiv$ Angle test hybrid.
Cputime $\equiv$ Computing time in seconds.
$e_{a b s} \equiv$ Absolute error.
$F R \equiv$ Fletcher-Reeves.
$G F S \equiv$ Gradient in function space.
$G L C \equiv$ Legendre Clebsch condition.
$h \equiv$ Integration step.
$H 1 \equiv$ Hybrid 1.
$H 3 \equiv$ Hybrid 3.
$K \equiv$ Coefficient of the penalty function.
$m \equiv$ Number of iterations.
$N \equiv$ Integration step number.
$P R \equiv$ Polak-Ribiére.
$S D \equiv$ Steepest descent.
$u_{0} \equiv$ Initial control.
$\varepsilon \equiv$ Step length factor.

## Chapter 2

## CONJUGATE GRADIENT

## AND HYBRID CONJUGATE

## GRADIENT METHODS

### 2.1 Finite dimensional problems

The basic problem here is to minimize a scalar function $L$ of parameters $\pi$ subject to constraints:

$$
\begin{gather*}
\min L(\pi), \pi \in P \subseteq \underline{E}^{p}  \tag{2.1.1}\\
\text { with } f(\pi)=0, f(\pi) \in \underline{E}^{n}  \tag{2.1.2}\\
\quad h(\pi) \leq 0, h(\pi) \in \underline{E}^{q} \tag{2.1.3}
\end{gather*}
$$

where $L$ is a single valued mapping from $P$, a subset of the $p$-dimensional real Euclidean space $\underline{E}^{p}$, to the real line $\underline{E}^{\prime}$. In most cases conditions on continuity and differentiability of $L(\pi)$ are required. The functions $f$ and $h$ are vector-valued mappings from $P$ to $\underline{E}^{n}$ and $\underline{E}^{q}$ respectively, where $n<p$ and the region $R$ formed by the intersection of the constraints is assumed to be nonempty in order that a solution exists.

The equality constraints $f$ mean that there are $m=p-n$ free parameters to minimize $L$ subject to (2.1.3). In most methods, constraints $f$ and $h$ are also required to possess continuous derivatives to the first or second order.

These requirements will not be detailed further and will be tacitly assumed to be met, except when convergence theorems are stated.

A classical treatment of the equality constrained problem is the theory of maxima and minima as discussed, for example by Hancock (1917) [23]. Recent developments in this field have occurred mostly in 1950's and onwards. Several textbooks and monographs are available on general [24-29] and more specialized [30-34] aspects. The unifying concepts of functional analysis have been used to carry over many of these results to the infinite-dimensional case, also the unconstrained optimal control methods are all extensions, both basically and historically, of their finite-dimensional analogs.

### 2.1.1 Types of problems

There can be a classification according to special characteristics of the functions $L, h$ and $f$. We define some of these terms here. References are given for specialized topics.

Unconstrained optimization: Here $f$ and $h$ are absent, and the classical theory of maxima and minima applies [23, 27].

Penalty Functions: In these methods, $L$ is augmented by suitable functionals of $f$ and $h$ to generate a sequence of unconstrained problems whose solutions converge to the solution of (2.1.1-2.1.3).

Mathematical Programming (MP): These problems are fonmulated so that $f$ is absent. Conceptually, of course, $f=0$ is equivalent to ( $f \geq$ $0,-f \geq 0$ ), but this device is troublesome in practice. Linear Programming (LP): An important special case of MP where $L$ and $h$ are linear in $\pi$. A formulation of LP is often used where inequalities are converted into equalities (i.e. $h$ absent but $f$ present) by introducing extra variables called 'slack' variables. Note that in the absence of inequality constraints, a linear function has no maximum or minimum [31]. Quadratic programming: A special case of MP where the constraints are linear but $L$ is quadratic in $\pi$, i.e., $L=\pi^{T} Q \pi+b^{T} \pi+a[24, \operatorname{ch} .8]$.

Nonlinear Programming: A general term used when some or all of $L, f$ and $h$ are nonlinear. Usually reserved for the case where $h$ is nonlinear and $L$ non-quadratic. Equality constraints may or may not be present [32, 33].

Geometric programming: A class of specialized but sometimes very effective methods for MP when $L, h$ are polynomials in $\pi$; based initially on Cauchy's inequality between arithmetic and geometric means [25].

Integer Programming: A special case of LP, frequently encountered in industry, where the elements of $\pi$ are restricted to be integers.

Classical techniques do not apply here [35].
Dynamic Programming: A powerful technique for problems not usually of the form (2.1.1), but representable as a multistage decision process [23]. It is mentioned here only because some integer programming problems lend themselves naturally to it.

Separable Programming: A special case of LP where $L$ and $h$ are sums of functions of a single variable:

$$
\begin{equation*}
L(\pi)=\sum L_{j}\left(\pi_{j}\right), h_{i}(\pi)=\sum h_{i j}\left(\pi_{j}\right) \tag{2.1.4}
\end{equation*}
$$

This special structure enables dynamic programming to be used. It also makes it possible to solve larger LP problems [24].

It can be seen from the above that these problems can be divided into two basic types:

Unconstrained problems and constrained, i.e. mathematical programming problems.

Linear programming is a special case of the latter which has found a very large number of applications in business, operational research and some aspects of engineering design, where a large number of variables and constraints are present. It is also unique in that the global minima can be found. The size of these problems can be up to several thousands of variables. An important practical origin of nonlinear unconstrained problems is in nonlinear
least-square curve fitting, while constrained nonlinear problems arise routinely in design, with many inequality constraints. When the functions are mildly nonlinear, linear programming methods can sometimes be applied successively. A problem to which not known solution exists in the general case is to determine the global minimum on a given set. In many cases it cannot even be proved that an algorithm converges to a local minimum, as distinct from a stationary point.

Most theoretical results are available only for convex (e.g. quadratics with positive definite Hessians) functions $L$ and constraints, a condition that cannot be easily verified in most practical problems, except in linear programming where it exists by definition.

The current situation for strongly nonlinear problems with many constraints and variables is not entirely satisfactory.

It is essential to rely on experience and intuition, both of which fail progressively as the dimensionality of the problem increases.

Now we shall review some existing gradient and conjugate direction algorithms for finite-dimensional problems. It is not intended here to duplicate the detailed discussion available in several books, only to present a brief survey.

### 2.2 Descent Methods and their Convergence

## Properties

We wish to consider methods that in addition to using function values also make use of the gradient of the objective function. Descent methods form a class of method in which the solution of the general unconstrained minimization problem:

$$
\begin{equation*}
\min f(x), \quad x \in \mathbb{R}^{n} \tag{2.2.1}
\end{equation*}
$$

is bound by solving a sequence of one dimensional problems. From the point of view of practical computations conjugate direction methods are one of the most important descent methods for solving the general unconstrained minimization problem (2.2.1).

It is assumed that in the neighbourhood of the minimum, the function can be closely approximated by a positive definite quadratic form, and this is the major assumption made in the development of descent methods in general.

When we apply descent methods, we attempt to move from the current point $x^{(k)}$ in such a way as to reduce the value of the objective function $f$.

Each descent method is characterised by the provision of a descent vector $s^{(k)}$ at each iteration $k$ (Search Direction), and the next point, $x^{(k+1)}$, is found by solving the one dimensional minimum problem, in which the function to be minimized is:

$$
\begin{equation*}
\phi(\alpha)=f\left(x^{(k)}+\alpha s^{(k)}\right) \tag{2.2.2}
\end{equation*}
$$

Geometrically, we proceed in the direction $s^{(k)}$ to lower and lower level surfaces until $x^{(k+1)}$ is reached.

As $f$ can not be reduced in this direction, $s^{(k)}$ must lie in the tangent plane to the level surface through $x^{(k+1)}$. Therefore when exact line search is applied we have:

$$
\begin{equation*}
s^{(k) T} g^{(k+1)}=0 \tag{2.2.3}
\end{equation*}
$$

where $g^{(k+1)}=\nabla f\left(x^{(k+1)}\right)$ denotes the gradient $f$ at $x^{(k+1)}$. See Figure 2.2.1 below:


Figure 2.2.1: The descent vector $s^{(k)}$ lies in the tangent plane to the level surface through $x^{(k+1)}$.

The following property is satisfied at iteration $k$ of a descent method:

$$
\begin{equation*}
s(k)^{T} g^{(k)}<0 \tag{2.2.4}
\end{equation*}
$$

The property (2.2.4) is called the descent property and $s^{(k)}$ is said to be a descent vector.

In descent methods, the descent vector $s^{(k)}$ is usually a certain transformation of the gradient of $f$ at $x^{(k)}: y^{(k)}$. We could say that all descent methods use the basic iterative step:

$$
\begin{equation*}
x^{(k+1)}=x^{(k)}+\alpha B g^{(k)} \tag{2.2.5}
\end{equation*}
$$

where $B$ is a matrix which defines a transformation of the gradient and $\alpha$ is the step length in the direction $s^{(k)}=B \cdot y^{(k)}$. What is important here is to choose a suitable direction $s^{(k)}$, in other words how to choose a suitable transformation matrix $B$ of the gradient $g^{(k)}$. In contrast to the one-dimensional case, where the only moves are in the positive or negative directions, even in two dimensions there are a finite number of possible cloices. Before considering a specific algorithm, we shall first consider some necessary aud sufficient conditions for the convergence for descent methods.

### 2.2.1 Some theorems on convergence of descent methods

In order to establish the convergence of descent methods, it would le considerably easier by considering a model algorithm. All descent methods have the basic general form of the model algorithm below:

Step 1: Set $k=1$

Step 2: Compute a descent search direction $s^{(k)} \neq 0$
Step 3: Compute a step length $\alpha^{(k)}$ such that

$$
f\left(x^{(k)}+\alpha^{(k)} s^{(k)}\right)=\min _{\boldsymbol{\alpha}} f\left(x^{(k)}+\alpha s^{(k)}\right)
$$

This is called a line search.
Step 4: Compute $x^{(k+1)}=x^{(k)}+\alpha s^{(k)}$
Step 5: Has the process converged? Yes: Then $x^{(k+1)}$ is the required minimum. No: Set $k=k+1$ then go to step 2 . Since the search direction $s^{(k)}$ computed in step 2 is a descent direction, it follows that there must exist $\alpha>0$ such that $f\left(x^{(k)}+\alpha s^{(k)}\right)<f\left(x^{(k)}\right)$. The requirement $f\left(x^{(k+1)}\right)<f\left(x^{(k)}\right)$ by itself is not sufficient to ensure that the sequence $\left\{x^{(k)}\right\}_{k \in \mathbb{N}}$ converges to a minimum of $f$. Ideally $\alpha^{(k)}$ is chosen to solve the one-dimensional minimization problem

$$
\begin{equation*}
\min f\left(x^{(k)}+\alpha s^{(k)}\right), \quad \alpha \in \mathbb{R}^{+}-\{0\} \tag{2.2.6}
\end{equation*}
$$

but in practice however, an exact solution to problem (2.2.6) is not usually possible and one accepts any value of $\alpha^{(k)}$ that satisfied certain standard conditions.

Let $x^{(1)}$ be an arbitrary starting point for a descent method of the form of the model algorithm above to solve the problem (2.2.1). The level set for this problem is defined as follows:

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{n}: f(x) \leq f\left(x^{(1)}\right)\right\} \tag{2.2.7}
\end{equation*}
$$

We also introduce:

$$
\begin{equation*}
\cos \left(\theta^{(k)}\right)=-\frac{g^{(k) T} s^{(k)}}{\left\|g^{(k)}\right\| \cdot\left\|s^{(k)}\right\|}, \tag{2.2.8}
\end{equation*}
$$

where $\theta^{(k)}$ is the angle test between the negative gradient $-g^{(k)}$ and the search direction $s^{(k)}$.
$\cos \left(\theta^{(k)}\right)>0$ holds for all descent methods.
The following convergence theorem has been estallished.
Theorem 2.2.1 (Zoutendijk (1976)) [36]

1. Suppose $f$ is twice continuously differentiable in (2.2.7);
2. (2.2.7) is bounded;
3. The Hessian matrix $H(x)$ of second partial derivatives of $f$ is bounded in (2.2.7);
4. $\alpha^{(k)}=\operatorname{Arg} \min _{\alpha>0} f\left(x^{(k)}+\alpha s^{(k)}\right)$
5. $\sum_{k} \cos ^{2}\left(\theta^{(k)}\right)=+\infty$.

Then $\nabla f(\bar{x})=0$ for at least one point of accumulation $\bar{x}$ of the sequence $\left\{x^{(k)}\right\}$ generated by the model algorithm.
Theorem 2.2.2 (Zoutendijk (1976)) [36]
If in Theorem (2.2.1) condition (5) is replaced by the following condition:

$$
\text { (5'). } \exists k^{\prime} \in \mathbb{N} \text { and } \exists \theta>0: \forall k \geq k^{\prime} \quad \cos \left(\theta^{(k)}\right) \geq \theta>0,
$$

then $\nabla f(\bar{x})=0$ for all points of accumulation $\bar{x}$ of the sequence $\left\{x^{(k)}\right\}$ generated by the model algorithm.

The conditions for theorem 2.2.1 to hold are quite reasonable. The second condition prevents infinite solutions and in particular convergence of $f\left(x^{(k)}\right)$ to a finite value while $x^{(k)} \rightarrow \pm \infty$.

This will exclude functions such as $e^{-x}$ that are bounded below but strictly decreasing as $\|x\|$ becomes infinite. The third condition is eligible to hold if only the first condition holds, and it puts a restriction on the curvature of the objective function. It can be expected that functions with unbounded second partial derivatives will cause some problems. The fifth condition states that the angle between the negative gradient and the search direction should not go to $\frac{\pi}{2}$ too rapidly. This is strengthened in theorem 2.2.2. A limit should exist on the closeness of $s^{(k)}$ to orthogonality with the negative gradient. This prevents $s^{(k)}$ to be chosen so that to first order, $f$ is almost constant along $s^{(k)}$ which will only occur if $s^{(k)}$ is almost parallel to the first order approximation to the contour line $f(x)=f\left(x^{(k)}\right)$, so that the negative gradient and the search direction are almost orthogonal (i.e. $\nabla f\left(x^{(k)}\right)^{T} s^{(k)} /\left\|\nabla f\left(x^{(k)}\right)\right\|\left\|s^{(k)}\right\|$ is close to zero). The stronger requirement $\left(5^{\prime}\right)$ implies strong convergence $(\nabla f(\bar{x})=0$ for all points of accumulation); condition (5) only implies weak convergence (there exist a point of accumulation $\bar{x}$ with $\nabla f(\bar{x})=0)$. If there is only one point of accumulation, which is usually the case in practice, then it does not make any difference; if there is more than one point of accumulation. Then they obviously all have the same value. The type of convergence result, that has just been mentioned, is termed "Global Convergence", since there is no restriction on the closeness of $x^{(1)}$ to a stationary point. For more details on ghoal convergence we can refer to Ostrowski (1966) [37], Wolfe (1969) [38], Sargent and Sebastian (1973) [39], Polak, Sargent and Sebastian (1974) [40], Zoutendijk (1970) [41] and (1976) [36], Fletcher (1980) [42] and Gill Murray and Wright (1981) [43].

Even if it can be proved theoretically that a sequence $\left\{x^{(k)}\right\}_{k \in \mathbb{N}}$ generated by the model algorithm above will converge in the limit to the required minimum, a method will be practicable only if convergence occurs with some rapidity. Global convergence does not give a measure for this rapidity and therefore gives no idea practically on the efficiency of a method. Now we try to discuss briefly some means of characterizing the rate of convergence at which such sequences converge.

Let $\left\{x^{(k)}\right\}_{k \in \mathbb{N}}$ be a sequence of points generated by the model algorithm above, converging to $x^{*}$. In order to simplify the discussion, we assume that the elements of this sequence are distinct, and for no value of $k$ cloes $x^{(k)}$ equal $x^{*}$.

An effective technique for judging the rate of convergence is to compare the improvements at two consecutive steps, i.e., to measure the closeness of $x^{(k+1)}$ to $x^{*}$ relative to that of $x^{(k)}$ to $x^{*}$.

A sequence $\left\{x^{(k)}\right\}_{k \in \mathbb{N}}$ is said to converge with order $r$, if $r$ is the largest number such that

$$
\begin{equation*}
0 \leq \varlimsup_{k \rightarrow \infty} \frac{\left\|x^{(k+1)}-x^{*}\right\|}{\left\|x^{(k)}-x^{*}\right\|^{r}}<\infty \tag{2.2.9}
\end{equation*}
$$

$r$ is usually known as the asymptotic rate of convergence.
If $r=1$, the sequence is said to have linear convergence and if $r=2$, it
is said to have quadratic convergence. If the sequence $\left\{x^{(k)}\right\}_{k \in \mathbb{N}}$ has order of convergence $r$, the asymptotic error constant is the value $\gamma$ that satisfied:

$$
\begin{equation*}
\gamma=\varlimsup_{k \rightarrow \infty} \frac{\left\|x^{(k+1)}-x^{*}\right\|}{\left\|x^{(k)}-x^{*}\right\|^{r}} \tag{2.2.10}
\end{equation*}
$$

when $r=1, \gamma$ must be strictly less than 1 in order for convergence to occur.
If a sequence has linear convergence, the step p -wise decrease in $\left\|x^{(k)}-x^{*}\right\|$ varies substantially with the value of the asymptotic error constant. If the latter is zero when $r=1$, the associated type of convergence is given the name superlinear convergence. Any value of $r$ greater than 1 implies superlinear convergence. The importance of superlinear convergence is if it holds then $\varlimsup_{k \rightarrow \infty} \frac{\left\|x^{(k+1)}-x^{(k)}\right\|}{\left\|x^{(k)}-x^{*}\right\|} \rightarrow 1$ so that that closeness of successive iterations is an indication of the closeness of $x^{(k)}$ to $x^{*}$. For more details about rates of convergence we can refer to Polak (1971) [44], Wolfe (1978) [45] and Gill, Murray and Wright (1981) [43].

### 2.2.2 Steepest descent method

Steepest descent method is one of the oldest and easiest methorls for finding a solution to the general problem (2.2.1).

The method was first proposed by Cauchy (1847) [46] for the solution of systems of nonlinear equations.

The algorithm for the steepest descent method is as follows:

1. Set $k=1$
2. Compute $\nabla f\left(x^{(k)}\right) \equiv g^{(k)}$.
3. Compute $\alpha^{(k)}$ such that $f\left(x^{(k)}-\alpha^{(k)} g^{(k)}\right)=\min _{k} f\left(x^{(k)}-\alpha g^{(k)}\right)$.
4. Compute $x^{(k+1)}=x^{(k)}-\alpha g^{(k)}$.
5. Has the process converged? If yes then $x^{(k+1)}$ is the required minimum if no set $k=k+1$ Go to (2).

Consider the linear approximation to $f$ based on the Taylor series expansion about $x^{(k)}$ :

$$
\begin{equation*}
f\left(x^{(k)}+s\right) \approx f\left(x^{(k)}\right)+g^{(k) T} . s \tag{2.2.11}
\end{equation*}
$$

If we assume that a step of unity is taken along $s$, it will appear that a good way to achieve a large reduction in $f(x)$ is to choose $s$ so that $g^{(k) T}$.s is large and negative. Naturally some normalization must be imposed on $s$, otherwise for any $\bar{s}$ such that $g^{(k) T} \bar{s}<0$, one would simply choose $s$ as an arbitrary large positive multiple of $\bar{s}$. The aim, is to choose $s$ so that amongst all suitably normalized vectors, $g^{(k) T}$ s is minimum.

Given some norm $\|\cdot\|, s^{(k)}$ is thus the solution of the minimization problem:

$$
\begin{equation*}
\min _{s \in \mathbb{R}^{n}} \frac{g^{(k) T} s}{\|s\|} \tag{2.2.12}
\end{equation*}
$$

The solution of the problem (2.2.12) depends on the choice of norm. When the norm is defined by a given symmetric positive definite matrix, $C$ say, i.e., $\|s\|_{C}=\left(s^{T} C s\right)^{\frac{1}{2}}$, the solution of (2.2.12) is:

$$
\begin{equation*}
s^{(k)}=-C^{-1} g^{(k)} \tag{2.2.13}
\end{equation*}
$$

The matrix $B$ defined in (2.2.5) used as a transformation of the gradient is in this case $B=-C^{-1}$.

If the two-norm is used, i.e. $s=\left(s^{T} s\right)^{\frac{1}{2}}$, the solution of (2.2.12) is just the negative gradient:

$$
\begin{equation*}
s^{(k)}=-g^{(k)} \tag{2.2.14}
\end{equation*}
$$

In this case we have $B=-I$, where $I$ is the identity matrix.
Since (2.2.14) solves (2.2.12) with respect to the two norms, the negative gradient direction $s^{(k)}$ in (2.2.14) is termed the direction of steepest descent, and the algorithm using this direction at every iteration is called the steepest. descent algorithm.

Unless the gradient vanishes, the steepest descent direction is clearly a descent direction, since the vectors $s^{(k)}$ and $g^{(k)}$ are bounded away from orthogonality and the directional derivative is such that

$$
g^{(k) T} s^{(k)}=-g^{(k) T} g^{(k)}<0 .
$$

Consequently a suitable line search technique, may be combined with the steepest descent algorithm to yield a method with guaranteed ghobal convergence.

Unfortunately, a proof of global convergence for an algorithm does not. ensure that it is an efficient method. Although this method is useful for a large class of well conditioned problems, experience has shown it is too slow. Kowalik and Osborne (1968) [27] discuss some of the reasons for this inefficiency.

The weakness of the method is mainly due to the fact that the search directions generated by the algoritlim are not linearly independent. However the fact that the method only uses successive linear approximations to the objective function is another factor in its efficiency. The steepest descent is shown to have at best a linear rate of convergence. When applied to quarlratic the rate of convergence is

$$
\text { a.e.c (asymptotic error constant) } \leq \frac{\left(\lambda_{M}-\lambda m\right)}{\left(\lambda_{M}+\lambda m\right)}
$$

for proofs of global and local convergence we can refer to Gill, Murray and Wright (1981) [43].

### 2.3 Conjugate Gradient Methods and their

## Convergence Properties

In order to overcome the weakness we faced in using the steepest descent method described in section 2.2 .2 we introduce the conjugate gradient methods. These methods were originally proposed by Hestenes and Stiefel (1952)
[47] for the solution of systems of linear equations and are therefore based on the assumption that in the neighbourhood of a nonclegenerate minimum point, a function behaves like a quadratic function. These methods were adapted later as methods for optimisation by Fletcher and Reeves (1964) [48].

For problem (2.2.1), a quadratic model at $x^{(k)}$ is

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F^{(k)}(x) \tag{2.3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F^{(k)}(x)=f^{(k)}+g^{(k) T}\left(x-x^{(k)}\right)+\frac{1}{2}\left(x-x^{(k)}\right)^{T} B^{(k)}\left(x-x^{(k)}\right) \tag{2.3.2}
\end{equation*}
$$

and $\beta^{(k)} \in R^{n \times n}$ is an approximate to the Hessian at $x$, or is the Hessian itself. Let $\beta^{(k)}=G^{(k)}$ and write $F^{(k)}$ as

$$
\begin{equation*}
F^{(k)}(x)=\frac{1}{2} x^{T} G^{(k)} x+b^{T} x+c \tag{2.3.3}
\end{equation*}
$$

Two distinct nonzero directions $s^{(i)}$ and $s^{(j)}$ are said to be conjugate to each other with respect to $G^{(k)}$ if

$$
s^{(i) T} G^{(k)} s^{(j)}=0
$$

If we have a set of $n$ mutually conjugate directions $s^{(i)}, \ldots, s^{(k-1)}$, then by carrying out exact line searches along each direction (assume they are descent, directions and $G^{(k)}$ is positive definite) we shall find the minimum of (2.3.3) within $n$ steps.

The search directions generated by conjugate gradient algorithms are of the form:

$$
s^{(k)}= \begin{cases}-g^{(k)} & \text { if } k=1  \tag{2.3.4}\\ -g^{(k)}+\beta^{(k)} s^{(k-1)} & \text { if } k>1\end{cases}
$$

where $\beta$ can be calculated by one of the following formulate:
Hestenes and Stiefel (1952) [47]:

$$
\begin{equation*}
\beta_{H S}^{(k)}=\frac{\left(g^{(k+1)}-g^{(k)}\right)^{T} g^{(k+1)}}{\left(g^{(k+1)}-g^{(k) T}\right) s^{(k)}} \tag{2.3.5}
\end{equation*}
$$

Fletcher and Reeves (1964) [48]:

$$
\begin{equation*}
\beta_{F R}^{(k)}=\frac{g^{(k+1)^{T}} \cdot g^{(k+1)}}{g^{(k) T} \cdot g^{(k)}} \tag{2.3.6}
\end{equation*}
$$

Daniel (1967) [49]:

$$
\begin{equation*}
\beta_{D}^{(k)} \frac{g^{(k+1) T} G^{(k+1)} s^{(k)}}{s^{(k) T} G^{(k+1)} s^{(k)}} \tag{2.3.7}
\end{equation*}
$$

Sorensen (1969) [50]:

$$
\begin{equation*}
\beta_{s}^{(k)}=\frac{g^{(k+1) T}\left(g^{(k+1)}-g^{(k)}\right)}{s^{(k) T}\left(g^{(k+1)}-g^{(k)}\right)} \tag{2.3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{G S}=\frac{-g^{(k+1) T}\left(g^{(k+1)}-g^{(k)}\right)}{s^{(k) T} g^{(k)}} . \tag{2.3.9}
\end{equation*}
$$

Polak and Ribiére (1969) [51]:

$$
\begin{equation*}
\beta_{P R}^{(k)}=\frac{g^{(k+1) T}\left(g^{(k+1)}-g^{(k)}\right)}{g^{(k) T} \cdot g^{(k)}} \tag{2.3.10}
\end{equation*}
$$

Dixon (1972) [52] attributes the following formula to Myers:

$$
\begin{equation*}
\beta_{D}^{(k)}=-\frac{g^{(k+1) T} g^{(k+1)}}{s^{(k) T} \cdot g^{(k)}} \tag{2.3.11}
\end{equation*}
$$

Lin and Storey (1991) [53]:

$$
\beta_{L S}^{(k)}=\frac{g^{(k+1) T} G^{(k+1)} s^{(k)} g^{(k+1) T} g^{(k+1)}-g^{(k+1) T} G^{(k+1)} g^{(k+1)} s^{(k) T} g^{(k+1)}}{s^{(k) T} G^{(k+1)} s^{(k)} g^{(k+1) T} g^{(k+1)}-g^{(k+1) T} G^{(k+1)} s^{(k)} s^{(k) T} g^{(k+1)}}
$$

where

$$
s^{(k+1)}=\frac{\left(u g^{(k+1) T} s^{(k)}-t g^{(k+1) T} g^{(k)}+\left(u g^{(k+1) T} g^{(k+1)}-v g^{(k+1) T} s^{(k)}\right) s^{(k)}\right.}{w}
$$

and

$$
w=t v-u^{2}, t=s^{(k) T} G_{I^{(k+1)}} s^{(k)}, v=g^{(k+1) T} G_{G^{(k+1)}} g^{(k+1)}
$$

and

$$
\begin{equation*}
u=g^{(k+1) T} G^{(k+1)} s^{(k)} \tag{2.3.12}
\end{equation*}
$$

Generalized Polak-Ribiére (1992) [54]:

$$
\beta_{G P R}^{(k)}=-g^{(k+1) T}\left(g^{(k+1)}-\bar{g}^{(k)}\right) / \bar{g}^{(k) T} \bar{s}^{(k)}
$$

where

$$
\bar{s}^{(k)}=s^{(k)}-\left(g^{(k+1) T} s^{(k)} / g^{(k+1) T} g^{(k+1)}\right) g^{(k+1)}
$$

and

$$
\begin{gather*}
\delta=\min \left(1, \sqrt{\eta} / \sqrt{\bar{s}^{(k) T} \bar{s}^{(k)}}\right) \\
\bar{g}^{(k)}=g\left(x^{(k+1)}-\delta \bar{s}^{(k)}\right) . \tag{2.3.13}
\end{gather*}
$$

When all these $\beta$ are used on quadratics with exact arithmetic and start with the steepest descent direction on the first iteration they are equivalent. When they are used on general non-quadratic functions, we do not try to minimize the quadratic approximation (2.3.3) at $x^{(k)}$ by using several iterations of the conjugate gradient method on it, as this would lead us to the truncated Newton method. Instead in each iteration, after finding the direction (2.3.4), a line search is carried out on the function $f$ to get a new point, then the quadratic approximation at the new point is taken as the quadratic approximation (2.3.3) and a new direction of the form (2.3.4) is calculated.

This is known as the conjugate gradient method of approximation for general functions. When the various methods with different $\beta$ are applied we could not guarantee the same efficiency, as a matter of fact the difference could be finite significant. Among the two well known formulae (2.3.6) and
(2.3.10), without restarts, it was found in most cases the the PR performs better than the FR. One reason (Powell, 1977) [55] for this is that if at some iteration the search direction is nearly orthogonal to the gradient, then it is likely that little reduction in function value will be achieved and the two subsequent gradients will be close to each other. If the FR formulae is used in such a case the new direction will again be nearly orthogonal to the gradient, and this inefficient situation will be maintained for several iterations before recovering. But if the PR formula is used then it will give $\beta \approx 0$, which amounts to restarting the algorithm "automatically". In the study that (Hu and Storey, 1990) [56] carried out on the conjugate gradient, algorithms, they found that the search direction given by the PR. formula is generally much closer to the corresponding two dimensional Newton direction than is the direction given by the FR formula. They have the idea that lacking the "automatic" restart property does account for the inefficiency of the FR. algorithm in some cases, but possessing it may not imply an efficient algorithm. They explained the differences in efficiency of different, conjugate gradient algorithms by the differences in their closeness to the two dimensional newton algorithm.

The global convergence of the conjugate gradient method was investigated by Powell (1984) [57] and Al-Baali (1985) [58]. At this stage before going any further let us introduce some definitions and convergence.

## Definition 2.3.1

A model iterative procedure Algorithm for solving (2.2.1) is said to be globally convergent if starting from any point $x^{(0)}$, the serquence $\left\{x^{(k)}\right\}_{k=(0,1, \ldots}$ satisfies

$$
\lim _{k \rightarrow \infty} \inf \left\|g^{(k)}\right\|=0
$$

Powell (1984) [57] and Al-Baali (1985) [58] found that the FR. method is globally convergent if the line search conditions (Goldstein (1965) [59], Wolfe (1969) [38], Powell (1976) [60])

$$
\begin{equation*}
f\left(x^{(k)}+\alpha^{(k)} s^{(k)}\right) \leq f\left(x^{(k)}\right)+\rho \lambda^{(k)} s^{(k) T} g^{(k)} \tag{2.3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{(k) T} g\left(x^{(k)}+\alpha^{(k)} s^{(k)}\right) \geq \sigma s^{(k) T} g^{(k)} \tag{2.3.18}
\end{equation*}
$$

where $0<\rho \leq \sigma<1$ are satisfied with $0<\rho<\sigma<\frac{1}{2}$, but counter examples (Powell (1984) [57]) show that PR method may not be globally convergent, even on some smooth functions with exact line searches. Efforts were made to combine the globally convergent property of the FR. method with the better numerical performance of the PR method (Touati Ahmed and Storey, 1990) [61] and also some results by (Gilbert and Nocedul, 1990) [62] shows that any conjugate gradient method is globally convergent if $\beta$ is restricted to be positive, the search direction satisfies a sufficient descent condition and the method has some kind of "automatic" restart property. The research done by Hu and Storey (1991) [63] refined some of the results of Touati-Ahmed and Storey (1990) [61].

The conjugate gradient methods required very little storage and very little operational cost. It has been established in mumerical experiments that,
they generally prefer accurate line searches, and restart with steepest descent directions should often be made. A restart criterion which was adapted by Powell (1977) [55] was $\left|g^{(k) T} g^{(k-1)}\right|>0.2\left\|g^{(k)}\right\|^{2}$. Since the immediate effect of restarting with steepest descent directions may not be good, other restart procedures were studied by Beale (1972) [64], Powell (1977) [55] and Nazareth (1977) [65] and substantial improvement in numerical performance was observed.

Compared with the quasi-Newton methods the conjugate gradient methods are simple, but they generally require more iterations and more function (gradient) evaluations, therefore they are suitable for use when function and gradient evaluations are cheap, or when the sizes of the problems are very large and computer storage becomes a limiting factor.

### 2.3.1 A study of quadratic functions and their proper-

 tiesA quadratic function can be described as:

$$
\begin{equation*}
F(x)=\frac{1}{2} x^{T} G x+b^{T} x+C . \tag{2.3.19}
\end{equation*}
$$

where $n$ is the dimension of the vector $x$ with $n$ a fixed integer, $G$ a real symmetric $n \times n$ matrix, $b$ a fixed $n$-dimensional vector and $C$ a scalar. The gradient of $F$ at $x$ is the vector:

$$
\begin{equation*}
g(x)=G x+b \tag{2.3.20}
\end{equation*}
$$

A stationary point of $f$ is a point $x$ such that $g(x)=0$. for the quadratic function $F$ we could say $x$ is a stationary point if and only if $x$ is a solution of the linear system of equations:

$$
\begin{equation*}
G x=-b \tag{2.3.21}
\end{equation*}
$$

The system (2.3.21) may or may not have a solution, but if $G$ is non singular then there is only one solution, i.e.

$$
\begin{equation*}
x^{*}=-G^{-1} b \tag{2.3.22}
\end{equation*}
$$

where $x^{*}$ is the unique stationary point of $F$. If $G$ is singular and $x^{*}$ is a solution of (2.3.21) then every solution of (2.3.21) can be expressed in the form $x=x^{*}+z$, where $z$ is a null vector of $G$, i.e. a vector $z$ such that $G z=0$. hence, if $x^{*}$ is a stationary point of $F$, then every stationary point of $F$ differs from $x^{*}$ by a null vector $z$ of $G$.

Since $F$ is quadratic the following identity exists:

$$
\begin{equation*}
F(x+s)=F(x)+s^{T}(G x+b)+\frac{1}{2} s^{T} G s . \tag{2.3.23}
\end{equation*}
$$

This is based on the fact that the quadratic approximation to $F$ based on Taylor series expression:

$$
\begin{equation*}
F\left(\left(x^{(k)}+s\right) \approx F\left(x^{(k)}\right)+g^{(k) T} s+\frac{1}{2} s^{T} H^{(k)} s\right. \tag{2.3.24}
\end{equation*}
$$

where $H^{(k)}=\nabla^{2} F\left(x^{(k)}\right)$ is the matrix of second partial derivatives at $x^{(k)}$ or Hessian matrix.

Therefore the quadratic function (2.3.23) can be rewritten as:

$$
\begin{equation*}
F(x+s)=F(x)+s^{T} g(x)+\frac{1}{2} s^{T} H(x) s \tag{2.3.25}
\end{equation*}
$$

The matrix $H(x)=G$ is the Hessian matrix of $F$. If $x^{*}$ is a stationary point, then, by replacing $x$ by $x^{*}$ and $s$ by $x-x^{*}$ in (2.3.25) we obtain the formula:

$$
\begin{equation*}
F(x)=F\left(x^{*}\right)+\frac{1}{2}\left(x-x^{*}\right)^{T} G\left(x-x^{*}\right) \tag{2.3.26}
\end{equation*}
$$

for $F$ relative to a stationary point of $F$.
Geometrically this function states that, when $G$ is non singular, the stationary point $x^{*}=-G^{-1} b$ of $F$ is the centre of the quadratic surface

$$
\begin{equation*}
F(x)=\gamma \tag{2.3.27}
\end{equation*}
$$

where $\gamma$ is a constant.
A minimum point $x^{*}$ of $F$ is a stationary point of $F$ and by (2.3.26) a stationary point $x^{*}$ of $F$ is a minimum pont of $F$ if and only if $G$ is nonnegative, i.e. if and only if the inequality $s^{T} G s \geq 0$ holds for every vector $s$. If $s^{T} G s>0$ whenever $s \neq 0$, i.e. if $G$ is positive definite, then $x^{*}=-G^{-1} b$ is the unique minimum point of $F . F$ is said to be a positive definite quadratic function if $G$ is positive definite. The level surfaces (2.3.27) for a positive definite quadratic function $F$ are ellipsoids having $x^{*}=-G^{-1} b$ as their common centre. Then in fact the problem of minimizing $F$ is equivalent to the geometrical problem of finding the centre of an ellipsoid. This can lead us to a geometrical description of the methods of conjugate directions and conjugate gradients.

It should be noted that the level surfaces

$$
F(x)=\gamma \text { for } \gamma>F\left(x^{*}\right)
$$

are similar ellipsoids.
This means that if $x_{\alpha}$ and $x_{\beta}$ are the points in which a ray emanating from the common centre $x^{*}$ cuts the level surfaces $F(x)=\alpha$ and $F(x)=\beta$, respectively, then the ratio

$$
\frac{\left|x_{\beta}-x^{*}\right|}{\left|x_{\alpha}-x^{*}\right|}=r
$$

of the distances of $x_{\alpha}$ and $x_{\beta}$ from $x^{*}$ is independent of the choice of this ray. This situation is illustrated as follows in figure 2.3.1:


Figure 2.3.1
The matrix $G$ is positive definite so that it ensures the existence of the minimum point $x^{*}=-G^{-1} b$.

### 2.3.2 Conjugacy of quadratic functions

Two distinct non zero vectors $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}^{n}$ are said to be conjugate with respect to an $n \times n$ symmetric positive definite matrix, $G$, if $x^{T} G y=0$. We can see that if $G$ is the identity matrix I, then the definition of conjugacy becomes that of orthogonality. Therefore conjugacy is a generalization of the concept of orthogonality by letting the scalar product be

$$
\begin{equation*}
[x, y]=x^{T} G y \tag{2.3.28}
\end{equation*}
$$

On the other hand if $x$ and $y$ are conjugate with respect to the matrix $G$ then the vectors $x$ and $z=G y$ are orthogonal.

A System of vectors $\left\{z^{(1)}, z^{(2)}, \ldots, z^{(n)}\right\} \in \mathbb{R}^{n}$ is said to be a system of conjugate vectors with respect to matrix $G$ if

$$
\begin{equation*}
z^{(i) T} G z^{(j)}=0 \quad \forall i \neq j \tag{2.3.29}
\end{equation*}
$$

Since $G$ is a symmetric matrix, the system $\left\{r^{(1)}, r^{(2)}, \ldots, r^{(n)}\right\}$ of its eigenvectors is a system of conjugate vectors. So we have:

$$
\begin{equation*}
r^{(i) T} G r^{(j)}=r^{(i) T}\left(\lambda_{j} r^{(j)}\right)=\lambda_{j} r^{(i) T} r^{(j)}=0 \quad \text { for } i=j \tag{2.3.30}
\end{equation*}
$$

where $\lambda_{j}$ is the $j$ th eigenvalue of $G$.
A system of conjugate vectors with respect to the matrix $G$ can be constructed from any linearly independent system of vectors $x^{(1)}, \ldots, x^{(n)}$ by using the orthogonalization method of Gram-Schmidt using the scalar product (2.3.28). Refer to (Dahlquist and Björk (1874) [66].

The procedure is as follows:
Put $z^{(1)}=x^{(1)}$. Then for $i=2,3, \ldots, n$ successively put.

$$
\begin{equation*}
z^{(i)}=x^{(i)}+\sum_{j=1}^{i-1} \beta_{i j} z^{(j)} \tag{2.3.31}
\end{equation*}
$$

where the coefficients $\beta_{i j}$ are chosen to make $z^{(i) T}\left(i z^{(k)}=0, \quad \forall k=1,2, \ldots, i-\right.$ 1.

This means that $\beta_{i j}$ must satisfy the equations:

$$
\begin{equation*}
x^{(i) T} G z^{(k)}+\sum_{j=1}^{i-1} \beta_{i j} z^{(j) T} G z^{(k)}=0 \tag{2.3.32}
\end{equation*}
$$

In principle (2.3.32) defines $i-1$ simultaneous equations for the $i-1$ unknown $\beta_{i j}$. But if we use the fact that $z^{(1)}, \ldots, z^{(i-1)}$ are mutually conjugate with respect to the matrix $G$, we find that they reduce to the $i-1$ simple equations:

$$
\begin{equation*}
\beta_{i j}=-x^{(i) T} G z^{(j)} / z^{(j) T} G z^{(j)} \quad j=1, \ldots, i-1 . \tag{2.3.33}
\end{equation*}
$$

Since $x^{(j)}$ are assumed linearly independent then $z^{(j)}$ cannot vanish (they are linear combinations of $x^{(j)}$ ) and hence the denominator in (2.3.33) is not zero if $G$ is positive definite.

Now we can describe the properties of the quadratic function (2.3.19), which the algorithms of conjugate gradients are based on.

## Theorem 2.3.1:

The minimum points of the quadratic function (2.3.19) on parallel lines, lie on an $(n-1)$ plane $\pi_{n-1}$ through the minimum point $x^{*}$ of $f$. The $(n-1)$ plane $\pi_{n-1}$ is defined by the equation

$$
\begin{equation*}
s^{T}(G x+b)=0 . \tag{2.3.34}
\end{equation*}
$$

where $s$ is a direction vector for these parallel lines. The vector $G_{s}$ is normal to $\pi_{n-1}$.


Figure 2.3.2
For the proof refer to Touati-Ahmed (1989) [67].

## Theorem 2.3.2:

Let $x^{(1)} \in \mathbb{R}^{n}$ and let $\left\{z^{(1)}, z^{(2)}, \ldots, z^{(n)}\right\}$ be a system of conjugate vectors with respect to the positive definite matrix $G$ of the quadratic function (2.3.19). Let $z$ be the set:

$$
Z=\left\{x=x^{(1)}+z \mid z \in\left[z^{(1)}, \ldots, z^{(n)}\right]\right\}
$$

where $\left[z^{(1)}, \ldots, z^{(n)}\right]$ is the subspace of the linear combination of $z^{(1)}, z^{(2)}, \ldots, z^{(n)}$. Then:

The minimum point $x^{*}$ of the quadratic function (2.3.19) over the set $z$ can be calculated by minimizing $f$ over the points $z^{(i)} \in Z$ such that

$$
z^{(i) T} G\left(x^{(i)}-x^{(1)}\right)=0
$$

successively. In other words:

$$
F\left(x^{(i)}+\alpha_{i}^{*} z^{(i)}\right)=\min _{\alpha_{i}} F\left(x^{(i)}+\alpha_{i} z^{(i)}\right) \Longrightarrow F\left(x^{*}\right)
$$

$=\min _{x \in z} F(x)$ where $x^{*}=x^{(1)}+\alpha_{1}^{*} z^{(1)}+\alpha_{2}^{*} z^{(2)}+\ldots+\alpha_{n}^{*} z^{(n)}$.
For the proof refer to Touati-Ahmed (1989) [67].
Now computational methods can be developed to minimize the positive definite quadratic function $F$ of (2.3.19). These methods consist of minimizing $F$ successfully along lines. Where these lines are mutually conjugate, the method is called a conjugate direction method for finding the minimum point $x^{*}=-G^{-1} b$ of $F$.

Considering theorem 2.3.2, a conjugate direction method terminates in $m \leq n$ steps if there is no round off error. Also Theorem 2.3.1 confirms this fact, as it can be seen from the following geometrical description of a conjugate direction method.
(1) Select a point $x^{(1)}$ and a line $L_{1}$ through $x^{(1)}$ in a direction $s^{(1)}$.
(2) Find the minimum point $x^{(2)}$ of $F$ on $L_{1}$.
(3) Construct the $(n-1)$-plane $\pi_{n-1}$ through $x^{(2)}$ which is conjugate to $s^{(1)}$.

By theorem 2.3.1 the minimum $x^{*}$ of $F$ is in $\pi_{n-1}$. Conseduently, our next search can be limited to $\pi_{n-1}$ so that the dimensionality of our space of search is reduced by one.

The process can now be repeated, restricting to the (n-1)-plane $\pi_{n-1}$.
(1) Select a line $L_{2}$ in $\pi_{n-1}$ through $x^{(2)}$ in a direction $s^{(2)}$.
(2) Find the minimum point $x^{(3)}$ of $F$ on $L_{2}$.
(3) Construct the $(n-2)$-plane $\pi_{n-2}$ through $x^{(3)}$ which is conjugate to $s^{(2)}$.

Again using theorem 2.3.1, with $\pi_{n-1}$ playing the role of the Euclidean space $E_{n}$, the minimum point $x^{*}$ of $F$ is in $\pi_{n-2}$ so that our search can be limited to $\pi_{n-2}$. Again the dimension of our space of search has been reduced by one. Proceeding like this the dimensionality of our space of search is reduced by one at each step.

At the $n$th step our space of search in the line $\pi_{1}$, through $x^{*}$ so that the minimum point $x^{(n+1)}$ of $F$ on $\pi_{1}$ coincides with the minimum point $x^{*}$. There are rare occasions that we have $x^{(m+1)}=x^{*}$ at, an $m$ th step ( $m<n$ ), in which case we can terminate in $m<n$ steps. In a quadratic with $m<n$ distinct eigenvalues convergence is in $m$ steps.

A conjugate gradient method is a conjugate direction method characterized by the construction in step (3) of each iteration $k$ of the $(n-k)$-plane $\pi_{n-k}$, through the minimum point $x^{(k+1)}$ of $F$ on the line $L_{k}$, which is conjugate to the direction $s^{(k)}$ of the line $L_{k}$.

### 2.3.3 The convergence properties of conjugate gradient methods on quadratic functions

We now consider the convergence properties of conjugate gradient methods when the objective function is a positive definite quadratic function.

When the conjugate gradient method is applied on a positive definite quadratic function using the formulae of Fletcher-Reeves or Polak-Ribiére to compute the update $\beta^{(k)}$ it will terminate in at most $n$ steps from any starting point $x^{(1)}$, provided the starting direction is the steepest descent direction $s^{(1)}=-g^{(1)}$. This result follows from Theorem 2.3.2. It can also be shown that the number of steps required for termination to occur, is equal to the number of distinct eigenvalues of the matrix $G$. For a proof of this result, see Hestenes (1980). [68].

Crowder and Wolfe (1971) [69] have shown that if the wrong starting direction is used, then the rate of convergence is at best linear. Also the extension of this result has been carried out by Powell (1976) [60], to show that if the objective function is a positive definite quadratic function and if the initial search direction is an arbitrary descent direction, then if termination does not occur within $n+1$ steps, the rate of convergence is only linear. Therefore when $F$ is quadratic superlinear convergence never occurs. Powell (1976) [60] also found that linear convergence can be obtained and every sequence of $(\ell+1)$ consecutive search directions is mutually conjugate, where $\ell$ is a positive integer less that $(n-1)$. He also found conditions to improve on $x^{(1)}$ and $s^{(1)}$ that are necessary and sufficient for termination to occur in a finite number of stejes.

From this result of Powell's one can see that if $s^{(1)}$ is fixed and if the components of $x^{(1)}$ are chosen at random, for instance from the uniform distribution in $[-1,1]$, then that probability of obtaining termination by chance, where $n \geq 3$ and there are no discrepancies, is zero. Thus a linear rate of convergence is usual when the conjugate gradient algorithm is applied on a general convex quadratic function and when botl $s^{(1)}$ and $x^{(1)}$ are arbitrary.

### 2.3.4 Extension of conjugate gradient methods to general functions

We can combine the conjugate gradient algorithm for minimizing a quadratic function with Newton's method for minimizing a non-quadratic function $f$ to obtain an effective method for finding the maximum $x^{*}$ of $f$. Here we assume that the Hessian matrix of $f$ is positive definite. The only significant modification done is that the step lengths $\alpha^{(k)}$ are no longer easily provided by an exact line search but they are usually computed by an inexact line search procedure.

The finite termination property of the method on quadratic functions suggest that the definition:

$$
s^{(k+1)}=-g^{(k+1)}+\beta^{(k)} s^{(k)}
$$

should be abandoned after a cycle of linear searches and that $s^{(k)}$ should
then be set to the steepest descent direction $-g^{(k)}$. This strategy is known as restarting; it is also know as "resetting" or "reinitialization".

The combined method is as follows:

1. Select a starting point $x^{(1)}$.
2. Set up the Newton approximation:

$$
F(s)=f\left(x^{(1)}+s\right)=f\left(x^{(1)}\right)+g^{(1) T} s+\frac{1}{2} s^{T} H\left(x^{(1)}\right) s
$$

3. Setting $s^{(1)}=0$, as the initial point of $F$, use a conjugate gradient routine to obtain the minimum point $s^{(n+1)}$ of $F$.
4. Repeat computations (2) and (3) with $x^{(1)}$ replaced by $x^{(1)}+s^{(n+1)}$. Terminate if $g^{(k)} \mid$ is so small that $x^{(k)}=x^{(1)}+s^{(k(n+1))}$ is an acceptable estimate of the minimum point $x^{*}$ of $f$.

It should be pointed out that the approximation is not done explicitly, and due to difficulty in obtaining an exact step length without complications, instead inexact line search procedures are used.

### 2.4 Fletcher Reeves Method and its Convergence Properties

Conjugate gradient methods form a class of methorls that generate directions of search without storing any matrix. The aim is to solve the unconstrained minimization problem:

$$
\begin{equation*}
\text { Minimize } f(x), \quad x \in \mathbb{R}^{n} \tag{2.4.1}
\end{equation*}
$$

using a sequence of line searches:

$$
\begin{equation*}
x^{(k+1)}=x^{(k)}+\alpha^{(k)} s^{(k)} \tag{2.4.2}
\end{equation*}
$$

Starting from $x^{(1)}$ an estimate of a minimizer of $x^{*}$. Where the line search is exact, the stepsize $\alpha^{(k)}$ in the direction of $s^{(k)}$ is as follows:

$$
\begin{equation*}
\alpha^{(k)}=\operatorname{Arg} \min _{\alpha} f\left(x^{(k)}+\alpha s^{(k)}\right) \tag{2.4.3}
\end{equation*}
$$

But in practice, and exact line search is not usually possible, therefore certain conditions are forced on the value of $\alpha^{(k)}$. Fletcher (1980) [42] suggests that $\alpha^{(k)}$ is such that $x^{(k+1)}$ satisfies the condition:

$$
\begin{equation*}
\left|g^{(k+1)} s^{(k)}\right| \leq s-\sigma g^{(k) T} s^{(k)} \tag{2.4.4}
\end{equation*}
$$

together with the Goldstein (1965) [59] requirement:

$$
\begin{equation*}
f\left(x^{(k+1)}\right) \leq f\left(x^{(k)}\right)+\rho \alpha^{(k)} g^{(k) T} s^{(k)} \tag{2.4.5}
\end{equation*}
$$

where $g^{(k)}=\nabla f\left(x^{(k)}\right)$ is the gradient vector at $x^{(k)}, \rho \in\left(0, \frac{1}{2}\right), \sigma \in(0,1)$ and $\rho<\sigma$.

The search direction $s^{(k)}$ when it is descent can be defined as:

$$
\begin{equation*}
g^{(k) T} s^{(k)}<0 \tag{2.4.6}
\end{equation*}
$$

It holds for all $k$ such that $g^{(k)} \neq 0$, which ensures that $f(x)$ can be decreased in the line search.

Condition (2.4.4) ensures that the modulus of the slope is reduced by a factor $\sigma$ or less in the line search. Refer to Fletcher (1980) [42].

The search direction $s^{(k)}$, for conjugate gradient methods is defined as follows:

$$
\left.\begin{array}{rl}
s^{(1)} & =-g^{(1)}  \tag{2.4.7}\\
s^{(k+1)} & =-g^{(k+1)}+\beta^{(k)} s^{(k)}, \quad k>1
\end{array}\right\}
$$

We consider $\beta^{(k)}$ as follows:
The Fletcher-Reeves update (1964) [48]:

$$
\begin{equation*}
\beta^{(k)}=\left\|g^{(k+1)}\right\|^{2} /\left\|g^{(k)}\right\|^{2} \tag{2.4.8}
\end{equation*}
$$

Where ||.|| denotes the Euclidean norm.
We assume that the level set:

$$
\begin{equation*}
\left\{x: f(x) \leq f\left(x^{(1)}\right\}\right. \tag{2.4.9}
\end{equation*}
$$

is bounded. This will ensure that $\alpha^{(k)}$ is well defined for all $k$.

### 2.4.1 Descent property and global convergence in the case of exact line search

It is obvious that for any conjugate gradient algorithm when $s^{(1) T} \cdot g^{(1)}=$ $-g^{(1) T} . g^{(1)}<0$, the descent property (2.4.6) holds on the first iteration, moreover when the line search is exact we have:

$$
\begin{equation*}
g^{(k+1) T} s^{(k)}=0 \quad \text { for } \quad k \geq 1 \tag{2.4.10}
\end{equation*}
$$

Hence from (2.4.7) and (2.4.10) it follows:

$$
\begin{align*}
g^{(k+1) T} s^{(k+1)} & =g^{(k+1) T}\left(-g^{(k+1)}+\beta^{(k)} s^{(k)}\right)  \tag{2.4.11}\\
& =-\left\|g^{(k+1)}\right\|^{2}<0
\end{align*}
$$

This shows that a descent property holds on all iterations for any conjugate gradient formula and in particular for Fletcher-Reeves.

In the case of Global convergence Powell (1983) [70] shows that if the level set (2.4.9) is bounded, if $\alpha^{(k)}$ is defined so that (2.4.10) holds for all $k$, and if $f(x)$ is twice continuously differentiable, then the Fletcher-Reeves method achieves the limit:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \inf \left\|g^{(k)}\right\|=0 \tag{2.4.12}
\end{equation*}
$$

### 2.4.2 Descent property and global convergence in the case of inexact line search

Powell's result was extended by Al-Baali (1985) [58] to show that even for an inexact line search, the descent property (2.4.6) holds for all $k$ and global convergence is achieved for the Fletcher-Reeves method.
Theorem 2.4.1: (Al-Baali (1985) [58])
If and $\alpha^{(k)}$ is calculated which satisfies (2.4.4) witli $\sigma \in\left(0, \frac{1}{2}\right.$ ] for all $k$ such that $g^{(k)} \neq 0$, then the descent property for the Fletcher-Reeves method holds for all such $k$. He also proves a theorem for the global convergence of the Fletcher-Reeves method with an inexact line search satisfying (2.4.4) and (2.4.5).

Theorem 2.4.2: (Al-Baali (1985) [58]
If the level set (2.4.9) is bounded, if $f(x)$ is twice continuously differentiable, and if an inexact line search satisfying (2.4.4) and (2.4.5) with $\rho<\sigma<\frac{1}{2}$ is used, then the Fletcher-Reeves achieves the limit (2.4.12).

### 2.5 The Polak-Ribiére Method and its Global

## Convergence

If equation (2.4.8) is replaced by the expression

$$
\begin{equation*}
\beta^{(k)}=g^{(k+1) T}\left(g^{(k+1)}-g^{(k)}\right) /\left\|g^{(k)}\right\|^{2} \tag{2.5.1}
\end{equation*}
$$

the conjugate gradient method of Polak and Ribiére (1969) [51] results.
When numerical computations are carried out it is usually found that the method of Polak-Ribiére is more successful that that of Fletcher-Reeves.

Powell (1977) [55] and Touati-Ahmed (1989) [67] have solved some minimization problems to confirm this.

To try to explain this remark, we ask whether either conjugate gradient method can be highly inefficient. Specifically, we suppose that the $k$-th iteration of a conjugate gradient method has made a change $\left\|x^{(k+1)}-x^{(k)}\right\|$ that is much smaller than the step that would have been taken by the steepest, descent algorithm, and we ask whether the next iteration can be as bad. A relatively tiny value of $\left\|x^{(k+1)}-x^{(k)}\right\|$ occurs only if the angle $\theta_{k}$ say, between $s^{(k)}$ and $-y^{(k)}$ is close to $\frac{\pi}{2}$. Since the line search along $s^{(k-1)}$ and equation

$$
\begin{equation*}
s^{(k)}=-g^{(k)}+\beta^{(k)}+s^{(k-1)} \tag{2.5.2}
\end{equation*}
$$

imply the value

$$
\begin{align*}
\cos \theta^{(k)} & =-s^{(k)} g^{(k)} /\left(\left\|s^{(k)}\right\| \cdot\left\|g^{(k)}\right\|\right)  \tag{2.5.3}\\
& =\left\|g^{(k)}\right\| /\left\|s^{(k)}\right\|
\end{align*}
$$

we must have $\left\|s^{(k)}\right\| \gg\left\|g^{(k)}\right\|$, and we wish to avoid $\left\|s^{(k+1)}\right\| \gg\left\|g^{(k+1)}\right\|$. Now the relatively small value of $\left\|x^{(k+1)}-x^{(k)}\right\|$ gives $g^{(k+1)} \approx g^{(k)}$, so the

Fletcher-Reeves and Polak-Ribiére formulae yield $\beta^{(k+1)} \approx 1$ and $\left|\beta^{(k+1)}\right| \ll$ 1 respectively. Further using the line search along $s^{(k)}$ and the definition of $s^{(k+1)}$, we deduce the relation

$$
\begin{equation*}
\left\|s^{(k+1)}\right\|=\left[\left\|g^{(k+1)}\right\|^{2}+\beta^{(k+1)^{2}}\left\|s^{(k)}\right\|^{2}\right]^{\frac{1}{2}} \tag{2.5.4}
\end{equation*}
$$

It follows that the Fletcher-Reeves formula gives $\left\|s^{(k+1)}\right\| \approx\left\|s^{(k)}\right\|$, but the Polak-Ribiére formula gives $\left\|s^{(k+1)}\right\| \ll\left\|s^{(k)}\right\|$ as required. Refer to Powell (1985) [71] for more details.

### 2.5.1 Global convergence

Although numerical computations indicate that the Polak-Ribiére method is superior to the Fletcher-Reeves, it has not been possible to establish for the Polak-Ribiére method, the global convergence results obtained for the Fletcher-Reeves by Powell (1983) [70] and Al-Baali (1985) [58]. But when some additional conditions are imposed such as $f$ is a convex function or the step lengths $\left\|x^{(k+1)}-x^{(k)}\right\|$ tend to zero, the global convergence of the Polak-Ribiére method with exact line search can be olstained. Powell (1977) [55] established the following theorem:
Theorem 2.5.1 (Powell 1977) [55]
If the level set (2.4.9) is bounded, if $f$ is continuously differentiable and if the step lengths $\left\|x^{(k+1)}-x^{(k)}\right\|$ tend to zero, then the Polak-Ribiére method without restart achieves the limit (2.4.12).

Until 1983, it was not known whether either of the Fletcher Reeves or the Polak-Ribiére methods provide the limit (2.4.12) for a twice continuously differentiable function with bounded level set from an arbitrary starting point. But with the help of theorem 2.5.1 and some conditions developed by Powell (1977) [55], it is straight forward to show for the Polak-Ribiére method that if the sequence $\left\{x^{(k)}, k=1,2, \ldots\right\}$ converges to a limit $x^{*}$ say, then $\nabla f\left(x^{*}\right)=0$. Hence, one could think that establishing (2.4.12) would be easier for the Polak-Ribiére method than for that of Fletcher-Reeves. Powell (1983) [70] came out with the surprising negative results. Not only has he shown by a standard method of proof that the limit (2.4.12) is always achieved by the Fletcher Reeves method a result that has been extended by Al-Baali (1985) [58] for the case of inexact line search, but he also found that if the Polak-Ribiére method is used, then with exact arithmetic and an exact line search, there exists a twice continuously differentiable function with bounded level set for which the gradient $\{\|g\|, k=1,2, \ldots\}$ are bounded away from zero.

### 2.6 Hybrid Conjugate Gradient Methods

Although the superiority of Polak-Ribiére method in numerical computations over the Fletcher-Reeves in most cases has been observed it has not been possible to establish global convergence results for the Polak-Ribiére method as was done for the Fletcher-Reeves. Furthermore as it was mentioned before powell (1983) [70] shows that if $\beta^{(k)}$ is chosen to satisfy (2.5.1), then even
with exact line search and exact arithmetic, there exist twice continuously differentiable functions with bounded level sets (2.4.9) for which the gradients norms $\left\{\left\|g^{(k)}\right\|, k=1,2 \ldots\right\}$ are bounded away from zero. However, it was found that if the Polak-Ribiére $\beta^{(k)}$ are restricted to remain non negative and at the same time less than or equal to the Fletcher-Reeves $\beta^{(k)}$, then the convergence proofs given by Powell (1983) [70] and by Al-Baali (1985) [58] both apply to the Polak-Ribiére method also, but these restrictions are unfortunately not always satisfied.

All this has consequently led to thoughts by D. Touati Ahmed and C Storey (1986), [72], (1987) [18], on how to combine the desirable computational aspects if the Polak-Ribiére method and the useful theoretical features of the Fletcher-Reeves method in an attempt to construct some efficient hybrid algorithms that are globally convergent.

### 2.6.1 Hybrid 1 algorithm

The new hybrid algorithms were developed by D Touati-Alimed and C Storey (1990) [61]. Let $\beta^{(k)}$ (F.R.) and $\beta^{(k)}$ (P.R.) denote the betas satisfying (2.4.8) and (2.5.1) respectively. We then have:

$$
\begin{equation*}
\beta^{(k)}(P . R)=\beta^{(k)}(F . R)-g^{(k+1) T} g^{(k)} /\left\|g^{(k)}\right\|^{2} \tag{2.6.1}
\end{equation*}
$$

If $\beta^{(k)}$ (P.R.) were always non-negative, we would have

$$
\begin{aligned}
\beta^{(k)}(P . R) \geq 0 & \Longrightarrow \beta^{(k)}(F . R) \geq g^{(k+1) T} g^{(k)} /\left\|g^{(k)}\right\|^{2} \\
& \Longrightarrow\left\|g^{(k+1)}\right\|^{2} \geq g^{(k+1) T} g^{(k)}
\end{aligned}
$$

and if $\beta^{(k)}$ (P.R.) were always less than for equal to $\beta^{(k)}$ (F.R.) we would have

$$
\begin{align*}
\beta^{(k)}(P . R) \leq \beta^{(k)}(F . R) & \Longrightarrow-g^{(k+1) T} g^{(k)} /\left\|g^{(k)}\right\|^{2} \leq 0  \tag{2.6.2}\\
& \Longrightarrow g^{(k+1) T} g^{(k)} \geq 0
\end{align*}
$$

Hence the restrictions that imposed on the Polak-Ribiére beta will hold if

$$
\begin{equation*}
0 \leq g^{(k+1) T} y^{(k)} \leq\left\|g^{(k+1)}\right\|^{2} \tag{2.6.3}
\end{equation*}
$$

As consequence of this remark the first hybrid algorithn, Hybrid 1, was suggested, using formula (2.5.1) whenever condition (2.6.3) is satisfied and formula (2.4.8) otherwise. In other words the $\beta^{(k)}$ is defined as follows:

$$
\left.\beta^{(k)}=\begin{array}{ll}
g^{(k+1) T}\left(g^{(k+1)}-g^{(k)}\right) /\left\|g^{(k)}\right\|^{2} & \text { if }(2.6 .3) \text { is true }  \tag{2.6.4}\\
\left\|g^{(k+1)}\right\|^{2} /\left\|g^{(k)}\right\|^{2} & \text { otherwise }
\end{array}\right\}
$$

### 2.6.2 Descent property and global convergence in the case of exact line search

It has already been seen (2.4.11) that if the line search is exact then the descent property holds on all iterations for both Fletcher Reeves and PolakRibiére methods, so it is obvious that it holds also for Hybridl 1 method.

Now for the global convergence of Hybrid 1 the following theorem was established by D. Touati-Almed and C. Storey (1986) [72].

Theorem 2.6.1 (D Touati-Ahmed and C Storey (1986) [72]
If $f(x)$ is twice continuously differentiable, if the level set (2.4.9) is bounded and if an exact line search is performed at each iteration, then the limit (2.4.12) is achieved by Hybrid 1.

### 2.6.3 Descent property and global convergence in the case of inexact line search

Hybrid 1 can also be shown to have the descent property and to be globally convergent when an inexact line search is performed. The following theorems established by D Touati-Ahmed and C Storey confirms this
Theorem 2.6.2: (D Touati-Ahmed and C Storey (1986) [72]).
If an $\alpha^{(k)}$ is calculated which satisfies (2.4.4) with $\sigma \in\left(0, \frac{1}{2}\right]$ for all $k$ such that $g^{(k)} \neq 0$, then the descent property (2.4.6) for Hybrid 1 , holds for all such $k$.

A consequence of this descent property is the following global convergent result.
Theorem 2.6.3: (D Touati-Ahmed and C Storey (1986) [72]).
If the set (2.4.9) is bounded, if $f(x)$ is twice continuously differentiable, and if $\alpha^{(k)}$ is any value satisfying (2.4.4) and (2.4.5) with $\rho<\sigma<\frac{1}{2}$, then equation (2.4.12) holds for Hybrid 1.

### 2.7 Angle Test Hybrid

Shanno (1985) [73] gives an angle test to determine when conjugate gradient, algorithms should be restarted with a steepest descent direction. Using the fact that the Fletcher-Reeves algorithm is globally convergent when exact line searches are used we have:

$$
\sum_{k} \cos ^{2}\left(\theta^{(k)}\right)=\sum_{k} \frac{1}{\left\|g^{(k)}\right\|^{2} \sum_{\ell=1}^{k}\left\|g^{(\ell)}\right\|^{-2}}
$$

is a divergent series. Obviously if $\sum_{k} \cos ^{2}\left(\theta^{(k)}\right)$ is divergent then for any $\tau>0, \tau \sum_{k} \cos ^{2}\left(\theta^{(k)}\right)$ is divergent. Thus for any $\tau>0, \gamma^{(k)}$ is defined by:

$$
\begin{equation*}
\gamma^{(k)^{2}}=\frac{\tau}{\left\|g^{(k)}\right\|^{2} \sum_{\ell=1}^{k}\left\|g^{(\ell)}\right\|^{-2}} \tag{2.7.1}
\end{equation*}
$$

Shanno's algorithm is then to use any conjugate gradient formula and restart the algorithm with a steepest descent direction whenever

$$
\begin{equation*}
\cos ^{2}\left(\theta^{(k)}\right) \geq \gamma^{(k)^{2}} \tag{2.7.2}
\end{equation*}
$$

is not satisfied, where

$$
\begin{equation*}
\cos \left(\theta^{(k)}\right)=-g^{(k) T} s^{(k)} /\left\|g^{(k)}\right\| \cdot\left\|s^{(k)}\right\| \tag{2.7.3}
\end{equation*}
$$

A possible hybrid algorithm (the angle test hybrid) would be to use this test for every $\beta^{(k)}$ (P.R) for which condition (2.6.3) is not satisfied. D TouatiAhmed and C Storey (1987) [18] suggested the use of the following algorithm to compute $\beta^{(k)}$ in (2.4.7).

> Step 1: If $\beta^{(k)}(P . R)<0$, then $\beta^{(k)}=\beta^{(k)}(F . R)$, return to main program. Otherwise, go to Step 2.
> Step 2: if $(2.6 .3)$ holds, then $\beta^{(k)}=\beta^{(k)}(P . R)$, return to main program. Otherwise, go to Step 3.
> Step 3: If $(2.7 .2)$ holds, then $\beta^{(k)}=\beta^{(k)}(P . R)$, return to main program. Otherwise set $\beta^{(k)}=\beta^{(k)}(F . R$.$) , return$ to main program.

When exact line searches were performed throughout the algorithm, it can be shown that a descent property holds and that the method is globally convergent. But when inexact line searches are performed, condition (2.7.2) can no be used directly to ensure a descent property with which it would be possible to prove global convergence.

### 2.8 Hybrid 3

A further hybrid algorithm (Hybrid 3 algorithm) was proposed by D TouatiAhmed and C Storey (1990) [61]. For the purpose of what follows consider

$$
\begin{equation*}
\beta^{(k)}(P . R) \leq \frac{1}{2 \mu} \frac{\left\|g^{(k+1)}\right\|^{2}}{\left\|g^{(k)}\right\|^{2}}, \quad \mu>\sigma \tag{2.8.1}
\end{equation*}
$$

where $\sigma$ is the constant in the line search.
If at each iteration we ensure that:

$$
\begin{equation*}
\lambda\left\|g^{(k+1)}\right\|^{2} \leq(2 \mu)^{k+1}, \frac{1}{2}>\mu>\sigma \tag{2.8.2}
\end{equation*}
$$

for some $\lambda>0$, then the method will be globally convergent. In other words if algorithm (2.7.4) with condition (2.7.2) replaced by (2.8.1), whenever (2.8.2) is satisfied and restart with a steepest descent direction otherwise, the descent property (2.4.6) holds and the limit (2.4.12) is achieved.

Consequently the use of the following algorithm to compute $\beta^{(k)}$ in (2.4.7): was suggested as Hybrid 3 algorithm:

Step 1: If (2.8.2) holds go to Step 2. Otherwise $\beta^{(k)}=0$, return to main program.
Step 2: If $\beta^{(k)}(P . R)<0$, then $\beta^{(k)}=\beta^{(k)}(F . R)$, return to main program. Otherwise go to step 3.
Step 3: If (2.8.1) holds, then $\beta^{(k)}=\beta^{(k)}(P . R)$, return to main program. Otherwise $\beta^{(k)}=\beta^{(k)}(F . R)$, return to main program.
It should be noted that step 2 of algorithm (2.7.4) has been missed out, because the set of numbers that satisfy (2.8.1) inclucles those that satisfy (2.6.3) and therefore it is not necessary to check whether (2.6.3) is satisfied. This is so of course, because $\mu<\frac{1}{2}$. The case $\mu \geq \frac{1}{2}$ is covered in Hylrid 1 .

### 2.8.1 Descent property and global convergence

It was shown by D Touati Ahmed and C Storey (1990) [61] that when Hybrid 3 algorithm is used to find the least value of a twice continuously differentiable function $f(x)$ with bounded level set (2.4.9), a descent property holds on all iterations and the limit (2.4.12) is achieved. The following theorems confirms this when an exact line search and when an inexact line search satisfying (2.4.4) and (2.4.5) are used respectively.

Theorem 2.8.1 (D Touati-Ahmed and C Storey (1990) [61]).
If $f(x)$ is twice continuously differentiable, if the level set (2.4.9) is bounded and if $\alpha^{(k)}$ satisfies (2.4.3) on all iterations then the limit (2.4.12) is achieved by Hybrid 3.
Theorem 2.8.2 (D Touati-Ahmed and C Storey (1990) [61]).
If an $\alpha^{(k)}$ is calculated which satisfied (2.4.4) with $\alpha \in\left(0, \frac{1}{2}\right)$ for all $k$ such that $g^{(k)} \neq 0$, then the descent property (2.4.6) for Hybrid 3 , holds for all such $k$.

### 2.9 Infinite Dimensional Problems

Here were are concerned with functionals defined on an infinite-dimensional space. The classic example of this is the simplest problem of the calculus of variations, where in we minimize

$$
\begin{array}{cl}
F(x)=\int_{a}^{b} & L\left(t, x, x^{\prime}\right) d t ; \quad x(a), x(b) \text { fixed, }  \tag{2.9.1}\\
& x(t) \in \underline{c}[a, b]=\underline{x}
\end{array}
$$

and $c$ is the linear space of functions having piecewise continuous derivatives, defined on the closed interval $[a, b]$. Considering that $x$ is determined given $x(0)$ and $x^{\prime}(t)$, an equivalent formulation is:

$$
\begin{align*}
& \min F(x, v)=\int_{a}^{b} L(x, v, t) d t \\
& x^{\prime}=v, x(a), x(b) \text { fixed }  \tag{2.9.2}\\
& \text { and } v \in \underline{c}_{0}[a, b]=\underline{V}
\end{align*}
$$

where $\mathcal{G}_{0}$ is the space of piecewise continuous functions on $[a, b]$. This second formulation can be interpreted as a functional defined on the product space $\underline{x} \times \underline{V}$, minimized subject to the equality constraint $x^{\prime}=v$. Altermatively, since the constraint in fact determines $x$ uniquely given $V$, we may regard $F$ as a functional defined on $V$ alone. In either case, an additional constraint exists on $x(b)$. These are called terminal constraints and may in general be of the form $\psi(x, b)=0$. The 'constraint' $x^{\prime}=v$ may be regarded as a special case of $x^{\prime}=f(t, x, v)$. Other conditions of the form $h(v(t)) \leq$ $0, h(x(t), V(t), t)<0$ may also exist, where $h$ is either a set of functional defined on $\underline{x} \times \underline{V}$, or a set of ordinary functions of $x, V$ which, evaluated at, any $t \in[a, b]$, satisfy the inecpuality. Combinations of these may also exist.

The class of problems considered here will not include explicit statement of inequality constraints $h \leq 0$. these may of course be included by penalty
functions. Moreover, we allow $x, V$ to be functions that take values in ordinary Euclidean spaces $\underline{E}^{n}, \underline{E}^{m}$ respectively. Such problems are sometimes called finite dimensional control problems [74]. In this terminology, infinitedimensional problems are those involving partial differential equations, i.e. distributed parameter systems.

### 2.9.1 Theoretical methods

Historically, such problems were first treated about the time the calculus was invented, when the brachistochrone problem was proposed by Jacobi Bernoulli and solved by Newton. An account of the early (levelopment of the calculus of variations is given by bliss (1936) [75]. The first systematic necessary conditions were found by Euler and the subject, approached relative completeness with the theory of the problem of Bolza as developed by Bliss and co-workers at the university of Chicago [76], at alout 1950. This theory is founded on the theory of differential equations and was able to cope only partly with the demands placed on it by rapidly increasing aplplications in the computer age. A control theory viewpoint was taken by Pontryagin and co-workers, leading to the new widely useed maxinum principle [76]. While this principle is similar to the multiplier rules foumd by the Chicago school, in particular the work of McShane (1939) [77], it was able to solve problems with control constraints and discontinuous controls more rapidly. An even more general approach was taken by Beflman in his method of dynamic programming [78], formulated in terms of a multistage decision process and a 'principle of optimality'. This approach was of great value in treating discrete, stochastic and highly constrained problems not, amenable to older techniques. Later connections between the variational calculus, Pontryagin's principle and dynamic programming are munerous and are explored, for example by Dreyfus [79] and Hestenes [ $K 0]$ ].

### 2.10 The Conjugate Gradient Method for Optimal Control Problems

In this section we consider the extension of the conjugate gradient minimization method of Fletcher-Reeves to optimal control problems. The technique is directly applicable only to those problems, where terminal conditions and inequality constraints are not present. If such constraints are present the problem must be converted to an unconstrained form, e.g. by penalty functions, [81] to [84]. Only the gradient trajectory, its nom, ind one additional trajectory, the actual direction of search, need to bee stored. These search directions are generated from past and present values of the oljejective and its gradient. Successive points are determined by linear minimization down these directions, which are always directions of descent.

Thus the method tends to converge, even from poor approximations to the minimum. Since, near it minimum, a general non linear problem can be approximated by one with a linear system and quadratio objective. The rate
of convergence is studied by considering this case. Here, the directions of search are conjugate and hence the objective is minimized over an expanding sequence of sets. Also, the distance from the current point to the minimum is reduced at each step. It is evident that the efficiency of these methods depends greatly on the technique used to solve the unconstrained optimal control problem.

Presently available techniques all have short comings. The convergence of steepest descent methods is often slow [81] whereas second-variational and Newton methods may not converge at all. Thus there is strong motivation for developing more efficient means for solving unconstrained optimal control problems.

Similar difficulties existed until the late 1960's in the field of finite dimensional optimization, i.e. mathematical programming. However, later several rapidly convergent finite dimensional unconstrained minimization technicues have been developed. Among these are the method of Fletcher and Powell (1963) [85] and the Fletcher Reeves (1964) [48] adaption of the conjugate, gradient method of Hestenes and Stiefel (1952) [47].

The combination of these properties implies that the methods converge rapidly to the nearest local minimum for a general function of $n$ variables. Experience has shown that both techniques converge much more rapidly, in general, than the method of steepest descent while requiring only function and gradient evaluation.

Function space analogs of the steepest descent and second-order Newton techniques have been developed and applied to problems of optimal control. In particular Kelly (1960) [86], McReynolds and Bryson (1965) [87] and Mitter (1966) [88], and others have developed steepest descent and second order methods. Since these methods are considered by some authors [85], [89] to be the most powerful presently available for finite dimensional minimization problems, it seems appropriate to consider their generalization to optimal control.

### 2.10.1 The algorithm for conjugate gradient method

Consider the following problem:

$$
\begin{align*}
\operatorname{minimize} J & =\phi\left(\left(x\left(t_{f}\right)\right)\right.  \tag{2.10.1}\\
\text { subject to } \dot{x} & =f(x, u, t)  \tag{2.10.2}\\
x\left(t_{0}\right) & =c \tag{2.10.3}
\end{align*}
$$

where $x$ is an $n$ vector, $u$ is an $m$ vector, and $t_{0}, t_{f}$ are fixed. It is assumed that given a control $u,(2.10 .2)$ and (2.10.3) can be solved for a unique $x=x(u)$, and thus $J=J(u)$ is a function of $u$ alone. Furthermore, the existence of the gradient of $J(u), \nabla J(u)=g(u)$ is assumed. The objective function (2.10.1) may include penalty function terms to account for constraints.

Here for the convenience only the case of a scalar control function $u(t)(m=$ 1) will be considered.

The extension to the multicontrol case is straightforward. In order to compute the conjugate gradient algorithm we need the gradient trajectory.

Let

$$
\begin{equation*}
H=\sum_{i=1}^{n} \lambda_{i} f_{i} \tag{2.10.4}
\end{equation*}
$$

where

$$
\begin{gather*}
\dot{\lambda}_{i}=-\sum_{j=1}^{n} \lambda_{j} \frac{\partial f_{j}}{\partial x_{i}}  \tag{2.10.5}\\
\lambda_{i}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{i}}\right|_{t=t_{f}} \quad i=1, \ldots, n \tag{2.10.6}
\end{gather*}
$$

Then the gradient is

$$
\begin{equation*}
g(u)=\frac{\partial H}{\partial u} \tag{2.10.7}
\end{equation*}
$$

Let $u_{i}(t)$ be the $i$ th approximation to the optimal control $u^{0}(t)$. The corresponding gradient $g\left(u_{i}\right)$ is computed by solving the state equations (2.10.2) and (2.10.3) forwards with $u=u_{i}$, solving the adjoint equations (2.10.5) and (2.10.6) backwards and then computing $g\left(u_{i}\right)$ from (2.10.7).

The algorithm proceeds as follows:

$$
\begin{gather*}
u_{0}=\text { arbitrary }  \tag{2.10.8}\\
g_{0}=g\left(u_{0}\right)  \tag{2.10.9}\\
s_{0}=-y_{0} \tag{2.10.10}
\end{gather*}
$$

choose

$$
\begin{equation*}
\alpha=\alpha_{i} \text { to minimize } J\left(u_{i}+\alpha s_{i}\right) \tag{2.10.11}
\end{equation*}
$$

and then

$$
\begin{align*}
u_{i+1} & =u_{i}+\alpha s_{i}  \tag{2.10.12}\\
g_{i+1} & =g\left(u_{i+1}\right) \tag{2.10.13}
\end{align*}
$$

Now $\beta_{i}$ can be computed as

$$
\begin{equation*}
\beta_{i}=\left(g_{i+1}, g_{i+1}\right) /\left(g_{i}, g_{i}\right)=\frac{\left\|g_{i+1}\right\|^{2}}{\left\|g_{i}\right\|^{2}} \tag{2.10.14}
\end{equation*}
$$

which is Fletcher-Reeves or

$$
\begin{equation*}
\beta_{i}=\frac{\left(g_{i+1}, g_{i+1}\right)}{\left(g_{i}, g_{i}\right)}-\frac{\left(g_{i+1}, g_{i}\right)}{\left(g_{i}, g_{i}\right)} \tag{2.10.15}
\end{equation*}
$$

which is Polak-Ribiére.
In the case of Hybrid methods $\beta_{i}$ can be computed as (2.6.4) for Hybrid $1,(2.7 .4)$ for angle test hybrid and (2.8.3) for hybrid 3.

$$
\begin{equation*}
s_{i+1}=-g_{i+1}+\beta_{i} s_{i} \tag{2.10.16}
\end{equation*}
$$

where the norms $\left\|g_{i}\right\|^{2}$ and $\left\|g_{i+1}\right\|^{2}$ can be calculated as follows:

$$
\begin{equation*}
\left(g_{i}, g_{j}\right)=\int_{t_{0}}^{t_{f}} g_{i}(t) g_{j}(t) d t \tag{2.10.17}
\end{equation*}
$$

we should note that the new direction of search $s_{i+1}$ is not the negative direction $-g_{i+1}$ but is computed via (2.10.16). The step length in this direction is determine by one dimensional minimization in (2.10.11).

### 2.10.2 Convergence

Let that control $u$ be an element of a Hilbert space $H$ and $J(u)$ a Frechet differentiable mapping from $H$ to the real numbers. The conjugate gradient method when applied to $J(u)$ generates directions $s_{i}$ which are always directions of descent, i.e.

$$
\begin{equation*}
\frac{d}{d \alpha} J\left(u_{i}+\alpha s_{i}\right)_{\alpha=0}<0 \tag{2.10.18}
\end{equation*}
$$

and this ensures that $J(u)$ is decreased at each step. The following theorems state this fact and the proofs can be found in L.S. Lasdon, S.K. Mitter, and A.D. Waves (1967) [90].

Theorem 2.10.1
If $g\left(u_{i}\right)=g_{i} \neq 0$ then

$$
\left(s_{i}, g_{i+1}\right)=0
$$

and $\left.\frac{d}{d \alpha} J\left(u_{i}+\alpha s_{i}\right)\right|_{\alpha=0}=\left(s_{i}, g_{i}\right)=-\left\|g_{i}\right\|^{2}$.

## Theorem 2.10.2

If $g_{i} \neq 0$ then $j\left(u_{i+1}<j\left(u_{i}\right)\right.$.
The sequence of real numbers $\left\{J\left(u_{i}\right)\right\}$ is thus monotone decreasing and therefore has a limit. $J_{\infty}$ in the extended real numbers. Also of interest is the limiting behaviour of the sequences $\left\{u_{k}\right\}$ and $\left\{g_{k}\right\}$. Results similar to those that have been obtained for the method of steeepest descent [91], [92] are given below.

## Theorem 2.10.3

If the following assumptions are made

1. $J(u)$ is bounded below
2. $J(u)$ and $g(u)$ are continuous
3. $D^{2} J(u, h, h)$ exists and

$$
\left|D^{2} J(u, h, h)\right| \leq m\|h\|^{2} u, \quad h \in H, \text { and } m>0
$$

4. $\left\{u_{k}\right\}$ has a cluster point $u^{*}$

Then the sequence $\left\{u_{k}\right\}$ formed with arbitrary $u_{0}$ by the conjugate gradient method has the following properties:
(a) $\lim _{k \rightarrow \infty} J\left(u_{k}\right)=J\left(u^{*}\right)$
(b) $\lim _{k \rightarrow \infty} g\left(u_{k}\right)=g\left(u^{*}\right)=0$.

By assumption 4, $\left\{u_{k}\right\}$ contains a convergent subseruience $\left\{\hat{u}_{k}\right\}$, with limit point $u^{*}$. Then continuity of $g(u)$ implies that $g\left(u^{*}\right)=0$. From Theorem 2.10.2, $J\left(u_{k+1}\right)<J\left(u_{k}\right)$ and hence by the convergence of $u_{k}$ and continuity of $J(u)$, property 1 follows.

Computational experience has shown that methods which decrease the function $J$ at each step will generally converge to the nearest local minimum. Since the function is generally convex in some neighbourhood of a local minimum. This statement is supported by the following result.

## Theorem 2.10.4

If the assumptions of theorem (2.10.3) hold and if the following assump)tion is made:

$$
D^{2} J(u, h, h) \geq M \mid\|h\|^{2} \quad M_{u, h \in H}^{M}>0
$$

then

$$
J\left(u^{*}\right)=\min _{u \in H} J(u) .
$$

## Chapter 3

## NUMERICAL

## CONSIDERATION

### 3.1 Numerical Computations

In this chapter we consider the numerical work involved in solving the differential equations, calculating the norms and also the linear search for the problems in Chapters 4 to 9 . The importance of numerical stability brings about the need of selecting accurate methods for numerical integrations. Therefore, in this chapter we briefly review some of the well-known methods that are useful.

### 3.2 Numerical Integration Methods

For the problems being considered in the following Chapters we need to solve the state and adjoint equations using a suitable integration routine, also an appropriate technique is needed to find the norm described in Chapter 2 Section 2.10.1, Equation (2.10.17). In the coming Sul) Sections we briefly review the Runge Kutta method and also Simpson's Rule.

### 3.2.1 Runge Kutta Methods

Consider the initial value problem

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y(a)=\eta \tag{3.2.1}
\end{equation*}
$$

The easiest of all computational methods for the numerical solution of this problem to implement is Euler's rule,

$$
\begin{equation*}
y_{n+1}-y_{n}=h f\left(x_{n}, y_{n}\right) \equiv h f_{n} . \tag{3.2.2}
\end{equation*}
$$

It is explicit and, being a one step method, it requires no additional starting values and easily allows a change of step-length during the computation. Being low order, of course, makes it of limited practical value. Linear multistep,
methods achieve higher order by sacrificing the one-step nature of the algorithm, whilst returning linearity with respect to $y_{n+j}, f_{n+i}, j=0,1, \ldots, k$.

Higher order methods can also be achieved by sacrificing linearity, but preserving the one step nature of the algorithm. This is the philosophy behind the methods first proposed by Runge (1895) [93] and subsequently developed by Kutta (1901) [94] and Heun (1900) [95]. Runge-Kutta methods thus retain the advantages of one-step methods but, due to the loss of linearity, error analysis is considerably more difficult than in the case of linear multistep methods. Traditionally, Runge-Kutta methods are all explicit although since the early 1970's, implicit Runge-Kutta methods, which have improved weak stability characteristics, have been considered. Hence we shall use the expression 'Runge-Kutta method' to mean 'explicit Runge-Kutta method'.

Thus a Runge-Kutta method may be regarded as a particular case of the general explicit one-step method

$$
\begin{equation*}
y_{n+1}-y_{n}=h \phi\left(x_{n}, y_{n}, h\right) \tag{3.2.3}
\end{equation*}
$$

### 3.2.2 Order and Convergence of the General Explicit One-step Method

The fact that the general method (3.2.3) makes no mention of the function $f(x, y)$, which defines the differential equation, makes it, impossible to define the order of the method independently of the differential equation, as is the case with linear multi step methods.

## Definition 3.2.1

The method (3.2.3) is said to have order $p$ if $p$ is the largest integer for which

$$
\begin{equation*}
y(x+h)-y(x)-h \phi(x, y(x), h)=0\left(h^{p+1}\right) \tag{3.2.4}
\end{equation*}
$$

holds, where $y(x)$ is the theoretical solution of the initial value problem.

## Definition 3.2.2

The method (3.2.3) is said to be consistent with the initial value problem if

$$
\begin{equation*}
\phi(x, y, 0) \equiv f(x, y) \tag{3.2.5}
\end{equation*}
$$

If the method (3.2.3) is consistent with the initial value problem (for future reference we shall simply say 'consistent'), then

$$
y(x+h)-y(x)-h \phi(x, y(x), h)=h y^{\prime}(x)-h \phi(x, y(x), 0)+0\left(h^{2}\right)=0\left(h^{2}\right)
$$

since $y^{\prime}(x)=f(x, y(x))=\phi(x, y(x), 0)$, by (3.2.5). Thus a consistent method has order at least one.

The only linear multistep method which falls within the class (3.2.3) is Euler's rule which we obtain by setting

$$
\phi(x, y, h)=\phi_{E}(x, y, h) \equiv f(x, y)
$$

(The subscript $E$ denotes 'Euler':) The consistency condition (3.2.5) is then obviously satisfied and a simple calculation shows that the order, according to (3.2.4), is one.

The Taylor algorithm of order $p$ also falls within the class (3.2.3) and is obtained by setting

$$
\begin{gather*}
\phi(x, y, h)=\phi_{T}(x, y, h) \equiv f(x, y)+\frac{h}{2!} f^{(1)}(x, y)+ \\
\ldots+\frac{h^{p-1}}{p!} f^{(p-1)}(x, y) \tag{3.2.6}
\end{gather*}
$$

where $f^{(q)}(x, y) \equiv \frac{d^{q}}{d x^{q}} f(x, y), \quad q=1,2, \ldots,(p-1)$.
(The subscript $T$ denotes 'Taylor'.)
The following Theorem, whose proof may be found in Hemrici (1962) [96], states conditions on $f(x, y)$ which guarantee the existence of a unique solution of the initial value problem (3.2.1).

## Theorem 3.2.1

Let $f(x, y)$ be defined and continuous for all points $(x, y)$ in the region $D$ defined by $a \leq x \leq b,-\infty<y<\infty, a$ and $b$ finite and let $f(x, y)$ satisfy Lipschitz condition, i.e., there exists a constant $L$ such that, for every $x, y, y^{*}$ such that $(x, y)$ and $\left(x, y^{*}\right)$ are both in $D$,

$$
\begin{equation*}
\left|f(x, y)-f\left(x, y^{*}\right)\right| \leq L\left|y-y^{*}\right| . \tag{3.2.7}
\end{equation*}
$$

Then, if $\eta$ is any given number, there exists a unique solution $y(x)$ of the initial value problem (3.2.1), where $y(x)$ is continuons and differentiable for all $(x, y)$ in $D$.

The following theorem, whose proof may also be found in Hemrici (1962) [96], states necessary and sufficient conditions from the method (3.2.3) to be convergent.

## Theorem 3.2.2

(i) Let the function $\phi(x, y, h)$ be continuous jointly as a function of its three arguments, in the region $\mathcal{D}$ defined by $x \in[a, b], y \in(-\infty, \infty), h \in$ $\left[0, h_{0}\right], h_{0}>0$.
(ii) Let $\phi(x, y, h)$ satisfy a Lipschitz condition of the form

$$
\left|\phi\left(x, y^{*}, h\right)-\phi(x, y, h)\right| \leq M\left|y^{*}-y\right|
$$

for all points $\left(x, y^{*}, h\right),(x, y, h)$ in $\mathcal{D}$.
Then the method (3.2.3) is convergent of and only if it is consistent. For all the Runge-Kutta methods we shall consider, in the next sections condition (i) and (ii) are satisfied if $f(x, y)$ satisfies the conditions stated in theorem 3.2.1. For such methods consistency is necessary and sufficient for convergence.

We should note that there is no requirement corresponding to zero-stability, since no parasitic solutions can arise with a one-step method.

### 3.2.3 Algorithms for Runge-Kutta Methods

The general $R$-stage Runge-Kutta method is defined by

$$
\begin{equation*}
y_{n+1}-y_{n}=h \phi\left(x_{n}, y_{n}, h\right) \tag{3.2.8}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
\phi(x, y, h) & =\sum_{r=1}^{R} c_{r} k_{r} \\
k_{1} & =f(x, y)  \tag{3.2.9}\\
k_{r} & =f\left(x+h a_{r}, y+h \sum_{s=1}^{r-1} b_{r s} k_{s}\right), r=2,3, \ldots R,
\end{array}\right\}
$$

$$
\begin{equation*}
a_{r}=\sum_{s=1}^{r-1} b_{r s}, r=2,3, \ldots, R \tag{3.2.10}
\end{equation*}
$$

Note that an $R$ - stage Runge-Kutta method involves $R$ function evaluation per step. Each of the functions $k_{r}(x, y, h), r=1,2, \ldots, R$, may be interpreted as an approximation to the derivative $y^{\prime}(x)$, and the function $\phi(x, y, h)$ as a weighted mean of these approximations. We should also note that consistency demands that $\sum_{r=1}^{R} c_{r}=1$. If we can choose values for the constants $c_{r}, a_{r}, b_{r s}$ such that the expansion of the function $\phi(x, y, h)$ defined by (3.2.9) in powers of $h$ differs from the expansion for $\phi_{T}(x, y, h)$ given by (3.2.6) only in the $p t h$ and higher powers of $h$, then the method clearly has order $p$. (Note that in (3.2.6) we are assuming that $y(x) \in C^{p}[a, l]$.)

Here we quote some of the well known Runge-Kutta methods. For the derivation and further information on Runge-Kutta methods of $3^{\text {rd }}$ order and higher we could refer to Lambert, J. D. (1986) [97]. Butcher (1963-1965) [98] to [103], and Huta, (1957) [104].

## Algorithm 3.2.1

The following formula is known as Hemn's third order formula which is one of the well known third-order Runge-Kutta methods.

$$
\left.\begin{array}{rl}
y_{n+1}-y_{n} & =\frac{h}{4}\left(k_{1}+3 k_{3}\right), \\
k_{1} & =f\left(x_{n}, y_{n}\right), \\
k_{2} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right),  \tag{3.2.11}\\
k_{3} & =f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{2}{3} h k_{2}\right) .
\end{array}\right\}
$$

Hence $k_{r}$ denotes the function $k_{r}\left(x_{n}, y_{n}, h\right)$ and $h$ is integration step length.

## Algorithm 3.2.2

The following method is known as Kutta's third order rule.

$$
\left.\begin{array}{rl}
y_{n+1}-y_{n} & =\frac{h}{6}\left(k_{1}+4 k_{2}+k_{3}\right),  \tag{3.2.12}\\
k_{1} & =f\left(x_{n}, y_{n}\right), \\
k_{2} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h k_{1}\right), \\
k_{3} & =f\left(x_{n}+h, y_{n}-h k_{1}+2 h k_{2}\right) .
\end{array}\right\}
$$

It is the most popular third-order Runge-Kutta method for desk computation, mainly because the coefficient $\frac{1}{2}$ is preferable to $\frac{1}{3}$, which appears frequently in (3.2.11).

Algorithm 3.2.3
The following formula is known as a Runge-Kutta fourth-order method.

$$
\begin{aligned}
y_{n+1}-y_{n} & =\frac{h}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right) \\
k_{1} & =f\left(x_{n}, y_{n}\right) \\
k_{2} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h k_{1}\right) \\
k_{3} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h k_{2}\right) \\
k_{4} & =f\left(x_{n}+h, y_{n}+h k_{3}\right)
\end{aligned}
$$

This method is undoubtedly the most popular of all Fiunge-Kutta methods. Indeed it is frequently referred to, loosely as even 'The Funge-Kutta Method'.

## Algorithm 3.2.4

The following method is also known as a fourth-order Rumge-Kutta method.

$$
\left.\begin{array}{rl}
y_{n+1}-y_{n} & =\frac{h}{8}\left(k_{1}+3 k_{2}+3 k_{3}+k_{4}\right), \\
k_{1} & =f\left(x_{n}, y_{n}\right), \\
k_{2} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right),  \tag{3.2.14}\\
k_{3} & =f\left(x_{n}+\frac{2}{3} h, y_{n}-\frac{1}{3} h k_{1}+h k_{:_{2}}\right), \\
k_{4} & =f\left(x_{n}+h, y_{n}+h k_{1}-h k_{2}+h k_{3}\right) .
\end{array}\right\}
$$

The derivation of fourth-order Runge-Kutta methods involves tedious manipulation, it transpires that with $R=4$, fourth order and no higher, can be obtained. Full details may be found in Ralston (1965) [105].

## Algorithm 3.2.5

The following formula is the fifth-order Kutta-Nystrom method which is a six-stage method.

$$
\begin{align*}
y_{n+1}-y_{n} & =\frac{h}{192}\left(23 k_{1}+125 k_{3}-81 k_{5}+125 k_{k_{6}}\right), \\
k_{1} & =f\left(x_{n}, y_{n}\right), \\
k_{2} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right), \\
k_{3} & =f\left(x_{n}+\frac{2}{5} h, y_{n}+\frac{1}{25} h\left(4 k_{1}+6 k_{2}\right)\right),  \tag{3.2.15}\\
k_{4} & =f\left(x_{n}+h, y_{n}+\frac{1}{4} h\left(k_{1}-12 k_{2}+15 k_{3}\right)\right), \\
k_{5} & =f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{1}{81} h\left(6 k_{1}+90 k_{2}-50 k_{3}+8 k_{4}\right)\right), \\
k_{6} & =f\left(x_{n}+\frac{4}{5} h, y_{n}+\frac{1}{75} h\left(6 k_{1}+36 k_{2}+10 k_{3}+8 k_{4}\right)\right) .
\end{align*}
$$

## Algorithm 3.2.6

The following formula is the six-order eight-stage method.

$$
\begin{align*}
y_{n+1}-y_{n} & =\frac{h}{840}\left(41 k_{1}+216 k_{3}+27 k_{4}+272 k_{5}+27 k_{6}+216 k_{7}+41 k_{7_{4}}\right) \\
k_{1} & =f\left(x_{n}, y_{n}\right) \\
k_{2} & =f\left(x_{n}+\frac{1}{9} h, y_{n}+\frac{1}{9} h k_{1}\right) \\
k_{3} & =f\left(x_{n}+\frac{1}{6} h, y_{n}+\frac{1}{24} h\left(k_{1}+3 k_{2}\right)\right) \\
k_{4} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{6} h\left(k_{1}-3 k_{2}+4 k_{3}\right)\right) \\
k_{5} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{8} h\left(-5 k_{1}+27 k_{2}-24 k_{3}+6 k_{4}\right)\right), \\
k_{6} & =f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{1}{9} h\left(221 k_{1}-981 k_{2}+867 k_{3}-102 k_{4}+k_{k_{5}}\right)\right) \\
k_{7} & =f\left(x_{n}+\frac{5}{6} h, y_{n}+\frac{1}{48} h\left(-183 k_{1}+678 k_{2}-472 k_{3}-\left(66 k_{4}+80 k_{5}+3 k_{6}\right)\right)\right. \\
k_{8} & =f\left(x_{n}+h, y_{n}+\frac{1}{82} h\left(716 k_{1}-2079 k_{2}+1002 k_{3}+834 k_{4}-454 k_{5}-9 k_{k_{7}}+72 k_{7}\right)\right) \tag{3.2.16}
\end{align*}
$$

The derivation of the sixth-order eight-stage method could be found in Hutha (1957) [104].

### 3.2.4 Error Bounds for Runge-Kutta Methods.

In the previous section we mentioned only the order of an explicit one-step method and no mention of its truncation error.

## Definition 3.2.3

The local truncation error at $x_{n+1}$ of the general explicit one step method (3.2.3) is defined to be $T_{n+1}$ where

$$
\begin{equation*}
T_{n+1}=y\left(x_{n+1}\right)-y\left(x_{n}\right)-h \phi\left(x_{n}, y\left(x_{n}\right), h\right) \tag{3.2.17}
\end{equation*}
$$

and $y(x)$ is the theoretical solution of the initial value problem. If we make the assumption about (3.2.3) that no previous errors have been made (namely that $y_{n}=y\left(x_{n}\right)$ ) then, from (3.2.17) and (3.2.3) it follows that

$$
T_{n+1}=y\left(x_{n+1}\right)-y_{n+1} .
$$

Thus the truncation error defined by (3.2.17) is local. We can define the global truncation error $e_{n+1}$ as $e_{n+1}=y\left(x_{n+1}\right)-y_{n+1}$, where now it is no longer assumed that no previous truncation errors have been made.

If $y(x)$ is assumed to be sufficiently differentiable, the local truncation error for the non-linear method (3.2.3) of order $p$ can be written in the form

$$
\begin{equation*}
T_{n+1}=\Psi\left(x_{n}, y\left(x_{n}\right)\right) l^{p+1}+0\left(h^{p+2}\right) \tag{3.2.18}
\end{equation*}
$$

where we shall call $\Psi(x, y)$ the principal error function, and $\Psi\left(x_{n}, y\left(x_{n}\right)\right) h^{p+1}$ the principal local truncation error.

Consider, for example, the general two-evaluation Runge-Kutta method obtained by setting $R=2$, in [(3.2.8) to (3.2.10)], the local truncation error can be obtained as

$$
\begin{aligned}
T_{n+1} & =h\left[f+\frac{1}{2} h F+\frac{1}{6} h^{2}\left(F f_{y}+G\right)\right]_{\substack{x=x_{n} \\
y=y\left(x_{n}\right)}} \\
& -h\left[\left(c_{1}+c_{2}\right) f+h c_{2} a_{2} F+\frac{1}{2} h^{2} c_{2} a_{2}^{2} G\right]_{\substack{x=x_{n} \\
y=y\left(x_{n}\right)}}+0\left(h^{4}\right),
\end{aligned}
$$

where

$$
F=f_{x}+f f_{y}, G=f_{x x}+2 f f_{x y}+f^{2} f_{y y}
$$

If the order is two, then we obtain

$$
T_{n+1}=h^{3}\left[\frac{1}{6} F f_{y}+\left(\frac{1}{6}-\frac{1}{4} a_{2}\right) G\right]_{\substack{x=x_{n} \\ y=Y\left(x_{n}\right)}}+0\left(h^{4}\right) .
$$

For more detail we can refer to Lambert (1986) [97]. Thus the principal error function for the general second-order Runge-Kutta method is given by

$$
\begin{equation*}
\Psi(x, y)=\frac{1}{6} F f_{y}+\left(\frac{1}{6}-\frac{1}{4} a_{2}\right) C . \tag{3.2.19}
\end{equation*}
$$

Following an argument originally proposed by Lotkin (1951) [106] we can find a bound for $\Psi(x, y)$, if we assume that the following bounds for $f$ and its partial derivatives hold for $x \in[a, b], y \in(-\infty, \infty)$ :

$$
\begin{equation*}
|f(x, y)|<Q,\left|\frac{\partial^{i+j} f(x, y)}{\partial x^{i} \partial y^{j}}\right|<P^{i+j} / Q^{i-1}, \quad i+j \leq P \tag{3.2.20}
\end{equation*}
$$

Where $P$ are $Q$ are positive constants, and $p$ is the orler of the method (in this case 2). Then
$\left|f_{y}\right|<P$,
$|F|=\left|f_{x}+f f_{y}\right|<P Q+Q P=2 P Q$,
$|G|=\left|f_{x x}+2 f f_{x y}+f^{2} f_{y y}\right|<P^{2} Q+2 Q P^{2}+a^{2} P^{2}\left|Q=4 P^{2}\right| Q=4 P^{2} Q$.
Hence from (3.2.19)

$$
|\Psi(x, y)|<\left(\frac{1}{3}+\left|\frac{2}{3}-a_{2}\right|\right) P^{2} Q
$$

and we obtain the following bound for the principal local truncation error:

$$
\begin{equation*}
\left|\Psi\left(x_{n},\left(x_{n}\right)\right) h^{3}\right|<\left(\frac{1}{3}+\left|\frac{2}{3}-a_{2}\right|\right) h^{3} P^{2} Q \tag{3.2.21}
\end{equation*}
$$

It can be shown that the bound we have just found for the principal local truncation error is also a bound for the whole local truncation error $T_{n+1}$. (Refer to Henrici (1962) [96], where, however, the bounds assumed for the partial derivatives of $f$ are not those we have assumed in (3.2.20).) This is a consequence of the fact that the Runge-Kutta method is a one-step explicit method. We must write in place of (3.2.21),

$$
\begin{equation*}
\left|T_{n+1}\right|<\left(\frac{1}{3}+\left|\frac{2}{3}-a_{2}\right|\right) h^{3} P^{2} Q . \tag{3.2.22}
\end{equation*}
$$

The corresponding bound for the local truncation error of the general Thirdorder Runge-Kutta method obtained by setting $R=3$ in [(3.2.8) to (3.2.10)] is shown by Ralston (1962) [107] to be as follows, for case $a_{2} \neq 0, a_{3} \neq 0$, $a_{2} \neq a_{3}$ :

$$
\left|T_{n+1}\right|<\left\{\frac{1}{12}+8\left|A_{1}\right|+\left|A_{2}\right|+\left|2 A_{2}+A_{3}\right|+\left|A_{2}+A_{3}\right|+2\left|A_{3}\right|\right\} h^{4} P^{3} Q
$$

where

$$
\begin{align*}
& A_{1}=\frac{1}{24}-\frac{1}{36}\left(2 a_{2}+2 a_{3}-3 a_{2} a_{3}\right) \\
& A_{2}=\frac{1}{24}-\frac{1}{12} a_{2} \\
& A_{3}=\frac{1}{8}-\frac{1}{6} a_{3} \tag{3.2.23}
\end{align*}
$$

It is assumed that the following conditions are satisfied;

$$
\left.\begin{array}{rl}
c_{1}+c_{2}+c_{3} & =1  \tag{3.2.24}\\
c_{2} a_{2}+c_{3} a_{3} & =\frac{1}{2} \\
c_{2} a_{2}^{2}+c_{3} a_{3}^{2} & =\frac{1}{3} \\
c_{3} a_{2} l_{32} & =\frac{1}{6}
\end{array}\right\}
$$

and also $a_{2}$ and $a_{3}$ are the two free parameters.
In the case of the general fourth order Runge-Kuttia method, the bound for the local truncation error is much more complicated; it may be found in Ralston (1962) [107]. For the popular fourth-order method (3.2.13), Lotkin (1951) [106], using the above analysis shows that

$$
\begin{equation*}
\left|T_{n+1}\right|<\frac{73}{720} h^{5} P^{4} Q \tag{3.2.25}
\end{equation*}
$$

Alternative bounds for the local truncation error can be found by bounding the partial derivatives of $f$ in a manner other than that of (3.2.20). Thus the well known bound of Bieberbach (1930) [108] for the local truncation error of (3.2.13) is given by

$$
\begin{equation*}
\left|T_{n+1}\right|<6 h^{5} Q N\left(1+N+N^{2}+N^{3}+N^{4}\right) \tag{3.2.26}
\end{equation*}
$$

where, in the neighbourhood $\left|x-x_{0}\right|<A,\left|y-y_{0}\right|<B$,

$$
\begin{gathered}
|f(x, y)|<Q, \quad\left|\frac{\partial^{i+j} f(x, y)}{\partial x^{i} \partial y^{j}}\right|<N / Q^{j-1}, \quad i+j \leq 4 \\
\left|x-x_{0}\right| N<1 \text { and } A Q<B
\end{gathered}
$$

Numerical evidence suggests that (3.2.25) gives a sharper bound than (3.2.26) (refer to Lotkin (1951) [106]). It can be shown that for the general explicit, one step method (3.2.3) the bound for the global truncation error is an order
of magnitude greater than the bound for the local truncation error. (Refer to Lambert (1963) [97]).

If the local truncation error $T_{n+1}$ defined by (3.2.17) satisfies

$$
\begin{equation*}
\left|T_{n+1}\right| \leq K h^{P+1} \tag{3.2.27}
\end{equation*}
$$

where $K$ is a constant, then the global truncation error $e_{n} \equiv y\left(x_{n}\right)-y_{n}$ satisfies the inequality

$$
\begin{equation*}
\left|e_{n}\right| \leq \frac{h^{P} K}{L}\left[\exp \left(L\left(x_{n}-a\right)-1\right]\right. \tag{3.2.28}
\end{equation*}
$$

where $L(>0)$ is the Lipsclitz constant of $f(x, y)$ with respect to $y$. For the proof of this result, and an extension to take account of round-off error, we could refer to Henrici (1962) [96].

Carr (1958) [109] gives an alternative bound for the global truncation error of the fourth-order method (3.2.13); it applies, however, only to restricted class of initial value problems. Assume that the local truncation error, $T_{n}$, satisfies $\left|T_{n}\right|<E$. Then Carr's Theorem states that if $\frac{\partial f}{\partial y}$ is continuous, negative, and bounded from above and below in a region $D$ of the $x-y$ plane by

$$
\begin{equation*}
-M_{2}<\frac{\partial f}{\partial y}<-M_{1}<0 \tag{3.2.29i}
\end{equation*}
$$

them for all points $\left(x_{n}, y_{n}\right)$ in a region $D^{*}$ of the $x-y$ plane, the global truncation error of the method (3.2.13) satisfies

$$
\begin{equation*}
\left|e_{n}\right| \leq 2 E / h M_{1} \tag{3.2.29ii}
\end{equation*}
$$

provided that the step-length is chosen such that

$$
\begin{equation*}
h<\min \left(M_{1} / M_{2}^{2}, 4 M_{1}^{3} / M_{2}^{4}\right) \tag{3.2.29iii}
\end{equation*}
$$

The region $D^{*}$ is such that if $\left(x_{n}, y_{n}\right) \in D^{*}$, then $\left(x_{n}, y\left(x_{n}\right)\right) \in D$. Note that (3.2.29), like (3.2.28), indicates that the bound for the global error is an order of magnitude, greater than that for the local error. Carr's result can also take account of round-off error in the sense that if $E$ bounds not the local truncation error, but the total local error, including round-off, then (3.2.29ii) holds with $e_{n}$ replaced by $\tilde{e}_{n}$ (which denotes the total global error). An extension of this result, which applies to a more general class of RungeKutta methods, can be found in Galler and Resenberg (1960) [110]. The error bounds we have discussed in this section may be very hard to apply in practice. In particular it is quite impracticable to attempt to form a step control policy on the basis of (3.2.27) and (3.2.28). However, there are two good reasons for studying bounds for the local truncation errors of RungeKutta methods. Firstly, an important application of Runge-Kutta methods is to provide additional starting values for a multistep predictor-corrector algorithm. In such circumstances, the Runge-Kutta method is applied only for a small number of steps, and a bound on the local error rather than on the global error is adequate. Moreover, it is then necessary to find bounds for the partial derivatives of $f$ only in the immediate vicinity of the initial point.

If, in our choice of steplength for the Runge-Kutta starting method (which need not be the same as the steplength of the predictor corrector algorithm) we are guided by an error bound which turns out to be too conservative, then at least the resulting computational inefficiency is restricted to the starting process; we have the consolation of knowing that in the remainder of the numerical solution starting errors will not dominate.

The second point concerns the choice for the free parameters in RungeKutta methods. In the classical methods, these were chosen in order to give simple coefficients. Ralston (1962) [107] has investigated the possibility of choosing these coefficients to minimize the bound for the local trumcation error.

### 3.2.5 Estimation of Error for Runge-Kutta Methods

In the previous section we have seen that bounds for the local trumcation error do not form a suitable basis for monitoring local truncation error with a view to constructing a step-control policy. What is needed, in place of a bound, is a readily computable estimate of the local truncation error. Several such estimates exist and we shall discuss a number of them briefly in this section. The most commonly used estimate arises from an application of the process of the differed approach to the limit, alternatively called Ridhardson extrapolation (Richardson (1927) [111]).

Under the usual localising assumption that no previous errors have been made, we have seen that we may write, using (3.2.18)

$$
\begin{equation*}
y\left(x_{n+1}\right)-y_{n+1}=T_{n+1}=\Psi\left(x_{n}, y\left(x_{n}\right)\right) l^{p+1}+0\left(h^{p+2}\right) . \tag{3.2.30}
\end{equation*}
$$

where $p$ is the order of the Runge-Kutta method. Now let us compute $y_{n+1}^{*}$, a second approximation to $y\left(x_{n+1}\right)$, obtained by applying the same method at $x_{n}-1$ with steplength $2 h$.

Under the same localising assumption, it follows that

$$
\left.\begin{array}{rl}
y\left(x_{n+1}\right)-y_{n+1}^{*} & =\Psi\left(x_{n-1}, y\left(x_{n-1}\right)\right)(2 h)^{p+1}+0\left(h^{p+2}\right)  \tag{3.2.31}\\
& =\Psi\left(x_{n}, y\left(x_{n}\right)\right)(2 h)^{p+1}+0\left(l^{p+2}\right),
\end{array}\right\}
$$

on expanding $\Psi\left(x_{n-1}, y\left(x_{n-1}\right)\right)$ about $\left(x_{n}, y\left(x_{n}\right)\right)$. On sultracting (3.2.30) from (3.2.31) we obtain

$$
y_{n+1}-y_{n+1}^{*}=\left(2^{p+1}-1\right) \Psi\left(x_{n}, y\left(x_{n}\right)\right) h^{p+1}+0\left(l^{p+2}\right) .
$$

Thus the principal local truncation error, which is taken as an estimate for the local truncation error, may be written as

$$
\begin{equation*}
\Psi\left(x_{n}, y\left(x_{n}\right)\right) l^{p+1}=\left(y_{n+1}-y_{n+1}^{*}\right) /\left(2^{p+1}-1\right) . \tag{3.2.32}
\end{equation*}
$$

Thus to apply Richardson extrapolation we compute over two successive steps using steplength $h$, and then recompute over the double step) using
steplength $2 h$. The difference between the values for $y$ so obtained, divided by 31 in the case of a fourth-order method, is then an estimate of the local truncation error. This estimate is usually quite adequate for the purpose of step-control, but it involves a considerable increase in computational effort; thus to obtain such an estimate at every second step will call for an increase of roughly $50 \%$ in computational effort. Estimates for the local truncation error which do not involve additional evaluations of the function $f(x, y)$ have been considered by Kuntzmann (1959) [112]. These estimates, however, involve data calculated at a number of previous steps and essentially estinate the average local truncation error over these steps. In a situation where the local truncation error is changing rapidly and this is the important case from the point of view of step-control policy, such estimates can be misleading. One such estimate, quoted by Scraton (1964) [113], which applies for the fourth-order Runge-Kutta method (3.2.13) is

$$
\begin{equation*}
30 T_{n+3}=10 y_{n}+9 y_{n+1}-18 y_{n+3}-y_{n+3}+3 h\left[f_{n}+6 f_{n+1}+3 f_{n+2}\right] \tag{3.2.33}
\end{equation*}
$$

where $f_{n+j}=f\left(x_{n+j}, y_{n+j}\right), j=0,1,2$, note that these evaluations of $f$ will already have been made in applying (3.2.13).

The idea of deriving a special Runge-Kutta method which admits an easily calculated error estimate which does not depend on quantities calculated at previous steps was first proposed by Merson (1957) [114]. Merson's method is

$$
\left.\begin{array}{rl}
y_{n+1}-y_{n} & =\frac{h}{6}\left(k_{1}+4 k_{4}+k_{5}\right), \\
k_{1} & =f\left(x_{n}, y_{n}\right), \\
k_{2} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{3} h k_{1}\right), \\
k_{3} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{6} h k_{1}+\frac{1}{6} h k_{2}\right),  \tag{3.2.34}\\
k_{4} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{8} h k_{1}+\frac{3}{8} h k_{3}\right), \\
k_{5} & =f\left(x_{n}+h, y_{n}+\frac{1}{2} h k_{1}-\frac{3}{2} h k_{3}+2 h k_{4}\right) .
\end{array}\right\}
$$

The method has order four and an estimate of the local truncation error is given by

$$
\begin{equation*}
30 T_{n+1}=h\left(-2 k_{1}+9 k_{3}-8 k_{4}+k_{55}\right) \tag{3.2.35}
\end{equation*}
$$

This method has been widely used for non-linear problems, although, as pointed out by Scraton (1964) [113], the error estimate is valid only when the differential equation is linear in both $x$ and $y$, that is of the form

$$
y^{\prime}=a x+b y+c
$$

when (3.2.34) is applied to a non-linear differential equation, the error estimate (3.2.35) frequently grossly over estimates the local truncation error
and occasionally (England (1969) [115]) under estimates it. A fourth order method which admits an error estimate which is valid for a non-linear differential equation is derived by Scraton (1964) [113]. It is

$$
\begin{align*}
y_{n+1}-y_{n} & =h\left[\frac{17}{162} k_{1}+\frac{81}{170} k_{3}+\frac{32}{135} k_{4}+\frac{250}{1377} k_{5}\right] \\
k_{1} & =f\left(x_{n}, y_{n}\right) \\
k_{2} & =f\left(x_{n}+\frac{2}{9} h, y_{n}+\frac{2}{9} h k_{1}\right) \\
k_{3} & =f\left(x_{n}+\frac{1}{3} h, y_{n}+\frac{1}{12} h k_{1}+\frac{1}{4} h k_{2}\right) \\
k_{4} & =f\left(x_{n}+\frac{3}{4} h, y_{n}+\frac{3 h}{128}\left(23 k_{1}-81 k_{2}+90 k_{3}\right)\right) \\
k_{5} & =f\left(x_{n}+\frac{9}{10} h, y_{n}+\frac{9 h}{100610}\left(-345 k_{1}+2025 k_{2}-1224 k_{3}+544 k_{4}\right)\right) \tag{3.2.36}
\end{align*}
$$

The estimate for the local truncation error of (3.2.36) is given by

$$
T_{n+1}=h q r / s
$$

where

$$
\left.\begin{array}{l}
q=-\frac{1}{18} k_{1}+\frac{27}{170} k_{3}+\frac{4}{15} k_{4}+\frac{25}{153} k_{5}  \tag{3.2.37}\\
r=\frac{19}{24} k_{1}-\frac{27}{8} k_{2}+\frac{57}{26} k_{3}-\frac{4}{15} k_{4}, \\
s=k_{4}-k_{1} .
\end{array}\right\}
$$

We should note that the methods of both Merson and Scraton do not require additional function evaluations in order to compute the error estimate. However, when we observe that both methods have fourth order and require five function evaluations per step, whereas we know that there exist fourth-order Runge-Kutta methods which require only four evaluations per step, we see that additional function evaluations are in effect required if we demand an error estimate.

Scraton's estimate, although more realistic than Merson's when applied to a general non-linear differential equation, has the disadvantage that it is not linear in the $k_{r}$. As a result it is applicable only to a single differential equation and does not extend to a system of equations. In order to find a method which admits an error estimate which is linear in the $k_{r}$, and thus holds for a general non-linear differential equation or system of equations, it is necessary to make further sacrifices in the form of additional function evaluations. Thus England (1969) [115] gives the following fourth order sixstage method;

$$
\begin{align*}
y_{n+1}-y_{n} & =\frac{h}{6}\left(k_{1}+4 k_{3}+k_{4}\right) \\
k_{1} & =f\left(x, y_{n}\right) \\
k_{2} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{2} h k_{1}\right) \\
k_{3} & =f\left(x_{n}+\frac{1}{2} h, y_{n}+\frac{1}{4} h k_{1}+\frac{1}{4} h k_{2}\right) \\
k_{4} & =f\left(x_{n}+h, y_{n}-h k_{2}+2 h k_{3}\right), \\
k_{5} & =f\left(x_{n}+\frac{2}{3} h, y_{n}+\frac{h}{27}\left(7 k_{1}+10 k_{2}+k_{4}\right)\right) \\
k_{6} & =f\left(x_{n}+\frac{1}{5} h, y_{n}+\frac{h}{625}\left(28 k_{1}-125 k_{2}+546 k_{3}+54 k_{4}-378 k_{5}\right)\right) \tag{3.2.38}
\end{align*}
$$

The associated estimate for the local truncation error is

$$
\begin{equation*}
T_{n+1}=\frac{h}{336}\left(-42 k_{1}-224 k_{3}-21 k_{4}+162 k_{5}+125 k_{6}\right) \tag{3.2.39}
\end{equation*}
$$

We should note that if (3.2.38) is used without the estimate (3.2.39) it is essentially a four stage method. Further Runge-Kutta processes which admit error estimates have been derived by Shintani (1965-1966) [116] to [118]. We can conclude that all the estimates for the local truncation error of RungeKutta methods we have discussed either average the error over a number of steps or require, in one way or another, additional function evaluations.

### 3.2.6 Weak Stability for Runge-Kutta Methods

It is possible to develop a theory of weak stability for Runge-Kutta methods along exactly the same line as for linear multi step methods. It can be shown for the linear multi step methods (refer to Lambert, J.D. (1986) [97]) that the linearised equation satisfied by the total error $\tilde{e}_{n}=y\left(x_{n}\right)-\tilde{y}_{n}$ (which includes round-off as well as truncation error) generated by the linear multi step method

$$
\begin{equation*}
\sum_{j=0}^{k} \alpha_{j} y_{n+j}=h \sum_{j=0}^{k} \beta_{j} f_{n+j} \tag{3.2.40}
\end{equation*}
$$

is of the form

$$
\sum_{j=0}^{k}\left(\alpha_{j}-h \lambda \beta_{j}\right) \tilde{e}_{n+j}=\phi
$$

provided that we make the assumptions

$$
\begin{equation*}
\frac{\partial f}{\partial y}=\lambda, \text { constant } \tag{3.2.41i}
\end{equation*}
$$

and,

$$
\begin{equation*}
\text { local error }=\text { constant. } \tag{3.2.41ii}
\end{equation*}
$$

Subsequently, we make no use of the function $\phi$ and, in effect, define intervals of absolute and relative stability, in terms of the behaviour of the solution of the equation

$$
\begin{equation*}
\sum_{j=0}^{k}\left(\alpha_{j}-h \lambda \beta_{j}\right) \tilde{e}_{n+j}=0 \tag{3.2.42}
\end{equation*}
$$

Let us, instead apply (3.2.40) directly to the test equation

$$
y^{\prime}=\lambda y
$$

for which the assumption (3.2.41i) is obviously valid.

We obtain

$$
\begin{equation*}
\sum_{j=0}^{k}\left(\alpha_{j}-h \lambda \beta_{j}\right) y_{n+j}=0 \tag{3.2.43}
\end{equation*}
$$

which is exactly the same equation as (3.2.42) with simply a change of argument. Thus, for example, we obtain exactly the same results as in linear
multistep methods (refer to Lambert (1986) [97]) if we define the interval of absolute stability to be that interval of the $h \lambda$ line for which all solutions of the difference equation, obtained by applying the method (3.2.40) to the test equation $y^{\prime}=\lambda y$ tend to zero as $n$ tends to infinity. To interpret the result in terms of the general equation $y^{\prime}=f(x, y)$ subject to the unavoidable assumptions (3.2.41) we simply take $\lambda$ to be an estimate of $\partial f / \partial y$. In this approach we are linearizing the original differential equation, as opposed to linearizing the error equation.

Let us now apply the Runge-Kutta method (3.2.8) to (3.2.10) with $R=3$ to the test equation $y^{\prime}=\lambda y$

$$
\begin{aligned}
k_{1} & =f(x, y)=\lambda y \\
k_{2} & =f\left(x+h a_{2}, y+h a_{2} k_{1}=\lambda\left(y+h a_{2} \lambda y\right)=\lambda y\left(1+a_{2} h \lambda\right),\right. \\
k_{3} & =f\left(x+h a_{3}, y+h\left(a_{3}-b_{32}\right) k_{1}+h b_{32} k_{2}\right) \\
& =\lambda\left[y+h \lambda y\left(a_{3}-b_{32}\right)+h \lambda y b_{32}\left(1+a_{2} h \lambda\right)\right] \\
& =\lambda y\left(1+a_{3} h \lambda+a_{2} b_{32} h^{2} \lambda^{2}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\phi(x, y, h) & =c_{1} k_{1}+c_{2} k_{2}+c_{3} k_{3} \\
& \left.=\lambda y\left[\left(c_{1}+c_{2}+c_{3}\right)\right)+\left(c_{2} a_{2}+c_{3} a_{3}\right) h \lambda+c_{3} a_{2} b_{32} h^{2} \lambda^{2}\right]
\end{aligned}
$$

and from (3.2.8) we obtain the difference equation

$$
\left.y_{n+1}-y_{n}=h \lambda\left[c_{1}+c_{2}+c_{3}\right)+\left(c_{2} a_{2}+c_{3} a_{3}\right) h \lambda+c_{3} a_{2} b_{32} h^{2} \lambda^{2}\right] y_{n}
$$

Introducting the notation $\vec{h}=h \lambda$, we obtain

$$
y_{n+1} / y_{n}=1+\left(c_{1}+c_{2}+c_{3}\right) \stackrel{h}{h}+\left(c_{2} a_{2}+c_{3} a_{3}\right) \bar{h}^{2}+c_{3} a_{2} b_{32} \bar{h}^{3} .
$$

The general solution of this equation is

$$
y_{n}=d_{1} r_{1}^{n}
$$

where $d_{1}$ is an arbitrary constant and

$$
\begin{equation*}
r_{1}=1+\left(c_{1}+c_{2}+c_{3}\right) \bar{h}+\left(c_{2} a_{2}+c_{3} a_{3}\right) \bar{h}^{2}+c_{3} a_{2} b_{32} \bar{h}^{3} \tag{3.2.44}
\end{equation*}
$$

We can then define the three stage Runge-Kutta method to be absolutely stable on the interval $(\alpha, \beta)$ if $r_{1}$, given by (3.2.44) satisfies $\left|r_{1}\right|<1$ whenever $\bar{h} \in(\alpha, \beta)$.

If the Runge-Kutta method under discussion is consistent, then $c_{1}+c_{2}+$ $c_{3}=1$, and from (3.2.44) we may write

$$
r_{1}=1+\vec{h}+0\left(\bar{h}^{2}\right) .
$$

Hence for sufficiently small positive $\bar{h}, r_{1}>1$, we may conclude that, the interval of absolute stability has the form ( $\alpha, 0$ ). Moreover, if the three stage method has order three, then equation (3.2.24) holds, and (3.2.44) yields

$$
\begin{equation*}
r_{1}=1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\frac{1}{6} \bar{h}^{3} \tag{3.2.45}
\end{equation*}
$$

A plot of this function against $\bar{h}$ reveals that $\left|r_{1}\right|<1$ whenēver $\bar{h} \in(-2.51,0)$. Recalling that (3.2.24) does not specify the coefficients of the method uniquesly, we may conclude that all three-stage Runge-Kutta methods of order three have the same interval of absolute stability, namely ( $-2.51,0$ ).

We can obtain a generalization of this result from the following alternative approach. In Section 3.2.3 we saw that if the general $R$-stage Runge-Kutta method (3.2.8) to (3.2.10) has aorder $p$, then $\phi(x, y, h)$, defined by (3.2.9) differs from $\phi_{T}(x, y, h)$, defined by (3.2.6), by terms of order $h^{p}$. Thus for a method of order $p$, by (3.2.8)

$$
\begin{aligned}
y_{n+1}-y_{n} & =h \phi_{T}\left(x_{n}, y_{n}, h\right)+0\left(h^{p+1}\right) \\
& =h f\left(x_{n}, y_{n}\right)+\frac{h^{2}}{2!} f^{(1)}\left(x_{n}, y_{n}\right)+\ldots \\
& +\frac{h^{p}}{p^{p}} f^{(p-1)}\left(x_{n}, y_{n}\right)+0\left(h^{p+1}\right)
\end{aligned}
$$

For the test function $y^{\prime}=\lambda y, f\left(x_{n}, y_{n}\right)=\lambda y_{n}, f^{(q)}\left(x_{n}, y_{n}\right)=\lambda^{q+1} y_{n}, q=$ $1,2, \ldots, p-1$. Hence

$$
y_{n+1}-y_{n}=\left(h \lambda+\frac{1}{2!} h^{2} \lambda^{2}+\ldots+\frac{1}{p!} h^{p} \lambda^{p}\right) y_{n}+0\left(h^{p+1}\right),
$$

or

$$
\begin{equation*}
y_{n+1} \left\lvert\, y_{n}=r_{1}=1+\bar{h}+\frac{1}{2!} \bar{h}^{2}+\ldots+\frac{1}{p!} \bar{h}^{p}+0\left(\bar{h}^{p+1}\right) .\right. \tag{3.2.46}
\end{equation*}
$$

On the other hand, it is clear from a generalisation of the analysis leading to (3.2.44) that for a $R$-stage method, $r_{1}$ is a polynomial of degree $R$ in $\bar{h}$.

We know that if an $R$-stage methods has order $p$, then $R \geq p$, and $R$ can equal $p$ only for $p=1,2,3,4$. Hence for a $p$-stage method of order $p$, ( $p \leq 4$ ), we have

$$
\begin{equation*}
r_{1}=1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\ldots+\frac{1}{p!} l^{p} \tag{3.2.47}
\end{equation*}
$$

irrespective of the values given to the parameter left free after satisfying the order requirements. It follows that, for a given $p, p=1,2,3,4$, all $p$-stage Runge-Kutta methods of order $p$ have the same interval of absolute stability. These intervals are given in Table (3.2.1), where $R p$ denotes any $p$-stage Runge-Kutta method of order $p, p=1,2,3,4$.

If the $R$-stage method has order $p<R$ (and this will always be the case for $p>4$ ) then $r_{1}$ takes the form

$$
\begin{equation*}
r_{1}=1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\ldots+\frac{1}{p!} \bar{h}^{p}+\sum_{q=p+1}^{R} \nu_{q} \bar{h}^{q} \tag{3.2.48}
\end{equation*}
$$

where the coefficients $\nu_{4}$ are functions of the coefficients of the Runge-Kutta method, but are not determined by the order requirement. In such a case the interval will depend on the particular choice for the free parameters. If, for example for $R=3$ we consider methods of order two, then ouly the first two of the equation (3.2.24) need be satsified and we oltain from (3.2.44)

$$
r_{1}=1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\nu_{3} \bar{h}^{3}
$$

where $\nu_{3}=c_{3} a_{2} b_{32}$. If $\nu_{3}=0$, the interval of absolute stability is clearly $(-2,0)$, whereas for $\nu_{3}=\frac{1}{6}$ it is, from table 3.2.1, $(-2.51,0)$. (Note that $\nu_{3}=\frac{1}{6}$ is not a sufficient condition for the order of the method to be three, since the third of the equations (3.2.24) is not ncessarily satisfied). For $\nu_{3}=\frac{1}{12}$, the interval of absolute stability becomes ( $-4.52,0$ ).
(Table 3.2.1)

| method | $r_{1}$ | Interval of <br> absolute stability |
| :--- | :--- | :--- |
| $R_{1}$ | $1+h$ | $(-2,0)$ |
| $R_{2}$ | $1+\bar{h}+\frac{1}{2} \bar{h}^{2}$ | $(-2,0)$ |
| $R_{3}$ | $1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\frac{1}{6} \bar{h}^{3}$ | $(-2.51,0)$ |
| $R_{4}$ | $1+\bar{h}+\frac{1}{2} \bar{h}^{2}+\frac{1}{6} \bar{h}^{3}+\frac{1}{24} \bar{h}^{4}$ | $(-2.78,0)$ |

Here we should mention that the algorithm we have used for the solution of state and adjoint differential equations for our problems in the following chapters is the Runge-Kutta fourth order method, i.e. Algorithon 3.2.3, Formula (3.2.13).

### 3.3 Simpson's Numerical Integration Rule

Calculating the definite integral of a given real function $f(x)$,

$$
\int_{a}^{b} f(x) d x
$$

is a classic problem. For some simple integrals $f(x)$, the inclefinite integral

$$
\int_{a}^{x} f(x) d x=F(x), \quad F^{\prime}(x)=f(x)
$$

can be obtained in closed form and then

$$
\int_{a}^{b} f(x) d x=F(b)-F(a) .
$$

See Gröbner and Hofreiter (1961) [119] for a comprehensive collection of formulas describing such indefinite integrals and many important definite integrals.

As a rule, however, definite integrals are computed using discretization methods which approximate the integral by finite sums corresponding to some portion of the interval of integration $[a, b]$ ('numerical quadrature'). A typical representative of this class of methods is Simpson's rule, which is still one of the best-known and most widely used integration method.

Simpson's rule corresponds to quadratic approximation; thus, for $x_{j} \leq x \leq$ $x_{j}+2 h$,

$$
\begin{aligned}
\int_{x_{j}}^{x_{j+2 h}} f(x) d x & =h \int_{0}^{2} f\left(x_{j}+\theta h\right) d \theta \\
& \approx h \int_{0}^{2}\left[1+\theta \Delta+\frac{1}{2} \theta(\theta-1) \Delta^{2}\right] f_{j} d \theta \\
& =h\left[\left(\theta+\frac{1}{2} \theta^{2} \Delta+\left(\frac{1}{6} \theta^{3}-\frac{1}{4} \theta^{2}\right) \Delta^{2}\right) f_{j}\right]_{0}^{2} \\
& =h\left[2 f_{j}+2\left(f_{j+1}-f_{j}\right)+\frac{1}{3}\left(f_{j+2}-2 f_{j+1}+f_{j}\right)\right. \\
& =\frac{1}{3} h\left(f_{j}+4 f_{j+1}+f_{j+2}\right)
\end{aligned}
$$

where the forward difference operator $\Delta$ is defined by $\Delta=E-1$, where $E$ is called the shift operator and $E^{k} f_{j}=f_{j+k}$. Furthermore, $\Delta^{k} f_{j}=\Delta^{k-1} f_{j+1}-$ $\Delta^{k-1} f_{j}$, where $k$ is any integer.

A parabolic arc is fitted to the curve $y=f(x)$ at the three talular points $x_{j}, x_{j}+h$ and $x_{j}+2 h$. Consequently, if $N=(b-a) / h$ is even, one obtains Simpson's rule:

$$
\begin{align*}
\quad \int_{a}^{b} f(x) d x & =\int_{x_{0}}^{x_{2}} f(x) d x+\int_{x_{2}}^{x_{4}} f(x) d x+\ldots \\
+\quad \int_{x_{N-2}}^{x_{N}} f(x) d x & =\frac{1}{3} h\left[f_{0}+4 f_{1}+2 f_{2}+4 f_{3}+2 f_{4}+\ldots+4 f_{N-1}+f_{N}\right] \tag{3.3.1}
\end{align*}
$$

where

$$
f_{j}=f\left(x_{j}\right)=f(a+j h), \quad j=0,1,2, \ldots, N
$$

Integration by Simpson's rule involves computing a finite sum of values given by the integrand $f(x)$. Simpson's rule is also effective for automatic computation, and one direct application is desk calculation usually gives sufficient accuracy.

### 3.3.1 Accuracy

In automatic computation involving a known integrand $f(x)$, we emphasize that it is quite appropriate to program increased interval subdivision to provide the desired accuracy, but that for desk calculation a (truncation) error bound is again useful. Suppose that in $x_{j-h} \leq x \leq x_{j+h}$ the function $f(x)$ has the Taylor expansion

$$
f(x)=f_{j}+\left(x-x_{j}\right) f_{j}^{\prime}+\frac{1}{2!}\left(x-x_{j}\right)^{2} f_{j}^{\prime \prime}+\ldots
$$

then

$$
\int_{x_{j}-h}^{x_{j}+h} f(x) d x=2 h\left[f_{j}+\frac{1}{3} \frac{h^{2}}{2!} f_{j}^{\prime \prime}+\frac{1}{5} \frac{h^{4}}{4!} f_{j}^{(4)}+\ldots\right] .
$$

One may re-express the quadrature rule for $x_{j}-h \leq x \leq x_{j}+h$ by

$$
f_{j+1}=f\left(x_{j}+h\right) \text { and } f_{j-1}=f\left(x_{j}-h\right)
$$

as Taylor series; thus

$$
\begin{aligned}
\int_{x_{j}-h}^{x_{j}+h} f(x) d x & \approx \frac{1}{3} h\left(f_{j-1}+4 f_{j}+f_{j+1}\right) \\
& =\frac{1}{3} h\left[\left(f_{j}-h f_{j}^{\prime}+\frac{1}{2!} h^{2} f_{j}^{\prime \prime}-\ldots\right)+4 f_{j}\right. \\
& \left.+\left(f_{j}+h f_{j}^{\prime}+\frac{1}{2!} h^{2} f_{j}^{\prime \prime}+\ldots\right)\right] \\
& =2 h\left(f_{j}+\frac{1}{3} \frac{h^{2}}{2!} f_{j}^{\prime \prime}+\frac{1}{3} h^{4} 4!f_{j}^{(4)}+\ldots\right) .
\end{aligned}
$$

Comparison of these two forms shows that the correction is needed and it is

$$
2 h\left(\frac{1}{5}-\frac{1}{3}\right) \frac{h^{4}}{4!} f_{j}^{(4)}+\ldots=-\frac{1}{90} h^{5} f_{j}^{(4)}+\ldots
$$

Ignoring higher order terms, we conclude that the approximate bound on the truncation error estimating

$$
\int_{a}^{b} f(x) d x
$$

by Simpson's rule (with $\frac{N}{2}$ subintervals of width $2 h$ ) is

$$
-\frac{N}{2} \frac{1}{90} h^{5} \max \left\{f^{(4)}(x)\right\}=-\frac{(b-a) h^{4}}{180} \cdot \max \left\{f^{(4)}(x)\right\}
$$

Here we should mention that the algorithm we have used for the solution of numerical integration, the norms for our problems in the following chapters is the Simpson's $\frac{1}{3}$ rule, i.e. (3.3.1).

### 3.4 The Linear Search

In this section we discuss some of the linear search techniques, i.e. methods for finding a maximum or minimum of $f(x)$ along a given line; this is essentially a one-dimensional problem. Some linear search techniques involve the evaluation of the derivatives of $f(x)$, others do not; both types are in common use. Linear searches are used in conjunction with many gradient methods. (Refer to Walsh (1975) [120]).

The linear search can occupy a large proportion of the total time for the solution of the problem and should, therefore, obviously be as efficient as possible. Some suitable balance should be struck between the order of the polynomial required to obtain a given accuracy and the amount of computation required.

Let us consider the minimization problem:

$$
\begin{equation*}
\min _{\alpha>0} \Phi(\alpha) \tag{3.4.1}
\end{equation*}
$$

where $\Phi$ is defined as (2.2.2) in Chapter 2. Here we shall describe some of the techniques that only impose some weak acceptance criteria on $\alpha^{(k)}$, that
lead to methods that perhaps as well in theory and in practice. Let $\mu^{(k)}$ be the first value of $\alpha$ such that

$$
\nabla f\left(x^{(k)}+\mu^{(k)} s^{(k)}\right) T_{s}^{(k)}=\sigma \nabla f\left(x^{(k)}\right) T_{s}^{(k)}
$$

where $0<\sigma<1$. In this case we have:

$$
\mu^{(k)} \geq-\frac{1-\sigma}{\Omega} \cos \left(\theta^{(k)}\right) .\left\|\nabla f\left(x^{(k)}\right)\right\|
$$

where $\Omega$ is an upper bound on $\left\|\nabla^{2} f(x)\right\|$.
It indicates that convergence can still be maintained even if we do not, require $\alpha^{(k)}$ to be the solution of the one-dimensional minimization problem (3.4.1) but only require that $\alpha^{(k)} \geq \mu^{(k)}$.

Therefore if cluring the line search an $\alpha$ is found such that

$$
\begin{equation*}
\nabla f\left(x^{(k)}+\alpha s^{(k)}\right)^{T} s^{(k)} \geq \sigma \nabla f\left(x^{(k)}\right)^{T} s^{(k)} \tag{3.4.2}
\end{equation*}
$$

then the search for $\alpha$ can be stopped.
A frequently used method for determining the step lengths $\alpha^{(k)}$ is to estimate a local minimizer of $\Phi(\alpha)$. Then $\alpha^{(k)}$ satisfies at least the requirement:

$$
\begin{equation*}
\alpha^{(k)}=\operatorname{Arg} \min _{\alpha>0} f\left(x^{(k)}+\alpha s^{(k)}\right) \tag{3.4.3}
\end{equation*}
$$

That means, $\alpha^{(k)}$ satisfies at least approximately the requirement:

$$
\begin{equation*}
\Phi^{\prime}(\alpha)=0, \tag{3.4.4}
\end{equation*}
$$

where $\Phi^{\prime}$ is the first derivative of $\Phi$.

In general, since (3.4.4) is a non linear equation it can not be solved analytically. Hence a numerical method is selected to find the value of $\alpha$ which satisfies (3.4.3). We use the term 'Exact line search', when $\alpha^{(k)}$ is chosen such that it satisfies (3.4.4) exactly. When (3.4.4) is satisfied only approximately, the procedure is termed an 'Inexact line search'.

A sufficient decrease in $f$ at each iteration, is an essential requirement for a step length algorithm, associated with a descent methorl. In order to assume the convergence, the step length must produce a "sufficient' or 'satisfactory' decrease in $f(x)$. Although it seems to be common sense to require that

$$
\begin{equation*}
f\left(x^{(k+1)}\right)<f\left(x^{(k)}\right) \tag{3.4.5}
\end{equation*}
$$

it comes as no great surprise that this simple condition does not guarantee that the sequence $\left\{x^{(k)}\right\}_{k \in N}$ will converge to a minimizer of $f$. Counter examples to prove this statement can be found for example in Gill, Murray and Wright (1981) [43] and Demmis and Sclmabel (1983) [121].

A great deal of effort has been expended upon the construction of efficient line search procedures. Most of these procedures are based on the principles of Goldstein (1962) [122], (1965) [42], [123] and (1967) [128] and Arnijo (1966) [124] from which the well known Goldstein-Armijo principle is derived.

We can describe the Goldstein-Armijo principle as follows:
A sufficient decrease in $f(x)$ is achieved if $\alpha^{(k)}$ satisfies:

$$
\begin{align*}
\alpha^{(k)} q_{2} \nabla f\left(x^{(k)}\right)^{T} s^{(k)} & \leq f\left(x^{(k+1)}\right)-f\left(x^{(k)}\right) \\
& \leq \alpha^{(k)} q_{1} \nabla f\left(x^{(k)}\right)^{T} s^{(k)} \tag{3.4.6}
\end{align*}
$$

where $q_{1}$ and $q_{2}$ are scalars satisfying $0<q_{1}<q_{2}<1$ and $q_{1}=1-q_{2}$. To ensure that $\alpha^{(k)}$ is neither too large nor too small we set suitable upper and lower bounds in (3.4.6).

It should be emphasized, that condition (3.4.6) alone can not guarantee a good value of $\alpha^{(k)}$. Although this strategy would be 'efficient' in that a suithle $\alpha^{(k)}$ would be found with only a single function evaluation per iteration, but it would be extremely inefficient if any descent method uses such a step length algorithm. It is true that minimizing the number of function evaluations for the sake of computational labour required is important, but it is also essential to consider the performance of a step length algorithm not merely in terms of that, but also in terms of the overall reduction in $f$ achieved at each stepp. To balance this, some flexibility is desirable in specifying the conditions to be satisfied by $\alpha^{(k)}$.

Fletcher (1980) [42] suggests that $\alpha^{(k)}$ is such that $x^{(k+1)}$ satisfies the condition:

$$
\begin{equation*}
\left|g^{(k+1) T} s^{(k)}\right| \leq-\sigma g^{(k) T} s^{(k)} \tag{3.4.7}
\end{equation*}
$$

together with the Goldstein (1965) [59] requirement that:

$$
\begin{equation*}
f\left(x^{(k+1}\right) \leq f\left(x^{(k)}\right)+\rho \alpha^{(k)} g^{(k) T} s^{(k)} \tag{3.4.8}
\end{equation*}
$$

where $g^{(k)}=\nabla f\left(x^{(k)}\right)$ is the gradient vector at $x^{(k)}$, and where $\rho \in\left(0, \frac{1}{2}\right), \sigma \in$ $(0,1)$ and $\rho<\sigma$.

Condition (3.4.7) ensures that $\alpha^{(k)}$ is not too small. $\sigma$ determines the accuracy with which $\alpha^{(k)}$ approximates a stationary point of $f$ along $s^{(k)}$, and also provides a means of controlling the balance of effort to be expended in computing $\alpha^{(k)}$. When $\sigma=0$, we have the case of exact line search, condition (3.4.8) requires that $f\left(x^{(k)}+\alpha s^{(k)}\right)$ lies on or below the line $\rho(\alpha)=$ $f\left(x^{(k)}\right)+\rho \alpha g^{(k) T} s^{(k)}$, and ensures a sufficient decrease when used together with (3.4.7).

The advantage that condition (3.4.7) has as an acceptance criterion in that its interpretation in terms of a local minimizer suggests efficient methods for computing a good value of $\alpha^{(k)}$. In particular safeguarded polynomial fitting technicues for univariate minimization converge very rapidly on well
balanced functions. We can refer to Gill, Murray and Wright (1981) [43] for a full description of these techniques. Also Dennis and Schnabel (1983) [121] describe a similar procedure. They give an algorithm of back traching line search procedure using quadratic and qubic interpolation. An investigation of line search procedures was carried out by Al-Baali and Fletcher (1986) [125]. They mainly aimed at developing a line search method that is applicable to the nonlinear least-square problem in which $f(x)$ is a sum of squares of nonlinear functions:

$$
\begin{equation*}
f(x)=\frac{1}{2} \sum_{i=1}^{m}\left(r_{i}(x)\right)^{2} \tag{3.4.9}
\end{equation*}
$$

If $r \in \mathbb{R}^{n}$ denotes the column vector whose elements are the functions $r_{i}(x)$ and $A=\nabla r^{T}$ is the jacobian matrix of $r$, then it follows that:

$$
\begin{equation*}
g(x)=A(x) \cdot r(x) \tag{3.4.10}
\end{equation*}
$$

Therefore in order to evaluate $f(x)$, it, needs the evaluation of $r(x)$, and also to evaluate $g(x)$ it requires in addition an evaluation of the jacolian matrix.

In their work they studied various interative schemes for the line search sub-problem that guarantee finding an acceptable step length $\alpha$ in a finite number of steps. This can be achieved by first bracketing an interval of acceptable $\alpha$ values, and then reducing this bracket uniformly by repeated sectioning of the bracket in a systematic way. These schemes for the line search sub-problem include a scheme for finding an acceptable value of $\alpha$ that satisfies (3.4.2) together with the Goldstein (1965) [59] requirement (3.4.8). This is then generalised in order to find an acceptable value of $\alpha$ that, satisfies (3.4.7) and (3.4.8) as well as that of Fletcher (1980) [42].

Further investigations learl to modifications suggested with the aim of producing schemes in which the gradient vector is evaluated as frequently as possible, on the assumption that this is the major cost in using the methods. Their works show in particular that substantial gains in efficiency can be obtained in non-linear least square problems by making polynomial approximations to the individual functions $r_{i}$, rather than the overall function $f$ of (3.4.9).

The problem of using proper line search conditions to ensure global convergence of unconstrained optimization algorithms was studied by many authors (Goldstein (1965)) [59], Wolf (1969) [38], Zoutendijk (1976) [36], Powell (1976) [50]).

A well known result is that, if the angle between $-g^{(k)}$ and the search direction $s^{(k)}$ is bounded away from $\frac{\pi}{2}$, and if the line search conditions (3.4.7) and (3.4.8) are satisfied, then global convergence is assumed. More precisely, let

$$
\cos \theta^{(k)}=-\frac{s^{(k) T} g^{(k)}}{\left\|s^{(k)}\right\|\left\|g^{(k)}\right\|},
$$

then we have

Theorem 3.4.1 (Lemaréchal, 1981) [126]).
Let $f$ be bounded below on the level set

$$
s=\left\{x \mid f(x) \leq f\left(x_{0}\right)\right\}
$$

and $\nabla f$ be Lipschitzian on $s$, that is, there exists a constant $L>0$ such that

$$
\|\nabla f(x)-\nabla f(x)\| \leq L\|x-y\|, \quad \forall x, y, \in s
$$

Let the line searches in the algorithm satisfy the line search conditions (3.4.7) and (3.4.8) at each iteration, and let

$$
\sum_{i=0}^{\infty} \cos ^{2} \theta^{(k)}=+\infty
$$

then the algorithm is globally convergent, that is

$$
\lim _{k \rightarrow \infty} \operatorname{in} f\left\|g^{(k)}\right\|=0
$$

Moreover, if

$$
\cos \theta^{(k)} \geq c>0, k=1,2 \ldots
$$

then

$$
\lim _{k \rightarrow \infty} g^{(k)}=0
$$

In practice, the following line search conditions which are slightly stronger that (3.4.7) and (3.4.8) are often used,

$$
\begin{gather*}
\Phi\left(\alpha^{(k)}\right) \leq \Phi(0)+\rho \alpha^{(k)} \Phi(0)  \tag{3.4.11i}\\
\left|\phi\left(\alpha^{(k)}\right)\right| \leq-\sigma \Phi^{\prime}(0) \tag{3.4.11ii}
\end{gather*}
$$

where $0<\rho \leq \sigma<1$. Usually we require $\rho<\frac{1}{2}$ to preserve superlinear convergence (Fletcher 1987 [127]). This set of conditions gives line searches that are as accurate as we like when $\sigma \rightarrow 0$, and the two conclitions are consistent (there exists an interval of acceptable points) as long as $\Phi(\alpha)$ is bounded below, $0<e<\sigma$ and $\Phi^{\prime}(0)<0$.

In the next sections we describe the two linear search techniques we have used in this thesis to solve our problems.

### 3.4.1 Linear Search at Constant Step

In this technique the step is retained at a constant value until a reduction in the objective function is achieved. A quadratic is then fitted through the last three points. Obviously, in the regions remote from the final solution, the smaller the step the better the fit. Computational experience with this technique in conjunction with the conjugate gradient method requires the inclusion of a step-halving procedure. Thus, if at any stage the step is found to be too large, it is automatically halved and the new value is retained in subsequent searches unless further reduction is necessary. The procedures for this technique is as follows:

## Algorithm 3.4.1

To locate the maximum of the function $X=X(\varepsilon)$ set $\varepsilon=0$ calculate $X=X_{A}$

$$
\varepsilon=\varepsilon+\delta \text { calculate } X=X_{B}
$$

Case (1) or Case (2) is now appropriate.
Case (1) $\quad X_{B} \geq X_{A}$
Stage (i) $\quad \varepsilon=\varepsilon+\delta$ calculate $X=X_{C}$

Stage (ii)
if $\quad X_{C} \geq X_{B}$ Set $X_{A}=X_{B}, X_{B}=X_{C}$ Repeat stage (i) and (ii) until $X_{C}<X_{B}$

Stage (iii)
When $X_{C}<X_{B}$ use formula (1) for the $\varepsilon_{\max }$ Calculate $X=X\left(\varepsilon_{\max }\right)$ The larger of $X_{B}$ and $X$ is then selected.

Case (2) $\quad X_{B}<X_{A}$
Stage (i)
Set, $X_{C}=X_{B}$ $\varepsilon=\frac{1}{2} \varepsilon$ calculate $X=X_{B}$

Stage (ii)
if $X_{B} \leq X_{A}$
Repeat stage (i) and (ii) until $X_{B}>X_{A}$

Stage (iii)
When $X_{B}>X_{A}$ use formula (2) for $\varepsilon_{\text {max }}$ Calculate $X=X\left(\varepsilon_{\max }\right)$.
The larger of $X_{B}$ and $X$ is then selected.

Formula (1)

$$
\varepsilon_{\max }=\varepsilon-\frac{\delta}{2} \frac{\left(Z_{1}-3 Z_{2}\right)}{\left(Z_{1}-Z_{2}\right)}
$$

Formula (2)

$$
\varepsilon_{\operatorname{tax}}=\frac{\left(3 Z_{1}-Z_{2}\right)}{2\left(Z_{1}-Z_{2}\right)} \varepsilon
$$

where

$$
\begin{aligned}
& Z_{1}=X_{B}-X_{A} \\
& Z_{2}=X_{C}-X_{B}
\end{aligned}
$$

The derivations of formula (1) and (2) can be found in Walder (1969) [129].

### 3.4.2 Quadratic Interpolation Method

Consider the linear searcl problem of minimizing the function $f(x)$ along the line $x=x_{k}+\lambda_{s}$, where $x_{k}$ is the current point and $s$ is a given direction. Powell (1964) [130] published a simple algorithm for determining the minimizing value of $\lambda$, using quadratic interpolation together with a few common-sense rules. This algorithm forms part of Powell's more general method for finding the minimum value of a function $f(x)$ without calculating derivatives (see Walsh (1975) [120]). However, it may also be used in conjunction with any gradient method or, more generally, with any optimization technique that requires a one-dimensional search. In each iteration, Powell's algorithm finds a quadratic function $h(\lambda)$ which takes the same values as $f\left(x_{k}+\lambda_{s}\right)$ for three current values of $\lambda$. Having found the value of $\lambda\left(\lambda=\tilde{\lambda}^{*}\right.$, say) which minimizes $h(\lambda)$, one of the three current values of $\lambda$ is discarded and is replaced by $\tilde{\lambda}^{*}$. The iterations continue until the desired accuracy is attained.

Let

$$
\begin{aligned}
& f_{A}=f\left(x_{k}+A s\right) \\
& f_{B}=f\left(x_{k}+B s\right) \\
& f_{C}=f\left(x_{k}+C s\right)
\end{aligned}
$$

be function values at three points, not necessarily consecutive, on the line $x=x_{k}+\lambda s$.

Assume that the quadratic function

$$
\begin{equation*}
h(\lambda)=a+b \lambda+c \lambda^{2} \tag{3.4.12}
\end{equation*}
$$

takes the values of $f_{A}, f_{B}, f_{C}$ at $\lambda=A, B, C$, respectively, i.e. assume,

$$
\left.\begin{array}{rl}
a+b_{A}+c A^{2} & =f_{A}  \tag{3.4.13}\\
a+b_{B}+c B^{2} & =f_{B} \\
a+b C+c C^{2} & =f_{C}
\end{array}\right\}
$$

Equation (3.4.13) gives,

$$
\begin{align*}
a & =\left[\frac{f_{A} B C(C-B)+f_{B} C A(A-C)+f_{C} A B(B-A)}{(A-B)(B-C)(C-A)}\right] \\
b & =\left[\frac{f_{A}\left(B^{2}-C^{2}\right)+f_{B}\left(C^{2}-A^{2}\right)+f_{C}(A-B)}{(A-B)(B-C)(C-A)}\right]  \tag{3.4.14}\\
c & =-\left[\frac{f_{A}(B-C)+f_{B}(C-A)+f_{C}(A-B)}{(A-B)(B-C)(C-A)}\right]
\end{align*}
$$

The quadratic function $h(\lambda)$ of (3.4.12) has a turning point at $\lambda=-\frac{b}{2 c}$ and has a minimum there if $c>0$. Hence using equation (3.4.14), we can find that this turning point is at $\lambda=\tilde{\lambda}^{*}$, where

$$
\begin{equation*}
\tilde{\lambda}^{*}=\frac{f_{A}\left(B^{2}-C^{2}\right)+f_{B}\left(C^{2}-A^{2}\right)+f_{C}\left(A^{2}-B^{2}\right)}{2\left[f_{A}(B-C)+f_{B}(C-A)+f_{C}(A-B)\right.} \tag{3.4.15}
\end{equation*}
$$

and $h(\lambda)$ has a minimum there if,

$$
\begin{equation*}
\frac{f_{A}(B-C)+f_{B}(C-A)+f_{C}(A-B)}{(A-B)(B-C)(C-A)}<0 . \tag{3.4.16}
\end{equation*}
$$

Given an initial point $x_{k}$ and a direction of search $s$, Powell's quadratic interpolation method for minimizing the general function $f(x)$ on the line $x=x_{k}+\lambda s$ is as follows:

1. Choose a step length $h|s|$; the vector $s$ need not be a unit vector.
2. Evaluate $f\left(x_{k}\right)$ and $f\left(x_{k}+h s\right)$.
3. If $f\left(x_{k}\right)<f\left(x_{k}+h s\right)$, evaluate $f\left(x_{k}-h s\right)$, otherwise evaluate $f\left(x_{k}+\right.$ $2 h s)$.
4. Find the turning point $\lambda=\tilde{\lambda}^{*}$ of the quadratic function $h(\lambda)$ fitted through these three points, using (3.4.15) and test for a minimum, using (3.4.16). Go to rule 5,6 or 7 , as appropriate.
5. If the point $\lambda=\tilde{\lambda}^{*}$ corresponds to a maximum of $h(\lambda)$ or if it corresponds to a minimum which is at a greater distance than $H|s|$ (where $H$ is prescribed), from the nearest of the three current points, proceed as follows. Discard the point which is furthest from the turning point and obtain a step $H|s|$ in the direction in which the function decreases; this step (Fig 3.4.1) is taken from the point furthest from (nearest to) the turning point when tuming point corresponds to a maximum (minimum). Return to rule 4.


Figure (3.4.1): Rule 5 of Powell's quadratic interpolation method
6. If the point $\lambda=\tilde{\lambda}^{*}$ corresponds to a minimum of $h(\lambda)$ and it is within a small prescribed distance $\varepsilon|s|$ of the nearest point, $\lambda=A$, say of the three current points, take

$$
\min \left\{f\left(x_{k}+\tilde{\lambda}^{*} s\right), f\left(x_{k}+A s\right)\right\}
$$

as the required minimum value of $f(x)$.
7. If the point $\lambda=\tilde{\lambda}^{*}$ corresponds to a minmum of $h(\lambda)$ to which neither rule 5 nor rule 6 applies, i.e., if it is not further than $H|s|$ from the nearest of the three current points, but not within $\varepsilon|s|$ of it, discrad the point with the highest function value and replace it by $\lambda=\tilde{\lambda}^{*}$. Return to rule 4.

Note: It is always desirable to locate the next turning point by interpolation rather than by extrapolation; an exception is made to rule 7 to allow for this.

In Figure (3.4.2), print 3 has the highest function value, though point 2 is discraded because the minimum lies between points 1 and 3 .

As a very useful case, the three current points on the line $x=x_{k}+\lambda s$ may be equally spaced. It is then possible by suitable changes of origin and scale to take $A=-1, B=0, C=1$, and equation (3.4.15) reduces to

$$
\begin{equation*}
\tilde{\lambda}^{*}=\frac{f_{A}-f_{C}}{2\left(f_{A}-2 f_{B}+f_{C}\right)} \tag{3.4.17}
\end{equation*}
$$

from equations (3.4.12), (3.4.14) and (3.4.17), we find the turning value of $h(\lambda)$ in this case to be


Figure (3.4.2): Exception to rule 7 of Powell's quadratic interpolation method

$$
\begin{equation*}
y\left(\tilde{\lambda}^{*}\right)=f_{B}-\frac{\left(f_{A}-f_{C}\right)^{2}}{8\left(f_{A-2} f_{B}+f_{C}\right)} \tag{3.4.18}
\end{equation*}
$$

and the condition (3.4.16) that is a minimum reduces to $f_{A-2} f_{B}+f_{C}>0$.
In applying Powell's quadratic interpolation method, the number of function evaluations may be reduced when more than one search has to be made in the same direction by noting that three function values are sufficient to predict the second derivative.

$$
\frac{\partial^{2}}{\partial \lambda^{2}}\left[f\left(x_{k}+\lambda s\right)\right]
$$

The prediction is,

$$
D=2 C=\frac{\left.2[C-B] f_{A}+(A-C) f_{B}+(B-A) f_{C}\right]}{(A-B)(B-C)(C-A)}
$$

Then if $f_{A}, f_{B}$ and $D$ are knwon, the minimum of $h(\lambda)$ is predicted to be at, $\lambda=\tilde{\lambda}^{*}$, where,

$$
\begin{equation*}
\tilde{\lambda}^{*}=\frac{1}{2}(A+B)-\frac{\left(f_{A}-f_{B}\right)}{D(A-B)} \tag{3.4.19}
\end{equation*}
$$

Equation (3.4.19), which replaces equation (3.4.15) for the second and subsequent searches in the direction $s$, is derived by subtracting the second of equations (3.4.13) from the first and using the relations,

$$
\tilde{\lambda}^{*}=-\frac{b}{2 c}=\frac{-b}{D}
$$

For the flow chart of the quadratic interpolation method see Figure (3.4.3). Also for more details on this method refer to Walsh (1975) [120] and Rao (1979) [131].


Figure (3.4.3)

## Chapter 4

## PROBLEM 1

### 4.1 A Simple Control Problem

A simple optimal control problem is considered (see for example, Alsdul Wahab (1979) [17]).

Let the state equation of a simple process be

$$
\begin{equation*}
\frac{d x_{1}}{d t}=-a x_{1}+u \tag{4.1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{1}(0)=c_{1} . \tag{4.1.2}
\end{equation*}
$$

The problem is to select a control $u(t), t_{0} \leq t \leq t_{f}$, to minimize the integral

$$
\begin{equation*}
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left[x_{1}^{2}+u^{2}\right] d t \tag{4.1.3}
\end{equation*}
$$

The problem is solved first analytically and then numerically, using the seven methods described in Chapter 2, (sections 2.2.2, 2.4, 2.5, 2.6.1, 2.7, 2.8) and also this chapter, section 4.4.1.

### 4.2 Analytical Solution

Let us transform the problem (4.1.1), (4.1.2), (4.1.3) in the usual way.
By introducing an additional state variable,

$$
\begin{equation*}
x_{2}(t)=\frac{1}{2} \int_{t_{0}}^{t}\left[\left(x_{1}\right)^{2}+(u)^{2}\right] d t \tag{4.2.1}
\end{equation*}
$$

we get the alternative formulation:

$$
\begin{equation*}
\text { minimize } \quad J=x_{2}\left(t_{f}\right) \tag{4.2.2}
\end{equation*}
$$

subject to:

$$
\left.\begin{array}{lll}
\frac{d x_{1}}{d t}=-a x_{1}+u \equiv f_{1} & , & x_{1}\left(t_{0}\right)=c_{1}  \tag{4.2.3}\\
\frac{d x_{2}}{d t}=\frac{1}{2} x_{1}^{2}+\frac{1}{2} u^{2} \equiv f_{2} & , & x_{2}\left(t_{0}\right)=0
\end{array}\right\}
$$

The values of $a=1, t_{f}=1, t_{0}=0$ and $c_{1}=12$ were chosen for computational purposes.

Now using the maximum principle, we solve the problem (4.2.2) to (4.2.3) analytically.

Here the Hamiltonian is given by,

$$
H=\sum_{i=1}^{2} \lambda_{i} f_{i}=\lambda_{1} f_{1}+\lambda_{2} f_{2}=\lambda_{1}\left(-a x_{1}+u\right)+\lambda_{2}\left(\frac{1}{2} x_{1}^{2}+\frac{1}{2} u^{2}\right)
$$

and the adjoint equations are then as follows:

$$
\dot{\lambda}_{i}=-\sum_{j=1}^{2} \lambda_{j} \frac{\partial f_{j}}{\partial x_{i}} \quad, \quad i=1,2
$$

so that,

$$
\left.\begin{array}{ll}
\dot{\lambda}_{1}=a \lambda_{1}-\lambda_{2} x_{1}, & \lambda_{1}\left(t_{f}\right)=0  \tag{4.2.4}\\
\dot{\lambda}_{2}=0, & \lambda_{2}\left(t_{f}\right)=1
\end{array}\right\}
$$

The boundary conditions in (4.2.4) arise from (4.2.2).
To find the optimal control $u^{*}$, set,

$$
\frac{\partial H}{\partial u}=0
$$

i.e.

$$
\lambda_{1}+\lambda_{2} u=0,
$$

so that

$$
\begin{equation*}
u^{*}=-\frac{\lambda_{1}}{\lambda_{2}}=-\lambda_{1} . \tag{4.2.5}
\end{equation*}
$$

Now by substituting $u^{*}$ and also the parameters $a, t_{f}$ and $c_{1}$ with their values given in (4.2.3) we get, the state equations,

$$
\left.\begin{array}{ll}
\dot{x}_{1}=-x_{1}-\lambda_{1}, & x_{1}(0)=12  \tag{4.2.6}\\
\dot{x}_{2}=\frac{1}{2} x_{1}^{2}+\frac{1}{2} \lambda_{1}^{2}, & x_{2}(0)=0
\end{array}\right\}
$$

and the adjoint equations become,

$$
\left.\begin{array}{lr}
\dot{\lambda}_{1}=\lambda_{1}-\lambda_{2} x_{1}, & \lambda_{1}(1)=0  \tag{4.2.7}\\
\dot{\lambda}_{2}=0, & \lambda_{2}(1)=1
\end{array}\right\}
$$

From (4.2.6) and (4.2.7) we have

$$
\left.\begin{array}{rl}
\dot{x}_{1}=-x_{1}-\lambda_{1}, & x_{1}(0)=12  \tag{4.2.8}\\
\dot{\lambda}_{1}=\lambda_{1}-x_{1}, & \lambda_{1}(1)=0,
\end{array}\right\}
$$

so that,

$$
\text { and, } \left.\begin{array}{rl}
x_{1}(t) & =A e^{\sqrt{2} t}+B e^{-\sqrt{2} t} \\
\lambda_{\mathbf{1}}(t) & =-A\left(\sqrt{2} e^{\sqrt{2} t}+e^{\sqrt{2} t}\right)-B\left(e^{-\sqrt{2} t}-\sqrt{2} e^{-\sqrt{2} t}\right) \tag{4.2.8A}
\end{array}\right\}
$$

where,

$$
B=\frac{12\left(\sqrt{2} e^{\sqrt{2}}+e^{\sqrt{2}}\right)}{(\sqrt{2}+1) e^{\sqrt{2}}+(\sqrt{2}-1) e^{-\sqrt{2}}}
$$

and

$$
A=\frac{12(\sqrt{2}-1) e^{-\sqrt{2}}}{(1+\sqrt{2}) e^{\sqrt{2}}+(\sqrt{2}-1) e^{-\sqrt{2}}}
$$

Then from (4.2.5) and (4.2.8A) we get the optimal control $u^{*}$ as,

$$
\begin{equation*}
u^{*}=\frac{12\left(e^{-\sqrt{2}(1-t)}-e^{\sqrt{2}(1-t)}\right)}{(\sqrt{2}+1) e^{\sqrt{2}}+(\sqrt{2}-1) e^{-\sqrt{2}}} \tag{4.2.9}
\end{equation*}
$$

By substituting $\lambda_{1}$ and $x_{1}$ in (4.2.6) we solve for $\dot{x}_{2}$ to get,

$$
\begin{gathered}
x_{2}(t)=\frac{1}{2}\left(\frac{A^{2}}{2 \sqrt{2}} e^{2 \sqrt{2} t}-\frac{B^{2}}{2 \sqrt{2}} e^{-2 \sqrt{2} t}\right) \\
+\frac{1}{2}\left\{\frac{A^{2}(3+2 \sqrt{2})}{2 \sqrt{2}} e^{2 \sqrt{2} t}-\frac{B^{2}(3-2 \sqrt{2}) e^{-2 \sqrt{2} t}}{2 \sqrt{2}}\right\}+C .
\end{gathered}
$$

where $C=29.21006166$.

When $t_{f}=1$, the optimal value of the performance index $J^{*}$ is given by $J^{*}=x_{2}(1)=\mathbf{2 7 . 7 7 8 9 3 8 8 5}$ to 8 clecimal places.

### 4.3 Numerical Solution

### 4.3.1 The State and Adjoint Equations

The state differential equations (4.2.3) are solved using the fourth order Runge-Kutta method by setting

$$
\left.\begin{array}{l}
x_{1, n+1}=x_{1, n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right),  \tag{4.3.1}\\
x_{2, n+1}=x_{2, n}+\frac{1}{6}\left(v_{1}+2 v_{2}+2 v_{3}+v_{4}\right),
\end{array}\right\}
$$

where,

$$
\begin{aligned}
& k_{1}=h\left(-a x_{1, n}+u_{n}\right), \\
& v_{1}=h\left(\frac{1}{2} x_{1, n}^{2}+\frac{1}{2} u_{n}^{2}\right), \\
& k_{2}=h\left[-a\left(x_{1, n}+\frac{1}{2} k_{1}\right)+u_{n}\right], \\
& v_{2}=h\left[\frac{1}{2}\left(x_{1, n}+\frac{1}{2} k_{1}\right)^{2}+\frac{1}{2} u_{n}^{2}\right], \\
& k_{3}=h\left[-a\left(x_{1, n}+\frac{1}{2} k_{2}\right)+u_{n}\right], \\
& v_{3}=h\left[\frac{1}{2}\left(x_{1, n}+\frac{1}{2} k_{2}\right)^{2}+\frac{1}{2} u_{n}^{2}\right], \\
& k_{4}=h\left[-a\left(x_{1, n}+k_{3}\right)+u_{n}\right], \\
& v_{4}=h\left[\frac{1}{2}\left(x_{1, n}+k_{3}\right)^{2}+\frac{1}{2} u_{n}^{2}\right],
\end{aligned}
$$

and $a=1, c_{1}=12$.
The adjoint equations:

$$
\left.\begin{array}{ll}
\dot{\lambda}_{1}=a \lambda_{1}-\lambda_{2} x_{1}, & \lambda_{1}\left(t_{f}\right)=0  \tag{4.3.2}\\
\dot{\lambda}_{2}=0, & \lambda_{2}\left(t_{f}\right)=1
\end{array}\right\}
$$

are also solved using the fourth order Runge-Kutta method by setting,

$$
\left.\begin{array}{l}
\lambda_{1, n}=\lambda_{1, n+1}+\frac{1}{6}\left\{w_{1}+2 w_{2}+2 w_{3}+w_{4}\right\},  \tag{4.3.3}\\
\lambda_{2, n}=\lambda_{2, n+1}+\frac{1}{6}\left\{z_{1}+z_{2}+2 z_{3}+z_{4}\right\}
\end{array}\right\}
$$

where,

$$
\begin{aligned}
w_{1} & =-h\left(a \lambda_{1, n+1}-\lambda_{2, n+1} x_{1, n+1}\right), \\
z_{1} & =0 \\
w_{2} & =-h\left[a\left(\lambda_{1, n+1}+\frac{1}{2} w_{1}\right)-\left(\lambda_{2, n+1}+\frac{1}{2} z_{1}\right) x_{1, n+1}\right], \\
z_{2} & =0 \\
w_{3} & =-h\left[a\left(\lambda_{1, n+1}+\frac{1}{2} w_{2}\right)-\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right) x_{1, n+1}\right], \\
z_{3} & =0, \\
w_{4} & =-h\left[a\left(\lambda_{1, n+1}+w_{3}\right)-\left(\lambda_{2, n+1}+z_{3}\right) x_{1, n+1}\right], \\
z_{4} & =0,
\end{aligned}
$$

and $a=1, t_{f}=1$.

### 4.4 Results and Discussion

### 4.4.1 Gradient Method

The algorithm for the gradient in function space method applied to prob)lem 1 is as follows:
i. Select an initial control as a possible estimate of $u^{*}$.
ii. Compare $g_{0}=g\left(u_{0}\right)$, where $g=\frac{\partial}{\partial u}=\lambda_{1}+\lambda_{2} u$.
iii. Choose $\varepsilon$ so that $u_{i+1}$ is a better solution to the optimal profile $u_{i}$.
iv. Compare $u_{i}=u_{i}-\varepsilon g_{i}$.
$v$. Has the process converged? If yes $u_{i+1}$ is the optimal profile, if no go to (iv).

In order to analyse the efficiency of the gradient method in function space, applied to the problem, we compare the results obtained numerically when we vary the three critical parameters, step length factor ( $\varepsilon$ ), integration step, size $(N)$ and initial control ( $u_{0}$ ), with the analytical solution found earlier in section 4.2.

The results for this method and also other methods in this chapter show the minimum number of iterations to achieve the best alsolute error ( $e_{a b s}$ ) so that, any further iterations produced no improvement. Notice that the absolute error falls from approximately $1.5 \times 10^{-5}$ when $N=100$ to approximately .07 when $N=5$.

Table (4.4.1), slows the effect of $\varepsilon$ and $N$ in adhieving the minimum yield $x_{2}(1)=J^{*}$, from an initial constant control $u_{0}=-4$ i.e. the best starting control. The best value obtained was 27.77908793 to 3 decimal places with $e_{a h s} \simeq 1.5 \times 10^{-4}$. The corresponding parameter values were $\varepsilon=0.4, N=$ 100 , or 400 and $m=29$. Here the stef, length factor played an important role, i.e. as the step length increased to 0.4 the mumber of iterations and cpu time decreased but remained relatively similar after that.

The effect of $N$ is also clear from Table (4.4.1) i.e. by chowsing larger values for $N$ we can obtain a more aceurate minimm yield $x_{2}(1)$ for a given number of iterations.

Table (4.4.2), shows the effect of choice of initial control $u_{0}$ on the minimum yield $x_{2}(1)$, with sufficiently large enough $N=100$ and $\varepsilon=0.4$. For example, by selecting $u_{0}$ at -4 or -5 we can achieve $. J^{*}=x_{2}(1)$ with $\epsilon_{a b} \simeq 1.5 \times 10^{-4}$ in fewer iterations and less computing time than when $u_{1}$ is taken as $0,-1,-2$ or -3 .

Fig (4.4.1) and Fig (4.4.2) show typical growth curves for the yield $x_{2}$ and the control $u$ respectively along the time axis, when we compare the analytical solutions with the nunerical ones, with $N_{1}=m=1, N_{2}=m=29$ and $A=$ Analytical, using $N=100, u_{0}=-4$ and $\varepsilon=0.4$. As it can be seen when $m=29$ the behaviour of the curves both for $x_{2}$ and $u$ are closer to the analytical one.

Fig (4.4.3) compares the analytical solution for $x_{2}$ with the numerical solutions with the number of integration steps $N_{1}=N=10$ and $N_{2}=N=100$ and the number of iterations 28 and 29 respectively, with $u_{0}=-4$ and $\varepsilon=0.4$, to give the best yield, and Fig (4.4.4) gives similar results for control $u$. It may not be much clear from $x_{2}$ to see the difference graphically for different $N$ 's but for $u$ we can see that when $N=100$ the belaviour of the curve is close to the analytical solution.

Figures (4.4.5) and (4.4.6) demonstrate the effect on the yield $x_{2}$ and the control $u$ respectively of using step) length factors $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$, when the starting control is -4 and $N=100$. Here also for $x_{2}$ we may not see much difference graphically for different $\varepsilon$ 's, but for $u$ we can see that when $\varepsilon=0.4$, the curve behaves closer to the analytical solution.

Fig (4.4.7) shows how $x_{2}(1)$ vaties with $m$ for $u_{0}=-4, N=100$ and $\varepsilon=0.4$.

Finally Fig (4.4.8) shows the effect on $x_{2}(1)$ of changing $u_{0}$ for different number of iterations ( $m=0,1$ and 29) with $N=100$ and $\varepsilon=0.4$. Here we can see that as $m$ increases the curves for all starting controls get closer to each other and merge to the optimal $x_{2}(1)$.

Although for this simple problem the results obtained above may not show much significant improvement in minimizing the yield $x_{2}(1)$, when we vary the critical parameters $u_{0}, \varepsilon$ and $N$, but still some advantages exist by selecting a proper combination of these parameters.

The choice of initial control regardless of $\varepsilon$ and $N$ is a factor in achieving the best yield, i.e. by referring to Fig (4.4.8) even with 1 iteration we can see. how the change in $u_{0}$ can effect the yield $x_{2}(1)$, but as $m$ increases it seems the effect fades away and for the higher number of iterations the yield $x_{2}(1)$ does not vary much with the change in $u_{0}$. Now we consider the interaction of the other two essential factors $\varepsilon$ and $N$ and their affect on minimizing $x_{2}(1)$.

As we established before clearly the best combination was found to be with the larger $\varepsilon$ and larger $N$ i.e. 0.4 and 100 respectively, but if we choose smaller values for $N$, we can compensate by selecting larger values for $\varepsilon$ and vice versa. The problem of numerical instability can occur when we select $\varepsilon$ too large or $N$ too sinall e.g., when we take $\varepsilon$ equal to 0.8 with $N=100$ and $u_{0}=-4$, we get $x_{2}(1)$ as 27.77908796 to 8 decimal places after 30 iterations, which is worse than minimum obtained by $\epsilon=0,0.4$. Increasing $\epsilon$ even more, for example to 1.8 , gives a complete numerical break down. Also by taking $N$ too small, we get numerical instability, e.g. when $N=5$ and $m=29$, with $u_{0}=-4$ and $\varepsilon=0.4$, we get $x_{2}(1)$ as 27.83208930 to 8 decimal places and even if we increase $m$ to 98 still there is no improvement on the yield $x_{2}(1)$. In view of the above discussion when we are selecting the best combination of parameters, appropriate care is necessary and balance should be made between selecting $N$ and $\varepsilon$ to cut down, computer storage requirements on one hand and to prevent numerical instability on the other. Also a proper choice of initial control will help to speed up the process of convergence.

### 4.4.2 Steepest Descent

The algorithm for steepest descent applied to the problem 1 is as described in Chapter 2, Section 2.2.2. The line search technique used for this method is linear search at constant step, which was described in Chapter 3, Section 3.4.1. The gradient (g) is obtained in the same way as for gradient method in function space (see (4.4.1)).

Here we again examine the effect of selecting step length factor, integration step and initial control in the solution of problem 1. Talle (4.4.3), shows the effect of $\varepsilon$ and $N$ in obtaining the minimum yield $J^{*}=x_{2}(1)$, with the best starting $u_{0}=-4$. The best yield achieved was 27.77908783 to 8 decimal places with $e_{\text {a, }} \simeq 1.5 \times 10^{-4}, \varepsilon=0.4$ and $N=100$ or 400 alter 21 iterations.

Selecting a larger step length factor speeds $u$, the search for the minimum yield $x_{2}(1)$, in terms of reducing the number of iterations and consequently the computing time. Table (4.4.4) shows how the starting control affects the yield $x_{2}(1)$ when $N=100$ and $\varepsilon=0.4$, i.e. by selecting initial control as -4 or -5 we can achieve $x_{2}(1)$ with $e_{a b s} \simeq 1.5 \times 10^{-4}$ in slightly fewer iterations than when $u_{0}$ is taken as $0,-1,-2$ or -3 .

Figure (4.4.9) and Fig (4.4.10) show the growth curves for the yield $x_{2}$ and the control $u$ respectively along the time axis, when the numerical solutions are compared with the analytical one, with $N_{1}=m=1$ and $N_{2}=m=21$ with $N=100, u_{0}=-4$ and $\varepsilon=0.4$. Hence for $x_{2}$ with both $m=1$ and $m=29$ we don't see much difference graphically, but for $u$ we can see that when $m=29$ the behaviour of the curve is closer to the analytical one than when $m$ is selected as 1 .

Fig (4.4.11) and Fig (4.4.12) compare the analytical solutions for $x_{2}$ and $u$ respectively with the numerical ones, with the number of integration steps $N_{1}=N=10$ and $N_{2}=N=100$, with $u_{0}=-4, \varepsilon=0.4$ and the number of iterations 15 and 21 to give the best yield. There is not much difference graphically for $x_{2}$, between $N=10$ and $N=100$, but for $u$, it can be seen that when $N=100$, the curvature is closer to the analytical curve than when $N=10$. Figures (4.4.13) and (4.4.14) show the effect on the yield $x_{2}$ and the control $u$ respectively of using step length factors $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$ for 21 iterations with $u_{0}=-4$ and $N=100$. As can be seen from the graph of $x_{2}$, there is not much difference between $\varepsilon=0.1$ and $\varepsilon=0.4$, graphically, but for $u$, a little difference can be seen in the behaviour of the curves between the two $\varepsilon$ 's, i.e. when $\varepsilon=0.4$, the curvature is closer to the analytical one.

Fig (4.4.15) shows how the yield $x_{2}(1)$ varies with $m$, when $u_{0}=-4, N=$ 100 and $\varepsilon=0.4$.

Finally fig (4.4.16) demonstrates the effect on $x_{2}(1)$ of changing initial control for different number of iterations, ( $m=0,1$ and 21) with $N=100$ and $\varepsilon=0.4$.

Here also we can see as $m$ increases, no matter what starting control was selected, they all converge towards optimal $J^{*}=x_{1}(1)$.

The main difference between the steepest descent method and the gradient methods was that in the former the minimum was formed along each gradient, but in the latter a fixed step length is used throughout. The results achieved did not show much significant difference between the two in terms of selecting $u_{0}$ and the interaction between $\varepsilon$ and $N$.

The instability pattern is also the same as GFS with $\varepsilon$ too large or $N$ too small, e.g., $\varepsilon=0.8, u_{0}=-4, N=100$ and $m=21$, we get $x_{2}(1)=$ 27.77908804 to 8 decimal places, which is worse than with $\varepsilon=0.4$, and if $\varepsilon$ is increased more, say to 1.9 we get instabilities.

Also, when $N=5$ with $u_{0}=-4, \varepsilon=0.4$ and $m=21$, we get $x_{2}(1)$ as 27.8320893 to 8 decimal places and by increasing the number of iterations even to 98 still there is no change in the yield $x_{2}(1)$.

Thus the conclusions reached for the GFS on selecting the best combinations of $u_{0}, \varepsilon$ and $N$ is also applicable for SD for this particular problem.

### 4.4.3 Fletcher-Reeves

The algorithm for Fletcher-Reeves applied to the problem 1 is as described in Chapter 2 Section 2.4. The line search technique used for this method is linear search at constant step (see Chapter 3 Section 3.4.1). A further numerical technique was necessary to estimate the norm of each gradient trajectory, where the norms can be calculated as was described in Chapter 2 Section 2.10.1. The gradient (g) is obtained in the same way as for gradient, method (refer to equation (4.4.1)).

Table (4.4.5), shows the effect of $\varepsilon$ and $N$ in achieving the minimum yield $x_{2}(1)$, with the best starting $u_{0}=-4$. The best $J^{*}=x_{2}(1)$ was 27.77908774 to 8 decimal places with $e_{a b s} \simeq 1.5 \times 10^{-4}$. The corresponding parameter values were $\varepsilon=0.4, N=100$ or 400 and $m=8$.

Again the selection of a larger $N$ gives the minimum yield in fewer iterations for a required $e_{a b s}$. Similarly the effect of $\varepsilon$ can also be seen from Table (4.4.5).

Table (4.4.6) shows the effect of selecting different initial controls $u_{0}$, when $N=100$ and $\varepsilon=0.4$, i.e. by choosing $u_{0}=-3$ or -4 we can achieve $x_{2}(1)$ with $e_{a b s} \simeq 1.5 \times 10^{-4}$, in fewer iterations and less computing time than when $u_{0}$ is taken as $0,-1,-2$ or -5 .

Fig (4.4.17) and Fig (4.4.18) indicate the growth curves for the yield $x_{2}$ and control $u$ along the time axis, comparing the analytical growth with the numerical ones, when $N_{1}=m=1$, and $N_{2}=m=28$, with $u_{0}=-4, \varepsilon=$ 0.4 and $N=100$. As can be seen from $x_{2}$, there is not much difference graphically, between $m=1$ and $m=8$, but for $u$ we can see that by taking $m=8$, the behaviour of the curve is much closer to the analytical one than $m=1$.

Figures (4.4.19) and (4.4.20), show the comparison of the analytical solutions with the numerical ones for $x_{2}$ and $u$ respectively with $N_{1}=N=10$, and $N_{2}=N=1=100$, when $m=10$ and $m=8$, with $u_{0}=-4$ and $\varepsilon=0.4$ to give the best yield. Here for $x_{2}$, there is not much difference graphically for different $N$ 's but for $u$, with $N=100$, behaviour of the curve is closer to the analytical solution.

Figures (4.4.21) and (4.4.22), demonstrate the growth curve of time against the yield $x_{2}$ and also the change in $u$ respectively, when we compare the analytical solutions with the numerical ones, where the step length factors are $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$, for $m=8, u_{0}=-4$ and $N=100$. Here as it can be seen, for $x_{2}$, there is not much difference graphically between $\varepsilon=0.1$ and $\varepsilon=0.4$. Also for $u$ not much difference can be seen in the behaviour of the curves for $\varepsilon=0.1$ and $\varepsilon=0.4$.

Fig (4.4.23), shows how the yield $x_{2}(1)$ varies with $m$, when $u_{0}=-4, N=$ 100 and $\varepsilon=0.4$.

Finally Fig (4.4.24) demonstrates the effect on $x_{2}(1)$ of changing initial control for different number of iterations ( $m=0,1$ and 8 ), with $N=100$ and $\varepsilon=0.4$. Here also as $m$ increases, the curvature of all starting controls merges towards the optimal $x_{2}(1)$.

The effect of $u_{0}$ and the interaction between $\varepsilon$ and $N$ are similar to GFS and SD, apart from the fact that, it takes fewer iterations to get to an optimal $x_{2}(1)$ for a required $e_{a b s}$, for FR than the other two methods.

The numerical instability behaviour is also similar to GFS. For example with $\varepsilon=0.8$, at $u_{0}=-4, N=100$ and $m=8, x_{2}(1)=27.77908801$ to 8 decimal places, which is getting distant from the optimal minimun value obtained with $\varepsilon=0.4$ and as we extend $\varepsilon$ even more to 1.9 , then instability occurs. Also when we select $N$ too small say 5 at $u_{0}=-4, \varepsilon=0.4$ and $m=8$, we get $x_{2}(1)=27.83209026$ to 8 decimal places, with relatively poor $e_{a b s} \simeq 0.05$, and as we increase the iterations to 50 , then we get a complete break down.

The recommendation on selecting $u_{0}, \varepsilon$ and $N$ can be followed as suggested for the previous methods, for the problem 1.

### 4.4.4 Polak-Ribière

The algorithm for Polak-Ribière method is described in Chapter 2, Section 2.5. The line search technique and the calculation of the norms are as described for FR.

Table (4.4.7), shows the effect of $\varepsilon$ and $N$ on the optimal $x_{2}(1)$, with the best $u_{0}=-4$. The best yield was 27.77908793 to 8 decimal places with $e_{a b s} \simeq 1.5 \times 10^{-4}$ and corresponding parameter values, $\varepsilon=0.4, N=100$ or 400 and $m=17$. Like previous methods with larger $N$ and $\varepsilon$ a better minimum yield in fewer iterations is achieved for a better $e_{\text {abs }}$.

Table (4.4.8), shows that selection of a proper initial control speeds up finding the optimal yield. Here also a sufficient large $N=100$ was taken with $\varepsilon=0.4$. By selecting $u_{0}=-4$ or -5 compared with $0,-1,-2$ aud
-3 the best minimum yield were obtained in fewer number of iterations and less computing time.

Figures (4.4.25) and (4.4.26), show the growth curve of time against the yield $x_{2}$ and $u$ respectively, comparing the analytical solutions with the numerical ones, $N_{1}=m=1$ and $N_{2}=m=17, \varepsilon=0.4, u_{0}=-4$ and $N=100$. Here for $x_{2}$, we don't see much difference graphically, by changing $m=1$ to $m=17$. But for the graph of control we can see taking $m=17$ confirms the behaviour of the curve closer to the analytical one, compared with $m=1$.

Figures (4.4.27) and Fig (4.4.28), show similar growth for $x_{2}$ and $u$ with $N_{1}=N=10$ and $N_{2}=N=100$, with corresponding number of iterations 25 and 17 respectively, where $u_{0}=-4$ and $\varepsilon=0.4$. As can be seen there is not much difference graphically for $x_{2}$, between selecting $N$ as 10 with $N$ as 100. But for the graph of control we can see that taking $N=100$ can leard to a curvature closer to the analytical solution, than $N=10$.

Figures (4.4.29) and (4.4.30), show the growth curve of time against the yield $x_{2}$ and also change in $u$ respectively, when the analytical solutions are compared with the numerical ones, where $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$, for $m=17, u_{0}=-4$ and $N=100$. Here also for $x_{2}$ there is not much difference graphically between $\varepsilon=0.1$ and $\varepsilon=0.4$ and they are both close to the analytical one. But some difference can be seen from the graph of $u$, as when $\varepsilon=0.4$ is selected the behaviour of the curve is similar to the analytical one, where as for $\varepsilon=0.1$, the curvature is not quite as close as the previous one.

Fig (4.4.31), shows how varying $m$ affects the yield $x_{2}(1)$ when $u_{0}=-4$, $N=100$ and $\varepsilon=0.4$.

Finally fig (4.4.32) demonstrates how the change in $u_{0}$ can affect $x_{2}(1)$ for different number of iterations, e.g., $m=0,1$ and 8 , with $N=100$ and $\varepsilon=0.4$. Here we can see that as $m$ increases all the starting controls merge towards the optimal $x_{2}(1)$.

The examination of PR method was carried out the same as previous methods, and the findings were similar in terms of proper choice of $u_{0}$ and interaction between $\varepsilon$ and $N$.

Also we found out that the numerical instability happens for $\varepsilon$ too large or $N$ too small.

When $\varepsilon$ is taken as 0.8 with $N=100$ and $u_{0}=-4$, we get $x_{2}(1)$ as 27.77908804 to 8 decimal places after 17 iterations which is worse than optimal minimum achieved by 0.4 , and as we increased $\varepsilon$ to 1.8 then complete break down happens.

Also by taking $N$ too small, i.e. $(N=5)$ with $u_{0}=-4$, and $\varepsilon=0.4$ for $m=17$ we find $x_{2}(1)$ as 27.83208930 to 8 decinal places and when we increase $m$ to 50 , instability occurs. Therefore we come to the same conclusion as for previous methods, where we have to select appropriatee $u_{0}$ and find the best combinations of $\varepsilon$ and $N$.

### 4.4.5 Hybrid 1

The algorithm for the Hybrid 1 method is described in Chapter 2, Section 2.6.1. The line search technique used and calculation of the norms are the same as for FR and PR .

Table (4.4.9), shows the effect of $\varepsilon$ and $N$ in achieving the minimum yield $x_{2}(1)$, with the best starting control $u_{0}=-4$. The best yield was 27.77908774 to 8 decimal places with the corresponding $e_{a b s} \simeq 1.5 \times 10^{-4}, \varepsilon=0.4, N=$ 100 or 400 and $m=8$. Again the selection of larger $N$ and $\varepsilon$ gives the minimum yield in fewer iterations for a recquired accuracy.

Table (4.4.10), shows the effect of selecting different starting controls with $N=100$ and $\varepsilon=0.4$, i.e. by choosing $u_{0}=-2,-3$ or -4 we can obtain better minimum $x_{2}(1)$ with $e_{\text {abs }} \simeq 1.5 \times 10^{-4}$ in fewer iterations and less computing time than when $u_{0}$ is taken as $0,-1$ or -5 .

Fig (4.4.43) and Fig (4.4.34) show the growth curve of time against $x_{2}$ and $u$ respectively and compare the analytical solution with the numerical ones with $N_{1}=m=1$ and $N_{2}=m=8$, where $\varepsilon=0.4, N=100$ and $u_{0}=-4$. For the graph of $x_{2}$, we can not see much difference in the shape of the curves for $m=1$ and $m=8$ and they both are similar to the analytical solution. But for $u$ we can see that with $m=8$, the behaviour of the curve is similar to the analytical one, where with $m=1$, a difference cun be seen from the analytical solution. Figures (4.4.35) and (4.4.36) demonstrate the effect of $N$ on the yield $x_{2}$ and the control ( $u$ ) respectively, when the analytical solutions are compared with the numerical ones, with $N_{1}=N=10$ and $N_{2}=N=100$ for $m=8, u_{0}=-4$ and $\varepsilon=0.4$.

Here also for $x_{2}$ graphically, there is not much difference between $N=10$ and $N=100$, but for $u$, selecting $N=100$ can lead to a closer behaviour of the curve to the analytical one, than $N=10$.

Fig (4.4.37) and Fig (4.4.38), show similarly, the effect of $\varepsilon$ on the yield $x_{2}(1)$ for $x_{2}$ and $u$ respectively with $\varepsilon=0.1$ and $\varepsilon=0.4$ for $m=8, u_{0}=-4$ and $N=100$.

Here, both for the graphs of $x$ and $u$, we can not see much difference in the way the curves behave, between $\varepsilon=0.1$ and $\varepsilon=0.4$, and they both are close to the analytical one.

Fig (4.4.39), shows how the yield $x_{2}(1)$ varies with $m$, when $u_{0}=-4$, $N=100$ and $\varepsilon=0.4$.

Finally Fig (4.4.40), shows how the change in $u_{0}$ affects the yield $x_{2}(1)$ with $m=0,1$ and 8 where $N=100$ and $\varepsilon=0.4$. Here also we can see that as $m$ increases all the starting controls belave similarly and the curve gets closer to the optimal $x_{2}(1)$.

The Hybrid 1 method produced similar results to FR in terms of proper selection of $u_{0}$ and interaction between $\varepsilon$ and $N$.

The instability behaviour is also similar, i.e. it occurs with $\varepsilon$ too large or $N$ too small.

With $\varepsilon$ taken as 0.8 , at $u_{0}=-4, N=100$ and $m=8$, we obtain $x_{2}(1)$ as 27.77908801 to 8 decimal places, which is worse that $\varepsilon=0.4$, and as we increase the value of $\varepsilon$ to 1.9 then complete instability occurs.

When $N$ is selected too small and say 5 for example with $u_{0}=-4, \varepsilon=0.4$ and $m=8$ we get $x_{2}(1)=27.83209252$ to 8 decimal places and as $m$ is increased to 50 , complete break down happens.

Thus, we arrive at the same conclusion as previous methorls, when we come to select $u_{0}$ and the best combination of $\varepsilon$ and $N$.

### 4.4.6 Angle Test Hybrid

The algorithm for Angle test hybrid method is described in Chapter 2, Section 2.7. The line search and calculation of the norms are the same as for H1. For this method we had to consider the effect of another parameter, namely $\tau>0$.

Table (4.4.11), shows the effect of $\varepsilon$ and $N$ on finding the optimal $x_{2}(1)$, with the best starting control $u_{0}=-4$, and $\tau=0.00001$. The best yield $x_{2}(1)$ was 27.77808774 to 8 decimal places after 8 iterations with $N=100$ or 400 and $e_{a b s} \simeq 1.5 \times 10^{-4}$. The effect of $\varepsilon$ and $N$ is also clear from the table, i.e. by selecting larger $\varepsilon$ and $N$, we get better minimum yield in fewer iterations.

Table (4.4.12) can also reveal the effect of selecting $u_{0}$ in achieving a better minimum yield $x_{2}(1)$, with $N=100, \tau=0.00001$ and $\varepsilon=0.4$. By choosing $u_{0}=2,-3$ or -4 we can obtain a better yield with $\epsilon_{a b s} \simeq 1.5 \times 10^{-4}$ in fewer iterations and less computing time compared with $u_{9}=0,-1$ or -5 .

The effect of $\tau$ on obtaining the minimum $x_{2}(1)$ was practically negligible.
Figures (4.4.41) and (4.4.42), show the growth curve of time against $x_{2}$ and $u$ respectively comparing the analytical solutions with the numerical ones, with $N_{2}=m=1$ and $N_{2}=m=8$, where $\varepsilon=0.4, N=100, u_{0}=-4$ and $\tau=0.00001$.

Here for the graph of $x$ we can see little difference in the behaviour of the curves with $m=1$ and $m=8$, since they both are similar to the analytical one. But for the graph of $u$, we can see, with $m=8$ the belhaviour of the curve is closer to the analytical solution, than $m=1$.

Figures (4.4.43) and (4.4.44) similarly give the graphs of time against $x_{2}$ and $u$ respectively, showing the effect of $N$ taken as $N_{1}=10$ and $N_{2}=100$, with $\varepsilon=0.4, u_{0}=-4$ and $m=8$. Here for $x_{2}$ both $N=10$ and $N=100$ had similar curvature close to the analytical one. But for $u$, the behaviour of the curve was closer to the analytical one when $N$ was taken as 100.

Figures (4.4.45) and (4.4.46), in the same way demonstrate the effect of $\varepsilon$ on $x_{2}$ and $u$ respectively with $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$, and corresponding parameter values, $N=100, u_{0}=-4, m=8$ and $\tau=0.00001$. Here also, for both the graphs of $x$ and $u$, there is not much difference between $\varepsilon=0.1$ and $\varepsilon=0.4$, and they both are close to the analytical one.

Fig (4.4.47) demonstrates the effect of $m$ on the minimum yield $x_{2}(1)$ with $u_{0}=-4, \varepsilon=0.4, N=100$ and $\tau=0.00001$.

Finally Fig (4.4.48), shows the change in $u_{0}$ against the minimum yield $x_{2}(1)$ with $m=0,1$ and 8 , where $\varepsilon=0.4, N=100$ and $\tau=0.00001$. Here also as $m$ increases, the behaviour of the curve for all the starting controls were similar and get closer to the optimal $x_{2}(1)$.

For the Angle test hybrid, the effect of $u_{0}$ and the best combinations of $\varepsilon$ and $N$, were the same as for previous methods. Similarly numerical instability occurs for $\varepsilon$ too large or $N$ too small.

When $\varepsilon$ is taken as 0.8 , with $u_{0}=-4, N=100, m=8$ and $\tau=0.00001$, $x_{2}(1)$ is found as 27.77908801 to 8 decimal places, which is worse, than the optimal value obtained, with $\varepsilon=0.4$, and as the value of $\varepsilon$ is increased to 1.9 instability occurs.

Also when $N$ is selected too small, e.g. $N=5$ with $u_{0}=-4, \varepsilon=0.4, m=$ 8 and $\tau=0.00001$ we get $x_{2}(1)=27.83208930$ to 8 decimal places and as $m$ is increased further to 50 we get complete break down.

The same conclusions are reached for the previous methods on selecting proper $u_{0}$ and best combinations of $\varepsilon$ and $N$ are also true for ATH.

### 4.4.7 Hybrid 3

The algorithm for Hybrid 3 method can also be found in Chapter 2, Section 2.8. The calculation of the norms and line search are the same as for Hl and ATH. The effect of the new parameters, $\lambda>0$ and $u<\frac{1}{2}$ had to be considered for this method.

Table (4.4.13), shows the effect of $\varepsilon$ and $N$ in achieving the minimum yield $x_{2}(1)$ with $u_{0}=-4$ as the best starting control, $\lambda=0.00001$ and $\mu=0.45$. The best yield was found as 27.77908774 to 8 decimal places with $e_{a b s} \simeq 1.5 \times 10^{-4}, \varepsilon=0.4$ and $N=100$ or 400 alter 8 iterations. As in previous methods the selection of a larger $N$ gives the minimun yield in
fewer iterations, and less computing time for a required accuracy of $e_{a b s}$. Similarly the effect of $\varepsilon$ can be seen from Table (4.4.13).

Table (4.4.14), shows the effect of selecting different initial controls $u_{0}$, with $N=100, \varepsilon=0.4, \lambda=0.00001$ and $\mu=0.45$. By choosing $u_{0}=-2,-3$ or -4 we can get $x_{2}(1)$ with $e_{a b s} \simeq 1.5 \times 10^{-4}$ in fewer iterations and less computing time than when $u_{0}$ is taken as $0,-1$ or -5 . The effect of $\lambda$ and $\mu$ on minimising the yield $x_{2}(1)$, had practically no significant importance.

Fig (4.4.49) and (4.4.50), compare the analytical solutions with the numerical ones for $x_{2}$ and $u$ respectively, with $N_{1}=m=1$ and $N_{2}=m=8$, with corresponding parameter values, $\varepsilon=0.4, N=100, u_{0}=-4, \lambda=0.0001$ and $\mu=0.45$. Here also for the graph of $x$ there is little difference between $m=1$ and $m=8$, and the behaviour of the curves are similar to the analytical one. But for the graph of control we can see that when $m=8$, the behaviour of the curve is similar to the analytical one and for $m=1$ a difference can be see with the analytical one. Figures (4.4.51) and (4.4.52), show the effect of $N$ for $N_{1}=N=10$ and $N_{2}=N=100$ and corresponding values of $m=10$ and 8 respectively, with $u_{0}=-4, \varepsilon=0.4, \lambda=0.00001$ and $\mu=0.45$. Here for $x_{2}$ we can see no difference in the curvature, between $N=10$ and $N=100$ and analytical solution. But for $u$, we can see that the behaviour of the curve is closer to the analytical one when $N$ is selected as 100.

Figures (4.4.53) and (4.4.54) show the effect of $\varepsilon$ for $N_{1}=\varepsilon=0.1$ and $N_{2}=\varepsilon=0.4$, with $N=100, u_{0}=-4, m=8, \lambda=0.00001$ and $\mu=0.45$. As it can be seen for both graphs of $x$ and $u$, the curves of $\varepsilon=0.4$ and 0.1 behave similarly and close to the analytical solution. Fig (4.4.55), shows how the yield $x_{2}(1)$ reacts with different number of iterations, when $u_{0}=$ $-4, N=100, \varepsilon=0.4, \lambda=0.00001$ and $\mu=0.45$.

Finally Fig (4.4.56) demonstrates how the change in $u_{0}$ can affect $x_{2}(1)$ for different number of iterations ( $m=0,1$ and 8) with $N_{2}=100, \varepsilon=0.4, \lambda=$ 0.00001 and $\mu=0.45$. Here also as $m$ increases the belaviour of the curves for all the starting controls, were similar and get closer to the optimal $x_{2}(1)$.

For Hybrid 3 method, the effect of $u_{0}$ and interaction between $\varepsilon$ and $N$, are found to be the same as for previous methods.

The numerical instability also happens for $\varepsilon$ too large or $N$ too small.
When $\varepsilon$ is selected as 0.8 , at $u_{0}=-4, N=100, m=8$ we get $x_{2}(1)$ as 27.77908801 to 8 decimal places which is worse than the optimal value obtained with $\varepsilon=0.4$, and as we take larger values of $\varepsilon$, say 1.9, then we get complete break down. Also, when we select $N$ too small, e.g. $N=5$ at $u_{0}=-4, \varepsilon=0.4$ and $m=8$, we get $x_{2}(1)=27.83208930$ to 8 decimal places and even by increasing $m$ to 50 not only we get no improvement on the yield, but also we get a complete break down. The recommendation on selecting $u_{0}, \varepsilon$ and $N$ can be followed as suggested for the previous methods.

### 4.5 Summary of the Results

Referring to the summary table (4.5.1) and Fig (4.5.1) when $\varepsilon=0.4, N=$ $100, \mu=0.45, \tau=0.0001, \lambda=0.00001$ and $e_{a b s} \simeq 1.5 \times 10^{-4}$, the following results can be seen.

At $u_{0}=0$, FR performed the best in terms of converging to the minimum $x_{2}(1)$, then the four methods of PR, H1, ATH and H3 performed the same, then SD and finally GFS.

At $u_{0}=-1, \mathrm{PR}, \mathrm{H} 1$, ATH and H3 performed the same and the best from convergency point of view, then SD, FR and finally GFS.

At $u_{0}=-2$, the three methods of H1, ATH and H3 performed the sane and the best in terms of convergency, then FR, then SD and PR. performed the same and finally GFS.

At $u_{0}=-3$, the four methocls of FR, H1, ATH and H3 performed the same and the best from convergency point of view, then PR and SD performed fairly the same and finally GFS.

At $u_{0}=-4$, the four methods of FR, H1, ATH and H3 performed the same and the best in terms of convergency, then PR, SD and finally GFS.

At $u_{0}=-5$, the four methods of FR, H1, ATH and H3 performed the same and the best. Also in terms of convergency, then PR., SD and finally GFS.

### 4.6 Conclusion

In this chapter for the problem concerned all seven methods produced consistent results.

They all produced better values for $x_{2}(1)$ when larger step length factors were selected. Also choosing smaller integration step helped in producing a better minimum yield $x_{2}\left(t_{f}\right)$, i.e. closer answer to the analytical solution.

Overall for this particular problem it seems that the Hybrid methods performed better in most cases from the convergency point of view than other methods, since they could converge to $\min x_{2}\left(t_{f}\right)$ in fewer iterations than other techniques for a required $e_{a b s}$, and therefore less computing time was consumed. Here we should note that when starting control was selected as $u_{0}=0$, the performance of FR was better than Hybrid methods. If the number of function evaluations were to be considered, GFS method had oltained its optimal $x_{2}\left(t_{f}\right)$ in fewer NFE than other technicues. But for this problem we could say after the Hybrid conjugate gradient techmicues and

FR, Polak-Ribiére performed better than steepest descent and also in turn steepest descent performed better than Gradient method in function space.

TABLE (4.4.1): Results of GFS with varying $\varepsilon$ and N .

| N $\varepsilon$ | $5$ | 10 | 0 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & J=27.85312659 \\ & m=93 \\ & e_{\text {abs }}=0.0741877 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=94 \end{aligned}$ | $\begin{aligned} & =27.79289991 \\ & m=91 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \text { NFE }=92 \end{aligned}$ | $\begin{aligned} & =27.77953739 \\ & m=77 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77909949 \\ & \mathrm{~m}=68 \\ & e_{a b s}=1.6 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=69 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77909948 \\ & \mathrm{~m}=68 \\ & \mathrm{eabs}^{2}=1.6 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=69 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & 5=27.85237891 \\ & m=87 \\ & e_{\text {abs }}=0.0734401 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=88 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=80 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & J=27.77953398 \\ & m=39 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=40 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908799 \\ & \mathrm{~m}=69 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=70 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.77908798 \\ & \mathrm{~m}=69 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=70 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & \mathrm{F}=27.84223178 \\ & \mathrm{~m}=71 \\ & \mathrm{c}_{\mathrm{abs}}=0.0632929 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=72 \end{aligned}$ | $\begin{aligned} & 5=27.79289556 \\ & \mathrm{~m}=60 \\ & \mathrm{e} a \mathrm{abs}=1.0 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=61 \end{aligned}$ | $\begin{aligned} & J=27.77953351 \\ & m=25 \\ & e_{a b s}=6.0 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=26 \end{aligned}$ | $\begin{aligned} & J=27.77908794 \\ & m=42 \\ & e_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=43 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908794 \\ & \mathrm{~m}=42 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \mathrm{NFE}=43 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & \mathrm{J}=27.83208930 \\ & m=29 \\ & \mathrm{Cabs}=0.0531505^{\text {Cputime }<1} \\ & \mathrm{NFE}=30 \end{aligned}$ | $\begin{aligned} & J=27.79289466 \\ & m=28 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=29 \end{aligned}$ | $\begin{aligned} & J=27.77953068 \\ & m=21 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=22 \end{aligned}$ | $\begin{aligned} & =27.77908794 \\ & m=29 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=30 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908794 \\ & \mathrm{~m}=29 \\ & \mathrm{e}_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=30 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & I=27.83206541 \\ & m=29 \\ & e_{\text {abs }}=0.0531266 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=30 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289467 \\ & m=28 \\ & e_{\text {abs }=1.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=29 \end{aligned}$ | $\begin{aligned} & J=27.77953152 \\ & m=22 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=23 \end{aligned}$ | $\begin{aligned} & J=27.77908795 \\ & m=30 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908795 \\ & \mathrm{~m}=30 \\ & \mathrm{e}_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \text { NFE }=31 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & f=27.83307121 \\ & m=29 \\ & e_{\text {abs }}=0.0541324 \\ & \text { Cputime }<1 \\ & \text { NFE }=30 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289467 \\ & \mathrm{~m}=28 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=29 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953152 \\ & \mathrm{~m}=22 \\ & \mathrm{e}=2 \mathrm{bs}=6.0 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=23 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908796 \\ & \mathrm{~m}=30 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908796 \\ & \mathrm{~m}=30 \\ & \mathrm{eabs}^{2}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=31 \end{aligned}$ |

TABLE (4.4.2): Results of GFS with change in $\mathbf{u}_{0}{ }^{\circ}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | eabs | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 35 | 27.77908811 | $1.5 \times 10^{-4}$ | 3 | 36 |
| -1 | 34 | 27.77908804 | $1.5 \times 10^{-4}$ | 3 | 35 |
| -2 | 32 | 27.77908799 | $1.5 \times 10^{-4}$ | 2 | 33 |
| -3 | 32 | 27.77908798 | $1.5 \times 10^{-4}$ | 2 | 33 |
| -4 | 29 | 27.77908793 | $1.5 \times 10^{-4}$ | 2 | 30 |
| -5 | 29 | 27.77908793 | $1.5 \times 10^{-4}$ | 2 | 30 |

TABLE (4.4.3): Results of SD with varying $\varepsilon$ and $N$.

| N | $5$ | 10 | 50 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & J=27.83211421 \\ & m=53 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=269 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79292059 \\ & \mathrm{~m}=53 \\ & \mathrm{e}_{\mathrm{abs}}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=269 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953061 \\ & \mathrm{~m}=78 \\ & \mathrm{e}_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=8 \\ & \mathrm{NFE}=394 \end{aligned}$ | $\begin{aligned} & J=27.77908841 \\ & m=68 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=15 \\ & \text { NFE }=344 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908840 \\ & \mathrm{~m}=68 \\ & \mathrm{e}_{\text {abs }}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=25 \\ & \mathrm{NFE}=344 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & 5=27.83210113 \\ & \mathrm{~m}=55 \\ & \text { eabs }=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=283 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=50 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=253 \end{aligned}$ | $\begin{aligned} & J=27.77952994 \\ & m=42 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=213 \end{aligned}$ | $\begin{aligned} & J=27.77908790 \\ & m=45 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=14 \\ & \text { NFE }=228 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908790 \\ & \mathrm{~m}=45 \\ & \mathrm{e}_{\text {abs }=1.5 \times 10^{-4}}^{\text {Cputime }=23} \\ & \mathrm{NFE}=228 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & 5=27.83210113 \\ & m=26 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=142 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=24 \\ & \mathrm{e}_{\mathrm{abs}}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=122 \end{aligned}$ | $\begin{aligned} & J=27.77952985 \\ & \mathrm{~m}=20 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & J=27.77908790 \\ & \mathrm{~m}=45 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=11 \\ & \text { NFE }=227 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908790 \\ & \mathrm{~m}=45 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=20 \\ & \mathrm{NFE}=227 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & \mathrm{J}=27.83208930 \\ & \mathrm{~m}=21 \\ & \mathrm{e}_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \mathrm{NFE}=97 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289496 \\ & \mathrm{~m}=15 \\ & \text { eabs }=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & J=27.77908783 \\ & m=21 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=107 \end{aligned}$ | $\begin{aligned} & 5=27.77908783 \\ & m=21 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=107 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & \mathrm{J}=27.83209130 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\text {abs }=5.0 \times 10^{-2}}^{\text {Cputime }<1} \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & J=27.79289499 \\ & m=15 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & =27.77953031 \\ & m=15 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908790 \\ & \mathrm{~m}=21 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \mathrm{NFE}=107 \end{aligned}$ | $\begin{aligned} & 3=27.77908789 \\ & m=21 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=107 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & =27.83209241 \\ & m=17 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=87 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.7936722 \\ & \mathrm{~m}=15 \\ & \text { eabs }=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & J=27.77954121 \\ & m=15 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & J=27.77908864 \\ & \mathrm{~m}=21 \\ & \mathrm{e}_{\mathrm{abs}=1.5 \times 10^{-4}} \\ & \mathrm{Cputime}=6 \\ & \mathrm{NFE}=107 \end{aligned}$ | $\begin{aligned} & 5=27.77908880 \\ & m=21 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=107 \end{aligned}$ |

TABLE (4.4.4): Results of $S D$ with change in $u_{0}{ }^{\circ}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{e}_{\text {abs }}$ | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 24 | 27.77908798 | $1.5 \times 10^{-4}$ | 6 | 122 |
| -1 | 23 | 27.77908799 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 23 | 27.77908806 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -3 | 23 | 27.77908804 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -4 | 21 | 27.77908783 | $1.5 \times 10^{-4}$ | 6 | 107 |
| -5 | 21 | 27.77908788 | $1.5 \times 10^{-4}$ | 6 | 107 |

TABLE (4.4.5): Results of FR with varying $\varepsilon$ and $N$.

| $\mathbf{N}$ $\varepsilon$ | $5$ | 10 | 50 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & \mathrm{j}=27.83209137 \\ & m=30 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & =27.79289562 \\ & m=30 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & 5=27.77953059 \\ & m=22 \\ & e_{a b s}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=114 \end{aligned}$ | $\begin{aligned} & =27.77908788 \\ & m=30 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & =27.77908787 \\ & m=30 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=154 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & \mathrm{J}=27.83209026 \\ & \mathrm{~m}=29 \\ & \mathrm{e}_{\text {abs }}=5.0 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}=1.0 \times 10^{-2}}^{\mathrm{Cp}} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=128 \end{aligned}$ | $\begin{aligned} & 5=27.77953006 \\ & \mathrm{~m}=17 \\ & \mathrm{e}_{\mathrm{abs}=6.0 \times 10^{-4}} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=88 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908787 \\ & \mathrm{~m}=15 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=78 \end{aligned}$ | $\begin{aligned} & J=27.77908787 \\ & m=14 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=74 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & 5=27.83209026 \\ & m=26 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=129 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289556 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\mathrm{abs}=1.0 \times 10^{-2}}^{\mathrm{C}} \\ & \text { Cputime<1 } \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}=6.0 \times 10^{-4}} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908789 \\ & \mathrm{~m}=12 \\ & \mathrm{e}_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=62 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908789 \\ & \mathrm{~m}=12 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=62 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & =27.83209026 \\ & m=8 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & \mathrm{~m}=10 \\ & \text { eabs }=1.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \mathrm{NFE}=52 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & =27.77908774 \\ & \mathrm{~m}=8 \\ & \mathrm{e}_{\mathrm{abs}=1.5 \times 10^{-4}}^{\text {Cputime }=3} \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908774 \\ & \mathrm{~m}=8 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=5 \\ & \mathrm{NFE}=42 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & J=27.83209256 \\ & m=11 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=54 \end{aligned}$ | $\begin{aligned} & I=27.79289556 \\ & \mathrm{~m}=11 \\ & \mathrm{e}_{\mathrm{abs}=1.0 \times 10^{-2}}^{\text {Cputime }<1} \\ & \mathrm{NFE}=54 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.77953028 \\ & \mathrm{~m}=16 \\ & \text { eabs }^{2}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=80 \end{aligned}$ | $\begin{aligned} & =27.77908781 \\ & m=9 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & J=27.77908780 \\ & m=9 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=44 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & J=27.83209256 \\ & m=12 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289563 \\ & \mathrm{~m}=12 \\ & \mathrm{e}_{\mathrm{abs}=1.0 \times 10^{-2}}^{\text {Cputime }<1} \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & J=27.77953031 \\ & m=17 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=90 \end{aligned}$ | $\begin{aligned} & J=27.77908801 \\ & \mathrm{~m}=8 \\ & e_{\mathrm{abs}}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=43 \end{aligned}$ | $\begin{aligned} & J=27.77908512 \\ & m=8 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=43 \end{aligned}$ |

TABLE (4.4.6): Results of $F R$ with change in $\mathbf{u}_{0}{ }^{-}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{e}_{\text {abs }}$ | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 18 | 27.77908790 | $1.5 \times 10^{-4}$ | 5 | 92 |
| -1 | 23 | 27.77908802 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 9 | 27.77908789 | $1.5 \times 10^{-4}$ | 2 | 47 |
| -3 | 8 | 27.77908778 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -4 | 8 | 27.77908774 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -5 | 10 | 27.77908783 | $1.5 \times 10^{-4}$ | 3 | 52 |

TABLE (4.4.7): Results of PR with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $5$ | 10 | 50 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & \mathrm{F}=27.8321882 \\ & \mathrm{~m}=71 \\ & \mathrm{eabs}^{2}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=375 \end{aligned}$ | $\begin{aligned} & 5=27.79290468 \\ & \mathrm{~m}=69 \\ & \mathrm{e} \text { abs }=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=349 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77952985 \\ & \mathrm{~m}=93 \\ & \mathrm{e}_{\text {abs }=6.0 \times 10^{-4}} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=469 \end{aligned}$ | $\begin{aligned} & J=27.77909549 \\ & m=50 \\ & e_{\text {abs }=1.6 \times 10^{-4}} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=254 \end{aligned}$ | $\begin{aligned} & 5=27.7790547 \\ & \mathrm{~m}=49 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=23 \\ & \mathrm{NFE}=245 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & J=27.83208931 \\ & m=25 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=253 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289585 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=253 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953015 \\ & \mathrm{~m}=55 \\ & \mathrm{e}_{\mathrm{abs}=6.0 \times 10^{-4}} \\ & \text { Cputime }=8 \\ & \mathrm{NFE}=278 \end{aligned}$ | $\begin{aligned} & j=27.77908799 \\ & m=40 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=10 \\ & \mathrm{NFE}=203 \end{aligned}$ | $\begin{aligned} & J=27.77908799 \\ & m=40 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=18 \\ & \text { NFE }=203 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & \mathrm{F}=27.83208931 \\ & \mathrm{~m}=18 \\ & \mathrm{e}_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=91 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.79289556 \\ & \mathrm{~m}=40 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & I=27.77952980 \\ & m=22 \\ & e_{a b s}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=112 \end{aligned}$ | $\begin{aligned} & =27.77908794 \\ & \mathrm{~m}=19 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=97 \end{aligned}$ | $\begin{aligned} & =27.77908794 \\ & \mathrm{~m}=19 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=9 \\ & \text { NFE }=97 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & =27.83208930 \\ & m=17 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=87 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=25 \\ & e_{\text {abs }=1.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \text { NFE }=127 \end{aligned}$ | $\begin{aligned} & I=27.77952929 \\ & m=18 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=92 \end{aligned}$ | $\begin{aligned} & J=27.77908793 \\ & m=17 \\ & e_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=5 \\ & \text { NFE }=87 \end{aligned}$ | $\begin{aligned} & S=27.77908793 \\ & m=17 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=9 \\ & \text { NFE }=87 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & \mathrm{J}=27.83208932 \\ & m=20 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=105 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=27 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=131 \end{aligned}$ | $\begin{aligned} & J=27.77952980 \\ & m=20 \\ & e_{a b s}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=98 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908794 \\ & \mathrm{~m}=19 \\ & \mathrm{e}_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=97 \end{aligned}$ | $\begin{aligned} & 1=27.77908804 \\ & m=19 \\ & \text { eabs }^{2}=1.5 \times 10^{-4} \\ & \text { Cputime }=9 \\ & \text { NFE }=97 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & J=27.83208941 \\ & m=20 \\ & \text { eabs }=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=106 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289565 \\ & \mathrm{~m}=27 \\ & \mathrm{eabs}^{2}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=132 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77952985 \\ & \mathrm{~m}=21 \\ & e_{\text {abs }=6.0 \times 10^{-4}} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=108 \end{aligned}$ | $\begin{aligned} & J=27.77908804 \\ & m=17 \\ & e \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=89 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908804 \\ & \mathrm{~m}=17 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=9 \\ & \mathrm{NFE}=89 \end{aligned}$ |

TABLE (4.4.8): Results of $P R$ with change in $\mathbf{u}_{\boldsymbol{0}}{ }^{-}$

| $u_{0}$ | m | $\mathrm{~J}^{*}$ | eabs | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 18 | 27.77908807 | $1.5 \times 10^{-4}$ | 5 | 92 |
| -1 | 23 | 27.77908798 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 23 | 27.779087806 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -3 | 23 | 27.77908805 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -4 | 17 | 27.77908793 | $1.5 \times 10^{-4}$ | 5 | 87 |
| -5 | 17 | 27.77908818 | $1.5 \times 10^{-4}$ | 5 | 87 |

TABLE (4.4.9): Results of $H 1$ with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | $5$ | 10 | 50 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & J=27.83209137 \\ & m=30 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & =27.79289562 \\ & m=30 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953059 \\ & \mathrm{~m}=22 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & 5=27.77908788 \\ & m=30 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & \mathrm{I}=27.77908787 \\ & \mathrm{~m}=30 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \mathrm{NFE}=154 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & \mathrm{J}=27.83209026 \\ & \mathrm{~m}=29 \\ & \mathrm{e}_{\mathrm{abs}=5.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.79289556 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }=1.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=128 \end{aligned}$ | $\begin{aligned} & J=27.77953006 \\ & \mathrm{~m}=17 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=88 \end{aligned}$ | $\begin{aligned} & =27.77908787 \\ & m=15 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908787 \\ & \mathrm{~m}=14 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=74 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & 5=27.83209026 \\ & m=26 \\ & e \text { abs }=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=129 \end{aligned}$ | $\begin{aligned} & 5=27.79289556 \\ & \mathrm{~m}=20 \\ & \mathrm{eabs}=1.0 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}=6.0 \times 10^{-4}} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & =27.77908789 \\ & m=12 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=62 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908789 \\ & \mathrm{~m}=12 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=62 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & \mathrm{J}=27.83209252 \\ & \mathrm{~m}=8 \\ & \text { eabs }=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=42 \end{aligned}$ | $\begin{aligned} & I=27.79289556 \\ & m=10 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=52 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}=6.0 \times 10^{-4}} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & =27.77908774 \\ & m=8 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & 5=27.77908774 \\ & m=8 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=42 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & \mathrm{F}=27.83209253 \\ & \mathrm{~m}=12 \\ & \mathrm{e}_{\mathrm{abs}}=5.0 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=11 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=54 \end{aligned}$ | $\begin{aligned} & J=27.77953028 \\ & m=16 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=80 \end{aligned}$ | $\begin{aligned} & J=27.77908781 \\ & m=9 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.77908780 \\ & \mathrm{~m}=9 \\ & \mathrm{eabs}^{2}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=5 \\ & \mathrm{NFE}=44 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & 5=27.83209256 \\ & m=12 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & J=27.79289563 \\ & m=12 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & J=27.77953031 \\ & m=17 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=90 \end{aligned}$ | $\begin{aligned} & 5=27.77908801 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=43 \end{aligned}$ | $\begin{aligned} & 5=27.77908512 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=43 \end{aligned}$ |

TABLE (4.4.10): Results of $\mathbf{H 1}$ with change in $\mathbf{u}_{0}{ }^{\circ}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | e abs | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 18 | 27.77908807 | $1.5 \times 10^{-4}$ | 5 | 92 |
| -1 | 23 | 27.77908798 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 8 | 27.77908776 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -3 | 8 | 27.77908778 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -4 | 8 | 27.77908774 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -5 | 10 | 27.77908783 | $1.5 \times 10^{-4}$ | 3 | 52 |

TABLE (4.4.11): Results of ATH with varying $\varepsilon$ and N.

| N <br> $\varepsilon$ | $5$ | 10 | 50 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & \mathrm{J}=27.83209137 \\ & \mathrm{~m}=30 \\ & \mathrm{e}_{\mathrm{abs}}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289562 \\ & \mathrm{~m}=30 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & =27.77953059 \\ & m=22 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=114 \end{aligned}$ | $\begin{aligned} & =27.77908788 \\ & m=30 \\ & e_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=7 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & I=27.77908787 \\ & m=30 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=12 \\ & \text { NFE }=154 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & \mathrm{F}=27.83209026 \\ & \mathrm{~m}=29 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }=1.0 \times 10^{-2}} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=128 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77953006 \\ & \mathrm{~m}=17 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=88 \end{aligned}$ | $\begin{aligned} & =27.77908787 \\ & \mathrm{~m}=15 \\ & e_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=4 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908787 \\ & \mathrm{~m}=14 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=74 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & 5=27.83209026 \\ & \mathrm{~m}=26 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=129 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.79289556 \\ & \mathrm{~m}=20 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & e_{a b s}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & \mathrm{f}=27.77908789 \\ & \mathrm{~m}=12 \\ & e_{\mathrm{abs}}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=62 \end{aligned}$ | $\begin{aligned} & 5=27.77908789 \\ & m=12 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=62 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & \mathrm{s}=27.83208930 \\ & \mathrm{~m}=8 \\ & \mathrm{eabs}^{2}=5.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=10 \\ & e_{\text {abs }=1.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \text { NFE }=52 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953026 \\ & \mathrm{~m}=15 \\ & \mathrm{eabs}^{2}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & J=27.77908774 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908774 \\ & \mathrm{~m}=8 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=42 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & J=27.83208931 \\ & m=12 \\ & e_{a b s}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & \mathrm{F}=27.79289556 \\ & m=11 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=54 \end{aligned}$ | $\begin{aligned} & 5=27.77953028 \\ & m=16 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=80 \end{aligned}$ | $\begin{aligned} & J=27.77908781 \\ & m=9 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77908780 \\ & \mathrm{~m}=9 \\ & \mathrm{eabs}^{2}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=44 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & \mathrm{J}=27.83209256 \\ & \mathrm{~m}=12 \\ & \mathrm{e} a \mathrm{abs}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & \mathrm{s}=27.79289563 \\ & \mathrm{~m}=12 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & J=27.77953031 \\ & m=17 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=90 \end{aligned}$ | $\begin{aligned} & J=27.77908801 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=43 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908512 \\ & \mathrm{~m}=8 \\ & \text { eabs }=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=43 \end{aligned}$ |

TABLE (4.4.12): Results of ATH with change in $\mathbf{u}_{\boldsymbol{0}}{ }^{\circ}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{e}_{\mathrm{abs}}$ | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 18 | 27.77908807 | $1.5 \times 10^{-4}$ | 5 | 92 |
| -1 | 23 | 27.77908798 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 8 | 27.77908776 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -3 | 8 | 27.77908778 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -4 | 8 | 27.77908774 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -5 | 10 | 27.77908783 | $1.5 \times 10^{-4}$ | 3 | 52 |

TABLE (4.4.13): Results of H 3 with varying $\varepsilon$ and N .

| $\overline{\mathbf{N}}$ <br> $\varepsilon$ | $15$ | 10 | 0 | 100 | 400 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.1$ | $\begin{aligned} & =27.83209137 \\ & m=30 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & 5=27.79289562 \\ & m=30 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=154 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77953059 \\ & \mathrm{~m}=22 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & J=27.77908788 \\ & \mathrm{~m}=30 \\ & \mathrm{C}_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=154 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908787 \\ & \mathrm{~m}=30 \\ & \mathrm{e}_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=12 \\ & \text { NFE }=154 \end{aligned}$ |
| $0.2$ | $\begin{aligned} & \mathrm{J}=27.83209026 \\ & \mathrm{~m}=29 \\ & \mathrm{e}_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289556 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=128 \end{aligned}$ | $\begin{aligned} & J=27.77953006 \\ & m=17 \\ & e_{\text {abs }=6.0 \times 10^{-4}}^{\text {Cputime }=2} \\ & \text { NFE }=88 \end{aligned}$ | $\begin{aligned} & J=27.77908787 \\ & m=15 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{r}=27.77908787 \\ & \mathrm{~m}=14 \\ & \mathrm{e} \text { abs }=1.5 \times 10^{-4} \\ & \text { Cputime }=7 \\ & \mathrm{NFE}=74 \end{aligned}$ |
| $0.3$ | $\begin{aligned} & \mathrm{S}=27.83209026 \\ & \mathrm{~m}=26 \\ & \text { eabs }^{2}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=129 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=20 \\ & e_{\text {abs }}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=102 \end{aligned}$ | $\begin{aligned} & =27.77953026 \\ & m=15 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & \mathrm{l}=27.77908789 \\ & \mathrm{~m}=12 \\ & e_{\text {abs }=1.5 \times 10^{-4}} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=62 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908789 \\ & \mathrm{~m}=12 \\ & \mathrm{eabs}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=5 \\ & \mathrm{NFE}=62 \end{aligned}$ |
| $0.4$ | $\begin{aligned} & J=27.83208930 \\ & m=8 \\ & e_{\text {abs }}=5.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & m=10 \\ & e_{a b s}=1.0 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \text { NFE }=52 \end{aligned}$ | $\begin{aligned} & J=27.77953026 \\ & m=15 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908774 \\ & \mathrm{~m}=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=42 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908774 \\ & \mathrm{~m}=8 \\ & {\text { eabs }=1.5 \times 10^{-4}}^{\text {Cputime }=5} \\ & \mathrm{NFE}=42 \end{aligned}$ |
| $0.5$ | $\begin{aligned} & J=27.83208931 \\ & \mathrm{~m}=12 \\ & \mathrm{e}_{\mathrm{abs}}=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & J=27.79289556 \\ & \mathrm{~m}=11 \\ & \mathrm{c}_{\mathrm{abs}=1.0 \times 10^{-2}} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=54 \end{aligned}$ | $\begin{aligned} & \mathrm{S}=27.77953028 \\ & \mathrm{~m}=16 \\ & e_{\text {abs }}=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=80 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908781 \\ & \mathrm{~m}=9 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=44 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.77908780 \\ & \mathrm{~m}=9 \\ & \mathrm{e}_{\mathrm{abs}}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=44 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & r=27.83209256 \\ & m=12 \\ & \text { eabs }=5.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & \mathrm{J}=27.79289563 \\ & \mathrm{~m}=12 \\ & \mathrm{eabs}^{2}=1.0 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=64 \end{aligned}$ | $\begin{aligned} & J=27.77953031 \\ & m=17 \\ & \text { eabs }=6.0 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=90 \end{aligned}$ | $\begin{aligned} & J=27.77908801 \\ & \mathrm{~m}=8 \\ & e_{\mathrm{abs}=1.5 \times 10^{-4}} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=43 \end{aligned}$ | $\begin{aligned} & J=27.77908512 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=43 \end{aligned}$ |

TABLE (4.4.14): Results of H 3 with change in $\mathbf{u}_{0}{ }^{\circ}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{e}_{\mathrm{abs}}$ | Cputime | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 18 | 27.77908807 | $1.5 \times 10^{-4}$ | 5 | 92 |
| -1 | 23 | 27.77908798 | $1.5 \times 10^{-4}$ | 6 | 117 |
| -2 | 8 | 27.77908776 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -3 | 8 | 27.77908778 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -4 | 8 | 27.77908774 | $1.5 \times 10^{-4}$ | 2 | 42 |
| -5 | 10 | 27.77908783 | $1.5 \times 10^{-4}$ | 3 | 52 |

Table (4.5.1): Summary table for the seven methods

| ${ }^{8} 8_{8}$ | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908811 \\ & m=35 \\ & e_{a b s}=1.5 \times 10^{-9} \\ & \text { Cputime }=3 \\ & \text { NFE }=36 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908798 \\ & m=24 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=122 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908790 \\ & m=18 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=92 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908807 \\ & m=18 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=92 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908807 \\ & m=18 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=92 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908807 \\ & m=18 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=92 \\ & \tau=0.00001 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908807 \\ & m=18 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=92 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |
| -1 | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908804 \\ & m=34 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=35 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908799 \\ & m=23 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908802 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \mathrm{NFE}=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908798 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908798 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=6 \\ & \mathrm{NFE}=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(\ell_{f}\right)=27.77908798 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \\ & \tau=0.00001 \\ & \hline \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908798 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |
| -2 | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908799 \\ & m=34 \\ & e_{a b_{2}}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=33 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908806 \\ & m=23 \\ & e_{a b z}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(l_{f}\right)=27.77908789 \\ & m=9 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=47 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908806 \\ & m=23 \\ & e_{a b_{s}}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \text { NFE }=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908776 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908776 \\ & m=8 \\ & e_{a b_{s}}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \\ & \tau=0.00001 \\ & \hline \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908776 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |
| -3 | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908798 \\ & m=32 \\ & c_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=30 \end{aligned}$ | $\begin{array}{\|l\|} \hline x_{2}\left(t_{f}\right)=27.77908804 \\ m=23 \\ e_{a b s}=1.5 \times 10^{-4} \\ \text { Cputime }=6 \\ \text { NFE }=117 \end{array}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908778 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908805 \\ & m=23 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=6 \\ & \mathrm{NFE}=117 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908778 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908778 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \\ & \tau=0.00001 \\ & \hline \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908778 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |
| -4 | $\begin{aligned} & x_{2}\left(l_{f}\right)=27.77908793 \\ & m=29 \\ & e_{a b s}=1.5 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=30 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908783 \\ & m=21 \\ & e_{a b s}=1.5 \times 10^{-1} \\ & \text { Cputime }=6 \\ & \mathrm{NFE}=107 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908774 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=42 \end{aligned}$ | $\begin{aligned} & x_{2}\left(f_{f}\right)=27.77908793 \\ & m=17 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \text { NFE }=87 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908774 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908774 \\ & m=8 \\ & e_{\text {abs }}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=42 \\ & \tau=0.00001 \\ & \hline \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908774 \\ & m=8 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=42 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |
| -5 | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908793 \\ & m=29 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=30 \end{aligned}$ | $\begin{array}{\|l\|} \hline x_{2}\left(f_{f}\right)=27.77908788 \\ m=21 \\ e_{a b s}=1.5 \times 10^{-4} \\ \text { Cputime }=6 \\ \mathrm{NFE}=107 \end{array}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908783 \\ & m=10 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=52 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908818 \\ & m=17 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=87 \end{aligned}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908783 \\ & m=10 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=52 \end{aligned}$ | $\begin{array}{\|l\|} x_{2}\left(t_{f}\right)=27.77908783 \\ m=10 \\ e_{a b s}=1.5 \times 10^{-4} \\ \text { Cputime }=3 \\ \text { NFE }=52 \\ \tau=0.00001 \\ \hline \end{array}$ | $\begin{aligned} & x_{2}\left(t_{f}\right)=27.77908783 \\ & m=10 \\ & e_{a b s}=1.5 \times 10^{-4} \\ & \text { Cputime }=3 \\ & \text { NFE }=52 \\ & \lambda=0.00001, \mu=0.45 \end{aligned}$ |

## GFS

| $\ldots$ |
| :---: |
| $\ldots \ldots \ldots$ |
| $\ldots$ |
| $\cdots$ |
| $\cdots$ |
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comparison of the seven methods


## Chapter 5

## PROBLEM 2

### 5.1 Minimum Drag (MD) Problem

An unconstrained optimal control problem taken from a report by S.C. Carg (1979) [19] is considered in this chapter. This problem was also considered by Bryson and Ho (1969) [2]. The aim is to minimize the Drag Coefficient of an axisymmetric body in Newtonian hypersonic flow. The pressure drag of a body in hypersonic flow is given by the expression (see sketch)


$$
\begin{equation*}
D=-2 \Pi q\left[\int_{x=0}^{\ell} C_{p}(\theta) r d r-r^{2}(\ell)\right] \tag{5.1.1}
\end{equation*}
$$

where

$$
C_{p}(\theta)=\left\{\begin{array}{ll}
2 \sin ^{2} \theta ; & \theta \geq 0  \tag{5.1.2}\\
0 ; & \theta<0
\end{array}\right\}=\text { pressure coefficient. }
$$

(Newtonian approximation),
$q=$ dynamic pressure,
$x=$ axial distance from point of maximum radius,
$r=r(x)=$ radius of body,
$\ell=$ length of body,
and $r(0)=a=$ maximum radius of body.
The slope is given by $d r / d x=-\tan \theta$, the problem can be cast into the form of a fixed terminal time, unconstrained optimal control problem as follows:

Select $\tan \theta=u$ as the control variable, then

$$
\begin{equation*}
C_{p} d r=2 \sin ^{2} \theta \frac{d r}{d x} d x=\frac{-2 u^{3}}{1+u^{2}} d x \tag{5.1.3}
\end{equation*}
$$

Allow for the possibility of a blunt tip by writing (5.1.1) in the form

$$
\begin{aligned}
\frac{D}{4 \Pi q} & =\frac{-2 \Pi q}{4 \Pi q}\left[\int_{0}^{\ell} C_{p}(\theta) r d r-r^{2}(\ell)\right. \\
\frac{D}{4 \Pi q} & =\frac{1}{2} r^{2}(\ell)-\frac{1}{2} \int_{0}^{\ell} \frac{-2 r u^{3}}{1+u^{2}} d x
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\frac{D}{4 \Pi q}=\frac{1}{2} r^{2}(\ell)+\int_{0}^{\ell} \frac{r u^{3}}{1+u^{2}} d x \tag{5.1.4}
\end{equation*}
$$

By nondimensionalizing the variables, make $x_{1}=r / \ell, \dot{x}_{2}=1 / \ell \times$ the integrand in (5.1.4) and insert a non-negativity constraint on $u$ to enforce (5.1.2). The independent variable $t=x / \ell$.

The problem now reduces to:
Minimize

$$
\left.\begin{array}{rl}
\phi & =\frac{1}{2} x_{1}^{2}(1)+x_{2}(1)  \tag{5.1.5}\\
\text { with } & \\
\dot{x}_{1} & =-u, x_{1}(0)=\frac{a}{\ell}, u \geq 0 \\
\dot{x}_{2} & =\frac{u^{3} x_{1}}{1+u^{2}}, x_{2}(0)=0 \\
\text { and } & \\
C_{D} & =4(\ell / a)^{2} \phi .
\end{array}\right\}
$$

When $C_{D}$ the drag coefficient is defined as $\frac{D}{\Pi q a^{2}}$. Refer to [2]. See also Appendix A1 for the complete derivation of (5.1.5). Once again the problem has been tackled analytically and then numerically using conjugate gradient and hybrid conjugate gradient method mentioned in chapter 4, section 4.1.

### 5.2 Analytical Solution

Here we use the maximum principle to solve problem (5.1.5). We set up the Hamiltonian as follows:

$$
\begin{equation*}
H=\sum_{i=1}^{i=2} \lambda_{i} f_{i}=-\lambda_{1} u+\lambda_{2} \frac{u^{3} x_{1}}{1+u^{2}} \tag{5.2.1}
\end{equation*}
$$

The adjoint equations can be written as,

$$
\begin{aligned}
\dot{\lambda}_{i} & =-\frac{\partial H}{\partial x_{i}}, \quad i=1,2 \\
\lambda_{i}\left(t_{f}\right) & =\left.\frac{\partial \phi}{\partial x_{i}}\right|_{t=t_{f}}, \quad i=1,2
\end{aligned}
$$

i.e.,

$$
\left.\begin{array}{l}
\dot{\lambda}_{1}=-\frac{\partial H}{\partial x_{1}}=-\lambda_{2} \frac{u^{3}}{1+u^{2}}, \lambda_{1}\left(t_{f}\right)=x_{1}(1)  \tag{5.2.2}\\
\dot{\lambda}_{2}=-\frac{\partial H}{\partial x_{2}}=0, \lambda_{2}\left(t_{f}\right)=1
\end{array}\right\}
$$

so that $\lambda_{2}=1$.
To find the optimal $u$ we set $H_{u}=0$.

$$
H_{u}=\frac{\partial H}{\partial u}=-\lambda_{1}+\frac{u^{2} \lambda_{2} x_{1}\left(3+u^{2}\right)}{\left(1+u^{2}\right)^{2}}=0
$$

i.e.,

$$
\lambda_{1}=\frac{\lambda_{2} x_{1} u^{2}\left(3+u^{2}\right)}{\left(1+u^{2}\right)^{2}}
$$

Since $\lambda_{2}=1, \lambda_{1}$ becomes,

$$
\lambda_{1}=\frac{x_{1} u^{2}\left(3+u^{2}\right)}{\left(1+u^{2}\right)^{2}}
$$

Now substituting for $\lambda_{1}$ in $H$ gives,

$$
H=-\lambda_{1} u+\frac{\lambda_{2} u^{3} x_{1}}{\left(1+u^{2}\right)}
$$

i.e.,

$$
\begin{aligned}
H & =\frac{-x_{1} u^{2}\left(3+u^{2}\right) u}{\left(1+u^{2}\right)^{2}}+\frac{\lambda_{1} u^{3} x_{1}}{\left(1+u^{2}\right)} \\
& =\frac{-x_{1} u^{2}\left(3+u^{2}\right) u+\lambda_{2} u^{3} x_{1}\left(1+u^{2}\right)}{\left(1+u^{2}\right)^{2}} \\
& =\frac{-3 x_{1} u^{2}-x_{1} u^{5}+u^{3} x_{1}+u^{5} x_{1}}{\left(1+u^{2}\right)^{2}} \\
& =\frac{-2 x_{1} u^{3}}{\left(1+u^{2}\right)^{2}} .
\end{aligned}
$$

Now $H=$ const, since the problem does not involve $t$ explicitly. Therefore,

$$
\begin{equation*}
H=\frac{-2 x_{1} u^{3}}{\left(1+u^{2}\right)^{2}}=\text { const. } \tag{5.2.3}
\end{equation*}
$$

At $t_{f}=1$,

$$
\lambda_{1}(1)=\frac{x_{1}(1) u^{2}(1)\left(3+u^{2}(1)\right)}{\left(1+u(1)^{2}\right)^{2}}
$$

and since from (5.2.2), $\lambda_{1}\left(t_{f}\right)=\lambda_{1}(1)=x_{1}(1)$, the above equation reduces to,

$$
u^{2}(1)=1 \Longrightarrow u(1) \pm 1
$$

but because of the non-negativity condition we must have $u(1)=1$.
From equation (5.2.3), at $t=t_{f}=1$ we have,

$$
\frac{-2 x_{1}(1) u^{3}(1)}{\left(1+u(1)^{2}\right)^{2}}=\text { const },
$$

and since $u(1)=1$, it follows that,

$$
\begin{equation*}
\frac{-2 x_{1}(1)}{4}=\text { const. } \tag{5.2.4}
\end{equation*}
$$

From (5.2.3) and (5.2.4) we get,

$$
\begin{align*}
\frac{-2 x_{1} u^{3}}{\left(1+u^{2}\right)^{2}} & =\frac{-2}{4} x_{1}(1), \text { i.e., }  \tag{5.2.5}\\
\frac{x_{1}}{x_{1}(1)} & =\frac{\left(1+u^{2}\right)^{2}}{4 u^{3}}
\end{align*}
$$

Thus,

$$
\begin{equation*}
x_{1}(t)=\frac{\left(1+u^{2}(t)\right)^{2}}{4 u^{3}(t)} x_{1}(1) \tag{5.2.6}
\end{equation*}
$$

Equation (5.2.6) gives the body shape in terms of $u$ and $x_{1}(1)$. To introduce $t$ into the solution we proceed as follows:

$$
\begin{align*}
\frac{d x_{1}}{d u} & =\frac{-x_{1}(1)}{2 u^{2}}+\frac{x_{1}(1)}{4}-\frac{3 x_{1}(1)}{4 u^{4}}, \text { and },  \tag{5.2.7}\\
\frac{d x_{1}}{d u} & =\frac{d x_{1}}{d t} \cdot \frac{d t}{d u}
\end{align*}
$$

But from (5.1.5),

$$
\frac{d x_{1}}{d t}=-u(t)
$$

so from (5.2.7) we get,

$$
\frac{d x_{1}}{d u}=-u \frac{d t}{d u}
$$

i.e.,

$$
\frac{1}{u} \cdot \frac{d x_{1}}{d u}=-\frac{d t}{d u} .
$$

Now integrating both sides,

$$
\begin{align*}
\int_{1}^{u} \frac{1}{u} \frac{d x_{1}}{d u} d u & =\int_{u=1}^{u=u}-d t \\
\int_{1}^{u} \frac{1}{u} \frac{d x_{1}}{d u} d u & =\int_{1}^{u}\left(\frac{-x_{1}(1)}{2 u^{3}}+\frac{x_{1}(1)}{4 u}-\frac{3 x_{1}(1)}{4 u^{5}}\right) d u  \tag{5.2.8}\\
& =x_{1}(1) \int_{1}^{u}\left(\frac{-1}{2} u^{-3}+\frac{1}{4} u^{-1}-\frac{3}{4} u^{-5}\right) d u \\
& =x_{1}(1) \frac{1}{4}\left[\frac{1}{u^{2}}-\ln \frac{1}{u}+\frac{3}{4 u^{4}}-\frac{7}{4}\right]
\end{align*}
$$

From (5.2.5) at $u=1$,

$$
\frac{x_{1}}{x_{1}(1)}=1
$$

i.e.,

$$
x_{1}(t)=x_{1}(1), \text { thus at } u=1, t=1 \text { and at } u=u, t=t .
$$

Thus $\int_{1}^{u} \frac{1}{u} \frac{d x_{1}}{d u} d u=\int_{t=1}^{t=t}-d t=-t+1$, i.e.,

$$
\begin{equation*}
1-t=\int_{1}^{u} \frac{1}{u} \frac{d x_{1}}{d u} d u \tag{5.2.9}
\end{equation*}
$$

From (5.2.8) and (5.2.9) we get,

$$
\begin{align*}
1-t & =\frac{x_{1}}{4}\left[\frac{1}{u^{2}}-\ell n \frac{1}{u}+\frac{3}{4 u^{4}}-\frac{7}{4}\right]  \tag{5.2.10}\\
\text { or } \frac{1-t}{x_{1}(1)} & =\frac{1}{4}\left[\frac{3}{4 u^{4}}+\frac{1}{u^{2}}-\frac{7}{4}-\ell n \frac{1}{u}\right] .
\end{align*}
$$

From (5.2.5) at $t=0$ we get,

$$
\frac{x_{1}(0)}{x_{1}(1)}=\frac{\left(1+u_{0}^{2}\right)^{2}}{4 u_{0}^{3}}
$$

and since $x_{1}(0)=a / \ell$ from (5.1.5), then by selecting the fineness ratio $\frac{a}{\ell}=$ 0.5 for simplicity we get,

$$
\begin{equation*}
\frac{0.5}{x_{1}(1)}=\frac{\left(1+u_{0}^{2}\right)^{2}}{4 u_{0}^{3}} \tag{5.2.11}
\end{equation*}
$$

Now from (5.2.10) when $t=0$ we have,

$$
\begin{equation*}
\frac{1}{x_{1}(1)}=\frac{1}{4}\left[\frac{3}{4 u_{0}^{4}}+\frac{1}{u_{0}^{2}}-\frac{7}{4}-\ell n \frac{1}{u_{0}}\right] . \tag{5.2.12}
\end{equation*}
$$

By multiplying both sides of (5.2.11) by 2 we get,

$$
\begin{equation*}
\frac{1}{x(1)}=\frac{\left(1+u_{0}^{2}\right)^{2}}{2 u_{0}^{3}} \tag{5.2.13}
\end{equation*}
$$

From (5.2.12) and (5.2.13) we have,

$$
\frac{1}{4}\left[\frac{3}{4 u_{0}^{4}}+\frac{1}{u_{0}^{2}}-\frac{7}{4}-\ell n \frac{1}{u_{0}}\right]=\frac{\left(1+u_{0}^{2}\right)^{2}}{2 u_{0}^{3}}
$$

i.e.,

$$
\begin{equation*}
\frac{3}{8 u_{0}}+\frac{u_{0}}{2}-\frac{7}{8} u_{0}^{3}=\frac{u_{0}^{3}}{2} \ln \frac{1}{u_{0}}-\left(1+u_{0}^{2}\right)^{2}=0 . \tag{5.2.14}
\end{equation*}
$$

Solving equation (5.2.14) numerically using the Newton Raphson method gives, $u_{0}=0.3342450$.

Substituting $u_{0}$ in (5.2.12) we get, $x_{1}(1)=0.0604275$. From (5.2.5) and (5.1.5) we can write,

$$
\frac{u^{3} x_{1}(1) \frac{\left(1+u^{2}\right)^{2}}{4 u^{3}}}{\left(1+u^{2}\right)}=\frac{x_{1}(1)\left(1+u^{2}\right)}{4\left(1+u^{2}\right)}
$$

so that,

$$
\int_{0}^{1} d x_{2}=\int_{0}^{1} \frac{x_{1}(1)\left(1+u^{2}\right)^{2}}{4} d t
$$

and

$$
\begin{equation*}
x_{2}(1)=\int_{0}^{1} \frac{x_{1}(1)}{4}\left(1+u^{2}\right) d t \tag{5.2.15}
\end{equation*}
$$

since $x_{2}(0)=0$. From (5.1.5),

$$
\begin{equation*}
\phi=\frac{1}{2} x_{1}^{2}(1)+x_{2}(1) \tag{5.2.16}
\end{equation*}
$$

Now substitute (5.2.15) into (5.2.16) to get,

$$
\begin{equation*}
\phi=\frac{1}{2} x_{1} 2(1)+x_{1}(1) \int_{0}^{1} \frac{\left(1+u^{2}\right)}{4} d t \tag{5.2.17}
\end{equation*}
$$

From (5.2.10) we have,

$$
1-t=\frac{x_{1}(1)}{4}\left[\frac{3}{4 u^{4}}+\frac{1}{u^{2}}-\frac{7}{4}-\operatorname{\ell n} \frac{1}{u}\right]
$$

or

$$
1-\frac{x_{1}(1)}{4}\left[\frac{3}{4 u^{4}}+\frac{1}{u^{2}}-\frac{7}{4}-\ell n \frac{1}{u}\right]=t .
$$

Hence

$$
\begin{aligned}
\frac{d t}{d u} & =\frac{d}{d u}\left\{1-x_{1}(1)\left[\frac{3}{4} u^{-4}+u^{-2}-\frac{7}{4}-\ell n u\right]\right\} \\
& =\frac{-x_{1}(1)}{4}\left[\frac{-12}{4} u^{-5}-2 u^{-3}+\frac{1}{u}\right]
\end{aligned}
$$

i.e.,

$$
\begin{align*}
\frac{d t}{d u} & =\frac{-x_{1}(1)}{4}\left[-3 u^{-5}-2 u^{-3}+\frac{1}{u}\right]  \tag{5.2.18}\\
d t & =\frac{x_{1}(1)}{4}\left[3 u^{-5}+2 u^{-3}-\frac{1}{u}\right] d u
\end{align*}
$$

Substituting (5.2.18) into (5.2.17) we get,

$$
\begin{align*}
\phi & =\frac{1}{2} x_{1}^{2}(1)+\frac{x_{1}^{2}(1)}{16} \int_{u_{u}}^{1}\left(1+u^{2}\right)\left(3 u^{-5}+2 u^{-3}-\frac{1}{u}\right) d u \\
& =\frac{1}{2} x_{1}^{2}(1)\left[1+\frac{1}{8} \int_{u_{u}}^{1}\left(1+u^{2}\right)\left(\frac{3 u^{-5}+2 u^{-3}-u^{-4}}{u^{5}}\right) d u\right] \\
& =\frac{1}{2} x_{1}^{2}(1)\left[1+\frac{1}{8} \int_{u_{u}}^{1}\left(3 u^{-5}+2 u^{-3}-u^{-1}+3 u^{-3}+2 u^{-1}-u\right) d u\right] \\
& =\frac{1}{2} x_{1}^{2}(1)\left[1+\frac{1}{8} \int_{u_{0}}^{1}\left(3 u^{-5}+5 u^{-3}+u^{-1}-u\right) d u\right] . \tag{5.2.19}
\end{align*}
$$

At $t=0, u(0)=u_{0}, t=1$ and $u(1)=1$ we have,

$$
\begin{align*}
& \int_{u_{0}}^{1}\left(3 u^{-5}+5 u^{-3}+u^{-1}-u\right) d u \\
= & {\left[\frac{-3}{4} u^{-4}-\frac{5}{2} u^{-2}+\ell n u-\frac{1}{2} u^{2}\right]_{u u_{0}}^{1} }  \tag{5.2.20}\\
= & -\frac{15}{4}+\frac{3}{4} u_{0}^{-4}+\frac{5}{2} u_{0}^{-2}-\ell n u_{0}+\frac{1}{2} u_{0}^{2} .
\end{align*}
$$

Substituting (5.2.20) into (5.2.19) we obtain,

$$
\begin{equation*}
\phi=\frac{x_{1}^{2}(1)}{2}\left[1+\frac{1}{8}\left(-\frac{15}{4}+\frac{3}{4} u_{0}^{-4}+\frac{5}{2} u_{0}^{-2}-\ell n u_{0}+\frac{1}{2} u_{0}^{2}\right)\right] . \tag{5.2.21}
\end{equation*}
$$

Now from (5.1.5) we have,

$$
C_{D}=4\left(\frac{\ell}{a}\right)^{2} \phi
$$

and,

$$
x_{1}(0)=\frac{a}{\ell}
$$

also from (5.2.5) at $t=0$

$$
x_{1}(0)=x_{1}(1) \frac{\left(1+u_{0}^{2}\right)^{2}}{4 u_{0}^{3}}
$$

i.e.,

$$
\begin{equation*}
\frac{a}{\ell}=x_{1}(1) \frac{\left(1+u_{0}^{2}\right)^{2}}{4 u_{0}^{3}} \tag{5.2.22}
\end{equation*}
$$

From (5.2.12) we can write,

$$
\begin{equation*}
x_{1}(1)=\frac{4}{\left[\frac{3}{4 u_{0}^{2}}+\frac{1}{u_{0}^{2}}-\frac{7}{4}-\ln \frac{1}{u_{0}}\right]} \tag{5.2.23}
\end{equation*}
$$

and from (5.2.22) and (5.2.23) we get,

$$
\frac{a}{\ell}=\frac{4\left(1+u_{0}^{2}\right)^{2}}{4 u_{0}^{3}\left[\frac{3}{4 u_{0}^{4}}+\frac{1}{u_{0}^{2}}-\frac{7}{4}-\ln \frac{1}{u_{0}}\right]}
$$

From (5.2.22),

$$
\begin{equation*}
\frac{\ell}{a}=\frac{4 u_{0}^{3}}{x_{1}(1)\left(1+u_{0}^{2}\right)^{2}} \tag{5.2.24}
\end{equation*}
$$

Since,

$$
C_{D}=4\left(\frac{\ell}{a}\right)^{2} \phi
$$

from (5.2.21) and (5.2.24) we get,
$C_{D}=4\left[\frac{4 u_{0}^{3}}{x_{1}(1)\left(1+u_{0}^{2}\right)^{2}}\right]^{2} \frac{x_{1}^{2}(1)}{2}\left[1+\frac{1}{8}\left(\frac{-15}{4}+\frac{3}{4} u_{0}^{-4}+\frac{5}{2} u_{0}^{-2}-\ell n u_{0}+\frac{1}{2} u_{0}^{2}\right)\right]$,
i.e.,

$$
\begin{equation*}
C_{D}=\frac{32 u_{0}^{6}}{\left(1+u_{0}^{2}\right)^{4}}\left[1+\frac{1}{8}\left(-\frac{15}{4}+\frac{3}{4} u_{0}^{-4}+\frac{5}{2} u_{0}^{-2}-\ell n u_{0}+\frac{1}{2} u_{0}^{2}\right)\right] \tag{5.2.25}
\end{equation*}
$$

At $u_{0}=0.3342450, C_{D}=0.3208516$ to 7 decimal places.

### 5.3 Numerical Solutions

### 5.3.1 The state and adjoint equations

The state equations are:

$$
\left.\begin{array}{ll}
\dot{x}_{1}=f_{1}=\frac{d x_{1}}{d t}=-u(t), & x_{1}(0)=0.5  \tag{5.3.1}\\
\dot{x}_{2}=f_{2}=\frac{d x_{2}}{d t}=\frac{u^{3} x_{1}}{\left(1+u^{2}\right)}, & x_{2}(0)=0
\end{array}\right\}
$$

Using the Runge-Kutte 4th order method for numerical solution of (5.3.1) we get,

$$
\begin{aligned}
x_{1, n+1} & =x_{1, n}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right) \\
x_{2, n+1} & =x_{2, n}+\frac{1}{6}\left(v_{1}+2 v_{2}+2 v_{3}+w_{4}\right)
\end{aligned}
$$

where,

$$
\begin{aligned}
k_{1} & =h f_{1}\left(x_{1, n}, x_{2, n}\right)=-h u_{n} \\
v_{1} & =h f_{2}\left(x_{1, n}, x_{2, n}\right)=h \frac{u u_{n}^{3} x_{1, n}}{\left(1+u_{n}^{2}\right)} \\
k_{2} & =h f_{1}\left(x_{1, n}+\frac{1}{2} k_{1}, x_{2, n}+\frac{1}{2} v_{1}\right)=-h u_{n} \\
v_{2} & =h f_{2}\left(x_{1, n}+\frac{1}{2} k_{1}, x_{2, n}+\frac{1}{2} v_{1}\right)=h u_{n}^{3}\left(x_{1, n}+\frac{1}{2} k_{1}\right) /\left(1+u_{n}^{2}\right) \\
k_{3} & =h f_{1}\left(x_{1, n}+\frac{1}{2} k_{2}, x_{2, n}+\frac{1}{2} v_{2}\right)=-h u_{n} \\
v_{3} & =h f_{2}\left(x_{1, n}+\frac{1}{2} k_{2}, x_{2, n}+\frac{1}{2} v_{2}\right)=\frac{h u_{n}^{3}\left(x_{1, n}+\frac{1}{2} k_{2}\right)}{\left(1+u_{n}^{2}\right)} \\
k_{4} & =h f_{1}\left(x_{1, n}+k_{3}, x_{2, n}+v_{3}\right)=-h u_{n} \\
v_{4} & =h f_{2}\left(x_{1, n}+k_{3}, x_{2, n}+v_{3}\right)=\frac{h u_{n}^{3}\left(x_{1, n}+k_{3}\right)}{\left(1+u^{2} n\right)} .
\end{aligned}
$$

The adjoint equations are:

$$
\left.\begin{array}{ll}
\dot{\lambda}_{1}=f_{1}=\frac{-\lambda_{2} u^{3}}{\left(1+u^{2}\right)}, & \lambda_{1}(1)=x_{1}(1)  \tag{5.3.2}\\
\dot{\lambda}_{2}=f_{2}=0, & \lambda_{2}(1)=1
\end{array}\right\}
$$

Using the Runge-Kutta 4th order method for numerical solution of (5.3.2) we get,

$$
\begin{aligned}
& \lambda_{1, n}=\lambda_{1, n+1}+\frac{1}{6}\left(w_{1}+2 w_{2}+2 w_{3}+w_{4}\right) \\
& \lambda_{2, n}=\lambda_{2, n+1}+\frac{1}{6}\left(z_{1}+2 z_{2}+2 z_{3}+z_{4}\right)
\end{aligned}
$$

where,

$$
\begin{aligned}
w_{1} & =-h f_{1}\left(\lambda_{1, n+1}, \lambda_{2, n+1}=-h\left[\frac{-\lambda_{2, n+1} u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right]\right. \\
z_{1} & =0 \\
w_{2} & =-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} w_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}\right) \\
& =-h\left[\frac{-\left(\lambda_{2, n+1}+\frac{1}{2} z_{1}\right) u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right]=-h\left[\frac{-\lambda_{2, n+1} u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right] \\
z_{2} & =0 \\
w_{3} & =-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} w_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}\right) \\
& =-h\left[\frac{-\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right) u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right]=-h\left[\frac{-\lambda_{2, n+1} u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right] \\
z_{3} & =0 \\
w_{4} & =-h f_{1}\left(\lambda_{1, n+1}+w_{3}, \lambda_{2, n+1}+z_{3}\right) \\
& =-h\left[\frac{-\left(\lambda_{2, n+1}+z_{3}\right) u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right]=-h\left[\frac{-\lambda_{2, n+1} u_{n+1}^{3}}{\left(1+u_{n+1}^{2}\right)}\right] \\
z_{4} & =0 .
\end{aligned}
$$

### 5.4 Results and Discussions

### 5.4.1 Gradient method

The algorithm for the gradient in function space method applied to problem 2 is the same as that described in Chapter 4, section 4.4.1, where for this problem

$$
\begin{equation*}
g=-\lambda_{1}+\frac{u^{2} \lambda_{2} x_{1}\left(3+u^{2}\right)}{\left(1+u^{2}\right)^{2}} \tag{5.4.1}
\end{equation*}
$$

For examining the efficiency of this method when it is applied to the prol)lem in this chapter once again we compare the results obtained numerically, when the critical parameters $\epsilon, N$ and $u_{0}$ are varied, with the analytical solution. Here, throughout this chapter the results show the minimum number of iterations to achieve the best $e_{a b s}$ so that any further iterations produced no improvement. Table (5.4.1) shows, the effect of $\epsilon$ and $N$ in achieving the minimum Drag Coefficient (CD), from the best starting control, i.e. $u_{1}=1.0$. The best CD obtained was 0.3208517 to 7 decimal places with $\epsilon_{a b s} \simeq 1 \times 10^{-7}$ with the corresponding parameter values, $\epsilon=1.8, N=800$ or 1600 and $m=30$. Here by selecting a larger steplength factor, up to a limit of 1.8 in this case, we obtain the minimum in fewer iterations, and fewer function evaluations for the best possible $e_{a b s}$. The effect of $N$ is also clear from Table (5.4.1), we can see that a better CD is achieved as $N$ is increased but at the expense of more cpu time. Table (5.4.2), shows that effect of initial control $u_{0}$ on the minimum CD, when a sufficiently large enough $N$ is taken as 800 . As can be seen the best CD with the best $\epsilon_{a l s}$ was achieved at $u_{0}=1.0$, also taking $u_{0}$ in the range $0 \leq u_{0} \leq 0.3$ could achieve $e_{\alpha d s} \leq 4 \times 10^{-7}$, which performed better in terms of convergence to the minimum and number of iterations taken, than selecting $u_{0}$ as $0.4,0.5$ or 1.1. Figure (5.4.1) and figure (5.4.2), show the curves from the radius of body $x_{1}(t)$ and local slope $u(t)$ respectively against distance along body axis, for the analytical solutions and the numerical ones, with $m=1$ and $m=30$, using $N=800, u_{0}=1.0$ and $\epsilon=1.8$. Hence from the graph of $x_{1}$ we can see that when $m=30$, the curve behaves similar to the analytical solution, but for $m=1$, the difference is quite obvious. Also from the graph of $u$, we can see that with $m=30$, the behaviour of the curve is similar to the analytical one, where as when $m=1$, the difference is quite eminent.

Figure (5.4.3) compares the analytical curve for the radius of body $x_{1}(t)$ with the numerical solutions, when the number of integration steps are 100 and 800 , respectively after 2 iterations, with $u_{0}=1.0$ and $\epsilon=1.8$. Figure (5.4.4) gives similar results from the local slope $u(t)$. Here from both the graphs of $x_{1}$ and $u$, we can not see much difference in the behaviour of the numerical curves, between $N=100$ and $N=800$.

Figures (5.4.5) and (5.4.6) demonstrate the effect on the radius of body $x_{1}(t)$ and the local slope $u(t)$ respectively when using ste] length factors $\epsilon=1.0$ and 1.8 after 2 iterations, when $u_{1}=1.0$ and $N=800$. As can be seen from the graph of $x_{1}$, taking $\epsilon=1.8$ can lead to the behaviour of the curve closer to the analytical one than taking $\epsilon=1.0$.

But from the graph of $u$, we can not see much difference in the curvature behaviour of the numerical solutions, between $\epsilon=1.8$ and $\epsilon=1.0$. Figure
(5.3.7), shows how the Drag Coefficient varies with $m$ for $u_{0}=1.0, N=800$ and $\epsilon=1.8$.

Figure (5.4.8), shows the effect on the Drag Coefficient (CD) of changing $u_{0}$ for different number of iterations ( $m=0.1$ and 30 ) with $N=800$ and $\epsilon=1.8$. Here we can see that as $m$ increases, for all the starting controls, the value of CD converges to the optimal one. Figure (5.4.9), shows the graph of error, when the optimal numerical results of distance along body axis against radius of body $x_{1}(t)$ are compared with the analytical solution. Note that here $x_{1} N(t)$ and $x_{1} A(t)$ denote the numerical solutions and analytical solutions of $x_{1}(t)$,respectively. Similarly figure (5.4.10), shows the graph of error of distance along body axis against the local slope $u(t)$ and also here $U N(t)$ and $U A(t)$ denote that numerical solutions and analytical solutions of $u(t)$ respectively. The parameters for both figures are $m=30, \epsilon=1.8, N=$ 800 and $u_{0}=1.0$.

The results above show that some improvement can be obtained in minimizing the Drag (CD), by varying the critical parameters $\mu_{0}, \epsilon$ and $N$.

The correct choice of initial control is an important factor in achieving the best CD in fewer iterations and therefore less computing time and fewer number of function evaluations. Considering the interaction of the other two critical factors $\epsilon$ and $N$, the best combination exists with larger $\epsilon$ and larger $N$, in this case $\epsilon=1.8$ and $N=800$, but if we choose smaller values for $N$ we can compensate by selecting larger values for $\epsilon$ and vice versa. But, we should note that if the value of $\epsilon$ is taken too large, i.e. in this case $\epsilon>1.8$, while $N$ is large enough for accuracy purposes, we get no more improvement on the minimum yield CD . In view of the above comments, by selecting proper initial control and accurate enough integration steps, along with an appropriate step length factor a speed up in the convergency to a better minimum for $C D$ is obtained.

### 5.4.2 Steepest descent

The algorithm for steepest descent applied to the problem 2 and also the line search techniques used for this method are described in Chapter 2, section 2.2.2 and chapter 3 , section 3.4.1 respectively. The gradient $(g)$ is obtained in the same way as for gradient method in function space in this chapter (see section (5.4.1)).

Here we again investigate the effect of selecting step length factor, integration step and initial control in the solution of problem 2.

Table (5.4.3), shows the effect of $\epsilon$ and $N$ in obtaining the minimum CD with the best starting control $u_{0}=1.0$. The best minimum achieved was 0.3208526 to 7 decimal places with $e_{a b s} \simeq 1 \times 10^{-6}, \epsilon=2.0$ and $N=800$ or $N=1600$ after 243 iterations. Hence generally for larger $N$, selecting a larger step length factor ( $\epsilon$ ) speeds up the search from the minimum CD, in terms of computing time, reduction in number of iterations and also function evaluations, for a required $e_{a b s}$. Table (5.4.4), shows how the starting control affects the minimum CD, i.e. by selecting $u_{0}$ as $1,1.1$ and 0.4 we achieve better minimum CD respectively compared with $0,0.3$ and 0.5 . Here. $N$ was taken as 800.

Figure (5.4.11) and Figure (5.4.12), show the graphs of distance along
body axis against the radius of body $x_{1}(t)$ and the local slope $u(t)$ respectively, when the numerical solutions are compared with the analytical one, when $m=1$ and $m=243, N=800, u_{0}=1.0$ and $\epsilon=2.0$. As can be seen from the graph of $x_{1}$ taking $m=243$ can produce solutions closer to the analytical one than $m=1$. The same comment is also true for the graph of control.

Figure (5.4.13) and Figure (5.4.14) compare the analytical solutions for radius of body axis $x_{1}(t)$ and local slope $u(t)$ respectively with the numerical ones, with $N=100$ and 800 respectively, with $m=5, u_{0}=1.0$ and $\epsilon=2.0$. Here as can be seen from the graphs of $x_{1}$ and $u$, there is not much difference in the behaviour of the curves between the numerical solutions of $N=100$ and $N=800$. figures (5.4.15) and (5.4.16), show the effect on radius of body $x_{1}(t)$ and local slope $u(t)$ respectively of using step length factors $\epsilon=1.0$ and $\epsilon=2.0$ from 5 iterations, when $u_{0}=1.0$ and $N=800$. Here from the graph of $x_{1}$ we can see that the curve of $\epsilon=2.0$, performs slightly better that $\epsilon=1.0$, in being closer to the curve of analytical solution. But not much difference could be seen graphically, between $\epsilon=1.0$ and 2.0 for the control.

Figure (5.4.17), shows how the Drag Coefficient (CD) varies with $m$, when $u_{0}=1.0, N=800$ and $\epsilon=2.0$. Figure (5.4.18), demonstrates the effect on Drag Coefficient of changing initial control for different number of iterations ( $m=0,5$ and 243 ), with $N=800$ and $\epsilon=2.0$. Here as can be seen from the graph as $m$ increases, the value of CD gets close to the optimal one. Figure (5.4.19) and Figure (5.4.20), show the graph of errors when the best numerical results of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical ones, where the parameters from numerical solutions are $u_{0}=1.0, N=800, \epsilon=2.0$ and $m=243$.

From the results obtained we can see that even when $N$ is large enough, i.e. 800 selecting $\epsilon$ too large say 2.1 does not lead to a better minimum value for CD.

Once again the results show that a proper choice of initial control is a factor in achieving the best minimum CD in fewer iterations, and also number of function evaluations and less computing time.

When the interaction between $\epsilon$ and $N$ is examined, where $N$ is not large enough, i.e. 100 we can not establish a suitable pattern between $\epsilon$ and $N$ to justify the convergence from the minimum $C D$. The conclusions reached for the GFS on selecting the best combinations of $u_{0}, \epsilon$ and $N$ is also applicable for SD for this particular problem.

### 5.4.3 Fletcher-Reeves

The algorithm for Fletcher-Reeves method applied to problem 2 is as described in Chapter 2 Section 2.4. Also the line search technique used for this method is linear search at constant step (see Chapter 3 Section 3.4.1). The norm of each gradient trajectory are calculated as described in Chapter 2, Section 2.10.1. The gradient $(g)$ is obtained in the same way as for GFS in this Chapter Section 5.4.1.

Table (5.4.5) shows the effect of $\epsilon$ and $N$ in achieving the minimum Drag Coefficient (CD) with the best starting control $u_{0}=0.4$. The best CD
was 0.3208517 to 7 decimal places with $e_{a b s} \simeq 1 \times 10^{-7}$. the corresponding parameter values were $\epsilon=1.0, N=800$ or $N=1600$ and $m=15$.

Again the selection of a larger $N$ gives th minimum CD in fewer iterations and also number of function evaluations, and finally less computing time for a required $e_{a b s}$. Also for larger $N$ say e.g. 800 selecting larger $\epsilon$ up to a limit, in this case less then 1.1 can guarantee a better convergence to the minimum value for $C D$.

Table (5.4.6) shows the effect of selecting different initial control $u_{4}$, when $N$ was taken as 800 . Here taking $u_{0}=0.4$, leads to the best optimal value for CD , with the best $e_{a b s}=1.0 \times 10^{-7}$. But if less accuracy of $e_{a b s}$ is required, i.e. $\leq 6 \times 10^{-7}$, then selecting $u_{0}$ as 0 or 1.0 can get to a reasonable minimun value for CD , in slightly fewer iterations than others.

Figure (5.4.21) and Figure (5.4.22), show the graph of radius of borly $x_{1}(t)$ and local slope $u(t)$ respectively, along the body axis, comparing the analytical curve with the numerical ones, when $m=1$ and $m=15$, with $\epsilon=1.0, u=0.4$ and $N=800$. As can be seen from the graphs of $x_{1}$ and $u$, taking $m=15$, lead to the behaviour of the curves closer to the analytical solutions than taking $m=1$.

Figures (5.4.23) and (5.4.24), show the comparison of the analytical solution with the numerical ones for radius of body $x_{1}(t)$ and local slopee $u(t)$ respectively with $N=100$ and 800 , with $u_{0}=0.4, m=2$ and $\epsilon=1.0$. Graphically we can not see much difference in the behaviour of the numerical curves, between $N=100$ and $N=800$, for both the graphs of $x_{1}$ and $u$. Figures (5.4.25) and (5.4.26) demonstrate the curves of distance along body axis against the radius of body $x_{1}(t)$, and also local slope $u(t)$, when we compare the analytical solutions with the numerical ones, where the step) length factors are $\epsilon=0.5$ and $\epsilon=1.0$ for $m=2, u_{0}=0.4$ and $N=800$.

Again as can be seen from the graphs of $x_{1}$ and $u$, not much difference can be seen in the behaviour of the curves, between $\epsilon=0.5$ and $\epsilon=1.0$.

Figure (5.4.27), shows how the minimum Drag CD varies with $m$, when $u_{0}=0.4, N=800$ and $\epsilon=1.0$.

Figure (5.4.28), demonstrates the effect on CD of changing the initial control for different number of iterations ( $m=0,1$ and 15 ), with $N=800$ and $\epsilon=1.0$. As can be seen from the graph by increasing $m$, the value of CD for all the starting controls gets closer to the optimal one.

Figures (5.4.29) and (5.4.30), show the curves of errors, (i.e., $\left(-\ln \left(x_{1} N(t)-\right.\right.$ $\left.x_{1} A(t)\right)$ and $-\ln (U N(t)-U A(t))$ ), when the best numerical solutions of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical solutions, where the parameters for numerical solutions are $u_{0}=0.4, N=800, \epsilon=1.0$ and $m=15$.

In view of the above results, again for $N$ large enough, i.e., 800 , selecting $\epsilon$ too large say 1.1 does not give a better minimum for CD. Here also for smaller values of $N$ say 100 , we can see that, taking $\epsilon$, relatively smaller say 0.5 , can produce minimum CD with better $e_{a t s}$, than larger $\epsilon$ 's. Also by selecting a proper initial control $u_{0}$ a better convergence for the minimum Drag Coefficient (DC) can be achieved, providing $N$ and $\epsilon$ are sufficiently large enough.

### 5.4.4 Polak-Ribiére

The algorithm for the Polak-Ribiére method is described in chapter 2, section 2.5. The line search technique and the calculation of the norms are as described for FR.

Table (5.4.7), shows the effect of $\epsilon$ and $N$ on the minimum Drag (CD), with $u_{0}=0.0$ which is the best starting control. The best yield was 0.3208522 to 7 decimal places, with $e_{a b s} \simeq 6 \times 10^{-7}$ and corresponding parameter values of $0.9, N=800$ or $N=1600$ and $m=15$. By selecting larger $N$ the minimum value for CD can be obtained in fewer iterations and also fewer number of function evaluations and consequently less computing time. For larger $N$, e.g., 800 , selecting larger $\epsilon$ up to a limit in this case less then 1.0 can ensure a better convergence for minimum CD.

Table (5.4.8), shows that selection of a proper initial control would help in finding better convergence to the minimum CD. Here $N$ is taken sufficiently large enough i.e., 800 . Although for $u_{0}=0.5$ and 1.0 , we can find a reasonable minimum for CD close to the optimal one, in fewer number of iterations than $u_{0}=0$ or 0.3 , but as we increase the number if iterations for $u_{0}=0.5$ and 1.0 , we get no more improvement in convergency, where as with $u_{0}=0$ or 0.3 for a few more iterations we obtain a better minimum $C D$ with a better $e_{a b s}$.

Figures (5.3.31) and (5.4.32) show the graphs of distance along body axis against the radius of body $x_{1}(t)$ and the local slope $u(t)$ respectively, comparing the analytical solutions with the numerical ones, with $m=1$ and $m=15, \epsilon=0.9, u_{0}=0.0$ and $N=800$. As can be seen from both the graph of $x_{1}$ and $u$, the behaviour of the curves, with $m=15$ are closer to the analytical one than when $m=1$.

Figures (5.4.33) and (5.4.34), show the curves of distance along body axis, against the radius of body $x_{1}(t)$ and also the local slope $u(t)$ respectively, when the analytical solutions are compared with the numerical ones, where $N=100$ and $N=800$ for $m=2, \epsilon=0.9$ and $u_{0}=0.0$. Here both for the graphs of $x_{1}$ and $u$ we can not see much difference, between the behaviour of the curves, with $N=100$ and $N=800$. Figures (5.4.35) and (5.4.36), show similar graphs for radius of body $x_{1}(t)$ and local slope $u(t)$ with $\epsilon=0.5$ and $\epsilon=0.9$, with $m=2, N=800$ and $u_{0}=0.0$. As can be seen for both the graphs of $x_{1}$ and $u$ the behaviour of the curves with $\epsilon=0.5$ and 0.9 are similar and not much difference can be observed. Figure (5.4.37) shows how varying $m$ affects the minimum CD, when $u_{0}=0.0, N=800$ and $\epsilon=0.9$.

Figure (5.4.38), demonstrates how the change in $u_{0}$ can affect the Drag Coefficient (CD) for different number of iterations ( $m=0,1$ and 15), with $N=800$ and $\epsilon=0.9$. Figures (5.4.39) and (5.4.40) show the curves of error, when the best numerical solutions of distance along body axis, against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical solutions, i.e. for the parameters, $u_{0}=0.0, m=15, N=800$ and $\epsilon=0.9$.

From the results obtained here for sufficiently large $N$ and $\epsilon$ large enough, we can find a better minimum for CD. But we should be aware, that selecting $\epsilon$ too large, does not improve the minimum. Also proper choice of initial control is an important factor in achieving the optimal CD for a more accurate $\epsilon_{\text {abs }}$.

### 5.4.5 Hybrid 1

The algorithm for the Hybrid 1 method is described in Chapter 2, section 2.6.1. The line search technique used and calculation of the norms are the same as FR and PR in this chapter.

Table (5.4.9), shows the effect of $\epsilon$ and $N$ in achieving the minimum CD, with the best initial control $u_{0}=0.4$. The best yield was 0.3208520 to 7 decimal places, with $e_{a b s} \simeq 4.0 \times 10^{-7}$ and corresponding parameter values, $\epsilon=1.0, N=800$ or $N=1600$ and $m=15$. Here also for larger $n$, e.g., 800 selecting larger $\epsilon$ up to a limit, in this case less than 1.0, can guarantee a better convergence for minimum Drag Coefficient (CD), with fewer number of iterations and number of function evaluations, and also less computing time.

Table (5.4.10), shows the effect of selecting different starting control on convergence of CD. Here, although for $u_{0}=0.5$ and $u_{0}=0$, we can find a reasonably good minimum for Drag Coefficient (CD) in fewer iterations than $u_{0}=0.4$, but as the number of iterations are increased for $u_{0}=0.5$ and 0 , there is no improvement in the convergency, where as with $u_{0}=0.4$, for a few more iterations we obtain better minimum yield for Drag Coefficient (CD) with a better minimum yield for Drag Coefficient (CD) with a better $\epsilon_{a b s}$.

Figure (5.4.41) and (5.4.42), show the graphs of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively and compare the analytical solutions with the numerical ones, with $m=1$ and $m=1.5$, where $\epsilon=1.0, N=800$ and $u_{0}=0.4$. Here we can see from both the graphs of $x_{1}$ and in that taking $m=15$ produces results closer to the analytical ones than $m=1$.

Figures (5.4.43) and (5.4.44), demonstrate the effect of $N$ on the radius of body $x_{1}(t)$ and the local slope $u(t)$ respectively, when the analytical solutions are compared with the numerical ones, with $N=100$ and $N=800$ for $m=2, \epsilon=0.9$ and $u_{0}=0.4$. As can be seen from both the graphs of $x_{1}$ and $u$, there is not much difference between the behaviour of the curves of $N=100$ and $N=800$. Figure (4.4.45) and Figure (5.4.46), show similarly the effect of $\epsilon$ on the radius of body $x_{1}(t)$ and local slope $u(t)$ respectively, with $\epsilon=0.5$ and $\epsilon=1.0$ for $m=2, N=800$ and $u_{0}=0.4$.

Here also not much difference can be observed from both the curves of $x_{1}$ and $u$, between $\epsilon=0.5$ and $\epsilon=1.0$. Figure (5.4.47), shows how the minimum CD varies with $m$, when $u_{0}=0.4, N=800$ and $\epsilon=1.0$.

Figure (5.4.48), shows how the change in $u_{0}$ affects the minimum CD with $m=0,1$ and 15 , where $N=800$ and $\epsilon=0.9$. Here also we can see that as $m$ increases, the value of CD for all the starting controls get closer to the optimal one.

Figures (5.4.49) and (5.4.50), show the curves of error, when the best numerical solutions of distance along body axis, against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical solution, i.e. for the parameters $u_{0}=0.4, N=800, \epsilon=1.0$ and $m=15$.

In view of the above results, here also for sufficiently large enough $N$ and $\epsilon$ large enough we find a better minimum for CD. Also like PR taking $\epsilon$ too large does not improve the convergency. Finally, a proper selection of initial control can help in finding a better mininum for CD.

### 5.4.6 Angle test hybrid

The algorithm for angle test hybrid method is described in Chapter 2, section 2.7. The line search and calculation of the norms are the same as for H 1 . For this method we had to consider the parameter $\tau>0$ as well. The method was tested in the same way as the previous methods, plus the new parameter $\tau$. Table (5.4.11), shows the effect of $\epsilon$ and $N$ on finding the minimum Drag (CD), with the best starting control $u_{0}=1.0$ and $\tau=0.000001$. The best minimum for CD was 0.3208527 to 7 decimal places after 12 iterations with $e_{a b s} \simeq 1.1 \times 10^{-6}$ and corresponding parameter values, $\epsilon=1.5, N=800$ or $N=1600$ and $m=12$. Clearly for larger $N$ and larger $\epsilon$ up to a limit of 1.5 , the minimum Drag Coefficient can be obtained in fewer iterations and therefore fewer number of function evaluations and also less computing time. This relation between $\epsilon$ and $N$ could also be held for smaller values of $N$. Table (5.4.12), can also reveal the effect of selecting $u_{0}$ in achieving a better minimum for Drag (CD), with $N=800$ and $\tau=0.000001$. By choosing $u_{0}=0.5$ and 1.0 , we can obtain a better minimum for CD with $e_{a b s}=1.2 \times 10^{-6}$ and $e_{a b s}=1.1 \times 10^{-6}$ respectively, in fewer iterations and number of function evaluations compared with $u_{0}=0,0.3$ and 0.4 .

The value of $\tau$ was also tested with $0.01,0.0001$ and 0.000001 , but the effect of it on obtaining the minimum CD was practically negligible.

Figures (5.4.51) and (5.4.52), show the graphs of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively, comparing the analytical solutions with the numerical ones, with $m=1$ and $m=12$, where $\epsilon=1.5, N=800, \tau=0.000001$ and $u_{0}=1.0$. As can be seen from both the graphs of $x_{1}$ and $u$, with $m=12$, the behaviour of the curves are closer to the analytical one compared with $m=1$.

Figures (5.4.53) and (5.4.54) give the graphs of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively, showing the effect of $N$ taken as 100 and 800 , for $m=2$, with $u_{0}=1.0, \tau=0.000001$ and $\epsilon=1.5$. Here we can not observe much difference both from the graphs of $x_{1}$ and $u$, when $N=100$ is compared with $N=800$ and graphically they show similar patterns.

Also Figures (5.4.55) and (5.4.56), in the same way demonstrate the effect of $\epsilon$ on radius of body axis $x_{1}(t)$ and local slope $u(t)$ respectively, with $\epsilon=0.5$ and 1.5 and corresponding parameter values, $N=800, \tau=0.00001, u_{0}=1.0$ and $m=2$. As can be seen from both the graphs of $x_{1}$ and $u$, there is not much difference in the behaviour of the curves between $\epsilon=0.5$ and $\epsilon=1.5$.

Figure (5.4.57), demonstrates th effect of $m$ on the minimum CD with $u_{0}=1.0, \epsilon=1.5, \tau=0.000001$ and $N=800$.

Figure (5.4.58), shows the change in $u_{0}$ against the minimum yield CD with $m=0,1$ and 12 , with $\epsilon=1.5, N=800$ and $\tau=0.000001$. As can be see, by increasing $m$, the values of CD for all the starting controls get closer to the optimal CD.

Figures (5.4.59) and (5.4.60), show the curves of errors when the best numerical solutions of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical solution, i.e. for the parameters, $u_{0}=1.0, N=800, \epsilon=1.5, m=15$ and $\tau=0.000001$.

From the above results we can see that taking $\epsilon$ in the range $1.0 \leq \epsilon \leq$ 1.5 , along with sufficiently large enough $N$ can produce consistent results.

Also a proper choice of initial control will help to speed up the process of convergency.

### 5.4.7 Hybrid 3

The algorithm for Hybrid 3 method can be found in Chapter 2 Section 2.8. The calculations of the norms and line search are the same as for ATH. The effect of the new parameters, $\lambda>0$ and $\mu<\frac{1}{2}$ had to be considered from this method.

Table (5.4.13), shows the effect of $\epsilon$ and $N$ in achieving the minimum CD, with the best starting control $u_{0}=0.4, \mu=0.45$ and $\lambda=0.0001$. The best minimum for CD was 0.3208518 to 7 decimal places, with $e_{a b s} \simeq$ $2.0 \times 10^{-7}, \epsilon=1.0$ and $N=800$ or $N=1600$ after 15 iterations. As in previous method selection of a larger $N$ gives the minimum yield in fewer iterations and also fewer number of function evaluations. For larger $N$, e.g., 800 selecting larger $\epsilon$ up to a limit in this case less than 1.1 can guarantee a better convergence for minimum Drag Coefficient (CD), with lower number of iterations and number of function evaluations.

Table (5.4.14), shows the effect of selecting different initial controls $u_{0}$ with $N=800, \lambda=0.0001$ and $\mu=0.45$. Here although for $u_{0}=0,0.3$ and 0.5 or 1.0 we can find a minimum for CD in fewer iterations than $u_{0}=0.4$, but as the number of iterations are increased for those $u_{0}$ 's, there is no improvement in the convergence, where as with $u_{0}=0.4$ for a few more iterations we obtain better minimum for CD with more accurate $e_{\text {abs }}$.

The values of $\lambda$ with $0.01,0.001$ and 0.0001 , also $\mu$ with $0.1,0.25$ and 0.45 were tested on this problem and on minimizing the CD harl practically no significant importance.

Figure (5.4.61) and Figure (5.4.62), compare the analytical solutions with the numerical ones for radius of body axis $x_{1}(t)$ and local slope $u(t)$ respectively with $m=1$ and $m=15$ and corresponding parameter values, $\lambda=0.0001, \mu=0.45, \epsilon=1.0, N=800$ and $u_{0}=0.4$. Here for both the graphs of $x_{1}$ and $u$, we can see, from the behaviour of the curves that when, $\mathrm{m}=15$ they get closer to the optimal curves than when $m=1$.

Figures (5.4.63) and (5.4.64), show that effect of $N$ for $N=100$ and 800 , with $m=2, u_{0}=0.4, \lambda=0.0001$ and $\mu=0.45$. As can be seen from both the graphs of $x_{1}$ and $u$, not much clifference exist, between the curves of $N=100$ and $N=800$.

Figures (5.4.65) and Figure (5.4.66), similarly show the effect of $\epsilon$ 's for $\epsilon=0.5$ and 1.0 , with $N=800, u_{0}=0.4, m=2, \lambda=0.0001$ and $\mu=0.45$.

Here also the curvature for both the graphs of $x_{1}$ and $u$ are similar with $\epsilon=0.5$ and $\epsilon=1.0$.

Figure (5.4.67), shows how the minimum Drag (CD) reacts with different number of iterations, with $u_{0}=0.4, N=800, \lambda=0.0001, \mu=0.45$ and $\epsilon=1.0$.

Figure (5.4.68), demonstrates how the change in $u_{0}$ can affect CD for different number of iteration ( $m=0,1$ and 8 ), with $N=800, \epsilon=1.0, \lambda=$ 0.0001 and $\mu=0.45$. It is clear graphically, as $m$ increases the values of CD for all starting controls, get closer to the optimal one. Figure (5.4.69) and

Figure (5.4.70), show the curves of errors when the best numerical solutions of distance along body axis against radius of body $x_{1}(t)$ and local slope $u(t)$ respectively are compared with the analytical solutions, i.e. for the parameters, $u_{0}=0.4, \mu=0.45, \lambda=0.0001, \epsilon=1.0, m=15$ and $N=800$.

Here from the above results, we can see that with $N$ sufficiently large enough and $\epsilon$ in the range $0.9 \leq \epsilon \leq 1.0$ we can find better minimum CD in fewer number of iterations and also number of function evaluations, than selecting $\epsilon$ too small or too large or $N$ too small. Here also a proper choice of initial control is an important factor in finding the optimal minimum CD.

### 5.5 Summary of the Results

Referring to the summary Table (5.5.1), with $N=800, \mu=0.45, \tau=$ $0.000001, \lambda=0.0001$, also Figure (5.5.1) with the above parameters, plus the best $u_{0}$ for each method, the following results can be seen. The best performance in achieving the minimum CD, i.e. the most accurate $c_{a b s}$, the methods performed as follows in terms of preferences;

At $u_{0}=0.0$, GFS, then H1 and PR performed the same, then FR., H 3 , ATH and finally SD.

At $u_{0}=0.3$, GFS, H1, then PR and FR performed the same, then H3, ATH and finally SD.

At $u_{0}=0.4$, FR, H3, H1, GFS, PR, ATH and finally SD.
At $u_{0}=0.5, \mathrm{PR}$, ATH, then H1 and H3 performed the same, then FR. and GFS performed the same and finally SD.

At $u_{0}=1.0$, GFS, FR, H1, SD and finally PR, ATH and H3 performed the same.

But taking into considerations the number of iterations taken, as well as a reasonable accuracy of $e_{a b s}$ say $\leq 2.0 \times 10^{-6}$, the methods performed as follows in terms of preferences;

At $u_{0}=0.0$, ATH, then H1, then H3 and FR. performed the same, then, PR., GFS and finally SD.

AT $u_{0}=0.3$, ATH and H3 performed the same, then, PR., then H1 and FR performed the same, the GFS and finally SD.

At $u_{0}=0.4, \mathrm{ATH}$, then $\mathrm{FR}, \mathrm{H} 3$ and H1 performed the same, then PR , GFS and finally SD.

At $u_{0}=0.5, \mathrm{PR}$, ATH, H1 and H3 performed the same, then FR, GFS and finally SD.

At $u_{0}=1.0, \mathrm{PR}$ and ATH performed the same, then FR and H3 performed the same, the H1, GFS and finally SD.

### 5.6 Conclusion

Applying the seven methods of optimization to Problem 2, we can see that each technique produced its own best minimum value for CD , with different initial control, and step length factor. But one factor that was common among all of them was the choice of integration step number ( $N$ ), i.e., by selecting larger $N$ we could guarantee a better optimal result for CD in all
the methods. Although for larger $N$ we could find an interaction between $\epsilon$ and $N$, i.e., by selecting larger $\epsilon$ we could achieve better minimum for CD , but we could not establish that for smaller integration step numbers.

Also the fact that overall for this problem the best minimum value for CD was obtained by GFS, but when we taken into consideration the number of iterations taken it did not seem to be the ideal method. Thus if the number of iterations as well as the convergency is going to be considered, when the best results are obtained for each method, with the best possible initial control, step length factor and integration step, the best performance may be selected in the following order;

FR, H3, H1, ATH, PR., GFS and finally SD.

TABLE (5.4.1):Results of GFS with varying $\varepsilon$ and .

| $\begin{aligned} & \bar{N} \\ & \varepsilon \end{aligned}$ | 100 | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{CD}=3209794 \\ & \mathrm{~m}=60 \\ & \text { eabs }=1.3 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \text { NFE }=61 \end{aligned}$ | $\begin{aligned} & C D=.3208590 \\ & m=60 \\ & \text { eabs }=7.4 \times 10^{-6} \\ & C \text { putime }<1 \\ & \mathrm{NFE}=61 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208530 \\ & \mathrm{~m}=60 \\ & \text { eabs }=1.4 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=61 \end{aligned}$ | $\begin{aligned} & C D=3208530 \\ & m=59 \\ & e \text { abs }=1.4 \times 10^{-6} \\ & C \text { putime }=2 \\ & \mathrm{NFE}=60 \end{aligned}$ |
| 1.7 | $\begin{aligned} & \mathrm{CD}=3209803 \\ & \mathrm{~m}=50 \\ & \begin{array}{l} \text { abs }=1.3 \times 10^{-4} \\ C \text { putime }<1 \\ \mathrm{NFE}=51 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208592 \\ & \mathrm{~m}=50 \\ & e \text { eabs }=7.6 \times 10^{-6} \\ & \mathrm{Cputime} e<1 \\ & \mathrm{NFE}=51 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208530 \\ & \mathrm{~m}=50 \\ & \text { eabs }=1.4 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=51 \end{aligned}$ | $\begin{aligned} & C D=3208530 \\ & m=50 \\ & e \text { eabs }=1.4 \times 10^{-6} \\ & C \text { putime }=2 \\ & \text { NFE }=51 \end{aligned}$ |
| 1.8 | $\begin{aligned} & C D=3209701 \\ & m=30 \\ & \text { eabs }=1.2 \times 10^{-4} \\ & C \text { cutime }<1 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208554 \\ & \mathrm{~m}=30 \\ & \mathrm{e}_{\text {abs }}=3.8 \times 10^{-6} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=31 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208517 \\ & \mathrm{~m}=30 \\ & e_{\text {abs }=1 \times 10^{-7}} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=31 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208517 \\ & m=30 \\ & e_{\text {abs }=1 \times 10^{-7}} \\ & \text { Cputime }=2 \\ & \text { NFE }=31 \end{aligned}$ |
| 1.9 | $\begin{aligned} & C D=3.237455 \\ & m=40 \\ & \text { eabs }=2.9 \times 10^{-3} \\ & C \text { cutime }<1 \\ & \text { NFE }=41 \end{aligned}$ | $\begin{aligned} & C D=.3219327 \\ & m=40 \\ & \text { eabs }=1.1 \times 10^{-3} \\ & C \text { putime }<1 \\ & \mathrm{NFE}=41 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3217205 \\ & \mathrm{~m}=40 \\ & \text { eabs }=8.7 \times 10^{-4} \\ & C \text { cutime }=1 \\ & \text { NFE }=41 \end{aligned}$ | $\begin{aligned} & C D=3217203 \\ & m=40 \\ & \text { eabs }=8.7 \times 10^{-4} \\ & C \text { putime }=2 \\ & \text { NFE }=41 \end{aligned}$ |
| 2.5 | $\begin{aligned} & C D=.3258120 \\ & m=50 \\ & e \text { abs }=5.0 \times 10^{-3} \\ & C \text { putime }<1 \\ & \text { NFE }=51 \end{aligned}$ | $\begin{aligned} & C D=.3221348 \\ & m=50 \\ & \text { eabs }=1.3 \times 10^{-3} \\ & C \text { putime }<1 \\ & \text { NFE }=51 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3219351 \\ & m=50 \\ & \text { eabs }=1.1 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=51 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3219351 \\ & \mathrm{~m}=50 \\ & \text { eabs }=1.1 \times 10^{-3} \\ & \mathrm{Cputime=} \\ & \mathrm{NFE}=51 \end{aligned}$ |

TABLE (5.4.2): Results of GFS with change in $\mathbf{u}_{0}$.

| $u_{0}$ | m | $\overline{\mathrm{CD}}$ | $\mathrm{e}_{\text {abs }}$ | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 40 | 0.3208520 | $4 \times 10^{-7}$ | 1 | 1.8 | 41 |
| 0.3 | 50 | 0.3208519 | $3 \times 10^{-7}$ | 1 | 1.8 | 51 |
| 0.4 | 60 | 0.3208531 | $1.5 \times 10^{-6}$ | 1 | 1.8 | 61 |
| 0.5 | 70 | 0.3208531 | $1.5 \times 10^{-6}$ | 1 | 1.7 | 71 |
| 1.0 | 30 | 0.3208517 | $1 \times 10^{-7}$ | 1 | 1.8 | 31 |
| 1.1 | 60 | 0.3208531 | $1.5 \times 10^{-6}$ | 1 | 1.7 | 61 |

TABLE (5.4.3): Results of SD with varying $\varepsilon$ and $N$.

| N | 100 | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3209782 \\ & \mathrm{~m}=400 \\ & \text { eabs }=1.27 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1614 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.32085683 \\ & \mathrm{~m}=400 \\ & \text { eabs }=1.67 \times 10^{-5} \\ & \mathrm{Cputime}=12 \\ & \mathrm{NFE}=1616 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208537 \\ & \mathrm{~m}=400 \\ & \mathrm{e} a \mathrm{abs}=2.1 \times 10^{-6} \\ & \mathrm{Cputime}=24 \\ & \mathrm{NFE}=1626 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208535 \\ & \mathrm{~m}=400 \\ & e_{\text {abs }}=2.1 \times 10^{-6} \\ & \mathrm{Cputim}=43 \\ & \mathrm{NFE}=1636 \end{aligned}$ |
| $1.2$ | $\begin{aligned} & \mathrm{CD}=.3209888 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{2} \text { abs }=1.37 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1611 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208679 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{\mathrm{abs}}=1.63 \times 10^{-5} \\ & \mathrm{Cputime}=12 \\ & \mathrm{NFE}=1614 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208533 \\ & \mathrm{~m}=400 \\ & \text { eabs }=1.7 \times 10^{-6} \\ & \text { Cputime }=23 \\ & \mathrm{NFE}=1619 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208533 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{\text {abs }}=1.7 \times 10^{-6} \\ & \text { Cputime }=43 \\ & \mathrm{NFE}=1633 \end{aligned}$ |
| $1.8$ | $\begin{aligned} & \mathrm{CD}=.3209875 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{\mathrm{abs}}=1.36 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1608 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208623 \\ & \mathrm{~m}=300 \\ & \mathrm{e}_{\mathrm{abs}}=1.07 \times 10^{-5} \\ & \mathrm{Cputime}=12 \\ & \mathrm{NFE}=1223 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208531 \\ & \mathrm{~m}=300 \\ & \text { eabs }=1.5 \times 10^{-6} \\ & \text { Cputime }=18 \\ & \mathrm{NFE}=1232 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208530 \\ & \mathrm{~m}=300 \\ & \mathrm{e} \text { abs }=1.4 \times 10^{-6} \\ & \text { Cputime }=36 \\ & \mathrm{NFE}=1241 \end{aligned}$ |
| $1.9$ | $\begin{aligned} & \mathrm{CD}=.3209805 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{\text {abs }}=1.29 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1604 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208612 \\ & \mathrm{~m}=300 \\ & \mathrm{C}_{\mathrm{abs}}=9.6 \times 10^{-6} \\ & \mathrm{Cputime}=8 \\ & \mathrm{NFE}=1207 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208530 \\ & \mathrm{~m}=300 \\ & \mathrm{e} \text { abs }=1.4 \times 10^{-6} \\ & \mathrm{Cputime}=18 \\ & \mathrm{NFE}=1213 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208530 \\ & \mathrm{~m}=300 \\ & \text { eabs }=1.4 \times 10^{-6} \\ & \text { Cputime }=36 \\ & \mathrm{NFE}=1218 \end{aligned}$ |
| $2.0$ | $\begin{aligned} & \mathrm{CD}=.3209853 \\ & \mathrm{~m}=400 \\ & \text { eabs }=1.3 \times 10^{-4} \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1604 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208593 \\ & \mathrm{~m}=270 \\ & \mathrm{C}_{\mathrm{abs}}=7.7 \times 10^{-6} \\ & \mathrm{Cputime}=7 \\ & \mathrm{NFE}=1088 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208526 \\ & \mathrm{~m}=243 \\ & \text { eabs }=1 \times 10^{-6} \\ & \mathrm{Cputime}=15 \\ & \mathrm{NFE}=987 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208526 \\ & \mathrm{~m}=243 \\ & \text { eabs }=1 \times 10^{-6} \\ & \text { Cputime }=29 \\ & \mathrm{NFE}=992 \end{aligned}$ |
| $2.1$ | $\begin{aligned} & \hline \mathrm{CD}=.3209846 \\ & \mathrm{~m}=400 \\ & \mathrm{e}_{\mathrm{abs}=1.33 \times 10^{-4}}^{\mathrm{Cputime}=3} \\ & \mathrm{NFE}=1604 \end{aligned}$ | $\begin{aligned} & \hline \mathrm{CD}=.3208715 \\ & \mathrm{n}=300 \\ & e_{\text {abs }}=1.99 \times 10^{-5} \\ & \text { Cputime }=8 \\ & \text { NFE }=1204 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208545 \\ & \mathrm{~m}=300 \\ & \mathrm{e}_{\mathrm{abs}}=2.9 \times 10^{-6} \\ & \text { Cputime }=15 \\ & \mathrm{NFE}=1206 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208545 \\ & \mathrm{~m}=300 \\ & \mathrm{C}_{\text {abs }}=2.9 \times 10^{-6} \\ & \text { Cputime }=29 \\ & \mathrm{NFE}=1206 \end{aligned}$ |

TABLE (5.4.4): Results of SD with change in $\mathbf{u}_{\mathbf{0}}$.

| $\mathrm{u}_{0}$ | m | CD | $\mathrm{e}_{\text {abs }}$ | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 400 | 0.3208534 | $1.8 \times 10^{-6}$ | 24 | 1.9 | 1624 |
| 0.3 | 400 | 0.3208534 | $1.8 \times 10^{-6}$ | 24 | 1.9 | 1624 |
| 0.4 | 300 | 0.3208535 | $1.9 \times 10^{-6}$ | 18 | 1.9 | 1222 |
| 0.5 | 400 | 0.3208535 | $1.9 \times 10^{-6}$ | 24 | 2.0 | 1622 |
| 1.0 | 243 | 0.3208526 | $1 \times 10^{-6}$ | 15 | 2.0 | 987 |
| 1.1 | 300 | 0.3208534 | $1.8 \times 10^{-6}$ | 16 | 2.0 | 1221 |

TABLE (5.4.5):Results of FR with varying $\varepsilon$ and N.

|  | $100$ | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $0.5$ | $\begin{aligned} & C D=.3210410 \\ & \mathrm{~m}=25 \\ & e_{a b s}=1.89 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=125 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208729 \\ & \mathrm{~m}=25 \\ & e_{a b s}=2.13 \times 10^{-5} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=117 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208575 \\ & \mathrm{~m}=20 \\ & \mathrm{e} \text { abs }=5.9 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=121 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208575 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\mathrm{abs}=5.7 \times 10^{-}-6}^{\mathrm{Cputime}=4} \\ & \text { NFE }=123 \end{aligned}$ |
| $0.9$ | $\begin{aligned} & \mathrm{CD}=.3213943 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{abs}}=5.43 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208692 \\ & \mathrm{~m}=25 \\ & \mathrm{eabs}^{2}=1.76 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208550 \\ & \mathrm{~m}=18 \\ & \mathrm{Cabs}=3.4 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=89 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208550 \\ & \mathrm{~m}=17 \\ & e_{\text {abs }}=3.4 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=91 \end{aligned}$ |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3211833 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=3.32 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=111 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209054 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}}=5.38 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=109 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208517 \\ & \mathrm{~m}=15 \\ & \text { eabs }=1 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=70 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208517 \\ & \mathrm{~m}=15 \\ & {\text { eabs }=1 \times 10^{-7}}^{\mathrm{Cputime}=4} \\ & \mathrm{NFE}=74 \end{aligned}$ |
| $1.1$ | $\begin{aligned} & \mathrm{CD}=.3218825 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=1.03 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=105 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208918 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}=4.02 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208541 \\ & \mathrm{~m}=18 \\ & \mathrm{C}_{\text {abs }}=2.5 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=82 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208539 \\ & \mathrm{~m}=18 \\ & \mathrm{e}_{\mathrm{abs}=2.3 \times 10^{-6}} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=85 \end{aligned}$ |
| $1.5$ | $\begin{aligned} & \mathrm{CD}=.3219732 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{abs}}=1.12 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=113 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209241 \\ & \mathrm{~m}=25 \\ & \mathrm{eabs}=7.25 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=115 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208935 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\text {abs }=4.19 \times 10^{-5}}^{\mathrm{Cputime}=2} \\ & \mathrm{CpFE}=123 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208935 \\ & \mathrm{~m}=19 \\ & \mathrm{e}_{\text {abs }}=4.19 \times 10^{-5} \\ & \mathrm{Cputime}=4 \\ & \mathrm{NFE}=126 \end{aligned}$ |

TABLE (5.4.6): Results of FR with change in $\mathbf{u}_{0}$.

| $u_{0}$ | m | CD | eabs | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 14 | 0.3208525 | $9 \times 10^{-7}$ | 1 | 1.5 | 60 |
| 0.3 | 17 | 0.3208522 | $6 \times 10^{-7}$ | 2 | 1.0 | 81 |
| 0.4 | 15 | 0.3208517 | $1 \times 10^{-7}$ | 2 | 1.0 | 70 |
| 0.5 | 15 | 0.3208531 | $1.5 \times 10^{-6}$ | 2 | 1.2 | 71 |
| 1.0 | 14 | 0.3208522 | $6 \times 10^{-7}$ | 1 | 1.3 | 65 |

TABLE (5.4.7):Results of PR with varying $\varepsilon$ and $N$.

|  | 100 | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $0.5$ | $\begin{aligned} & \mathrm{CD}=.3209071 \\ & \mathrm{~m}=25 \\ & \text { eabs }=1.20 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=146 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208672 \\ & \mathrm{~m}=25 \\ & \mathrm{a}_{\mathrm{abs}=1.56 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=160 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208660 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\mathrm{abs}}=1.44 \times 10^{-5} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=124 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208659 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\text {abs }}=1.43 \times 10^{-5} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=128 \end{aligned}$ |
| $0.8$ | $\begin{aligned} & \mathrm{CD}=.3209666 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\text {abs }}=1.15 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=112 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208636 \\ & \mathrm{~m}=25 \\ & \mathrm{eabs}^{2}=1.2 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & C D=.3208547 \\ & m=18 \\ & \text { eabs }=3.1 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=95 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208547 \\ & \mathrm{~m}=17 \\ & \mathrm{e}_{\mathrm{abs}}=3.1 \times 10^{-6} \\ & \mathrm{Cputime}=4 \\ & \mathrm{NFE}=101 \end{aligned}$ |
| $0.9$ | $\begin{array}{\|l\|} \hline \mathrm{CD}=.3209259 \\ \mathrm{~m}=25 \\ \mathrm{e}_{\text {abs }}=7.43 \times 10^{-5} \\ \mathrm{Cputime}<1 \\ \mathrm{NFE}=109 \end{array}$ | $\begin{aligned} & \mathrm{CD}=.3208561 \\ & \mathrm{~m}=25 \\ & \mathrm{labs}^{2}=4.5 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208522 \\ & \mathrm{~m}=15 \\ & e^{2} \mathrm{abs}=6 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=76 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208522 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}}=6 \times 10^{-7} \\ & \mathrm{Cputime}=4 \\ & \mathrm{NFE}=82 \end{aligned}$ |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3209173 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=6.57 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208601 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{abs}=8.5 \times 10^{-6}} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208527 \\ & \mathrm{~m}=18 \\ & e_{\text {abs }}=1.1 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=86 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208527 \\ & \mathrm{~m}=18 \\ & \text { eabs }=1.1 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=97 \end{aligned}$ |
| $1.5$ | $\begin{aligned} & \mathrm{CD}=.3209261 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}}=7.45 \times 10^{-5} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=111 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208812 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }=2.96 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=111 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208621 \\ & \mathrm{~m}=21 \\ & e_{\text {abs }}=1.05 \times 10^{-5} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=126 \end{aligned}$ | $\begin{aligned} & C D=.3208619 \\ & m=21 \\ & e_{a b s}=1.03 \times 10^{-5} \\ & \text { Cputime }=4 \\ & N F E=131 \end{aligned}$ |

TABLE (5.4.8): Results of PR with change in $u_{0}$.

| $\mathrm{u}_{0}$ | m | CD | $\mathrm{e}_{\mathrm{abs}}$ | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.1 | 15 | 0.3208530 | $1.4 \times 10^{-6}$ | 2 | 0.9 | 77 |
| 0 | 15 | 0.3208522 | $6 \times 10^{-7}$ | 2 | 0.9 | 76 |
| 0.3 | 15 | 0.3208522 | $6 \times 10^{-7}$ | 2 | 0.9 | 76 |
| 0.4 | 16 | 0.3208533 | $1.7 \times 10^{-6}$ | 2 | 1.1 | 81 |
| 0.5 | 12 | 0.3208527 | $1.1 \times 10^{-6}$ | 1 | 1.0 | 62 |
| 1.0 | 12 | 0.3208527 | $1.1 \times 10^{-6}$ | 1 | 1.5 | 53 |

TABLE (5.4.9):Results of H1 with varying $\varepsilon$ and N .

|  | 100 | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $0.5$ | $\begin{aligned} & \mathrm{CD}=.32011382 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=2.87 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=124 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208667 \\ & \mathrm{~m}=25 \\ & \mathrm{eabs}=1.51 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208613 \\ & \mathrm{~m}=20 \\ & \mathrm{eabs}=9.7 \times 10^{-6} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=125 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208613 \\ & \mathrm{~m}=19 \\ & \mathrm{C}_{\mathrm{abs}=9.7 \times 10^{-6}} \mathrm{Cputime}=4 \\ & \mathrm{CFE}=126 \end{aligned}$ |
| $0.9$ | $\begin{aligned} & \mathrm{CD}=.3211284 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=2.77 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=109 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208770 \\ & \mathrm{~m}=25 \\ & {\mathrm{eabs}=2.54 \times 10^{-5}}^{\text {Cputime }=1} \\ & \mathrm{NFE}=114 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208544 \\ & \mathrm{~m}=18 \\ & e_{\mathrm{ab}}=2.8 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=89 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208544 \\ & \mathrm{~m}=18 \\ & \mathrm{e}_{\mathrm{abs}=2.8 \times 10^{-6}} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=91 \end{aligned}$ |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3214749 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=6.23 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & C D=.3208654 \\ & m=25 \\ & e_{a b s}=2.54 \times 10^{-5} \\ & \text { Cputime }=1 \\ & \text { NFE }=111 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208520 \\ & \mathrm{~m}=15 \\ & e_{\mathrm{abs}=4.0 \times 10^{-7}} \\ & \text { Cputime }=2 \\ & \text { NFE }=73 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208520 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}=}=4.0 \times 10^{-7} \\ & \text { Cputime }=4 \\ & \text { NFE }=77 \end{aligned}$ |
| $1.1$ | $\begin{aligned} & \mathrm{CD}=.3209794 \\ & \mathrm{~m}=25 \\ & e_{a b s}=1.28 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & C D=.3209494 \\ & m=25 \\ & e_{\text {abs }}=9.78 \times 10^{-5} \\ & \text { Cputime }=1 \\ & \text { NFE }=109 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208544 \\ & \mathrm{~m}=18 \\ & e_{\mathrm{ab}}=2.8 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=52 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208543 \\ & \mathrm{~m}=18 \\ & \mathrm{e}_{\mathrm{abs}=}=2.7 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=57 \end{aligned}$ |
| $1.5$ | $\begin{aligned} & \mathrm{CD}=.3209821 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{2} \mathrm{abs}=1.31 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=121 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209616 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}=1.1 \times 10^{-4}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=113 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208591 \\ & m=20 \\ & e^{2} \mathrm{abs}=7.5 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=85 \end{aligned}$ | $\begin{aligned} & C D=.3208591 \\ & m=19 \\ & \text { Cabs }=7.5 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=87 \end{aligned}$ |

TABLE (5.4.10): Results of H 1 with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | CD | eabs | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 14 | 0.3208522 | $6 \times 10^{-7}$ | 1 | 1.4 | 60 |
| 0.3 | 17 | 0.3208521 | $5 \times 10^{-7}$ | 2 | 1.0 | 82 |
| 0.4 | 15 | 0.3208520 | $4 \times 10^{-7}$ | 2 | 1.0 | 73 |
| 0.5 | 12 | 0.3208530 | $1.4 \times 10^{-6}$ | 1 | 1.4 | 53 |
| 1.0 | 16 | 0.3208523 | $7 \times 10^{-7}$ | 2 | 1.1 | 77 |

TABLE (5.4.11): Results of ATH with varying $\varepsilon$ and N .

|  | $100$ | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3217221 \\ & \mathrm{~m}=20 \\ & e_{\text {abs }}=8.7 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=90 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209072 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\mathrm{abs}=}=5.56 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=91 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208558 \\ & \mathrm{~m}=18 \\ & \mathrm{e}_{\mathrm{abs}=}=4.2 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208558 \\ & \mathrm{~m}=17 \\ & \mathrm{e} \text { abs }=4.2 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=83 \end{aligned}$ |
| $1.4$ | $\begin{aligned} & \mathrm{CD}=.3258842 \\ & \mathrm{~m}=20 \\ & e_{\text {abs }}=5.03 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \text { NFE }=83 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3212676 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\text {abs }}=4.16 \times 10^{-4} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=86 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209447 \\ & \mathrm{~m}=16 \\ & \mathrm{e}_{\text {abs }}=9.31 \times 10^{-5} \\ & \text { Cputime }=2 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209446 \\ & \mathrm{~m}=16 \\ & \text { cabs }^{2}=9.30 \times 10^{-5} \\ & \mathrm{Cputime}=4 \\ & \mathrm{NFE}=82 \end{aligned}$ |
| $1.5$ | $\begin{array}{\|l\|} \hline \mathrm{CD}=.3285636 \\ \mathrm{~m}=20 \\ e_{\text {abs }=7.71 \times 10^{-3}} \\ \mathrm{Cputime}<1 \\ \mathrm{NFE}=83 \end{array}$ | $\begin{aligned} & \mathrm{CD}=.3209389 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\mathrm{abs}=8.73 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=84 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208527 \\ & \mathrm{~m}=12 \\ & {\mathrm{eabs}=1.1 \times 10^{-6}}^{\text {Cputime }=1} \\ & \mathrm{NFE}=53 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208527 \\ & \mathrm{~m}=12 \\ & \mathrm{e} \text { abs }=1.1 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=55 \end{aligned}$ |
| $1.6$ | $\begin{aligned} & \mathrm{CD}=.3277094 \\ & \mathrm{~m}=20 \\ & e_{\text {abs }}=6.86 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=82 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209494 \\ & \mathrm{~m}=20 \\ & \mathrm{e}_{\text {abs }=2.02 \times 10^{-4}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=82 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3211262 \\ & \mathrm{~m}=16 \\ & \mathrm{e}_{\text {abs }}=2.75 \times 10^{-4} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=66 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3211262 \\ & \mathrm{~m}=16 \\ & \mathrm{e}_{\mathrm{abs}}=2.75 \times 10^{-4} \\ & \mathrm{Cputime}=4 \\ & \mathrm{NFE}=68 \end{aligned}$ |
| $2.0$ | $\begin{aligned} & \mathrm{CD}=.3284531 \\ & m=20 \\ & {\mathrm{Cabs}=7.60 \times 10^{-3}}_{\text {Cputime }<1}^{\mathrm{NFE}=83} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209578 \\ & m=20 \\ & e_{\text {abs }=1.06 \times 10^{-4}} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=84 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3211271 \\ & \mathrm{~m}=16 \\ & \mathrm{e}_{\text {abs }}=2.76 \times 10^{-4} \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=66 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3211269 \\ & \mathrm{~m}=16 \\ & e_{\text {abs }}=2.75 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=67 \end{aligned}$ |

TABLE (5.4.12): Results of ATH with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | CD | $\mathrm{e}_{\mathrm{abs}}$ | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 13 | 0.3208528 | $1.2 \times 10^{-6}$ | 1 | 1.0 | 66 |
| 0.3 | 13 | 0.3208533 | $1.7 \times 10^{-6}$ | 1 | 1.0 | 64 |
| 0.4 | 13 | 0.3208534 | $1.8 \times 10^{-6}$ | 1 | 1.0 | 65 |
| 0.5 | 12 | 0.3208528 | $1.2 \times 10^{-6}$ | 1 | 1.0 | 62 |
| 1.0 | 12 | 0.3208527 | $1.1 \times 10^{-6}$ | 1 | 1.5 | 53 |
| 1.1 | 20 | 0.3208534 | $1.8 \times 10^{-6}$ | 2 | 1.5 | 90 |

TABLE (5.4.13): Results of H 3 with varying $\varepsilon$ and N .

| N | 100 | 400 | 800 | 1600 |
| :---: | :---: | :---: | :---: | :---: |
| $0.5$ | $\begin{aligned} & \mathrm{CD}=.3211382 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{e} \text { abs }=2.67 \times 10^{-4}} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=124 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208648 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{abs}=1.32 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{CpFE}=150 \end{aligned}$ | $\begin{aligned} & C D=.3208613 \\ & m=20 \\ & e_{\text {abs }}=9.7 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=125 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208611 \\ & \mathrm{~m}=20 \\ & \text { eabs }=9.5 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=127 \end{aligned}$ |
| $0.9$ | $\begin{aligned} & \mathrm{CD}=.3211462 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=2.95 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208776 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=2.6 \times 10^{-5} \\ & \text { Cputime }=1 \\ & \text { NFE }=114 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208543 \\ & \mathrm{~m}=18 \\ & \text { Cabs }=2.7 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \text { NFE }=89 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208543 \\ & \mathrm{~m}=17 \\ & \mathrm{eabs}^{\text {abo }}=2.7 \times 10^{-7} \\ & \text { Cputime }=4 \\ & \text { NFE }=90 \end{aligned}$ |
| $1.0$ | $\begin{aligned} & \mathrm{CD}=.3211598 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{abs}}=3.08 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=110 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208650 \\ & \mathrm{~m}=25 \\ & \mathrm{eabs}=1.34 \times 10^{-5} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=112 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208518 \\ & \mathrm{~m}=15 \\ & \mathrm{Cabs}=2.0 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=73 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208518 \\ & \mathrm{~m}=15 \\ & \mathrm{e}_{\mathrm{abs}=2.0 \times 10^{-7}}^{\mathrm{Cputime}=4} \\ & \mathrm{NFE}=76 \end{aligned}$ |
| $1.1$ | $\begin{aligned} & \mathrm{CD}=.3210917 \\ & \mathrm{~m}=25 \\ & \mathrm{e} \text { abs }=2.4 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=109 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209494 \\ & \mathrm{~m}=25 \\ & \mathrm{e}_{\mathrm{e} b \mathrm{bs}=9.78 \times 10^{-5}}^{\mathrm{Cputime}=1} \\ & \mathrm{NFE}=109 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=3208576 \\ & \mathrm{~m}=18 \\ & e_{\text {abs }}=6.0 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=81 \end{aligned}$ | $\begin{aligned} & C D=.3208575 \\ & \mathrm{~m}=18 \\ & e_{\text {abs }}=5.9 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=84 \end{aligned}$ |
| $1.5$ | $\begin{aligned} & \mathrm{CD}=3210971 \\ & \mathrm{~m}=25 \\ & e_{\mathrm{e} \text { abs }=2.46 \times 10^{-4}} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=115 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3209641 \\ & \mathrm{~m}=25 \\ & e_{\text {abs }}=1.13 \times 10^{-4} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=113 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208587 \\ & \mathrm{~m}=18 \\ & \text { eabs }=7.1 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=83 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=.3208587 \\ & \mathrm{~m}=18 \\ & \mathrm{e} \text { abs }=7.1 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=85 \end{aligned}$ |

TABLE (5.4.14): Results of $\mathbf{H 3}$ with change in $\mathbf{u}_{\mathbf{0}}$.

| $\mathrm{u}_{0}$ | m | CD | $\mathrm{e}_{\text {abs }}$ | Cputime | eps | NFE |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 14 | 0.3208526 | $1 \times 10^{-6}$ | 1 | 1.4 | 60 |
| 0.3 | 13 | 0.3208527 | $1.1 \times 10^{-6}$ | 1 | 1.7 | 53 |
| 0.4 | 15 | 0.3208518 | $2.0 \times 10^{-7}$ | 2 | 1.0 | 73 |
| 0.5 | 12 | 0.3208530 | $1.4 \times 10^{-6}$ | 1 | 1.4 | 53 |
| 1.0 | 14 | 0.3208527 | $1.1 \times 10^{-6}$ | 1 | 1.3 | 65 |


|  | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\begin{aligned} & \mathrm{CD}=0.3208520 \\ & m=40 \\ & e_{\text {abs }}=4 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \varepsilon=1.8 \\ & \text { NFE }=41 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208534 \\ & m=400 \\ & e_{a b s}=1.8 \times 10^{-6} \\ & \text { Cputime }=24 \\ & \varepsilon=1.9 \\ & \text { NFE }=1624 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208525 \\ & m=14 \\ & e_{\text {abs }}=9 \times 10^{-7} \\ & \mathrm{Cputime}=1 \\ & \varepsilon=1.5 \\ & \mathrm{NFE}=60 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208522 \\ & m=15 \\ & e_{a b s}=6 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \varepsilon=0.9 \\ & \mathrm{NFE}=76 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208522 \\ & m=14 \\ & e_{\text {abs }}=6 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \varepsilon=1.4 \\ & \text { NFE }=60 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208528 \\ & m=13 \\ & e_{a b s}=1.2 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \mathrm{NFE}=66 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208526 \\ & m=14 \\ & e_{a b s}=1 \times 10^{-6} \\ & \text { Cutime }=1 \\ & \varepsilon=1.4 \\ & \text { NFE }=60 \\ & \hline \end{aligned}$ |
| 0.3 | $\begin{aligned} & \mathrm{CD}=0.3208519 \\ & m=50 \\ & e_{a b s}=3 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \varepsilon=1.8 \\ & \text { NFE }=51 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208534 \\ & m=400 \\ & e_{a b s}=1.8 \times 10^{-6} \\ & \text { Cputime }=24 \\ & \varepsilon=1.9 \\ & \text { NFE }=1624 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208522 \\ & m=17 \\ & e_{a b s}=6 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \varepsilon=1.0 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208522 \\ & m=15 \\ & e_{a b s}=6 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \varepsilon=0.9 \\ & \mathrm{NFE}=76 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208521 \\ & m=17 \\ & e_{a b s}=5 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \varepsilon=1.0 \\ & \text { NFE }=82 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208533 \\ & m=13 \\ & e_{a b s}=1.7 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208527 \\ & m=13 \\ & e_{a b s}=1.1 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.7 \\ & \mathrm{NFE}=53 \end{aligned}$ |
| 0.4 | $\begin{aligned} & \mathrm{CD}=0.3208531 \\ & m=60 \\ & e_{a b s}=1.5 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.8 \\ & \text { NFE }=61 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208535 \\ & m=300 \\ & e_{a b s}=1.9 \times 10^{-6} \\ & \text { Cputime }=18 \\ & \varepsilon=1.9 \\ & \text { NFE }=1222 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208517 \\ & m=15 \\ & e_{a b s}=1 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \varepsilon=2 \\ & \mathrm{NFE}=70 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208533 \\ & m=16 \\ & e_{a b s}=1.7 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \varepsilon=1.1 \\ & \mathrm{NFE}=62 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208520 \\ & m=15 \\ & e_{a b s}=4 \times 10^{-7} \\ & \mathrm{Cputime}=1 \\ & \varepsilon=1.0 \\ & \text { NFE }=73 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208534 \\ & m=13 \\ & e_{\text {abs }}=1.8 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \text { NFE }=65 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208518 \\ & m=15 \\ & e_{a b s}=2.0 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \text { NFE }=73 \\ & \hline \end{aligned}$ |
| 0.5 | $\begin{aligned} & \mathrm{CD}=0.3208531 \\ & m=70 \\ & e_{a b s}=1.5 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.7 \\ & \text { NFE }=71 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208535 \\ & m=400 \\ & e_{a b s}=1.9 \times 10^{-6} \\ & \text { Cputime }=24 \\ & \varepsilon=2.0 \\ & \text { NFE }=1622 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208531 \\ & m=15 \\ & e_{\text {abs }}=1.5 \times 10^{-6} \\ & \text { Cputime }=2 \\ & \varepsilon=1.2 \\ & \mathrm{NFE}=62 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208527 \\ & m=12 \\ & e_{a b s}=1.1 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \text { NFE }=62 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208530 \\ & m=12 \\ & e_{a b s}=1.4 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.4 \\ & \text { NFE }=53 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208528 \\ & m=12 \\ & e_{a b s}=1.2 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.0 \\ & \mathrm{NFE}=62 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208530 \\ & m=12 \\ & e_{a b s}=1.4 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \varepsilon=1.4 \\ & \mathrm{NFE}=53 \\ & \hline \end{aligned}$ |
| 1.0 | $\begin{array}{\|l} \mathrm{CD}=0.3208517 \\ m=30 \\ e_{a b s}=1 \times 10^{-7} \\ \text { Cputime }=1 \\ \varepsilon=1.7 \\ \text { NFE }=31 \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{CD}=0.3208526 \\ & m=243 \\ & e_{a b s}=1.0 \times 10^{-6} \\ & \mathrm{Cputime}=15 \\ & \varepsilon=2.0 \\ & \mathrm{NFE}=987 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208522 \\ & m=14 \\ & e_{a b s}=6 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \varepsilon=1.3 \\ & \text { NFE }=65 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208527 \\ & m=12 \\ & e_{a b s}=1.1 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \varepsilon=1.5 \\ & \mathrm{NFE}=53 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208523 \\ & m=16 \\ & e_{a b s}=7 \times 10^{-7} \\ & \mathrm{Cputime}=2 \\ & \varepsilon=1.1 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208527 \\ & m=12 \\ & e_{a b s}=1.1 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \varepsilon=1.5 \\ & \text { NFE }=53 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{CD}=0.3208527 \\ & m=14 \\ & e_{\text {abs }}=1.1 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \varepsilon=1.3 \\ & \mathrm{NFE}=65 \\ & \hline \end{aligned}$ |
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## Chapter 6

## PROBLEM 3

### 6.1 An Optimal Control Problem Consisting

## of a Singular Arc Followed by a Nonsin-

## gular Arc

Here we consider an optimal control problem consisting of a singular are followed by a non singular arc, taken from E.R. Edge and W.F. Powers (1976) [20].

$$
\begin{equation*}
\text { Minimize } \quad J=\frac{1}{2} \int_{0}^{2.985}\left(x_{2}^{2}-x_{1}^{2}\right) d t \tag{6.1.1}
\end{equation*}
$$

subject to,

$$
\begin{gather*}
\dot{x}_{1}=x_{2}, x_{1}(0)=0, \quad x_{1}\left(t_{f}\right)=0.065  \tag{6.1.2}\\
\dot{x}_{2}=u, \quad x_{2}(0)=1, \quad x_{2}\left(t_{f}\right)=-1.336,|u| \leq 1 \tag{6.1.3}
\end{gather*}
$$

In the usual way we introduce an additional state variable;

$$
x_{3}(t)=\frac{1}{2} \int_{0}^{t}\left(x_{2}^{2}-x_{1}^{2}\right) d t
$$

then the state equation for $x_{3}$ will be

$$
\frac{d x_{3}}{d t}=\frac{1}{2}\left(x_{2}^{2}-x_{1}^{2}\right), \quad x_{3}(0)=0
$$

Thus the problem is transformed into;

$$
\begin{equation*}
\operatorname{minimize} \quad J=x_{3}\left(t_{f}\right) \tag{6.1.4}
\end{equation*}
$$

where, $t_{f}=2.985$, subject to,

$$
\begin{gather*}
f_{1}=\dot{x}_{1}=x_{2}, \quad x_{1}(0)=0, \quad x_{1}\left(t_{f}\right)=0.065  \tag{6.1.5}\\
f_{2}=\dot{x}_{2}=u, \quad x_{2}(0)=1, \quad x_{2}\left(t_{f}\right)=-1.336  \tag{6.1.6}\\
f_{3}=\dot{x}_{3}=\frac{1}{2}\left(x_{2}^{2}-x_{1}^{2}\right), \quad x_{3}(0)=0 \tag{6.1.7}
\end{gather*}
$$

Since for this problem terminal constraints are involved, they can be handled using quadratic penalty terms, i.e., we introduce the augmented cost functional,

$$
\begin{equation*}
J^{\prime}=10\left(x_{1}\left(t_{f}\right)-0.065\right)^{2}+10\left(x_{2}\left(t_{f}\right)+1.335\right)^{2}+J \tag{6.1.8}
\end{equation*}
$$

Here, the value of 10 in the augmented cost functional was suggested by Edge and Powers [20], as being a reasonable value to use.

The problem has been tackled both analytically and numerically using the conjugate gradient and Hybrid conjugate gradient methods described in chapter 4, section 4.1.

### 6.2 Analytical Solutions

Using the maximum principle, we solve the problem (6.1.1) to (6.1.3).
The Hamiltonian is given by

$$
\begin{equation*}
H_{2}=\frac{1}{2}\left(x_{2}^{2}-x_{1}^{2}\right)+\lambda_{1} x_{2}+\lambda_{2} u \tag{6.2.1}
\end{equation*}
$$

and the adjoint equations are,

$$
\left.\begin{array}{l}
\dot{\lambda}_{1}=-\frac{\partial H}{\partial x_{1}}=x_{1}  \tag{6.2.2}\\
\dot{\lambda}_{2}=-\frac{\partial H}{\partial x_{2}}=-x_{2}-\lambda_{1} .
\end{array}\right\}
$$

In order to determine the order of the singular are we need to use the generalized Legendre-Clebsch condition (GLC) which was described in chapter 1 section 1.2 .5 , inequality (1.2.24). For convenience we rewrite it here,

$$
\begin{equation*}
(-1)^{q} \frac{\partial}{\partial u}\left[\frac{d^{2 q}}{d t^{2 q}} H_{u}\right] \geq 0 \tag{6.2.3}
\end{equation*}
$$

The inequality (6.2.3) is called the strengthened GLC condition when strict inequality holds. In our problem the switching function and its second derivatives are,

$$
\begin{gather*}
H_{u}=\lambda_{2}  \tag{6.2.4}\\
\ddot{H}_{u}=\frac{d}{d t} \dot{H}_{u}=\frac{d}{d t}\left[\frac{d \lambda_{2}}{d t}\right]=\frac{d}{d t}\left[-\lambda_{1}-x_{2}\right] \\
=-\dot{\lambda}_{1}-\dot{x}_{2} \\
\text { i.e., } \quad \ddot{H}_{u}=-x_{1}-u . \tag{6.2.5}
\end{gather*}
$$

Checking the GLC condition (6.2.3),

$$
\frac{\partial}{\partial u} \ddot{H}_{u}=-1, q=1,(-1)^{q} \frac{\partial}{\partial u}\left[\frac{d^{2 q}}{d t^{2 q}} H_{u}\right]=(-1)^{1}(-1)=1 \geq 0 .
$$

Thus the singular arc is first order. From (6.2.5) we see that the strengthened GLC condition is satisfied. Setting the right hand side of (6.2.5) to zero we get,

$$
\ddot{H}_{u}=0 \Rightarrow x_{1}=-u
$$

substituting in (6.1.2) we get,

$$
\left.\begin{array}{rl}
-\frac{d u}{d t}-x_{2}=0, & u(0)=0  \tag{6.2.6}\\
\frac{d x_{2}}{d t}-u=0, & x_{2}(0)=1
\end{array}\right\}
$$

The solution is as follows:

$$
\begin{equation*}
u(t)=-\sin t, x_{2}(t)=\cos t \text { and } x_{1}(t)=\sin t \tag{6.2.7}
\end{equation*}
$$

Now before proceeding any further we introduce the junction theorems.
Theorem 6.2.1:
Let $t_{c}$ be a point at which singular and nonsingular subarcs of an optimal control $u$ are joined and let $q$ be the order of the singular subarc, suppose the strengthened GLC condition is satisfied at $t_{c}$, i.e., $(-1)^{q}\left(\frac{\partial}{\partial u}\right) H_{u}^{(2 q)}>0$, and assume that the control is piecewise analytic in a neighborhood of $t_{c}$. Let $u^{(r)}(r \geq 0)$ be the lowest order derivative of $u$ which is discontinuous at $t_{c}$. Then $q+r$ is an odd integer.
Proof. Refer to McDanell and Powers (1971) [137].

## Theorem 6.2.2:

Let $t_{c}$ be a point at which singular and nonsingular subares of an optimal control $u$ are joined, and let $q$ be the order of the singular arc. Assumed that the control is piecewise analytic in a neighbourhood of $t_{c}$. Let $u^{(r)}(r \geq 0)$ be the lowest order derivative of $u$ which is discontimuous at $t_{c}$, and let $\beta^{(m)}(m \geq$ 0 ) be the lowest order derivative of the GLC expression $\left(\frac{\partial}{\partial u}\right) H_{u}^{(2 q)} \equiv \beta$ which is nonzero at $t_{c}$.

Then,
(i) if $m \leq r, q+r+m$ is an odd integer; (ii) if $m>r,-\operatorname{sgn}\left[\beta^{(m)}\left(t_{c}^{+}\right) \beta^{m n}\left(t_{c}^{-}\right)\right]=$ $(-1)^{q+r+m}$.
Proof. A proof of the above theorem was given by McDanell and Powers (1971) [137], but later on this proof was shown to be incorrect in general but true for when $q=m=1$ (Bell (1979) [138]), and for $m=1, q>1$ (Bortins (1983) [140]).

Also part 2 of the conjecture has also been shown to be false, (Bell, (1987) [141] and Bell has also recently found a counter example to part 1 (to be published later). Now for the problem (6.1.1) to (6.1.3), when the terminal state $(0.065,-1.336)$ is chosen to lie on the trajectory (6.2.7), the solution is singular with $u=-\sin t, t \in\left[0, \frac{3 \pi}{4}\right)$ and nonsingular with $u=-1, t \in\left(\frac{3 \pi}{4}, 2.985\right]$, as can be shown by the sufficient conditions in [142] and [143].

For this case the optimal control is

$$
u^{*}= \begin{cases}-\sin t, & t \in\left[0, \frac{3 \pi}{4}\right)  \tag{6.2.8}\\ -1, & t \in\left(\frac{3 \pi}{4}, 2.985\right]:\end{cases}
$$

The above can be justified as follows:

Whenever $H_{u}=\lambda_{2}(t) \not \equiv 0, u^{*}(t)=-\operatorname{sgn} \lambda_{2}(t)$. Now there are 3 possibilities for $\lambda_{2}(t)$ that should be examined,

$$
\text { (i) } \lambda_{2}>0, \quad \text { (ii) } \lambda_{2}<0 \text { and } \quad \text { (iii) } \lambda_{2}=0
$$

When (i) is considered, then $u=-1$ and equations (6.1.2) to (6.1.3) become

$$
\left.\begin{array}{l}
\dot{x}_{1}=x_{2},  \tag{6.2.9}\\
\dot{x}_{2}=-1,
\end{array}\right\} u=-1
$$

and the adjoint equations are as (6.2.2).
Solving (6.2.9) we get

$$
\begin{aligned}
& x_{2}=c_{2}-t \\
& x_{1}=c_{2} t-\frac{t^{2}}{2}+c_{1}
\end{aligned}
$$

Since $x_{1}\left(t_{f}\right)=0.065$ and $x_{2}\left(t_{f}\right)=-1.336$,

$$
\begin{aligned}
-1.336 & =c_{2}-2.985 \\
\text { i.e., } c_{2} & =1.649 \text { and } \\
0.065 & =c_{2}(2.985)-\frac{(2.985)^{2}}{2}+c_{1} \\
\text { i.e., } c_{1} & =-0.4021525 .
\end{aligned}
$$

Thus

$$
\begin{gather*}
x_{1}=-\frac{t^{2}}{2}+1.649 t-0.4021525  \tag{6.2.10}\\
x_{2}=1.649-t \tag{6.2.11}
\end{gather*}
$$

Considering the adjoint equations (6.2.2) related to (6.2.9) we have,

$$
\begin{aligned}
& \dot{\lambda}_{1}=c_{2} t-\frac{t^{2}}{2}+c_{1} \\
& \dot{\lambda}_{2}=-c_{2}-\lambda_{1}(0)+\left(1-c_{1}\right) t-\frac{c_{2}}{2} t^{2}+\frac{t^{3}}{6}
\end{aligned}
$$

and the solutions are,

$$
\begin{aligned}
& \lambda_{1}=\lambda_{1}(0)+\frac{c_{2}}{2} t^{2}-\frac{t^{3}}{6}+c_{1} t \\
& \lambda_{2}=\lambda_{2}(0)-\left(c_{2}+\lambda_{1}(0)\right) t+\left(1-c_{1}\right) \frac{t^{2}}{2}-\frac{c_{2}}{6} t^{3}-\frac{t^{4}}{24} .
\end{aligned}
$$

When (ii) is considered, then $u=1$ and the equations (6.1.2) to (6.1.3) become

$$
\left.\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{6.2.10}\\
\dot{x}_{2}=1
\end{array}\right\} u=1
$$

Solving (6.2.10) we get,

$$
\begin{aligned}
& x_{2}=B_{2}+t \\
& x_{1}=B_{2} t+\frac{t^{2}}{2}+B_{1}
\end{aligned}
$$

Since $x_{1}\left(t_{f}\right)=0.065$ and $x_{2}\left(t_{f}\right)=-1.336$, therefore,

$$
\begin{aligned}
-1.336 & =B_{2}+2.985 \\
\text { i.e., } B_{2} & =-4.321 \text { and } \\
0.065 & =-4321(2.985)+\frac{(2.985)^{2}}{2}+B_{2} . \\
\text { i.e., } B_{1} & =8.5080725 .
\end{aligned}
$$

Thus,

$$
\begin{gather*}
x_{1}=\frac{t^{2}}{2}-4.321 t+8.5080725  \tag{6.2.11}\\
x_{2}=t-4.321 \tag{6.2.12}
\end{gather*}
$$

Considering the adjoint equations related to (6.2.10) we have,

$$
\begin{aligned}
\dot{\lambda}_{1}= & B_{2} t+\frac{t^{2}}{2}+B_{2} \\
\dot{\lambda}_{2}= & -\left(\lambda_{1}(0)+B_{2}\right)-\left(1+B_{1}\right) t-\frac{B_{2}}{2} t^{2} \\
& -\frac{t^{3}}{6}
\end{aligned}
$$

and the solutions are

$$
\begin{aligned}
& \lambda_{1}=\frac{t^{3}}{6}+\frac{B_{2}}{2} t^{2}+B_{1} t+\lambda_{1}(0) \\
& \lambda_{2}=-\frac{t^{4}}{24}-\frac{B_{2}}{6} t^{3}-\frac{\left(1+B_{1}\right)}{2} t^{2}-\left(\lambda_{1}(0)+B_{2}\right) t+\lambda_{2}(0)
\end{aligned}
$$

When (iii) is considered, then $u=-\sin t$ and equations (6.1.2) to (6.1.3) become

$$
\left.\begin{array}{l}
\dot{x}_{1}=x_{2}  \tag{6.2.13}\\
\dot{x}_{2}=-\sin t
\end{array}\right\} u=-\sin t
$$

Solving (6.2.13) we get,

$$
\begin{aligned}
& x_{2}=\cos t+c_{2}^{\prime} \\
& x_{1}=\sin t+c_{2}^{\prime} t+c_{1}^{\prime}
\end{aligned}
$$

Considering the adjoint equations related to (6.2.13) we have,

$$
\begin{aligned}
& \dot{\lambda}_{1}=\sin t+c_{2}^{\prime} t+c_{1}^{\prime} \\
& \dot{\lambda}_{2}=-\frac{c_{2}^{\prime}}{2} t^{2}-c_{1}^{\prime} t-\left(c_{2}^{\prime}+\lambda_{1}^{\prime}(0)\right)
\end{aligned}
$$

The solutions are,

$$
\begin{aligned}
& \lambda_{1}=-\cos t+\frac{c_{2}^{\prime}}{2} t_{2}+c_{1}^{\prime} t+\lambda_{1}^{\prime}(0) \\
& \lambda_{2}=-\frac{c_{2}^{\prime}}{6} t^{3}-\frac{c_{1}^{\prime}}{2} t^{2}-\left(c_{2}^{\prime}+\lambda_{1}^{\prime}(0)\right) t+\lambda_{2}^{\prime}(0)
\end{aligned}
$$

Here since $\lambda_{2}(t) \equiv 0$, therefore,

$$
\lambda_{1}^{\prime}(0)=\lambda_{2}^{\prime}(0)=c_{2}^{\prime}=\lambda_{2}^{\prime}(0)=0 .
$$

Also

$$
\begin{align*}
& x_{2}=\cos t,  \tag{6.2.14}\\
& x_{1}=\sin t . \tag{6.2.15}
\end{align*}
$$

Now we need to find the switching time $t_{c}$. Suppose the control is singular $u p$ to $t_{c}$ and +1 up to 2.985 then from (6.2.11), (6.2.12) and (6.2.14), (6.2.15) we have,

$$
\left.\begin{array}{l}
-4.321+t_{c}=\cos t_{c}  \tag{6.2.16}\\
-4.321 t_{c}+\frac{t c^{2}}{2}+8.5080725=\sin t_{c}
\end{array}\right\}
$$

Here, since $t_{c} \in[0,2.985]$ and $-1 \leq \cos t_{c} \leq 1$, therefore we can find no solution to satisfy (6.2.16), i.e. the curve will not switch to $u=+1$. Now suppose control is singular up to $t_{c}$ and -1 up to 2.985 , then from (6.2.10), (6.2.11) and (6.2.14), (6.2.15) we have,

$$
\left.\begin{array}{l}
1.649-t_{c}=\cos t_{c}  \tag{6.2.17}\\
-\frac{t_{c}^{2}}{2}+1.649 t_{c}=0.4021525=\sin t_{c}
\end{array}\right\}
$$

which is satisfied by $t_{c}=\frac{3 \pi}{4}$. Therefore the optimal control $u^{*}$ can be as (6.2.8).

Now in order to find the optimal cost $J^{*}$ we have to find

$$
\begin{equation*}
J^{*}=J_{1}+J_{2} \tag{6.2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{1}=\frac{1}{2} \int_{0}^{\frac{8 \pi}{4}}\left(x_{2}^{2}-x_{1}^{2}\right) d t \tag{6.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{2}=\frac{1}{2} \int_{\frac{3 \pi}{4}}^{2.985}\left(x_{2}^{2}-x_{1}^{2}\right) d t . \tag{6.2.20}
\end{equation*}
$$

To find $J_{1}$ the solution of equation (6.2.13) should be substituted for $x_{2}$ and $x_{1}$ in $J_{1}$, therefore by substituting (6.2.14) and (6.2.15) into $x_{2}$ and $x_{1}$ in (6.2.19) respectively we get,

$$
\begin{align*}
J_{1} & =\frac{1}{2} \int_{0}^{\frac{3 \pi}{4}}\left(\cos 2 t-\sin ^{2} t\right) d t, \\
& =\int_{0}^{\frac{3 \pi}{4}}\left\{\frac{1}{2}(1+\cos 2 t)-\frac{1}{2}(1-\cos t)\right\} d t \\
& =\frac{1}{2} \int_{0}^{\frac{3 \pi}{4}} \cos 2 t d t,  \tag{6.2.21}\\
& =\frac{1}{4}[\sin 2 t]_{0}^{\frac{3 \pi}{4}}, \\
& =-0.25 .
\end{align*}
$$

To find $J_{2}$ the solutions of equation (6.2.9) should be substituted for $x_{2}$ and $x_{1}$ in $J_{2}$, therefore by substituting (6.2.10) and (6.2.11) into $x_{1}$ and $x_{2}$ in
(6.2.20) respectively we get,

$$
\begin{align*}
J_{2} & =\frac{1}{2} \int_{\frac{3 \pi}{4}}^{2.985}\left\{(-t+1.649)^{2}-\left(-\frac{1}{2} t^{2}+1.649 t 0.4021525\right)^{2}\right\} d t \\
& =\frac{1}{2} \int_{\frac{3 \pi}{4}}^{2.985}\left\{-\frac{1}{4} t^{4}+1.649 t^{3}-2.1213535 t^{2}-1.9717011 t+2.5574744\right\} d t \\
& =\left[-\frac{1}{20} t^{5}+0.412250 t^{4}-0.7071178 t^{3}-0.9858506 t^{2}+2.5574744 t\right]_{\frac{3 \pi}{4}}^{2.985} \\
& =0.2723751 \tag{6.2.22}
\end{align*}
$$

Now substituting (6.2.21) and (6.2.22) into (6.2.18) we get the optimal cost $J^{*}=0.0223751$ to 7 decimal places.

### 6.3 Numerical Solutions

### 6.3.1 The state and adjoint equations

The state equations are:

$$
\left.\begin{array}{rl}
\dot{x}_{1} & =f_{1}=x_{2}, \quad x_{1}(0)=0  \tag{6.3.1}\\
\dot{x}_{2} & =f_{2}=u, \quad x_{2}(0)=1 \\
\dot{x}_{3} & =f_{3}=\frac{1}{2}\left(x_{2}^{2}-x_{1}^{2}\right), \quad x_{3}(0)=0
\end{array}\right\}
$$

Using the Runge-Kutta 4th order method for numerical solution of (6.3.1) we get,

$$
\begin{aligned}
x_{1, n+1} & =x_{1, n}+\frac{1}{6}\left(u_{1}+2 u_{2}+2 u_{3}+u_{4}\right) \\
x_{2, n+1} & =x_{2, n}+\frac{1}{6}\left(v_{1}+2 v_{2}+2 v_{3}+v_{4}\right) \\
x_{3, n+1} & =x_{3, n}+\frac{1}{6}\left(w_{1}+2 w_{2}+2 u_{3}+w_{4}\right)
\end{aligned}
$$

where

$$
\begin{gathered}
u_{1}=h f_{1}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=h x_{2, n}, \\
v_{1}=h f_{2}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=h u_{n}, \\
w_{1}=h f_{3}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=\frac{h}{2}\left(x_{2, n}^{2}-x_{1, n}^{2}\right), \\
u_{2}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}\right)=h\left(x_{2, n}+\frac{1}{2} v_{1}\right), \\
v_{2}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}\right)=h u_{n}, \\
w_{2}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}\right) \\
=\frac{h}{2}\left[\left(x_{2, n}+\frac{1}{2} v_{1}\right)^{2}-\left(x_{1, n}+\frac{1}{2} u_{1}\right)^{2}\right], \\
u_{3}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right)=h\left[x_{2, n}+\frac{1}{2} v_{2}\right],
\end{gathered}
$$

$$
\begin{gathered}
v_{3}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right)=h u_{n}, \\
w_{3}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right) \\
=\frac{h}{2}\left[\left(x_{2, n}+\frac{1}{2} v_{2}\right)^{2}-\left(x_{1, n}+\frac{1}{2} u_{2}\right)^{2}\right], \\
u_{4}=h f_{1}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right)=h\left(x_{2, n}+v_{3}\right), \\
v_{4}=h f_{2}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right)=h u_{n}, \\
w_{4}=h f_{3}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right) \\
=\frac{h}{2}\left[\left(x_{2, n}+v_{3}\right)^{2}-\left(x_{1, n}+u_{3}^{2}\right)\right] .
\end{gathered}
$$

The adjoint equations are:

$$
\left.\begin{array}{l}
\dot{\lambda}_{1}=f_{1}=\lambda_{3} x_{1}, \quad \lambda_{1}\left(t_{f}\right)=20\left(x_{1}\left(t_{f}\right)-0.065\right),  \tag{6.3.2}\\
\dot{\lambda}_{2}=f_{2}=-\lambda_{1}-\lambda_{3} x_{2}, \quad \lambda_{2}\left(t_{f}\right)=20\left(x_{2}\left(t_{f}\right)+1.33\right), \\
\dot{\lambda}_{3}=f_{3}=0, \quad \lambda_{3}\left(t_{f}\right)=1
\end{array}\right\}
$$

Using the Runge-Kutta 4th order method for numerical solutions of (6.3.1) we get,

$$
\begin{aligned}
& \lambda_{1, n}=\lambda_{1, n+1}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right), \\
& \lambda_{2, n}=\lambda_{2, n+1}+\frac{1}{6}\left(z_{1}+2 z_{2}+2 z_{3}+z_{4}\right), \\
& \lambda_{3, n}=\lambda_{3, n+1}+\frac{1}{6}\left(y_{1}+2 y_{2}+2 y_{3}+y_{4}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& k_{1}=-h f_{1}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right)=-h \lambda_{3, n+1} x_{1, n+1}, \\
& z_{1}=-h f_{2}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right)=-h\left(-\lambda_{1, n+1}-\lambda_{3, n+1}, x_{2, n+1}\right), \\
& y_{1}=-h f_{3}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right)=-h(0)=0, \\
& k_{2}=-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right), \\
&=-h\left[\left(\lambda_{3, n+1}+\frac{1}{2} y_{1}\right) x_{1, n+1}\right], \\
& z_{2}=-h f_{2}\left(\lambda_{1, n}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right), \\
&=-h\left[-\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}\right)-\left(\lambda_{3, n+1}+\frac{1}{2} y_{1}\right) x_{2, n+1}\right], \\
& y_{2}=-h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right)=0, \\
& k_{3}=-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2}\right) \\
&=-h\left[\left(\lambda_{3, n+1}+\frac{1}{2} y_{2}\right) x_{1, n+1}\right], \\
& z_{3}=-h f_{2}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2}\right), \\
&=-h\left[\left(-\lambda_{1, n+1}+\frac{1}{2} k_{2}\right)-\left(\lambda_{3, n+1}+\frac{1}{2} y_{2}\right) x_{2, n+1}\right], \\
& y_{3}=-h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2}\right)=0,
\end{aligned}
$$

$$
\begin{aligned}
k_{4} & =-h f_{1}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right) \\
& =-h\left[\left(\lambda_{3, n+1}+y_{3}\right) x_{1, n+1}\right] \\
z_{4} & =-h f_{2}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right) \\
& =-h\left[\left(-\lambda_{1, n+1}+k_{3}\right)-\left(\lambda_{3, n+1}+y_{3}\right) x_{2, n+1}\right] \\
y_{4} & =-h f_{3}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right)=0 .
\end{aligned}
$$

### 6.4 Results and Discussion

Here, before proceeding to analyse the results it is worth pointing that, the value of $k$ (the coefficient of penalty function) is an important factor in minimizing the optimal $J$, but since we were not able to find the value of $k$ analytically, the tests were carried out using $k=10$, as suggested by Edge and Powers [20.]

### 6.4.1 Gradient Method

The algorithm for the gradient in function space method applied to problem 3 is the same as that described in Chapter 4, Section 4.4.1, but for this problem $g=\lambda_{2}$.

In order to examine the efficiency of this method, when it is applied to the mentioned problem as usual a comparison is made, when the critical parameters, $\varepsilon, h$ and $u_{0}$ are varied, with the analytical solution. Some criteria for accuracy of norms (Acc) have been set throughout this chapter. Acc $\leq 0.1$ and Acc $\leq 0.05$ were common in all methods, and also the best Acc that each method could achieve is included in those cases where the accuracy set could not be achieved. Here for GFS the best Acc was set to $\leq 2.0 \times 10^{-2}$.

Table (6.4.1), shows the effect of $\varepsilon$ and $N$ in achieving the optimal $J$ with the best starting control $u_{0}=3.0$. The best $J^{*}$ obtained was -0.00294302 to 8 decimal places, with $\|g\|=1.891 \times 10^{-2}$ and the corresponding parameter values $\varepsilon=0.008, N=100$ or 200 with $m=1000$. Choosing $\varepsilon$ fairly small, between 0.007 and 0.00850 , can produce consistent results while $N$ is sufficiently large, i.e. 50 or 100 or 200 , and as $\varepsilon$ increases to 0.009 , then numerical instability occurs, resulting in large $\|g\|$ and $J$. Also for $N$ too small, e.g. 10 , consistent results are obtained for $\varepsilon$ between 0.007 and 0.008 , but instability occurs for $\varepsilon \geq 0.00850$. Here by selecting $N$ as 100 we can achieve the optimal $J^{*}$ in less computing time than $N=200$.

Table (6.4.2), shows the effect of choice of $u_{0}$ on $J$, when Acc is $\leq 0.1$, for $N=100$. It can be see that it takes fewer iterations to get to the required accuracy, when $u_{0}$ is selected in the range $0.0 \leq u_{0} \leq 1.0$.

Table (6.4.3), shows that the same effect occurs, when Acc $\leq 0.05$ and $N=100$.

Table (6.4.4), shows the same effect, but for Acc $\leq 2.0 \times 10^{-2}$ and $N=100$. Here the Acc can only be achieved, when $u_{0}$ is in the range $3.0 \leq u_{0} \leq 4.0$.

Here for this method and other methods in this chapter, we have compared graphically the numerical solutions with the analytical ones, but it should be noted that the analytical graphs represented here are the ones, that were solved without the penalty function, whereas the numerical graphs are the ones solved with the penalty function with $k=10$, and since by changing $k$ in fact we are solving a different problem, therefore we expect a reasonable difference, even when the best optimal numerical solution is compared with the analytical one.

Fig (6.4.1), shows plots of control against time, for the analytical and numerical solutions, with $m=10,100$ and 1000 , respectively, using $N=$ $100, u_{0}=3.0$ and $\varepsilon=0.008$. As can be seen from the figure, there are differences between the behaviour of the curves for different number of iterations. Although none of them could belave quite similarly to the analytical one, but as $m$ increases to 1000, the behaviour of the curve was closer to the analytical one than with the lower number of iterations.

Fig (6.4.2) compares the analytical with the numerical solutions for control, when the number of integration steps are 10,50 and 100 respectively, with their best corresponding step length factors, $0.007,0.007$ and $0.008, m=$ 1000 and $u_{0}=3.0$. Here also none of the curves behaved quite similarly to the analytical curve but the one that was closer to it was with $N=100$.

Fig (6.4.3), demonstrates the effect on the control of using step length factors, $\varepsilon=0.007,0.008$ and 0.00850 , with 1000 iterations, when $u_{0}=3.0$ and $N=100$. Here as can be seen from the figure, the curves of $\varepsilon=0.008$ and $\varepsilon=0.00850$, behaved fairly similarly, but by taking $\varepsilon$ as 0.007 , although the pattern of behaviour up to time approximately 2.5 , was quite similar to the other two, but from there, as can be seen, it behaved differently. Here again, although none of the numerical curves behaved quite similarly to the analytical one, but the ones that were closer to it were, with $\varepsilon=0.008$ and 0.00850 .

Fig (6.4.4), illustrates the effect of $u_{0}$ on optimal $J$ for different values of $m$, when $N=100$ and $\varepsilon=0.008$. Here we can see from the graph that as $m$ increases, the values of optimal $J$ for all 3 starting controls, $u_{0}=-1.0, u_{0}=$ 1.0 and $u_{0}=3.0$ converges to approximately near enough to 0.0 .

In view of the above results, we can see that the correct choice of initial control, can give a better value for optimal $J$, for higher degrees of accuracy (Acc) in fewer iterations and number of function evaluations and ultimately, computing time.

The interaction between the other two critical factors, $\varepsilon$ and $N$, shows that the best combination exists with smaller $\varepsilon$ and larger $N$, in this case
$\varepsilon=0.008$ and $N=100$, but if $\varepsilon$ is taken too small say 0.007 , then the convergence is worse. If the value of $\varepsilon$ is taken too large, say, 0.009 the numerical instability will result.

In view of these comments, by selecting proper initial control and accurate enough integration steps, along with an appropriate step length factor, a speed up in the convergency to a better $J^{*}$ is obtained. Also higher degrees of Acc are not obtainable from remote starting controls, but lower accuracies may be achieved even with remote initial control.

### 6.4.2 Steepest Descent

The algorithm for steepest descent applied to problem 3 is as described in Chapter 2, Section 2.2.2. The line search technique used for this method is the quadratic interpolation method of Powell which was described in Chapter 3 Section 3.4.2. The gradient, $g$, is the same as the one for gradient method in function space ((see (6.4.1)).

Here again we investigate the effect of step length factor, integration step and initial control on the solution.

Table (6.4.5), shows the effect of $\varepsilon$ and $N$ in obtaining $J^{*}$ with the best starting control $u_{0}=0.0$. The best optimal $J^{*}$ obtained was -0.00273340 to 8 decimal places with $\|g\|=2.223 \times 10^{-2}, N=100$ or 200 and $\varepsilon=0.008$. By taking small step length factors in the range $0.007 \leq \varepsilon \leq 0.00850$, for larger $N$ gave a better $J^{*}$. Here also by taking $N$ as 100 the optimal $J^{*}$ can be achieved in less computing time than $N=200$.

Tables (6.4.6) to (6.4.8), show the effect of choice of $u_{0}$ on $J^{*}$ for Acc $\leq 0.1$, Acc $\leq 0.05$ and finally the best Acc that could be achieved, i.e., Acc $\leq 0.023$ respectively, with $N=100$.

From Table (6.4.6), it can be seen that for Acc $\leq 0.1$, taking $u_{0}$ as 0.0 or 0.5 results in getting $J^{*}$ in fewer iterations than for other starting controls.

Table (6.4.7), show the same effects for Acc $\leq 0.05$. But as can be seen from Table (6.4.8), for higher degrees of accuracy, i.e., Acc $\leq 0.023$, some starting controls fail to converge. Here taking $u_{0}=0.0$ achieves this Acc in the smallest number of iterations.

Fig (6.4.5), shows the graph of time against control, when the numerical solutions are compared with the analytical one, for $m=10,500$ and 2000 , with $N=100, \varepsilon=0.008$ and $u_{0}=0.0$. Here as can be seen from the plots of numerical solutions, as $m$ increases to 2000 , the belaaviour of the curve is as close as it can get to the analytical solution.

Fig (6.4.6), compares the analytical solution for control, with the numerical ones, with the number of integration steps, 10,50 and 100 respectively with their best corresponding $\varepsilon$ 's of $0.008 ; 0.009$ and 0.008 , when $m=2000$ and $u_{0}=0.0$. Here also we can observe that for the numerical solutions, with larger $N$ 's, say 50 and 100 , the behaviour of the curves are quite similar and closer to the analytical one, than with $N=10$.

Fig (6.4.7), shows the effect on control of using step length factors, $\varepsilon=$ $0.007,0.008$ and 0.00850 , with $N=100, u_{0}=0.0$ and $m=2000$. As can be seen from the graphs of numerical solutions, taking $\varepsilon$ 's as 0.008 and 0.00850 , the curves behave, quite similar, with minor differences from $\varepsilon=0.007$ and fairly close to the analytical curve.

Fig (6.4.8), demonstrates the effect of $u_{0}$ on optimal $J$ for different values of $m$, when $N=100$ and $\varepsilon=0.008$. As can be seen as $m$ increases we can get a better value of minimum $J$ for all starting controls, but the best value for optimal $J$ obtained with $u_{0}=0.0$ and the worst with $u_{0}=-1.0$. The above results show that a proper choice of initial control is an important factor in achieving the best $J^{*}$ in fewer iterations. The interaction between $\varepsilon$ and $N$, shows that for small enough $\varepsilon$, and large enough $N$ a better minimum $J$ would be achieved. Also here for higher degrees of Acc, e.g., Acc $\leq 0.023$ remote starting controls would fail convergence, whereas for lower degrees of Acc say, Acc $\leq 0.1$ or $\leq 0.05$ most starting controls would converge. In view of the results and discussions, the best minimum optimal value of $J^{*}$ could be achieved with a proper starting control, along with sufficiently large $N$ and small enough $\varepsilon$.

### 6.4.3 Fletcher-Reeves

The algorithm for the Fletcher-Reeves method applied to Problem 3 is as described in Chapter 2, Section 2.4.1. The calculation of the norms of the gradients are as given in Chapter 2, Section 2.10.1. The line search technique is the same as that for steepest descent in this Chapter, Section 6.4.2. The gradient, $g$ is obtained in the way described in Section 6.4.1.

Table (6.4.9), shows the effect of $\varepsilon$ and $N$ in achieving the minimum $J^{*}$ with the best starting control $u_{0}=-1.0$. Best $J^{*}$ was oltained as -0.00010353 to 8 decimal places with $\varepsilon=0.008,\|g\|=3.088 \times 10^{-2}, N=100$ or 200 and $m=47$. Here by increasing $m$ up to a limit, not only $J^{*}$ will not improve, but also it results in numerical instability. With large $N$, say 100 , taking $\varepsilon$ in the range $0.007 \leq \varepsilon \leq 0.008$ leads to a better value for $J^{*}$, but for $N=10$, $\varepsilon$ can be taken in the range $0.006 \leq \varepsilon \leq 0.009$ to produce consistent and fairly similar results. Selecting $N$ as 100 as opposed to 200 could achieve the optimal $J^{*}$ in less computing time.

Tables (6.4.10) to (6.4.12), show how varying $u_{0}$ would affect $J^{*}$ for Acc's, $\leq 0.1, \leq 0.05$ and, the best Acc possible in this case $\leq 0.031$, respectively, with $N=100$. It can be seen that these accuracies can be obtained with $u_{0}$,
in the range $-1.0 \leq u_{0} \leq-0.9$ in fewer number of iterations than for other starting controls. Also taking $u_{0}$, in the range $0.0 \leq u_{0} \leq 1.0$, none of the Acc's of $\leq 0.1, \leq 0.05$ and $\leq 0.031$, could be achieved.

Fig (6.4.9), shows the comparison of the analytical solution, with the numerical ones, for control with $m=5,20$ and 47, where $\varepsilon=0.008, u_{0}=-1.0$ and $N=100$. As can be seen from the plots, none of the numerical curves matches the analytical one, but as $m$ increases the numerical curves start to decline to control, -1 at time approximately 1.7 , and stay there up to the find time, $t_{f}=2.985$.

Fig (6.4.10), compares the analytical solution, for control, with the numerical ones for different $N$ 's, i.e., $N=10$, with its best correspondings $\varepsilon=0.007$ and $m=48$, also $N=50$, with its best correspondings $\varepsilon=0.008$ and $m=47$, all with starting controls $u_{0}=-1.0$. Here also none of the numerical curves behaved similar to the analytical one, but for larger $N$, say 100 , the slope of the control is downward till it gets to time approximately 1.7 and $u=-1.0$, where it stays there up to $t_{f}=2.985$.

Fig (6.4.11), demonstrates the curve of time against control, when we compare the analytical solution with the numerical ones, where the step length factors are $\varepsilon=0.006$, with $m=60, \varepsilon=0.008$, with $m=10$ and $\varepsilon=0.009$ with $m=10$, for $N=100$ and $u_{0}=-1.0$. Here, it, can be seen, that the numerical curves with $\varepsilon=0.006$ and $\varepsilon=0.009$, behaved quite similarly, and they both had the same pattern of downward slope for control up to time approximately 2.5 with $u=-1.0$, and at this point the curves stay the same up to $t_{f}=2.985$. But for $\varepsilon=0.008$, the downward slop continues up to time approximately 2.3 with control -1.0 , and from there it stays the same till time $t_{f}=2.985$.

Fig (6.4.12), shows the effect of $u_{0}$ on optimal $J$, for different values of $m$, when $N=100$ and $\varepsilon=0.008$. As can be seen from the graphs, the value of optimal $J$ converges near enough to 0.0 , as $m$ increases for all the starting controls, $u_{0}=-1.1,-1.0$ and -0.5 .

In view of the results and comments above, the recommendations for obtaining the best possible $J^{*}$ is to select $u_{0}$ in the range $[-1.0,-0.9]$, with $N$ sufficiently large and $\varepsilon$ relatively small in the range [0.007, 0.008]. Here we should note that for distant initial controls, i.e., $u_{0}$ 's in the range $[0.0,1.0]$, even for lower Acc's we could not achieve convergence.

### 6.4.4 Polak-Ribiére

The algorithm for the Polak-Ribiére method is as given in Chapter 2, Section 2.5. The line search technique, the calculation of the norms and $g$ are as given for FR in this Chapter, Section 6.4.3.

Table (6.4.13), shows the effect of $\varepsilon$ and $N$ on the minimum $J^{*}$. Here when the Acc and $m$ are considered, the best minimum $J^{*}$ could be found as -0.00268271 to 8 decimal places, with the best starting control, $u_{0}=$ $0.0,\|g\|=2.30 \times 10^{-2}$ and corresponding parameter values, $\varepsilon=0.007, N=$ 100 or 200 and $m=2000$. Here as can be seen from the Table for all $N$ 's, not selecting a proper $\varepsilon$ results in numerical instability as the number of iterations increases. Also selecting $N$ as 100 can achieve optimal $J^{*}$ in less computing time than $N=200$.

Tables (6.4.14) to (6.4.16), show the effect of selecting the initial control on the minimum $J^{*}$ for different Acc's, $\leq 0.01, \leq 0.05$ and the best possible that could be obtained Acc $\leq 0.023$ with $N=100$. Here as can be seen from Tables (6.4.14) and (6.4.15), for the lower Acc's of $\leq 0.1$ or $\leq 0.05$, selecting $u_{0}=0.5$ could achieve convergence in fewest iterations, also fewer function evaluations, and less computing time, than other $u_{0}$ 's, whereas for higher Acc of $\leq 0.023$ from Table (6.4.16), we can see that selecting $u_{0}=0.0$, could achieve that, better than other $u_{0}$ 's.

Fig (6.4.13), shows the graph of time against control, comparing the analytical solutions with the numerical ones, with $m=100,500$ and 2000 , where $\varepsilon=0.007, N=100$ and $u_{0}=0.0$. As can be seen from the plots, although none of the numerical curves are too close to the analytical one, as $m$ increases to 2000 we can see that, compared with fewer iterations, the behaviour gets closer to the analytical one.

Fig (6.4.14), shows similar graphs for $N=10,50$ and 100 respectively, with their best corresponding step length factors of $0.00750,0.008$ and 0.007 , where $m=2000$ and $u_{0}=0.0$. As clearly can be seen from the plots the closest behaviour of the numerical curves to the analytical one was with $N=100$.

Fig (6.4.15), shows the curve of time against the control, when the analytical solution is compared with the numerical ones, where $\varepsilon=0.006,0.007$ and 0.008 , respectively, with corresponding number of iterations 13,2000 and 34 , where $N=100$ and $u_{0}=0.0$. Here as can be seen the closest numerical curve to the analytical one is with $\varepsilon=0.007$.

Fig (6.4.16), demonstrates the effect of $u_{0}$ on optimal $J$, for different number of iterations, when $N=100$ and $\varepsilon=0.007$. As can be seen from the plots, selecting $u_{0}$ as 0.5 , results in a better optimal $J$ up to approximately 300 iterations, but for $m$ in the approximate range of $300<m \leq 1300$, selecting $u_{0}=0.0$, leads to a better convergence for optimal $J$, and for higher number of iterations $>1300$, both $u_{0}=0.0$ and $u_{0}=0.5$, converge to similar values for optimal $J$.

In view of results obtained above in order to find the best minimum $J^{*}$, a proper $u_{0}$ should be selected in this case in the range $[0.0,0.5]$. Also a suitable large $N$, with relatively small $\varepsilon$, where $\varepsilon$ should be chosen with a great care, since it plays a sensitive role in avoiding mumerical instabilities.

We should also note that for higher accuracy, i.e., Acc $\leq 0.023$, selecting distant $u_{0}$ 's would not meet the requirements of convergency.

### 6.4.5 Hybrid 1

The algorithm for Hybrid 1 method is described in Chapter 2, Section 2.6.1. The line search techniques, the calculation of the norms and $g$ are as given for FR in this Chapter, Section 6.4.3.

Table (6.4.17), shows the effect of $\varepsilon$ and $N$ in achieving the best minimum $J^{*}$. Considering the number of iterations and Acc the best. $J^{*}$ was obtained as -0.00327211 to 8 decimal places, with $\|g\|=2.0 \times 10^{-2}, m=1147, N=100$ or 200 and $\varepsilon=0.006$. Here for large enough $N$, say 100 taking value of $\varepsilon$ in the range $\left[0.006,0.007\right.$ ] can produce minimum $J^{*}$ in fewer iterations, than taking $\varepsilon$ too small, say 0.005 or larger say 0.008 . When $N$ is too small e.g. 10, numerical instability occurs, when $\varepsilon$ is in the range [ $0.006,0.008$ ], and only for $\varepsilon$ small enough, say 0.005 can it be avoided. Here also selecting $N=100$ also can achieve the optimal $J^{*}$ in less computing time than $N=200$.

Tables (6.4.18) to (6.4.20), show the effect of selecting $u_{0}$ on the minimum $J^{*}$ for different Acc's $\leq 0.1, \leq 0.05$ and $\leq 2.0 \times 10^{-2}$ with $N=100$. To achieve the Acc $\leq 0.1$ or $\leq 0.05$, taking the initial control in the range $[-1.0,-0.5]$, can produce minimum $J^{*}$ in fewer iterations than other starting controls, although it should be pointed out that, the minimum obtained for $J^{*}$ is not as good as when the starting control is selected in the range [1.0, 2.0].

To obtain higher Acc say $\leq 2.0 \times 10^{-2}$, selecting $u_{0}$ in the range $[1.0,2.0]$ can produce better minimum $J^{*}$ in fewer iterations, than selecting $u_{0}$ in the range $\left[-0.5,0.0\right.$ ], and selecting $u_{0}$ as -1.0 or 0.5 does not satisfy the accuracy required.

Fig (6.4.17), shows the graph of time against control, comparing the analytical solution with the numerical ones, with $m=10,500$ and 1100 , with $\varepsilon=0.006, u_{0}=1.0$ and $N=100$. As can be seen none of the numerical curves behaves similar to the analytical one, but as $m$ increases the shapes of the curve could get closer to the analytical one.

Fig (6.4.18), demonstrates the effect of $N$ on control, when the analytical solution is compared with the numerical ones, with $N=10,50$ and 100 , respectively, with corresponding $(\varepsilon, m)$ of $(0.005,930),(0.007,1300)$ and $(0.006,1100)$ are with $u_{0}=1.0$. As can be seen again, none of the numerical curves are similar to the analytical one, but as $N$ gets larger, the numerical curves become closer to each other.

Fig (6.4.19), shows similarly the effect of $\varepsilon$ on the control, with $\varepsilon=$ $0.005,0.006$ and 0.007 , with $m=1100, N=100$ and $u_{0}=1.0$. Here as can be seen none of the numerical solutions behave similarly to the analytical
one, and they are all different from each other, but those with behaviour closer to the analytical curve are with $\varepsilon=0.006$ and $\varepsilon=0.007$.

Fig (6.4.20), shows how the change in $u_{0}$ affects the optimal $J$ for different numbers of iterations, when $N=100$ and $\varepsilon=0.006$. As can be seen with starting controls taken as 1.0 and 1.5 , both converge to the same value for optimal $J$, and with $u_{0}=0.0$, for increased number of iterations, convergence is fairly close to the same value of optimal $J$ as the other two.

In view of the results obtained above, the best possible minimum $J^{*}$ could be achieved by selecting a proper critical control in the range $[1.0,2.0]$, with a sufficiently large $N$ and relatively small $\varepsilon$, in the range [ $0.006,0.007$ ]. It should also be noted that not all starting controls can achieve convergence for higher accuracy of norms.

### 6.4.6 Angle Test Hybrid

The algorithm for the Angle test hybrid is described in Chapter 2, Section 2.7. The line search technique, and calculation of the norms and gradient, $g$, are as given for FR in this Chapter, Section 6.4.3. For this method we had to consider the effect of another parameter $\tau>0$, as well as the usual parameters.

Table (6.4.21), shows the effect of $\varepsilon$ and $N$ on finding the minimum $J^{*}$. Here for $N$ too small say 10 , no matter what value of $\varepsilon$ is selected in the range [ $0.005,0.008$ ], numerical instability occurs after a few iterations. But for sufficiently larger $N$, say 100 with $\varepsilon$ small enough in the range $[0.005,0.006]$, we can find a minimum for $J^{*}$. The best minimum $J^{*}$ was -0.00324996 to 8 decimal places with $\tau=-0.00001, m=1135, \varepsilon=0.006, N=100$ and the best starting control $u_{0}=0.5$. Taking $N=100$ achieves optimal $J^{*}$ in less computing time than $N=200$.

Tables (6.4.22) to (6.4.24), show the effect of the selection of the initial control on minimum $J^{*}$ for Acc $\leq 0.1, \leq 0.05$ and the best possible that could be obtained $\leq 2.0 \times 10^{-2}$, respectively, with $N=100, \tau=0.000001$. To obtain accuracies of $\leq 0.1$ and $\leq 0.05$, selecting $u_{0}$ in the range $[-1.0,-0.5]$, would achieve these in fewer iterations, than other starting controls, but the value of $J^{*}$ is not as good as those with the starting controls in the range $[0.0,1.0]$. However, for higher degrees of accuracy $\leq 2.0 \times 10^{-2}$, selecting $u_{0}$ in the range $[0.0,0.5]$ would ensure a better minimum $J^{*}$ with fewer iterations, fewer function evaluations and less computing time than other starting controls. Some starting controls, i.e., $-1.0,1.0$ and 2.0 , never achieved accuracy $\leq 2.0 \times 10^{-2}$.

Fig (6.4.21), shows the graph of time against control, comparing the analytical solution with the numerical ones, with $m=10,500$ and 1100, when $\varepsilon=0.006, u_{0}=0.5, \tau=0.000001$ and $N=100$. As can be seen from the plots, none of the numerical solutions behaved similarly to the analytical
one, but we could see some resemblance with higher number of iterations, i.e., $m=1100$, between the numerical and the analytical curves.

Fig (6.4.22), gives the graph of control showing the effect of $N$ taken as 10,50 and 100 respectively, with corresponding $(\varepsilon, m)$ of $(0.005,150)$, $(0.005,1500)$ and $(0.006,1100)$, when $u_{0}=0.5$ and $\tau=0.000001$. Here also can be seen that although none of the numerical curves behaved similarly to the analytical one, the one closest to it was with $N=100$.

Fig (6.4.23), in the same way demonstrates the effect of $\varepsilon$ on control, with $\varepsilon=0.005,0.006$ and 0.007 , when $u_{0}=0.5, N=100, \tau=0.000001$ and $m=1100$. Here the curves, that behaved closer to the analytical solution were with $\varepsilon=0.005$ and 0.006 .

Fig (6.4.24), shows the effect of change in $u_{0}$, on optimal $J$ for different numbers of iterations, when $\varepsilon=0.006, \tau=0.000001$ and $N=100$. As can be seen from the plots, the convergence of different $u_{0}$ 's for various $m$ 's can be assessed as follows:

For $m$ in the range $[0,200], u_{0}=-0.5$ obtained better values for optimal $J$ than $u_{0}=0.5, u_{0}=1.0$ and in turn, $u_{0}=0.5$, performed better than $u_{0}=1.0$.

For $m$ in the range $[200,600], u_{0}=0.5$ obtained better values for optimal $J$ than $u_{0}=-0.5$ and $u_{0}=1.0$, and in turn, $u_{0}=-0.5$, performed better than $u_{0}=1.0$.

For $m$ in the range $[600,800], u_{0}=0.5$ obtained better values for optimal $J$ than $u_{0}=-0.5$ and $u_{0}=1.0$, and $u_{0}=-0.5$ and $u_{0}=1.0$ performed similarly. Finally, for $m$ in the range $[800,1100], u_{0}=0.5$ and $u_{0}=1.0$, performed similarly and obtained better values for optimal $J$ than $u_{0}=-0.5$.

In view of all the above results, the best possible minimum $J^{*}$ could be achieved by selecting a proper initial control, where here for higher degrees of accuracy say, Acc $\leq 2.0 \times 10^{-2}$, the control can be selected in the range $[0.0,0.5]$, with a sufficiently large $N$, i.e., 100 and relatively small $\varepsilon$ in the range $[0.005,0.006]$. We also tested different values of $\tau=0.01,0.0001$ and 0.000001 , and the effect on obtaining the minimum $J^{*}$ was practically negligible. We should also note that on obtaining greater Acc, care should be taken in selecting $u_{0}$, since some would fail to convergence.

### 6.4.7 Hybrid 3

The algorithm for the Hybrid 3 method can also be found in Chapter 2, Section 2.8. The calculation of the norms, the line search and also $g$ are as for FR in this Chapter, Section 6.4.3. The effect of new parameters, $\lambda>0$ and $\mu<\frac{1}{2}$ had to be considered for this method.

Table (6.4.25), shows the effect of $\varepsilon$ and $N$ in achieving the minimum $J^{*}$. Here for $N$ small say 10 , taking $\varepsilon$ small say 0.005 can produce consistent results, but when $\varepsilon$ is taken larger say in the range [ $0.006,0.008$ ], numerical instability occurs. For $N$ larger say 100 , the best minimum for $J^{*}$ can be obtained when $\varepsilon$ is taken in the range $[0.006,0.007]$ and if $\varepsilon$ is too small say 0.005 , it takes more iterations to get a minimum: Also for $\varepsilon$ relatively large say 0.008 , numerical instability results. Here the best minimum $J^{*}$ obtained was -0.00327211 , with $\|g\|=2.0 \times 10^{-2}$ and corresponding parameter values, $\varepsilon=0.006, N=100$, or $N=200 m=1100, \lambda=0.000001, \mu=0.4999$, and the best starting control $u_{0}=1.0$. But selecting $N=100$ can achieve optimal $J^{*}$ in less computing time than $N=200$.

Tables (6.4.26) to (6.4.28), show how the selection of $u_{0}$ can affect the minimum $J^{*}$ for Acc $\leq 0.1, \leq 0.05$ and the best that can be obtained $\leq$ $2.0 \times 10^{-2}$ with $N=100 \lambda=0.000001$ and $\mu=0.4999$.

Selecting $u_{0}$ in the range $[-1.0,-0.5]$ would achieve Acc $\leq 0.1$ and $\leq 0.05$, in fewer iterations than other starting controls, but for a higher degree of accuracy, i.e., Acc $\leq 2.0 \times 10^{-2}$, selecting $u_{0}$ in the range [1.0,2.0] will achieve that. Here taking $u_{0}$ as 0.5 could not achieve the lower accuracy of $\leq 0.1$ and for higher Acc $\leq 2.0 \times 10^{-2}$, taking $u_{0}$ as -1.0 and 0.5 could not meet this requirement.

Fig (6.4.25), shows the graph of time against control, comparing the analytical solution with the numerical ones, with $m=10,500$ and 1100, where $u_{0}=1.0, N=100, \varepsilon=0.006, \lambda=0.000001$ and $\mu=0.4999$. As can be seen none of the numerical curves behaves quite the same as the analytical one, but as $m$ increases we can see some improvements with the numerical curves getting closer to the analytical one.

Fig (6.4.26), demonstrates the effect of $N$ on control, when the analytical solution is compared with the mumerical ones, with $N=10,50$ and 100 respectively, with their best corresponding $\varepsilon$ of $0.005,0.007$ and 0.006 , where $m=1100, u_{0}=1.0, \lambda=0.000001$ and $\mu=0.4999$. Here we can see from the plots that as $N$ increases the numerical curves are closer to the analytical one.

Fig (6.4.27) illustrates the effect of $\varepsilon$ on control when the analytical solution is compared with the numerical ones, with $\varepsilon=0.005,0.006$ and 0.007 , when $N=100, u_{0}=1.0, m=1100, \lambda=0.000001$ and $\mu=0.4999$. Here also, the numerical solutions closest to the analytical curve, are with $\varepsilon=0.006$ and 0.007 , where for $t$ small, taking $\varepsilon=0.007$, the curve behaves closer to the analytical one than $\varepsilon=0.006$, but when it gets to time approximately 2.0 at control -1.0 , then from there on the behaviour of the curve with $\varepsilon=0.006$ is closer to the analytical one than $\varepsilon=0.007$.

Fig (6.4.28), shows the effect of $u_{0}$ on optimal $J$ for different numbers of iterations, when $N=100, \varepsilon=0.006, \lambda=0.000001$ and $\mu=0.4999$. As can be seen from the graph as $m$ increases the optimal $J$ for all starting controls,
converges towards the same value, but taking $u_{0}$ as 1.0 or 1.5 can achieve this in fewer iterations than $u_{0}=0.0$.

In view of the results and comments given above, the best minimum $J^{*}$ could be achieved by selecting a proper initial control, in this case 1.0 , with a sufficient large $N$, i.e., 100 or 200 and relatively small $\varepsilon=0.006$. Here $\lambda$ and $\mu$ with different values of $\lambda=0.01,0.001$ and 0.000001 and $\mu=$ $0.15,0.35$ and 0.4999 were tested, but their effect on minimizing $J^{*}$ was practically negligible. Also in order to obtain a required Acc, special care should be taken in selecting $u_{0}$, since if a distant control is selected it fails to convergence.

### 6.5 Summary of the Results

Summary of the results could be found in Table (6.5.1) and also the comparisons could be seen in Fig (6.5.1), when $N$ was taken as 100, for ATH, $\tau=0.00001$, and for $\mathrm{H} 3, \lambda=0.000001$ and $\mu=0.4999$. Considering all the effects of convergency for minimum $J^{*}$, i.e., the number of iterations, Acc and numerical stability, the methods performed as follows:

At $u_{0}=-1.0$, FR performed the best, then in order of performance H1, ATH and H3 performed the same, then SD, PR and finally GFS.

At $u_{0}=0.0, \mathrm{H} 1$ and H 3 performed the same and the best, then ATH, PK, SD and GFS. Numerical instability occurred for FR.

At $u_{0}=0.5$, in order of preference ATH performed the best, then PR, SD and finally GFS. The FR, H1 and H3 produced unstable results.

At $u_{0}=1.0, \mathrm{H} 1$ and H3 performed the same and the best, then in order of preference SD, GFS, ATH and finally PR. FR. produced numerically unstable results.

At $u_{0}=3.0, \mathrm{H} 1$ and H 3 performed the same and the best. Then in order of preference of performance, GFS, SD, PR and finally ATH. Once again FR produced numerically unstable results.

### 6.6 Conclusion

In this chapter we have tested the problem numerically using $k=10$ and since by varying this value, i.e., the coefficient of the penalty function we practically solve a different problem, therefore the solution for minimizing $J^{*}$ may not be the same as those obtained when the problem was solved analytically, without the penalty function. But however still a comparison is valid since $k$ has been fixed the same for all the seven methods of optimization.

We could see that taking the initial control $u_{0}=3.0$ produced a better minimum $J^{*}$ for GFS, and also in the same way, taking $u_{0}=0.0$ for SD and PR, $u_{0}=-1.0$ for FR., $u_{0}=1.0$ for H1 and H3 and finally $u_{0}=0.5$ for ATH, taking into consideration the Acc, $m$, NFE and Cputime.

The common factors for obtaining stable numerical results in all these methods were choice of suitable large integration step ( $N$ ) and small enough step length factor $(\varepsilon)$.

Thus if the number of iterations, as well as the convergency, is going to be considered when the best results are obtained for each method, with the best possible initial control, step length factor and integration step, the best performances may be selected in the following order:

H3 and H1 performed the same as each other and the best, then in order of preference of performances, ATH, GFS, SD, PR and finally FR.

TABLE (6.4.1): Results of GFS with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $10$ | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.005 | $\begin{aligned} & 5^{*}=-0.00284170 \\ & m=3000 \\ & \left\\|\\| l=4.612 \times 10^{-2}\right. \\ & \text { Cputime }=1 \\ & \text { NFE }=3001 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00282311 \\ & m=1200 \\ & \\|g\\|=2.301 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=1201 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00251543 \\ & \mathrm{~m}=1000 \\ & \\|\mathrm{~g}\\|=3.136 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1001 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00251764 \\ & \mathrm{~m}=1000 \\ & \\|g\\|=3.024 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1001 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{r}^{*}=-0.00285790 \\ & \mathrm{~m}=3000 \\ & \\|\mathrm{~g}\\|=4.59 \times 10^{-2} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=3001 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00282821 \\ & m=1200 \\ & \\|g\\|=2.132 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=1201 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.00270756 \\ & \mathrm{~m}=1000 \\ & \\|g\\|=2.023 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \mathrm{NFE}=1001 \end{aligned}$ | $\begin{aligned} & I^{*}=-0.00270757 \\ & m=1000 \\ & \\|g\\|=2.012 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1001 \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{J}^{*}=-0.00283535 \\ & \mathrm{~m}=3000 \\ & \\| \mathrm{g}=4.607 \times 10^{-2} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=3001 \end{aligned}$ | $\begin{aligned} & \begin{array}{l} J^{*}=-0.00282291 \\ m=1200 \\ \\|g\\|=2.306 \times 10^{-2} \\ \text { Cputime }=1 \\ \text { NFE }=1201 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00294302 \\ & \mathrm{~m}=1000 \\ & \\|\mathrm{~g}\\|=1.891 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1001 \end{aligned}$ | $\begin{aligned} & r^{*}=-0.00294302 \\ & m=1000 \\ & \\|g\\|=1.891 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1001 \end{aligned}$ |
| 0.00850 | $\begin{aligned} & \mathrm{J}^{*}=2.48713207 \\ & \mathrm{~m}=3000 \\ & \\|g\\|=33.01036 \\ & \mathrm{Cputime}=1 \\ & \text { NFE }=3001 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00280150 \\ & \mathrm{~m}=1200 \\ & \\|g\\|=2.33 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=1201 \end{aligned}$ | $\begin{aligned} & I^{*}=-.00294046 \\ & m=1000 \\ & \\|g\\|=1.999 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1001 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-.00295156 \\ & m=1000 \\ & \\|\mathrm{~g}\\|=1.895 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=1001 \end{aligned}$ |
| 0.009 | $\begin{aligned} & \mathrm{J}^{*}=36.6976158 \\ & \mathrm{~m}=3000 \\ & \\|\mathrm{~g}\\|=112.618 \\ & \text { Cputime }=1 \\ & \text { NFE }=3001 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=23.5867701 \\ & \mathrm{~m}=1200 \\ & \\|\mathrm{~g}\\|=99.0522 \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=1201 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=9.24522591 \\ & m=1000 \\ & \\|\mathrm{lg}\\|=62.9244 \\ & \mathrm{Cputime}=3 \\ & \mathrm{NFE}=1001 \end{aligned}$ | $\begin{aligned} & J^{*}=9.24511231 \\ & m=1000 \\ & \\|g\\|=62.8551 \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=1001 \end{aligned}$ |

TABLE (6.4.2): Results of GFS with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 0.1$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{Hg} \\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 132 | 0.00056562 | $9.897 \times 10^{-2}$ | 133 | 0.008 | $<1$ |
| -0.5 | 141 | 0.00056321 | $9.876 \times 10^{-2}$ | 142 | 0.008 | $<1$ |
| 0.0 | 51 | 0.00019564 | $9.646 \times 10^{-2}$ | 52 | 0.008 | $<1$ |
| 0.5 | 62 | 0.00029654 | $9.517 \times 10^{-2}$ | 63 | 0.008 | $<1$ |
| 1.0 | 72 | 0.00020847 | $9.597 \times 10^{-2}$ | 73 | 0.008 | $<1$ |
| 2.0 | 87 | 0.00012814 | $9.898 \times 10^{-2}$ | 88 | 0.008 | $<1$ |
| 3.0 | 99 | 0.00001040 | $9.639 \times 10^{-2}$ | 100 | 0.008 | $<1$ |
| 4.0 | 95 | 0.00067814 | $9.741 \times 10^{-2}$ | 96 | 0.008 | $<1$ |

TABLE (6.4.3):Results of GFS with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0} .05$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~s}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 176 | 0.00007013 | $4.983 \times 10^{-2}$ | 177 | 0.008 | $<1$ |
| -0.5 | 185 | 0.00007133 | $4.970 \times 10^{-2}$ | 186 | 0.008 | $<1$ |
| 0.0 | 72 | -0.00010746 | $4.925 \times 10^{-2}$ | 73 | 0.008 | $<1$ |
| 0.5 | 74 | -0.00006646 | $4.902 \times 10^{-2}$ | 75 | 0.008 | $<1$ |
| 1.0 | 85 | -0.00016333 | $4.931 \times 10^{-2}$ | 86 | 0.008 | $<1$ |
| 2.0 | 103 | -0.00034711 | $4.802 \times 10^{-2}$ | 104 | 0.008 | $<1$ |
| 3.0 | 114 | 0.00102974 | $4.946 \times 10^{-2}$ | 115 | 0.008 | $<1$ |
| 4.0 | 109 | -0.00067814 | $4.861 \times 10^{-2}$ | 110 | 0.008 | $<1$ |

TABLE (6.4.4):Results of GFS with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{2 . 0 \times 1 0 ^ { \mathbf { - 2 } }}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | - | - | - | - | 0.008 | - |
| -0.5 | - | - | - | - | 0.008 | - |
| 0.0 | - | - | - | - | 0.008 | - |
| 0.5 | - | - | - | - | 0.008 | - |
| 1.0 | - | - | - | - | 0.008 | - |
| 2.0 | - | - | - | - | 0.008 | - |
| 3.0 | 652 | -0.00227928 | $1.99993 \times 10^{-2}$ | 653 | 0.008 | 1 |
| 4.0 | 986 | -0.0027503 | $1.9998 \times 10^{-2}$ | 987 | 0.008 | 4 |

TABLE (6.4.5):Results of SD with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | $10$ | $50$ | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.005 | $\begin{aligned} & \mathrm{J}^{*}=-0.00208572 \\ & m=1975 \\ & \\|g\\|=4.731 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=7856 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00232015 \\ & m=1971 \\ & \\|g\\|=2.461 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=7849 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=-0.00236213 \\ & \mathrm{~m}=1971 \\ & \\|\mathrm{~g}\\|=2.237 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \text { NFE }=7849 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00244313 \\ & m=1970 \\ & \\|\mathrm{~d}\\|=2.236 \times 10^{-2} \\ & \text { Cputime }=25 \\ & \text { NFE }=7838 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=-0.00213163 \\ & m=1964 \\ & \\|g\\|=4.708 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=7912 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00240197 \\ & \mathrm{~m}=1959 \\ & \\|\mathrm{~g}\\|=2.444 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=7821 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00244705 \\ & m=1960 \\ & \\|\mathrm{~g}\\|=2.291 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \text { NFE }=7825 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00244711 \\ & \mathrm{~m}=1960 \\ & \\|\mathrm{~g}\\|=2.282 \times 10^{-2} \\ & \text { Cputime }=25 \\ & \text { NFE }=7825 \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{J}^{*}=-0.00230381 \\ & \mathrm{~m}=1951 \\ & \left\\|\left\\|\\|=4.646 \times 10^{-2}\right.\right. \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=7796 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00251521 \\ & m=1856 \\ & \\|g\\|=2.43 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=7811 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00273340 \\ & m=2000 \\ & \\|\mathrm{~g}\\|=2.223 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \mathrm{NFE}=8004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00273340 \\ & m=2000 \\ & \\|\mathrm{~g}\\|=2.223 \times 10^{-2} \\ & \mathrm{Cputime}=25 \\ & \text { NFE }=8004 \end{aligned}$ |
| 0.00850 | $\begin{aligned} & J^{*}=-0.0022732 \\ & m=1985 \\ & \\|g\\|=4.656 \times 10^{-2} \\ & \text { Cputime }=1 \\ & N F E=7942 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00260150 \\ & m=1862 \\ & \\|g\\|=2.40 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=7838 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.00271658 \\ & m=2000 \\ & \\|\mathrm{~g}\\|=2.233 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \text { NFE }=8004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00271754 \\ & \mathrm{~m}=2000 \\ & \\|g\\|=2.233 \times 10^{-2} \\ & \\|\mathrm{l}\\| \mathrm{time}=25 \\ & \text { Cpute } \\ & \text { NFE }=8004 \end{aligned}$ |
| 0.009 | $\begin{aligned} & \mathrm{J}^{*}=1.66710067 \\ & \mathrm{~m}=12 \\ & \\|\mathrm{~g}\\|=27.3374 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=26 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00271616 \\ & \mathrm{~m}=1875 \\ & \\|\mathrm{~g}\\|=2.376 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=7856 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=5.67360449 \\ & \mathrm{~m}=15 \\ & \\|\mathrm{~g}\\|=50.23397 \\ & \text { Cputime }<1 \\ & \text { NFE }=35 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=5.67351559 \\ & m=15 \\ & \\|g\\|=50.23396 \\ & \text { Cputime }=1 \\ & \text { NFE }=35 \end{aligned}$ |

TABLE (6.4.6):Results of $S D$ with change in $\mathbf{u}_{0}$ for $A C C \leq 0.1$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{lg} \\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 180 | 0.00057073 | $9.906 \times 10^{-2}$ | 724 | 0.008 | 1 |
| -0.5 | 275 | 0.00058569 | $9.984 \times 10^{-2}$ | 1104 | 0.008 | 1 |
| 0.0 | 139 | 0.00057829 | $9.953 \times 10^{-2}$ | 560 | 0.008 | 2 |
| 0.5 | 143 | 0.00057110 | $9.838 \times 10^{-2}$ | 576 | 0.008 | 1 |
| 1.0 | 152 | 0.00058642 | $9.911 \times 10^{-2}$ | 612 | 0.008 | 1 |
| 2.0 | 164 | 0.00060927 | $9.994 \times 10^{-2}$ | 660 | 0.008 | 1 |
| 3.0 | 168 | 0.00061235 | $9.924 \times 10^{-2}$ | 676 | 0.008 | 1 |
| 4.0 | 174 | 0.00061537 | $9.858 \times 10^{-2}$ | 700 | 0.008 | 1 |

TABLE (6.4.7):Results of SD with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0 . 0 5}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 240 | 0.00006898 | $4.959 \times 10^{-2}$ | 964 | 0.008 | 1 |
| -0.5 | 362 | 0.00007615 | $4.999 \times 10^{-2}$ | 1452 | 0.008 | 3 |
| 0.0 | 182 | 0.00007302 | $4.940 \times 10^{-2}$ | 732 | 0.008 | 1 |
| 0.5 | 185 | 0.00007970 | $4.952 \times 10^{-2}$ | 744 | 0.008 | 1 |
| 1.0 | 196 | 0.00008715 | $4.970 \times 10^{-2}$ | 788 | 0.008 | 1 |
| 2.0 | 210 | 0.00010089 | $4.995 \times 10^{-2}$ | 844 | 0.008 | 2 |
| 3.0 | 213 | 0.00010977 | $4.981 \times 10^{-2}$ | 856 | 0.008 | 2 |
| 4.0 | 220 | 0.00011542 | $4.943 \times 10^{-2}$ | 884 | 0.008 | 2 |

TABLE (6.4.8): Results of SD with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0 . 0 2 3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{l}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | - | - | - | - | 0.008 | - |
| -0.5 | - | - | - | - | 0.008 | - |
| 0.0 | 1609 | -0.00242712 | $2.30 \times 10^{-2}$ | 6440 | 0.008 | 11 |
| 0.5 | - | - | - | - | 0.008 | - |
| 1.0 | 1791 | -0.00243135 | $2.30 \times 10^{-2}$ | 7168 | 0.008 | 13 |
| 2.0 | 1848 | -0.00243241 | $2.30 \times 10^{-2}$ | 7396 | 0.008 | 13 |
| 3.0 | 1838 | -0.00243313 | $2.30 \times 10^{-2}$ | 7356 | 0.008 | 13 |
| 4.0 | 1872 | -0.00243298 | $2.292 \times 10^{-2}$ | 7492 | 0.008 | 14 |

TABLE (6.4.9): Results of FR with varying $\varepsilon$ and $N$.

| $\mathbf{N}$ <br> $\varepsilon$ | $\overline{10}$ | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.005 | $\begin{aligned} & \mathrm{I}^{*}=0.00007521 \\ & \mathrm{~m}=60 \\ & \\|g\\|=5.322 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=244 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00005802 \\ & \mathrm{~m}=60 \\ & \\| \mathrm{g}=3.361 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \text { NFE }=244 \end{aligned}$ | $\left\{\begin{array}{l} \mathrm{I}^{*}=-0.00004723 \\ m=60 \\ \\| \mathrm{g}=3.241 \times 10^{-2} \\ \text { Cputime }<1 \\ \text { NFE }=244 \end{array}\right.$ | $2 \begin{aligned} & \mathrm{J}^{*}=-0.00004723 \\ & \mathrm{~m}=60 \\ & \\| g=3.241 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=244 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=0.00007483 \\ & m=60 \\ & \\|g\\|=5.312 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00005811 \\ & m=48 \\ & \\|\mathrm{~m}\\|=3.279 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=196 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=-0.00004752 \\ & m=60 \\ & \\|\mathrm{~g}\\|=3.237 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=244 \end{aligned}$ | $2 \begin{aligned} & \mathrm{J}^{*}=-0.00004753 \\ & \mathrm{~m}=60 \\ & \\|\mathrm{~g}\\|=3.237 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=244 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=-0.00003722 \\ & m=48 \\ & \\|\mathrm{~g}\\|=4.759 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=196 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00003566 \\ & m=60 \\ & \\| \mathrm{gl}=3.345 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00009514 \\ & \mathrm{~m}=48 \\ & \\|\mathrm{~g}\\|=3.088 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=196 \end{aligned}$ | $\begin{aligned} & \left\lvert\, \begin{array}{l} \mathrm{J}^{*}=-0.00009514 \\ \mathrm{~m}=47 \\ \\|\mathrm{~g}\\|=3.088 \times 10^{-2} \\ \text { Cputime }=1 \\ \text { NFE }=192 \end{array}\right. \end{aligned}$ |
| 0.008 | $\begin{aligned} & \Gamma^{*}=0.00007483 \\ & m=60 \\ & \\|g\\|=5.312 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00005942 \\ & m=45 \\ & \\|\mathrm{~m}\\|=3.265 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=184 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00010353 \\ & m=47 \\ & \\|g\\|=3.088 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=192 \end{aligned}$ | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=-0.00010353 \\ \mathrm{~m}=47 \\ \\|\mathrm{~g}\\|=3.088 \times 10^{-2} \\ \text { Cputime }=1 \\ \text { NFE }=192 \end{array} \end{aligned}$ |
| 0.00850 | $\begin{aligned} & \mathrm{r}^{*}=0.00007245 \\ & m=60 \\ & \\| \text { g } \\|=5.288 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00003566 \\ & m=60 \\ & \\|g\\|=3.345 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00004752 \\ & m=60 \\ & \\|g\\|=3.237 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00004754 \\ & m=60 \\ & \\|g\\|=3.236 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=244 \end{aligned}$ |
| 0.009 | $\begin{aligned} & \mathrm{J}^{*}=0.00007564 \\ & \mathrm{~m}=60 \\ & \\|g\\|=5.320 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00003556 \\ & m=60 \\ & \\|g\\|=3.346 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00004818 \\ & m=60 \\ & \\|g\\|=3.234 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=244 \end{aligned}$ | $2 \begin{aligned} & I^{*}=-0.00004821 \\ & m=60 \\ & \\|\mathrm{~g}\\|=3.232 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=244 \end{aligned}$ |

TABLE (6.4.10): Results of $F R$ with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0 . 1}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| -1.1 | 34 | 0.00049759 | $9.540 \times 10^{-2}$ | 140 | 0.008 | $<1$ |
| -1.0 | 31 | 0.00053036 | $9.734 \times 10^{-2}$ | 128 | 0.008 | $<1$ |
| -0.9 | 32 | 0.00051206 | $9.525 \times 10^{-2}$ | 132 | 0.008 | $<1$ |
| -0.6 | 35 | 0.00049006 | $9.282 \times 10^{-2}$ | 144 | 0.008 | $<1$ |
| -0.5 | 41 | 0.00050590 | $9.446 \times 10^{-2}$ | 168 | 0.008 | $<1$ |
| 0.0 | - | - | - | - | - | - |
| 0.5 | - | - | - | - | - | - |
| 1.0 | - | - | - | - | - | - |

TABLE (6.4.11): Results of $F R$ with change in $\mathbf{u}_{0}$ for $A C C \leq \mathbf{0} .05$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.1 | 42 | 0.00008683 | $4.647 \times 10^{-2}$ | 172 | 0.008 | $<1$ |
| -1.0 | 39 | 0.00007492 | $4.547 \times 10^{-2}$ | 160 | 0.008 | $<1$ |
| -0.9 | 39 | 0.00010189 | $4.923 \times 10^{-2}$ | 160 | 0.008 | $<1$ |
| -0.6 | 42 | 0.00010246 | $4.870 \times 10^{-2}$ | 172 | 0.008 | $<1$ |
| -0.5 | 49 | 0.00010913 | $4.846 \times 10^{-2}$ | 200 | 0.008 | $<1$ |
| 0.0 | - | - | - | - | 0.008 | - |
| 0.5 | - | - | - | - | 0.008 | - |
| 1.0 | - | - | - | - | 0.008 | - |

TABLE (6.4.12): Results of $F R$ with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq \mathbf{0 . 0 3 1}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :---: | :---: | :---: | :---: | :--- | :--- |
| -1.1 | 51 | -0.00010108 | $3.064 \times 10^{-2}$ | 208 | 0.008 | $<1$ |
| -1.0 | 47 | -0.00010353 | $3.088 \times 10^{-2}$ | 192 | 0.008 | $<1$ |
| -0.9 | 48 | -0.00010692 | $3.091 \times 10^{-2}$ | 196 | 0.008 | $<1$ |
| -0.6 | 51 | -0.00010042 | $3.098 \times 10^{-2}$ | 208 | 0.008 | $<1$ |
| -0.5 | 59 | -0.00009258 | $3.081 \times 10^{-2}$ | 240 | 0.008 | $<1$ |
| 0.0 | - | - | - | - | - | - |
| 0.5 | - | - | - | - | - | - |
| 1.0 | - | - | - | - | - | - |

TABLE (6.4.13):Results of PR with varying $\varepsilon$ and $N$.

| N E | $10$ | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.005 | $\begin{aligned} & \mathrm{J}^{*}=0.02256417 \\ & \mathrm{~m}=181 \\ & \\|\mathrm{~g}\\|=0.9127626 \\ & \text { Cputime }<1 \\ & \text { NFE }=810 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.14578623 \\ & m=15 \\ & \\|g\\|=0.6723512 \\ & \text { Cputime }<1 \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=11.73154631 \\ & \mathrm{~m}=15 \\ & \\|\mathrm{~g}\\|=0.7213542 \\ & \text { Cputime<1 } \\ & \text { NFE }=64 \end{aligned}$ | $\begin{aligned} & J^{*}=11.73154430 \\ & m=15 \\ & \\| g=0.7213542 \\ & \text { Cputime }=1 \\ & \text { NFE }=64 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=0.02255347 \\ & \mathrm{~m}=174 \\ & \\|g\\|=0.9127525 \\ & \text { Cputime }<1 \\ & \text { NFE }=700 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.09389538 \\ & m=13 \\ & \\| \mathrm{g}=0.4693886 \\ & \text { Cputime<1 } \\ & \text { NFE }=56 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=9.64800358 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=0.4370945 \\ & \text { Cputime<1 } \\ & \text { NFE }=56 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=9.64800358 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=0.4370945 \\ & \text { Cputime }=1 \\ & \text { NFE }=56 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=407.9664307 \\ & m=139 \\ & \\| \mathrm{m}=1.62764 \\ & \text { Cputime }<1 \\ & \text { NFE }=560 \end{aligned}$ | $\begin{aligned} & 7 T^{*}=1.68449748 \\ & m=89 \\ & \\|s\\|=15.97277 \\ & C \text { putime } \\ & \mathrm{NFE}=360 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00268271 \\ & \mathrm{~m}=2000 \\ & \\|\mathrm{~g}\\|=2.231 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \text { NFE }=8004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00268271 \\ & m=2000 \\ & \left\\|\left\\|\\|=2.231 \times 10^{-2}\right.\right. \\ & \text { Cputime }=25 \\ & \text { NFE }=8004 \end{aligned}$ |
| 0.00750 | $\begin{aligned} & \mathrm{J}^{*}=-0.00029134 \\ & m=2000 \\ & \\|\mathrm{~g}\\|=3.935 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=8004 \end{aligned}$ | $\begin{aligned} & \begin{array}{l} * \\ J^{*}=0.01673043 \\ m=26 \\ \\|g\\|=2.863 \times 10^{-2} \\ \text { Cputime }<1 \\ \text { NFE }=108 \end{array} \end{aligned}$ | $\begin{aligned} & J^{*}=4.62655735 \\ & m=52 \\ & \\|g\\|=0.8601911 \\ & \text { Cputime }<1 \\ & \text { NFE }=212 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=4.62655734 \\ & \mathrm{~m}=51 \\ & \\|\mathrm{~g}\\|=0.8601911 \\ & \text { Cputime }=1 \\ & \text { NFE }=208 \end{aligned}$ |
| 0.008 | $\begin{aligned} & J^{*}=0.04754090 \\ & m=2000 \\ & \\|g\\|=1.32203 \\ & \text { Cputime }=1 \\ & \text { NFE }=8004 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00029958 \\ & m=2000 \\ & \\|g\\|=2.596 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=8004 \end{aligned}$ | $\begin{aligned} & J^{*}=16.40071869 \\ & m=34 \\ & \\|g\\|=1.88379 \\ & \text { Cputime }<1 \\ & \text { NFE }=140 \end{aligned}$ |  |
| 0.009 | $\begin{aligned} & \mathrm{J}^{*}=-0.00021008 \\ & m=268 \\ & \\|g\\|=4.975 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=1076 \end{aligned}$ | $\begin{aligned} & \left\{\begin{array}{l} J^{*}=217.2554779 \\ m=22 \\ \\|g\\|=1.03771 \\ \text { Cputime<1 } \\ \text { NFE }=92 \end{array}\right. \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.25288621 \\ & m=22 \\ & \\|\mathrm{~g}\\|=0.6614708 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=92 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.25288531 \\ & \mathrm{~m}=21 \\ & \\|\mathrm{~g}\\|=0.6614708 \\ & \text { Cputime }=1 \\ & \text { NFE }=87 \end{aligned}$ |

TABLE (6.4.14):Results of $P R$ with change in $u_{0}$ for $A C C \leq 0.1$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 196 | 0.00057927 | $9.971 \times 10^{-2}$ | 788 | 0.007 | 1 |
| -0.5 | 291 | 0.00058020 | $9.931 \times 10^{-2}$ | 1168 | 0.007 | 2 |
| 0.0 | 329 | -0.00028614 | $9.996 \times 10^{-2}$ | 1320 | 0.007 | 3 |
| 0.5 | 155 | 0.00058349 | $9.928 \times 10^{-2}$ | 624 | 0.007 | 1 |
| 1.0 | 227 | 0.00059323 | $9.916 \times 10^{-2}$ | 912 | 0.007 | 2 |
| 1.5 | 190 | 0.00059648 | $9.909 \times 10^{-2}$ | 764 | 0.007 | 1 |
| 2.0 | 191 | 0.00059942 | $9.881 \times 10^{-2}$ | 768 | 0.007 | 1 |

TABLE (6.4.15):Results of PR with change in $\mathbf{u}_{0}$ for $A C C \leq \mathbf{0 . 0 5}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 261 | 0.00007051 | $4.974 \times 10^{-2}$ | 1048 | 0.007 | 1 |
| -0.5 | 418 | 0.00007712 | $4.992 \times 10^{-2}$ | 1676 | 0.007 | 4 |
| 0.0 | 419 | -0.00056451 | $4.970 \times 10^{-2}$ | 1680 | 0.007 | 4 |
| 0.5 | 201 | 0.00008146 | $4.962 \times 10^{-2}$ | 808 | 0.007 | 2 |
| 1.0 | 292 | 0.00009179 | $4.998 \times 10^{-2}$ | 1172 | 0.007 | 2 |
| 1.5 | 243 | 0.00009563 | $4.983 \times 10^{-2}$ | 976 | 0.007 | 2 |
| 2.0 | 243 | 0.00010044 | $4.974 \times 10^{-2}$ | 976 | 0.007 | 2 |

TABLE (6.4.16):Results of PR with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0 . 0 2 3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| -1.0 | - | - | - | - | 0.007 | - |
| -0.5 | - | - | - | - | 0.007 | - |
| 0.0 | 1649 | -0.00242977 | $2.230 \times 10^{-2}$ | 6600 | 0.007 | 12 |
| 0.5 | 1749 | -0.00242999 | $2.230 \times 10^{-2}$ | 7000 | 0.007 | 12 |
| 1.0 | - | - | - | - | 0.007 | - |
| 1.5 | - | - | - | - | 0.007 | - |
| 2.0 | - | - | - | - | 0.007 | - |

TABLE (6.4.17):Results of H1 with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $10$ | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=-0.00291241 \\ & m=950 \\ & \text { lgl }=4.415 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=3975 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07832151 \\ & \mathrm{~m}=401 \\ & \\|g\\|=2.05642 \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=1482 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.00107566 \\ & \mathrm{~m}=1501 \\ & \left\\|\\|=3.121 \times 10^{-2}\right. \\ & \text { Cputime }=10 \\ & \text { NFE }=6183 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00110431 \\ & m=1499 \\ & \\|g\\|=3.12 \times 10^{-2} \\ & \text { Cputime }=19 \\ & \text { NFE }=6201 \end{aligned}$ |
| 0.005 | $\begin{aligned} & \mathrm{J}^{*}=-0.00292066 \\ & m=930 \\ & \\|g\\|=4.398 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=3724 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07488351 \\ & \mathrm{~m}=347 \\ & \\|g\\|=1.98921 \\ & \text { Cputime }=1 \\ & \text { NFE }=1392 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00108499 \\ & \mathrm{~m}=1492 \\ & \\|\mathrm{~g}\\|=2.997 \times 10^{-2} \\ & \mathrm{Cputime}=9 \\ & \text { NFE }=5972 \end{aligned}$ | $\begin{aligned} & I^{*}=-0.00110566 \\ & m=1489 \\ & \\|g\\|=2.912 \times 10^{-2} \\ & \text { Cputime }=16 \\ & \text { NFE }=6023 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=3.21129179 \\ & \mathrm{~m}=153 \\ & \\|\mathrm{~g}\\|=6.46442 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=616 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.09107057 \\ & m=650 \\ & \\|g\\|=0.8701492 \\ & \text { Cputime }=2 \\ & \text { NFE }=2604 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00327211 \\ & \mathrm{~m}=1147 \\ & \\|\mathrm{~g}\\|=2.0 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=4592 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00327211 \\ & \mathrm{~m}=1147 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \mathrm{NFE}=4612 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=11.23644543 \\ & \mathrm{~m}=32 \\ & \\| g=33.01036 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=132 \end{aligned}$ |  | $\begin{aligned} & J^{*}=-0.00236861 \\ & m=1200 \\ & \\| \text { 解 } \\|=2.152 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=4004 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00236971 \\ & m=1199 \\ & \\|g\\|=2.151 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=4011 \end{aligned}$ |
| 0.008 | $\begin{aligned} & 5^{*}=0.07349106 \\ & m=266 \\ & \\|g\\|=1.59355 \\ & C \text { putime }<1 \\ & \text { NFE }=1068 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.00126187 \\ & \mathrm{~m}=1608 \\ & \\|g\\|=4.762 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=6436 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00009449 \\ & m=460 \\ & \\|\mathrm{~g}\\|=4.374 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1844 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00010102 \\ & m=460 \\ & \\|g\\|=4.372 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1851 \end{aligned}$ |

TABLE (6.4.18): Results of H 1 with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq 0.1$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| -1.0 | 42 | 0.00056063 | $9.943 \times 10^{-2}$ | 172 | 0.006 | $<1$ |
| -0.5 | 43 | 0.00054596 | $9.716 \times 10^{-2}$ | 176 | 0.006 | $<1$ |
| 0.0 | 830 | 0.00154769 | $9.274 \times 10^{-2}$ | 3324 | 0.006 | 6 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 327 | -0.00005675 | $9.644 \times 10^{-2}$ | 1312 | 0.006 | 3 |
| 1.5 | 255 | 0.00005321 | $9.598 \times 10^{-2}$ | 1024 | 0.006 | 2 |
| 2.0 | 1027 | 0.00016448 | $9.772 \times 10^{-2}$ | 4112 | 0.006 | 7 |

TABLE (6.4.19): Results of $\mathbf{H 1}$ with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{0} 0.05$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 52 | 0.00010941 | $4.869 \times 10^{-2}$ | 212 | 0.006 | $<1$ |
| -0.5 | 52 | 0.00011313 | $4.852 \times 10^{-2}$ | 212 | 0.006 | $<1$ |
| 0.0 | 843 | 0.00112306 | $4.877 \times 10^{-2}$ | 3376 | 0.006 | 7 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 349 | -0.00026370 | $4.918 \times 10^{-2}$ | 1400 | 0.006 | 3 |
| 1.5 | 309 | -0.00015775 | $4.970 \times 10^{-2}$ | 1240 | 0.006 | 3 |
| 2.0 | 1034 | -0.00021023 | $4.796 \times 10^{-2}$ | 4140 | 0.006 | 7 |

TABLE (6.4.20):Results of $\mathbf{H 1}$ with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 2.0 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | - | - | - | - | 0.006 | - |
| -0.5 | 1832 | -.00325432 | $2.0 \times 10^{-2}$ | 7332 | 0.006 | 14 |
| 0.0 | 1322 | -0.00329290 | $1.999 \times 10^{-2}$ | 5292 | 0.006 | 9 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 1147 | -0.00327211 | $2.0 \times 10^{-2}$ | 4592 | 0.006 | 9 |
| 1.5 | 1289 | -0.00325565 | $1.999 \times 10^{-2}$ | 5160 | 0.006 | 10 |
| 2.0 | 1469 | -0.00328785 | $1.998 \times 10^{-2}$ | 5880 | 0.006 | 11 |

TABLE (6.4.21): Results of ATH with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.13011223 \\ & m=150 \\ & \mathrm{mg} \\|=4.24021 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=604 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00133513 \\ & m=1500 \\ & \\|g\\|=2.914 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=6004 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.0035611 \\ & m=1200 \\ & \left\\|\\|=2.046 \times 10^{-2}\right. \\ & \text { Cputime }=9 \\ & \text { NFE }=4804 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.00315422 \\ & m=1200 \\ & \\| \text { n }=2.046 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=4815 \end{aligned}$ |
| 0.005 | $\begin{aligned} & \mathrm{J}^{*}=0.12992722 \\ & \mathrm{~m}=150 \\ & \\|\mathrm{~g}\\|=4.23756 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=604 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00143401 \\ & \mathrm{~m}=1500 \\ & \\| \mathrm{g}=2.903 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=6004 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.0031682 \\ & m=1200 \\ & \\|g\\|=2.045 \times 10^{-2} \\ & \text { Cputime }=9 \\ & \text { NFE }=4804 \end{aligned}$ | $\begin{aligned} & r^{*}=-0.0031691 \\ & m=1200 \\ & \\|g\\|=2.044 \times 10^{-2} \\ & \text { Cputime }=16 \\ & \text { NFE }=4815 \end{aligned}$ |
| 0.006 | $\begin{aligned} & J^{*}=28.81435013 \\ & m=150 \\ & \\| \text { g\\| }=112.618 \\ & \text { Cputime }<1 \\ & \text { NFE }=604 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=28.81449509 \\ & \mathrm{~m}=1500 \\ & \\|\mathrm{~g}\\|=112.7295 \\ & \text { Cputime }=5 \\ & \text { NFE }=6004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00324996 \\ & m=1135 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=4544 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=-0.00324996 \\ & \mathrm{~m}=1134 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=4549 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{j}^{*}=28.81435013 \\ & m=150 \\ & \\|g\\|=112.618 \\ & \text { Cputime }<1 \\ & \text { NFE }=604 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=28.81449509 \\ & \mathrm{~m}=1500 \\ & \\|\\|\\|=112.7295 \\ & \text { Cputime }=5 \\ & \mathrm{NFE}=6004 \end{aligned}$ | $\begin{aligned} & \tilde{F}^{*}=28.81449509 \\ & m=1200 \\ & \\|\\|=112.7434 \\ & \text { Cputime }=9 \\ & \text { NFE }=4804 \end{aligned}$ | $\begin{aligned} & 5^{*}=28.81450122 \\ & m=1199 \\ & \\|g\\|=112.7434 \\ & \text { Cputime }=15 \\ & \text { NFE }=4813 \end{aligned}$ |
| 0.008 | $\begin{aligned} & r^{*}=28.81435013 \\ & \mathrm{~m}=150 \\ & \\|g\\|=112.618 \\ & \text { Cputime }<1 \\ & \text { NFE }=604 \end{aligned}$ | $\begin{aligned} & \mathrm{j}^{*}=817.1523438 \\ & \mathrm{~m}=1500 \\ & \\|\mathrm{~g}\\|=598.4329 \\ & \text { Cputime }=6 \\ & \text { NFE }=6004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=185.5828247 \\ & \mathrm{~m}=1200 \\ & \\|\mathrm{~g}\\|=286.5673 \\ & \text { Cputime }=9 \\ & \text { NFE }=4804 \end{aligned}$ | $\begin{aligned} & 5^{*}=185.5828247 \\ & m=1200 \\ & \\|g\\|=286.5673 \\ & \text { Cputime }=15 \\ & \text { NFE }=4815 \end{aligned}$ |

TABLE (6.4.22):Results of ATH with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq \mathbf{0 . 1}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{N}$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 42 | 0.00056063 | $9.943 \times 10^{-2}$ | 172 | 0.006 | $<1$ |
| -0.5 | 49 | 0.00051258 | $9.434 \times 10^{-2}$ | 200 | 0.006 | $<1$ |
| 0.0 | 212 | 0.00001982 | $9.361 \times 10^{-2}$ | 852 | 0.006 | 2 |
| 0.5 | 166 | -0.00016274 | $9.0401 \times 10^{-2}$ | 668 | 0.006 | 1 |
| 1.0 | 545 | 0.00035368 | $9.050 \times 10^{-2}$ | 2184 | 0.006 | 5 |
| 1.5 | 938 | 0.00190120 | $8.419 \times 10^{-2}$ | 3756 | 0.006 | 7 |
| 2.0 | - | - | - | - | - | - |

TABLE (6.4.23): Results of ATH with change in $u_{0}$ for $A C C \leq 0.05$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 52 | 0.00010941 | $4.869 \times 10^{-2}$ | 212 | 0.006 | $<1$ |
| -0.5 | 59 | 0.00010454 | $4.723 \times 10^{-2}$ | 240 | 0.006 | 1 |
| 0.0 | 225 | 0.00008712 | $4.947 \times 10^{-2}$ | 904 | 0.006 | 2 |
| 0.5 | 175 | -0.00027688 | $4.771 \times 10^{-2}$ | 704 | 0.006 | 1 |
| 1.0 | 550 | 0.00001793 | $3.563 \times 10^{-2}$ | 21204 | 0.006 | 5 |
| 1.5 | 950 | 0.00162452 | $4.957 \times 10^{-2}$ | 3804 | 0.006 | 7 |
| 2.0 | - | - | - | - | - | - |

TABLE (6.4.24):Results of ATH with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{2 . 0 \times 1 0 . 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|8\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | - | - | - | - | 0.006 | - |
| -0.5 | 1893 | -0.00321805 | $2.0 \times 10^{-2}$ | 7576 | 0.006 | 14 |
| 0.0 | 1348 | -0.00326430 | $2.0 \times 10^{-2}$ | 5396 | 0.006 | 11 |
| 0.5 | 1135 | -0.00324996 | $2.0 \times 10^{-2}$ | 4544 | 0.006 | 9 |
| 1.0 | - | - | - | - | 0.006 | - |
| 1.5 | 1377 | 0.00328307 | $1.997 \times 10^{-2}$ | 5512 | 0.006 | 10 |
| 2.0 | - | - | - | - | - | - |

TABLE (6.4.25):Results of H3 with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | $10$ | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=-0.00301711 \\ & m=2000 \\ & \text { lgl }=4.441 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=8004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07461013 \\ & m=420 \\ & \\| \text { \|g\\| }=1.51631 \\ & \text { Cputime }=1 \\ & \text { NFE }=1710 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00315421 \\ & m=1761 \\ & \\| g=2.215 \times 10^{-2} \\ & \mathrm{~g} \\|=2 \mathrm{time}=12 \\ & \text { NFE }=7223 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00315721 \\ & m=1751 \\ & \\|g\\|=2.213 \times 10^{-2} \\ & \text { Cputime }=22 \\ & \text { NFE }=7228 \end{aligned}$ |
| 0.005 | $\begin{aligned} & \mathrm{T}^{*}=-0.00301902 \\ & \mathrm{~m}=2000 \\ & \\|\mathrm{~g}\\|=4.438 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=8004 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07455767 \\ & \mathrm{~m}=410 \\ & \\| \text { \|g\\| }=1.51627 \\ & \text { Cputime }=1 \\ & \text { NFE }=1644 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.0031682 \\ & \mathrm{~m}=1742 \\ & \\|\mathrm{~g}\\|=2.195 \times 10^{-2} \\ & \mathrm{Cputime}=12 \\ & \mathrm{NFE}=6972 \end{aligned}$ | $\begin{aligned} & I^{*}=-0.0031684 \\ & m=1742 \\ & \\|g\\|=2.195 \times 10^{-2} \\ & \text { Cputime }=22 \\ & \text { NFE }=6988 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=817.1522217 \\ & m=1200 \\ & \\|g\\|=597.6071 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=4804 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.09107057 \\ & m=650 \\ & \\|g\\|=0.871492 \\ & \mathrm{Cputime}=2 \\ & \mathrm{NFE}=2604 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00327211 \\ & m=1147 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \mathrm{Cputime}=8 \\ & \mathrm{NFE}=4592 \end{aligned}$ | $\begin{aligned} & 5^{*}=-0.00327211 \\ & m=1146 \\ & \\| \text { g\\| }=2.0 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=4601 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=817.1522217 \\ & \mathrm{~m}=1200 \\ & \\|\mathrm{~g}\\|=597.6071 \\ & \text { Cputime }<1 \\ & \text { NFE }=4804 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00315818 \\ & m=1300 \\ & \\|g\\|=2.178 \times 10^{-2} \\ & \text { Cputime }=4 \\ & \mathrm{NFE}=5204 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=-0.00317778 \\ & m=1260 \\ & \\|g\\|=2.087 \times 10^{-2} \\ & \text { Cputime }=9 \\ & \text { NFE }=5044 \end{aligned}$ | $\begin{aligned} & J^{*}=-0.00317781 \\ & m=1259 \\ & \\|g\\|=2.087 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=5052 \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{J}^{*}=0.01000185 \\ & \mathrm{~m}=1475 \\ & \\|\mathrm{~g}\\|=0.8199844 \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=5904 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.06731721 \\ & \mathrm{~m}=1300 \\ & \\|\mathrm{~g}\\|=1.46247 \\ & \text { Cutime }=4 \\ & \text { NFE }=5204 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=817.1523475 \\ & m=1300 \\ & \\| g=598.5401 \\ & \text { Cputime }=10 \\ & \text { NFE }=5204 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=817.1523475 \\ & m=1300 \\ & \\|y\\|=598.5401 \\ & \text { Cputime }=18 \\ & \text { NFE }=5215 \end{aligned}$ |

TABLE (6.4.26): Results of $\mathbf{H} 3$ with change in $u_{0}$ for ACC $\leq 0.1$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| -1.0 | 42 | 0.00056063 | $9.943 \times 10^{-2}$ | 172 | 0.006 | $<1$ |
| -0.5 | 43 | 0.00054596 | $9.716 \times 10^{-2}$ | 176 | 0.006 | $<1$ |
| 0.0 | 830 | 0.00154769 | $9.274 \times 10^{-2}$ | 3324 | 0.006 | 6 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 327 | 0.00005675 | $9.644 \times 10^{-2}$ | 1312 | 0.006 | 3 |
| 1.5 | 255 | 0.00005321 | $9.598 \times 10^{-2}$ | 1024 | 0.006 | 2 |
| 2.0 | 1027 | 0.00016448 | $9.772 \times 10^{-2}$ | 4112 | 0.006 | 7 |

TABLE (6.4.27):Results of H 3 with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{0 . 0 5}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | 52 | 0.00010941 | $4.869 \times 10^{-2}$ | 212 | 0.006 | $<1$ |
| -0.5 | 52 | 0.00011313 | $4.852 \times 10^{-2}$ | 212 | 0.006 | $<1$ |
| 0.0 | 843 | 0.00112306 | $4.877 \times 10^{-2}$ | 3376 | 0.006 | 7 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 349 | -0.00026370 | $4.918 \times 10^{-2}$ | 1400 | 0.006 | 3 |
| 1.5 | 309 | -0.00015775 | $4.970 \times 10^{-2}$ | 1240 | 0.006 | 3 |
| 2.0 | 1034 | -0.00021023 | $4.796 \times 10^{-2}$ | 4140 | 0.006 | 7 |

TABLE (6.4.28): Results of $\mathbf{H} 3$ with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{2 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cpuame |
| :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| -1.0 | - | - | - | - | 0.006 | - |
| -0.5 | 1832 | -.00325432 | $2.0 \times 10^{-2}$ | 7332 | 0.006 | 14 |
| 0.0 | 1322 | -0.00329290 | $1.999 \times 10^{-2}$ | 5292 | 0.006 | 9 |
| 0.5 | - | - | - | - | - | - |
| 1.0 | 1147 | -0.00327211 | $2.0 \times 10^{-2}$ | 4592 | 0.006 | 9 |
| 1.5 | 1289 | -0.00325565 | $1.999 \times 10^{-2}$ | 5160 | 0.006 | 10 |
| 2.0 | 1469 | -0.00328785 | $1.998 \times 10^{-2}$ | 5880 | 0.006 | 11 |

Table (6.5.1): Summary table for the seven methods

|  | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -1.0 | $\begin{aligned} & m=176 \\ & J^{*}=0.00007013 \\ & \|g\|=4.983 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=177 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=240 \\ & J^{*}=0.00006898 \\ & \|g\|=8.959 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=964 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & m=47 \\ & J^{*}=-0.00010353 \\ & \mid g \\|=3.088 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=192 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=261 \\ & J^{*}=0.00007051 \\ & \|g\|=4.974 \times 10^{-2} \\ & \varepsilon=0.007 \\ & \text { NFE }=1048 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & m=52 \\ & J^{*}=0.00010941 \\ & \\|g\\|=4.869 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=212 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=52 \\ & J^{*}=0.00010941 \\ & \\|g\\|=4.869 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=212 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=52 \\ & J^{*}=0.00010941 \\ & \\|g\\|=4.869 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=212 \\ & \text { Cputime }<1 \end{aligned}$ |
| 0.0 | $\begin{aligned} & m=72 \\ & J^{*}=-0.00010746 \\ & \mid \varepsilon \\|=4.925 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=73 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=1609 \\ & J^{*}=-0.00242712 \\ & \|\varepsilon\|=2.30 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=6440 \\ & \text { Cputime }=11 \end{aligned}$ | $\pm$ | $\begin{aligned} & m=2000 \\ & J^{*}=-0.00268271 \\ & \|g\|=2.230 \times 10^{-2} \\ & \varepsilon=0.007 \\ & \text { NFE }=8004 \\ & \text { Cputime }=14 \end{aligned}$ | $\begin{aligned} & m=1322 \\ & J^{*}=-0.00329290 \\ & \\|g\\|=1.999 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=5292 \\ & \text { Cputime }=9 \end{aligned}$ | $\begin{aligned} & m=1348 \\ & J^{*}=-0.00326430 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=5396 \\ & \text { Cputime }=11 \end{aligned}$ | $\begin{aligned} & m=1322 \\ & J^{*}=-0.00329290 \\ & \\|g\\|=1.999 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=5292 \\ & \text { Cputime }=9 \end{aligned}$ |
| 0.5 | $\begin{aligned} & m=78 \\ & J^{*}=-0.0006646 \\ & \|g\|=4.902 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=75 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=185 \\ & J^{*}=0.00007970 \\ & \\|g\\|=4.952 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=744 \\ & \text { Cputime }=1 \end{aligned}$ | - | $\begin{aligned} & m=1749 \\ & J^{*}=-0.00242999 \\ & \mid g \\|=2.330 \times 10^{-2} \\ & \varepsilon=0.007 \\ & \text { NFE }=7000 \\ & \text { Cputime }=12 \end{aligned}$ | $\square$ | $\begin{aligned} & m=1135 \\ & J^{*}=-0.00324996 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4544 \\ & \text { Cputime }=9 \end{aligned}$ | - |
| 1.0 | $\begin{aligned} & m=85 \\ & J^{*}=-0.00016333 \\ & \\|g\\|=4.931 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=86 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=1791 \\ & J^{*}=-0.00243135 \\ & \\|g\\|=2.30 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=7168 \\ & \text { Cputime }=13 \\ & \hline \end{aligned}$ | - | $\begin{aligned} & m=292 \\ & J^{*}=0.0009179 \\ & \|g\|=4.998 \times 10^{-2} \\ & \varepsilon=0.007 \\ & \text { NFE }=1172 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=1147 \\ & J^{*}=-0.00327211 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4592 \\ & \text { Cputime }=9 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=550 \\ & J^{*}=0.00001793 \\ & \mid g \\|=3.563 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=2204 \\ & \text { Cputime }=5 \end{aligned}$ | $\begin{aligned} & m=1147 \\ & J^{*}=-0.00327211 \\ & \\|g\\|=2.0 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4592 \\ & \text { Cputime }=10 \end{aligned}$ |
| 3.0 | $\begin{aligned} & m=1000 \\ & J^{*}=-0.00294302 \\ & \|g\|=1.891 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=1001 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & m=2000 \\ & J^{*}=-0.00273340 \\ & \|g\|=2.223 \times 10^{-2} \\ & \varepsilon=0.008 \\ & \text { NFE }=8004 \\ & \text { Cputime }=14 \\ & \hline \end{aligned}$ | - | - | $\begin{aligned} & m=1200 \\ & J^{*}=-0.00322215 \\ & \\|g\\|=2.020 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4804 \\ & \text { Cputime }=8 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=1200 \\ & J^{*}=-0.00199214 \\ & \|g\|=2.714 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4804 \\ & \text { Cputime }=8 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=1200 \\ & J^{*}=-0.00372215 \\ & \\|g\\|=2.020 \times 10^{-2} \\ & \varepsilon=0.006 \\ & \text { NFE }=4804 \\ & \text { Cputime }=8 \end{aligned}$ |
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## COMPARISON OF THE SEVEN METHODS



## Chapter 7

## PROBLEM 4

### 7.1 An Optimal Control Problem with Fixed End Points

A system is described by,

$$
\begin{gather*}
\dot{x}_{1}=-2 x_{1}+u, \quad x_{1}(0)=1, \quad x_{1}(1)=0,  \tag{7.1.1}\\
0 \leq t \leq 1,
\end{gather*}
$$

and the control $u(t)$ is to be chosen so as to minimize,

$$
\begin{equation*}
J=\int_{0}^{1} u^{2} d t . \tag{7.1.2}
\end{equation*}
$$

This problem is taken from Barnett and Cameron (1985) [144].
It is solved first analytically as it stands and then with a penalty function introduced to satisfy $x_{1}(1)=0$, thereby allowing known conditions for the adjoint equation at $t=1$.

### 7.2 Analytical Solutions without the Penalty

## Function

Using the maximum principle, we solve the problem (7.1.1) and (7.1.2).
The Hamiltonian is given by,

$$
\begin{equation*}
H=u^{2}+\lambda\left(-2 x_{1}+u\right) \tag{7.2.1}
\end{equation*}
$$

and the adjoint equation is,

$$
\begin{equation*}
\dot{\lambda}=-\frac{\partial H}{\partial x_{1}}=2 \lambda \tag{7.2.2}
\end{equation*}
$$

To find the optimal control $u^{*}$, set

$$
\frac{\partial H}{\partial u}=0
$$

i.e.,

$$
\lambda+2 u^{*}=0
$$

so that,

$$
\begin{equation*}
u^{*}=-\frac{\lambda}{2} . \tag{7.2.3}
\end{equation*}
$$

Now by solving the adjoint equation (7.2.2) we get,

$$
\begin{equation*}
\lambda=A e^{2 t} \tag{7.2.4}
\end{equation*}
$$

and substituting $\lambda$ in (7.2.3) it follows that

$$
\begin{equation*}
u^{*}=-\frac{1}{2} A e^{2 t} . \tag{7.2.5}
\end{equation*}
$$

Substituting $u^{*}$ in the state equation (7.1.1) we get,

$$
\begin{equation*}
\dot{x}_{1}+2 x_{1}=-\frac{1}{2} A e^{2 t} \tag{7.2.5}
\end{equation*}
$$

so that,

$$
\begin{equation*}
x_{1}=-\frac{A}{8} e^{2 t}+C e^{-2 t} \tag{7.2.6}
\end{equation*}
$$

Since, $x_{1}(0)=1,(7.2 .6)$ gives

$$
\begin{equation*}
C=1+\frac{A}{8} \tag{7.2.7}
\end{equation*}
$$

Also since, $x_{1}(1)=0$, from (7.2.6) and (7.2.7) we get,

$$
0=-\frac{A}{8} e^{2}+\left(1+\frac{A}{8}\right) e^{-2}
$$

so that

$$
\begin{equation*}
A=\frac{8 e^{-2}}{e^{2}-e^{-2}} \tag{7.2.8}
\end{equation*}
$$

By substituting $A$ from (7.2.8) into (7.2.4) we get,

$$
\begin{equation*}
\lambda=\frac{8 e^{-2+2 t}}{e^{2}-e^{-2}} \tag{7.2.9}
\end{equation*}
$$

Then from (7.2.9) and (7.2.3)

$$
u^{*}=-\frac{1}{2}\left(\frac{8 e^{-2+2 t}}{e^{2}-e^{-2}}\right)
$$

i.e.,

$$
\begin{equation*}
u^{*}=\frac{-4 e^{2 t}}{e^{4}-1} \tag{7.2.10}
\end{equation*}
$$

$x_{1}$ can also be found by substituting $C$ and $A$ from (7.2.7) and (7.2.8) respectively into (7.2.6)
i.e.,

$$
\begin{align*}
x_{1} & =\frac{-e^{-2}}{\left(e^{2}-e^{-2}\right)} e^{2 t}+\left(1+\frac{e^{-2}}{\left(e^{2}-e^{-2}\right)}\right) e^{-2 t} \\
& =\frac{-e^{2 t}}{\left(e^{4}-1\right)}+\frac{e^{4}}{\left(e^{4}-1\right)} e^{-2 t}  \tag{7.2.11}\\
x_{1} & =\frac{e^{4-2 t}-e^{2 t}}{e^{4}-1}
\end{align*}
$$

To find the optimal $J$, substitute $u^{*}$ from (7.2.10) into (7.1.2) to give,

$$
\begin{align*}
J^{*} & =\int_{0}^{1}\left(\frac{-4 e^{2 t}}{e^{4}-1}\right)^{2} d t \\
& =\frac{16}{\left(e^{4}-1\right)^{2}} \int_{0}^{1} e^{4 t} d t \\
& =\frac{4}{\left(e^{4}-1\right)^{2}}\left[e^{4 t}\right]_{6}^{1}  \tag{7.2.12}\\
J^{*} & =\frac{4}{e^{4}-1} . \\
J^{*} & =0.074629441 \text { to } 9 \text { decimal places. }
\end{align*}
$$

### 7.3 Analytical solutions with the Penalty Function

By introducing a penalty function the problem (7.1.1) to (7.1.2) can be transformed into the following;

$$
\begin{equation*}
\operatorname{minimize} \quad J=k x_{1}^{2}(1)+\int_{0}^{1} u^{2} d t \tag{7.3.1}
\end{equation*}
$$

subject to;

$$
\begin{equation*}
\dot{x}_{1}=-2 x_{1}+u, \quad x_{1}(0)=1, \quad 0 \leq t \leq 1 . \tag{7.3.2}
\end{equation*}
$$

Once again using the maximum principle, gives us the Hamiltonian and the adjoint equation, as in (7.2.1) and (7.2.2) respectively. However we now have,

$$
\phi\left(x_{1}(1)\right)=k x_{1}^{2}(1)
$$

and

$$
\lambda(1)=\frac{\partial \phi}{\partial x}\left(x_{1}(1)\right)=2 k x_{1}(1) .
$$

The optimal control $u^{*}$ can be obtained by setting

$$
\frac{\partial H}{\partial u}=0, \quad \text { i.e. }, \quad \lambda+2 u^{*}=0
$$

so that, $u^{*}$ can be olstained as (7.2.3).
Also by solving the adjoining equation (7.2.2) we get, $\lambda$ as (7.2.4), and by substituting $\lambda$ in (7.2.3), $u^{*}$ follows as (7.2.5).

Substituting $u^{*}$ in the state equation (7.3.2) we get (7.2.5), and $x_{1}$ follows as (7.2.6).

Here since $\lambda(1)=A e^{2}=2 k x_{1}(1)$, thus

$$
\begin{equation*}
x_{1}\left(t_{f}\right)=\frac{A e^{2}}{2 k} \tag{7.3.3}
\end{equation*}
$$

Since $x_{1}(t)=-\frac{A}{8} C^{2 t}+C e^{-2 t}$ and $x_{1}(0)=1, C$ can be found as, $C=1+\frac{A}{8}$, thus,

$$
\begin{align*}
& x_{1}(t)=-\frac{A}{8} e^{2 t}+\left(1+\frac{A}{8}\right) e^{-2 t}  \tag{7.3.4}\\
& x_{1}(1)=-\frac{A}{8} e^{2}+\left(1+\frac{A}{8}\right) e^{-2}
\end{align*}
$$

From (7.3.3) and (7.3.4) we get,

$$
\frac{A e^{2}}{2 k}=-\frac{A}{8} e^{2}+\left(1+\frac{A}{8}\right) e^{-2}
$$

i.e.,

$$
A=\frac{e^{2}}{\left[\frac{1}{2 k} e^{2}+\frac{1}{8} e^{2}-\frac{1}{8} e^{-2}\right]},
$$

or

$$
A=\frac{1}{e^{2}\left(-\frac{1}{8 e e^{2}}+\frac{e^{2}}{8}+\frac{e^{2}}{2 k}\right)}
$$

And,

$$
\begin{aligned}
& x_{1}(1)=\frac{1}{8 \epsilon^{2}\left(-\frac{1}{8 \epsilon^{2}}+\frac{\kappa^{2}}{8}+\frac{\hbar^{2}}{2 k}\right)}\left(e^{-2}-e^{2}\right)+e^{-2}, \\
& =\frac{e^{-2}-e^{2}}{8 e^{2}\left(-\frac{1}{8 e^{2}}+\frac{r^{2}}{8}+\frac{r^{2}}{2 k}\right)}+e^{-2}, . \\
& =\frac{e^{-2}-e^{2}+8 e^{2}\left(-\frac{1}{8 e^{2}}+\frac{c^{2}}{8}+\frac{\delta^{2}}{2 k}\right) e^{-2}}{8 e^{2}\left(-\frac{1}{k e^{2}}+\frac{c^{2}}{8}+\frac{c^{2}}{2 k}\right)}, \\
& =\frac{\frac{4 c^{2}}{k}}{-1+e^{4}+\frac{44^{4}}{k}} .
\end{aligned}
$$

Multiply top and bottom by $k$ we get,

$$
\begin{equation*}
x_{1}(1)=\frac{4 e^{2}}{4 e^{4}+k e^{4}-k} . \tag{7.3.5}
\end{equation*}
$$

We also find $\lambda$ and $u^{*}$ as,

$$
\begin{equation*}
\lambda=\frac{e^{-2+2 t}}{\left[\frac{1}{2 k} e^{2}+\frac{1}{8} c^{2}-\frac{1}{8} e^{-2}\right]}, \tag{7.3.6}
\end{equation*}
$$

and,

$$
\begin{gather*}
u^{*}=\frac{-e^{2 t}}{\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]},  \tag{7.3.7}\\
J^{*}= \\
=k x_{1}^{2}(1)+\int_{0}^{1}\left[\frac{-e^{2 t}}{\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right.}\right]^{2} d t, \\
= \\
=k x_{1}^{2}(1)+\frac{1}{\left[\frac{1}{k} e^{4}+\frac{1}{k} e^{4}-\frac{1}{4}\right]^{2}} \frac{1}{\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]^{2}} e^{4 t} d t, \\
\left.\frac{1}{4} e^{4 t}\right]_{0}^{1} .
\end{gather*}
$$

Hence in order to substitute for $x_{1}(1)$, let us multiply top and bottom of (7.3.5) by $\frac{1}{4 k}$. Then we get

$$
x_{1}(1)=\frac{e^{2}}{k\left[\frac{1}{k} e^{4}+\frac{1}{4 e^{4}}-\frac{1}{4}\right]}
$$

and then substitute it back in $J^{*}$ we get,

$$
\begin{aligned}
J^{*} & =\frac{e^{4}}{k\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]^{2}}+\frac{e^{4}-1}{4\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]^{2}}, \\
& =\frac{4 e^{4}+e^{4}-k}{4 k\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]^{2}},
\end{aligned}
$$

multiply top and bottom by $\frac{1}{4 k}$ we get,

$$
J^{*}=\frac{1}{\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}}
$$

Multiply top and bottom by $4 k$ we get,

$$
\begin{equation*}
J^{*}=\frac{4 k}{4 e^{4}+k e^{4}-k} \tag{7.3.8}
\end{equation*}
$$

In order to find the value of $k$, so that $u^{*}$ with the penalty function is equivalent to $u^{*}$ without it, we set up the following procedures:

From (7.2.10) and (7.3.7) we get,

$$
\begin{gathered}
\frac{-4 e^{2 t}}{e^{4}-1}=\frac{e^{-2 t}}{\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]}, \\
-4 e^{2 t}\left[\frac{1}{k} e^{4}+\frac{1}{4} e^{4}-\frac{1}{4}\right]=-\left(e^{4}-1\right) e^{2 t}, \\
\frac{1}{k} e^{4}+\frac{e^{4}-1}{4}=\frac{e^{4}-1}{4}, \\
\frac{1}{k} e^{4}=0, \quad \frac{1}{k}=0, \text { when } k \rightarrow \infty
\end{gathered}
$$

The same value of $k$ can also be confirmed for $J^{*}$ in the following manner;

From (7.2.20),

$$
\lim _{k \rightarrow \infty} \frac{4 k}{4 e^{4}+k e^{4}-k}=\frac{4}{\frac{4}{k} e^{4}+e^{4}-1}=\frac{4}{e^{4}-1}
$$

which is equivalent to (7.2.12).
Thus the two problems are only equivalent when $k \rightarrow \infty$ and for any other $k$ the solutions are different, i.e., the problem solved is that with $x_{1}(1)$ given by (7.1.1). Refer to Fig (7.3.1) to see how the optimal $j$ varies with different $k$ 's. Notice that $J$ increases monotonically with $k$; so that great care must, be taken in numerical work to ensure that the correct optimal $J$ has been obtained. In order to get $J^{*}$ correct to 6 decimal places would require taking $k>6.7 \times 10^{8}$.

### 7.4 Results and Discussion

### 7.4.1 Gradient Method

The algorithm for the gradient in function space method applied to problem 4 is the same as that described in Chapter 4, Section 4.4.1, where for this problem,

$$
\begin{equation*}
g=\lambda_{1}+2 u \lambda_{2} \tag{7.4.1}
\end{equation*}
$$

The critical parameters involved in this problem are $k, \varepsilon, h$ and $u_{0}$, and we have examined the effect of these parameters on the optimal $J$.

Remark 7.4.1: Here we should note that throughout this chapter, the absolute error $\left(e_{a b s}\right)$ is the difference between the value of the optimal $J$ obtained analytically, without the penalty function and the value of $J^{*}$ obtained numerically, except in Tables (7.4.1), (7.4.4), (7.4.7), (7.4.10), (7.4.13), (7.4.16) and finally (7.4.19), where $e_{\text {abs }}$ is the difference between the value of $J^{*}$ obtained analytically with the penalty function, with $k=500$, and the value of $J^{*}$ obtained numerically. Also in this chapter the value of coefficient of penalty function $k$, has been taken as 500 , which is sufficiently large enough to be selected as a reasonable value for testing.

The analytical value of $J^{*}$, when $k=500$ is oltained from (7.3.8) and is 0.07402618 to 8 decimal places, and the absolute error between this and the exact analytical value of $J^{*}$ (which obviously can not be better unless a larger $k$ is used or because of numerical inaccuracy) is $6.03261 \times 10^{-4}$.

Table (7.4.1), shows the effect of $\varepsilon$ and $N$ in achieving the minimum value of $J^{*}$, from the best initial control $u_{0}=0.0$. Taking Acc $\leq 10^{-6}$, the best, $J^{*}$ obtained was 0.07402869 to 8 decimal places with $\|g\|=7.05 \times 10^{-7}$, $e_{a b s}=2.51 \times 10^{-6}$ (refers to remark 7.4.1), and the corresponding parameter values, $\varepsilon=0.004, k=500, N=100$ or $N=200$ and $m=7$. Selecting $\varepsilon$ fairly small in the range [ $0.003,0.006$ ], produced consistent results, for all $N$ 's. When the best choice $\varepsilon$ is selected with larger $N$, it takes fewer iterations to satisfy the Acc $\leq 10^{-6}$, for the optimal $J^{*}$. Here selecting $N$ as 200 as opposed to 100 may result in slightly better minimum $J^{*}$ for some $\epsilon^{\prime}$ s but at the cost of more computing time.

Table (7.4.2), shows, the effect of selecting $k$, for different values of Acc i.e., $\leq 10^{-2}, \leq 10^{-4}$ and $\leq 10^{-6}$, with $u_{0}=0.0$ and $N=100$. As can be seen from the Table the closest solution to the optimal one was oltained, when $k$ was selected as 500 , and when $k$ was taken too small, say $k=10$, the $e_{a b s}$ i.e., the difference between the analytical solution without the penalty function and numerical one was fairly great.

Table (7.4.3), shows the effect the choice of initial control $u_{0}$ on the minimum $J^{*}$, with $N=100, k=500$ and the best Acc possible, i.e. Acc $\leq 10^{-6}$. it is clear from the Table that there is a big difference between selecting $u_{0}$ as 0.0 as opposed to $u_{0}$ 's in the range $[-0.6,-0.1]$, in terms of number of iterations taken to minimize $J^{*}$.

We have also compared the effect of the critical parameters, graphically, in Figures (7.4.1) to (7.4.5), which show the numerical solutions together with the analytical ones.

Figure (7.4.1), shows the plot of time against $u$ for different values of $k$, i.e., $k=10$, with $\varepsilon=0.05, m=35, k=100$, with $\varepsilon=0.005, m=57$ and $k=500$, with $\varepsilon=0.004, m=7$, when $N=100, u_{0}=0.0$ and Acc $\leq 10^{-6}$.

As can be seen from the graphs, as the value of $k$ increases, the behaviour of the curves get closer to the analytical one, without the penalty function.

Fig (7.4.2), shows the effect of $m$ on $u$, with $N=100, k=500, u_{0}=0.0$ and $\varepsilon=0.004$. Here as $m$ increases, the curve of numerical solutions get closer to the analytical one. But here since, it does not take many iterations for GFS, to obtain the optimal $J^{*}$, therefore even by taking $m=1$, it produces close solution to the analytical one.

Figure (7.4.3), compares similarly the effect of $N$ on control, with $N=$ 10,50 and 100 respectively, with their corresponding number of iterations 9,8 and 7 , associated with their best step length factors of $0.005,0.004$ and 0.004 , when $k=500, m=4$ and $u_{0}=0.0$. Here taking $N$ large, i.e., 50 or 100 produced numerical curves closer to the analytical ones than, taking $N$ small.

Fig (7.4.4), illustrates the effect on control of using, $\varepsilon=0.0005,0.008$ and 0.004 , after 4 iterations, when the starting control is $0.0, k=500$ and $N=100$. As can be seen from the plots, the best $\varepsilon$ that its numerical curve behaved similar to the analytical one was $\varepsilon=0.004$. Taking $\varepsilon$ too small i.e., 0.0005 or large in this case 0.008 did not produce similar results as the analytical one.

Finally Fig (7.4.5), shows the effect of $u_{0}$ on optimal $J$ for different values of $m$, with $u_{0}=-0.6,-0.3$ and 0.0 , respectively with their best corresponding $\varepsilon$ 's of $0.008,0.008$ and 0.004 , where $N=100$ and $k=500$. Here by taking starting controls as $u_{0}=-0.3$, and 0.0 , we can see that their belaviours are the same graphically and they both converge towards the optimal value of $J$, after the 1st iteration. But taking a distant initial control, i.e., $u_{0}=-0.6$, we can see that the values of optimal $J$ gradually converge, in the direction of minimum optimal $J$, but in a much slower rate of speed than the other two initial controls. The above results, show that improvement can be obtained in minimising the optimal $J$ by varying the critical parameters, $k, u_{0}, \varepsilon$ and $N$. The correct choice of initial control is very crucial, in speeding up the search for an optimal $J$, by reducing the number of iterations and function evaluations and consequently computing time. The interaction between $\varepsilon$ and $N$, show that for smaller $N$, it may require a relatively larger $\varepsilon$, but up to the limit of $<0.006$, in order to find minimum $J^{*}$ in fewer iterations, but for larger $N$, sufficiently small $\varepsilon$ can produce the minimum $J^{*}$ in fewer iterations. In view of above comments, by taking $k$ large enough, also selecting a proper
$u_{0}$ and large $N$, along with an appropriate value for $\varepsilon$, the convergency, to the minimum optimal $J^{*}$ can be speeded up.

### 7.4.2 Steepest Descent

The algorithm for steepest descent applied to the problem 4 is as described in Chapter 2, Section 2.2.2. The line search technique used for this method is the quadratic interpolation method of Powell which was described in Chapter 3, Section 3.4.2. The gradient $g$ is as (7.4.1). Here also as before we have examined the effect of critical parameters, $k, \varepsilon, h$ and $u_{0}$ on the optimal $J^{*}$. Table (7.4.4), shows the effect of $\varepsilon$ and $N$, in achieving the minimum optimal $J^{*}$, with the best starting control $u_{0}=0.0$, and Acc $\leq 10^{-6}$. The best $J^{*}$ obtained was 0.07402869 to 8 decimal places, with $\|g\|=5.23 \times 10^{-7}$, $e_{a b s}=2.5 \times 10^{-6}, \varepsilon=0.007$ or $0.008, k=500, N=100$, or $N=200$ and $m=3$. Here also selecting $\varepsilon$ fairly small in the range [0.006, 0.009] can produce consistent results. Taking larger $N$, with appropriate $\varepsilon$, results in finding the minimum $J^{*}$, in fewer iterations and function evaluations. For $N$ small, say 10 , selecting $\varepsilon$ in the range [ $0.008,0.009$ ], results in finding $J^{*}$ for the required Acc in slightly fewer iterations, than other $\varepsilon$ 's.

Table (7.4.5), shows the effect of $k$ on the values of Acc, $\left(\leq 10^{-2}, \leq\right.$ $10^{-4}$ and $\leq 10^{-6}$ ), with $u_{0}=0.0$ and $N=100$. Here also, the numerical experiment shows by taking larger $k$, the numerical solution gets closer to the analytical one without the penalty function.

Table (7.4.6), shows the effect of selecting $u_{0}$ on the optimal $J^{*}$ with $N=$ 100 and $k=500$, in terms of the best Acc, possible for each $u_{0}$. Here also as can be seen from the Table, selecting $u_{0}$ as 0.0 can make a lot of difference in achieving the best minimum $J^{*}$ in fewer iterations, with the best Acc, compared to the other starting controls.

Fig (7.4.6), shows the plot of time against $u$, for different values of $k$, i.e., $k=10,100$ and 500 respectively, with their corresponding values of $(\varepsilon, m)$ as $(0.3,4),(0.02,4)$ and $(0.07,3)$ for the Acc $\leq 10^{-6}$, when $N=100$ and $u_{0}=0.0$. From the plots, it can be seen, as the value of $k$ increases the behaviour of the numerical curves get closer to the analytical one without the penalty function.

Fig (7.4.7), shows the effect of $m$ on $u$, with $N=100, k=500$, and $\varepsilon=0.007$. Here since, it takes only a few iterations to achieve $J^{*}$, even with one iteration, the numerical curve behave similar to the analytical one, and not much difference for higher number of iterations can be observed.

Fig (7.4.8), compares the effect of $N$ on control, with $N=10,50$ and 100 respectively with their best corresponding step length factors of $0.009,0.01$ and 0.007 , with $m=1, u_{0}=0.0$ and Acc $\leq 10^{-6}$. Here as $N$ gets larger the behaviour of the numerical curve is closer to the analytical one. Fig (7.4.9), illustrates similarly the effect of $\varepsilon$ on control, with $\varepsilon=0.0005,0.007$ and
0.01 with $N=100, u_{0}=0.0$ and $m=1$. As can be seen from the graphs, taking $\varepsilon$ too small, e.g., 0.0005 , the numerical curve is far away from the analytical one, but with sufficient small $\varepsilon$ 's, i.e., 0.007 or 0.01 , the behaviour of the numerical curves are similar to the analytical one.

Fig (7.4.10), shows the effect of $u_{0}$ on optimal $J$, for different values of $m$, with $u_{0}=-0.6,-0.3$ and 0.0 , respectively, with their best corresponding $\varepsilon$ 's of $0.004,0.004$ and 0.007 , where $N=100$ and $k=500$.

Here we can see that taking $u_{0}$ as 0.0 , can speed up the process of convergency to optimal $J$, much faster than the other two starting controls, and the most distant starting control amongst them is $u_{0}=-0.6$.

The numerical results, show that as with GFS, the right choice of $k, u_{0}, \varepsilon$ and $N$ is crucial in achieving the best minimum for $J^{*}$. Here the correct, choice of initial control is very important in obtaining the optimal $J$ in fewer iterations and therefore less computing time.

### 7.4.3 Fletcher-Reeves

The algorithm for Fletcher-Reeves applied to the Problem 4, is as described in Chapter 2, Section 2.4. The norm of each gradient trajectory can be calculated as was described in Chapter 2, Section 2.10.1. The line search technique and the gradient $g$, are the same as the one for steeppest descent in this Chapter 7.4.2. The effect of critical parameters, $k, \varepsilon, N$ and $u_{0}$ on the optimal $J$, were examined and the results were similar to those obtained for SD. Refer to Tables (7.4.7) to (7.4.9) and Figures (7.4.11) to (7.4.15), with the same parameters as were taken for SD. Therefore the recommendations on selecting $k, u_{0}, \varepsilon$ and $N$ can be followed as suggested for the steepest, descent.

### 7.4.4 Polak-Ribiére

The algorithm for the Polak-Ribiére method is clescribed in Chapter 2, Section 2.5. The line search techniques, the calculation of the norms and $g$ are the same as those for FR in this chapter 3.4.3.

Hence also similar results obtained as SD and FR, when the critical parameters, $k, u_{0}, \varepsilon$ and $N$ were tested. Refer to Tables (7.4.10) to (7.4.12) and Figures (7.4.16) to (7.4.20), with the same parameters as were taken for SD. Thus for the search of the best minimum optimal $J$, we should select, $k, u_{0}, \varepsilon$ and $N$ as we did for SD.

### 7.4.5 Hybrid 1

The algorithm for the Hybrid 1 method is described in Chapter 2, Section 2.6.1. The line search technique and the calculation of the norms, also $g$ are the same as FR in this chapter, section 7.4.3.

The numerical experiments on critical parameters, $k, u_{0}, \varepsilon$ and $N$, are found to be similar to the previous methods, SD, FR and PR.

Refer to Tables (7.4.13) to (7.4.15) and Figures (7.4.21) to (7.4.25), with the same parameters as for SD.

Here also the recommendations on finding the best minimum optimal $J^{*}$ can be followed as for SD.

### 7.4.6 Angle Test Hybrid

The algorithm for the Angle test hybrid method is described in Clapter 2, Section 2.7. The line search, calculation of the norms and $g$ are the sane as for FR in this chapter section 7.4.3.

The method was tested in the same way as the previous methods plus the new parameter $\tau>0$, i.e., $0.01,0.0001$ and 0.000001 .

The results obtained were similar to SD. Refer to Tables (7.4.16) to (7.4.18) and Figures (7.4.25) to (7.4.30), with the same parameters as for SD, plus $\tau=0.000001$.

Here the effect of $\tau$ on obtaining the minimum $J^{*}$ was practically negligible, therefore the same suggestions for achieving the optimal $J^{*}$ for SD could be applied to ATH.

### 7.4.7 Hybrid 3

The algorithm for Hybrid 3 method can also be found in Chapter 2, Section 2.8. The calculation of the norms, and the line search, also $g$ are the sane as FR in this chapter, section 7.4.3.

The effect of new parameters $\lambda>0$ and $\mu<\frac{1}{2}$ had to be considered for this method. So $\mu$ was taken as $0.2,0.3,0.45$ and 0.4999 and $\lambda$ as 0.01 , 0.0001 and 0.000001 .

The method was tested as before with the new parameters $\mu$ and $\lambda$ and the results obtained were again similar to SD.

Refer to Tables (7.4.19) to (7.4.21) and Figures (7.4.31) to (7.4.35) with the same parameters as SD , plus $\mu=0.45$ and $\lambda=0.000001$.

Here the effect of $\lambda$ and $\mu$ on the optimal $J$ were negligible. Thus, the same recommendations on obtaining minimum $J^{*}$ as SD on other critical parameters can also be applied to H 3 .

### 7.5 Summary of the Results

The results are summarized in Table (7.5.1) with $N=100, k=500$, for ATH, $\tau=0.000001$ and for H3, $\lambda=0.000001, \mu=0.4999$, and also in Fig (7.5.1), that shows the plots of $J$ against number of iterations for all seven optimization techniques, with their best $\varepsilon, N=100, u_{0}=0.0$ and $k=500$.

At $u_{0}$ in the range $[-0.6,-0.1]$, we can see that although for GFS, it takes more number of iterations to achieve minimum $J^{*}$ than other 6 methods, but, the Acc $\leq 10^{-6}$ obtained for this method is more accurate than the other methods, since they can not achieve this, even by increasing $m$.

At $u_{0}=0.0$ the six methods of SD, FR, PR., H1, ATH and H3 performed similarly, and they all found the minimum value of $J^{*}$ in fewer iterations and also better Acc than GFS.

### 7.6 Conclusion

The results for this simple problem, show that the best value for the initial control was 0.0 , for all the methods, to achieve their best minimum $J^{*}$, in terms of Acc, number of iterations, number of function evaluations and finally computing time.

For those methods that use line search the choice of initial control was very crucial, since with a bad guess the Acc $\leq 10^{-6}$, could never be achieved.

The other common factors for obtaining the optimal $J^{*}$ for all the methorls were choice of suitable large integration step number ( $N$ ) and small step, factor $(\varepsilon)$.

All the methods that use line search performed about the same, and when $u_{0}$ was selected as 0.0 , they all performed better than GFS, in terms of Acc and number of iterations to find the optimal $J^{*}$.

Obviously this problem is very easy to solve numerically and so does not bring out the expected improvement for the Hybrid methods, in terms of number of iterations. The importance of selecting $k$ sufficiently large to get a reasonable approximation for the optimal $J^{*}$ with the correct end condition on the state is also demonstrated.

TABLE (7.4.1):Results of GFS with vatying $\varepsilon$ and N .

| N <br> $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.001 | $\begin{aligned} & 5^{*}=0.07428361 \\ & m=20 \\ & \\|g\\|=9.15 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403651 \\ & \mathrm{~m}=17 \\ & \\| \mathrm{ld}=9.72 \times 10^{-7} \\ & \text { eabs }=1.03 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=18 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402891 \\ & m=17 \\ & \\|\mathrm{~g}\\|=9.83 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime<1 } \\ & \text { NFE }=18 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402889 \\ & \mathrm{~m}=17 \\ & \\|g\\|=9.85 \times 10^{-7} \\ & \text { eabs }=2.71 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=18 \\ & \hline \end{aligned}$ |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.07428352 \\ & m=18 \\ & \\|g\\|=8.08 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=15 \\ & \\|g\\|=1.54 \times 10^{-7} \\ & \\| \mathrm{l}=1.0 \times 10^{-5} \\ & e_{\text {abs }}=1.0 \times 1 \\ & \text { Cputime<1 } \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \pi^{*}=0.07402869 \\ & m=16 \\ & \\|s\\|=1.61 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=17 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=16 \\ & \\|\mathrm{~g}\\|=1.61 \times 10^{-7} \\ & \begin{array}{l} \text { eabs }=2.51 \times 10^{-6} \\ \text { Cputime }=1 \\ \text { NFE }=17 \end{array} \end{aligned}$ |
| 0.004 | $\begin{aligned} & \mathrm{r}^{*}=0.07428351 \\ & m=12 \\ & \\|\mathrm{~g}\\|=8.29 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=13 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=8 \\ & \\|g\\|=1.39 \times 10^{-7} \\ & e^{-7}=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07402869 \\ & \mathrm{~m}=7 \\ & \\|g\\|=7.05 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6}=2.5 \times 1 \\ & \text { Cputime }<1 \\ & \text { NFE }=8 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=7 \\ & \\|\mathrm{~g}\\|=7.05 \times 10^{-7} \\ & \mathrm{e}^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=8 \end{aligned}$ |
| 0.005 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=9 \\ & \\|g\\|=8.30 \times 10^{-7} \\ & e^{2} \mathrm{abs}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & m=13 \\ & \\|g\\|=3.60 \times 10^{-7} \\ & e^{-7}=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07402869 \\ & \mathrm{~m}=14 \\ & \left\\|\\|=3.23 \times 10^{-7}\right. \\ & e^{-7}=2.51 \times 10^{-6}=2.5 \times 1 \times 1 \\ & \text { Cputime }<1 \\ & \text { NFE }=15 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=14 \\ & \left\\|\\|=3.23 \times 10^{-7}\right. \\ & \left\\|\\|=e^{2}=2.51 \times 10^{-6}\right. \\ & e_{\text {abs }}=2.5=1 \\ & \text { Cputime }=1 \\ & \text { NFE }=15 \end{aligned}$ |
| 0.006 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=17 \\ & \\|g\\|=8.39 \times 10^{-7} \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime<1 } \\ & \text { NFE }=18 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=26 \\ & \\|g\\|=8.12 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=27 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=24 \\ & \\|g\\|=9.82 \times 10^{-7} \\ & e^{2} \text { abs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=25 \end{aligned}$ | $\begin{aligned} & I^{*}=0.07402869 \\ & m=24 \\ & \\|g\\|=9.82 \times 10^{-7} \\ & \\|=2 b s=2.51 \times 10^{-6} \\ & \text { eabs } \\ & \text { Cputime }=1 \\ & \text { NFE }=25 \end{aligned}$ |

TABLE (7.4.2): Results of GFS with varying ACC and K.

| $\begin{gathered} \mathrm{ACC} \\ \mathbf{K} \end{gathered}$ | $\leq 10-2$ | $\leq 10^{-4}$ | $\leq 10^{-6}$ |
| :---: | :---: | :---: | :---: |
| 10 | $\begin{aligned} & \mathrm{T}^{*}=0.05303199 \\ & m=13 \\ & \\|g\\|=8.68 \times 10^{-3} \\ & \varepsilon=0.05 \\ & \text { eabs }=0.0215974 \\ & \text { Cputime }<1 \\ & \text { NFE }=14 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302648 \\ & \mathrm{~m}=24 \\ & \\|\mathrm{l}\\|=1.55 \times 10^{-5} \\ & \varepsilon=0.05 \\ & e^{\text {eabs }=0.0216030} \\ & \text { Cputime }<1 \\ & \text { NFE }=25 \end{aligned}$ | $\begin{aligned} & J^{*}=0.05302644 \\ & m=35 \\ & \\|g\\|=8.73 \times 10^{-7} \\ & \varepsilon=0.05 \\ & e_{\text {abs }}=0.021603 \\ & \text { Cputime }<1 \\ & \text { NFE }=36 \end{aligned}$ |
| 100 | $\begin{aligned} & \mathrm{r}^{*}=0.07171135 \\ & m=26 \\ & \\| g=9.14 \times 10^{-3} \\ & \varepsilon=0.005 \\ & e^{2}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=27 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07171020 \\ & \mathrm{~m}=42 \\ & \\|\mathrm{~g}\\|=8.62 \times 10^{-5} \\ & \varepsilon=0.005 \\ & e^{2} \mathrm{abs}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=43 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07171019 \\ & \mathrm{~m}=57 \\ & \\|\mathrm{~g}\\|=9.87 \times 10^{-7} \\ & \varepsilon=0.005 \\ & e^{2}=0 \mathrm{abs}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=58 \end{aligned}$ |
| 500 | $\begin{aligned} & r^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=5.47 \times 10^{-3} \\ & \varepsilon=0.004 \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=5 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{~g}\\|=1.07 \times 10^{-5} \\ & \varepsilon=0.004 \\ & \varepsilon=10^{-4} \\ & e_{\text {abs }}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=7 \\ & \\|g\\|=7.05 \times 10^{-7} \\ & \varepsilon=0.004 \\ & \text { eabs }=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=8 \end{aligned}$ |

TABLE (7.4.3): Results of GFS with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | $\mathrm{e}_{\mathrm{abs}}$ | NFE | eps | Cputime |
| :--- | :---: | :---: | :---: | :---: | :--- | :--- | :--- |
| -0.6 | 891 | 0.07402869 | $8.00283 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 892 | 0.008 | 1 |
| -0.5 | 912 | 0.07402869 | $9.91989 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 918 | 0.008 | 1 |
| -0.4 | 810 | 0.07402869 | $6.27786 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 811 | 0.008 | 1 |
| -0.3 | 845 | 0.07402869 | $3.64625 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 846 | 0.008 | 1 |
| -0.2 | 817 | 0.07402869 | $3.64625 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 818 | 0.008 | 1 |
| -0.1 | 815 | 0.07402869 | $8.39578 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 816 | 0.008 | 1 |
| 0.0 | 7 | 0.07402869 | $7.0457 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 8 | 0.004 | $<1$ |

TABLE (7.4.4):Results of SD with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=8 \\ & \\|\mathrm{~g}\\|=8.42 \times 10^{-7} \\ & e^{2}=2.5 \mathrm{~s}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cuntime }<1 \\ & \mathrm{NFE}=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=5 \\ & \\|g\\|=1.71 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6}= \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \left\\|\\|=1.61 \times 10^{-7}\right. \\ & \\|_{n}=2.51 \times 10^{-6} \\ & e_{\text {abs }}=2.51 \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & \mathrm{~m} \\| \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime<1 } \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.61 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime<1 } \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \text { mabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.007 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=7 \\ & \\|g\\|=8.35 \times 10^{-7} \\ & e^{2}=2 b s=2.57 \times 10^{-4} \\ & \text { Cputime<1 } \\ & \text { NFE }=32 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \begin{array}{l} \text { mabs }=2.51 \times 10^{-6} \\ \text { Cputime }=1 \\ \text { NFE }=16 \end{array} \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{j}^{*}=0.07428351 \\ & \mathrm{~m}=5 \\ & \\|g\\|=8.40 \times 10^{-7} \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & e^{-7}{ }^{2}=1.0 \times 10^{-5}= \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07402869 \\ & m=3 \\ & \left\\|\\|=5.23 \times 10^{-7}\right. \\ & \left\\|\\|^{-7}=2.51 \times 10^{-6}\right. \\ & e_{\text {abs }}=2.5 \times 10^{2} \\ & \text { Cputime } \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \Gamma^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & 5 \\|^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.009 | $\begin{aligned} & J^{*}=0.07428352 \\ & m=4 \\ & m g \\|=8.19 \times 10^{-7} \\ & \\|=2.57 \times 10^{-4} \\ & e_{\text {abs }}=2.57 \times 1 \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.41 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~d}\\|=1.62 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6}= \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & 5 e^{-6}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.01 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.40 \times 10^{-7} \\ & \\| e^{-2 b s}=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & e^{-7}=2 b=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & \qquad \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |

TABLE (7.4.5)Results of SD with varying ACC and $K$.

| $\begin{gathered} \mathrm{ACC} \\ \mathbf{K} \end{gathered}$ | $\leq 10^{-2}$ | $\leq 10-4$ | $\leq 10-6$ |
| :---: | :---: | :---: | :---: |
| 10 | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & \mathrm{~m}=2 \\ & \\|g\\|=3.91 \times 10^{-3} \\ & \varepsilon=0.3 \\ & e^{2} \mathrm{ab}=0.0216030 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & m=3 \\ & \\|g\\|=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & e^{2} \text { abs }=0.0216030 \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.05302644 \\ & m=4 \\ & \\|g\\|=1.55 \times 10^{-7} \\ & \varepsilon=0.3 \\ & e_{\text {abs }}=0.021603 \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 100 | $\begin{aligned} & \mathrm{r}^{*}=0.07171019 \\ & \mathrm{~m}=2 \\ & \\|g\\|=5.29 \times 10^{-3} \\ & \varepsilon=0.02 \\ & e^{2} \text { abs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07171019 \\ & m=3 \\ & \\|g\\|=1.96 \times 10^{-6} \\ & \varepsilon=0.02 \\ & e^{-6}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07171019 \\ & m=4 \\ & \\|=4=8.47 \times 10^{-8} \\ & \varepsilon=0.02 \\ & e^{2}=2 b=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 500 | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{ds}\\|=5.45 \times 10^{-3} \\ & \varepsilon=0.007 \\ & e^{2} \mathrm{abs}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=7 \\ & \\|y\\|=2.90 \times 10^{-5} \\ & \varepsilon=0.002 \\ & \varepsilon \text { eabs }=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=33 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \left\\|\left\\|\\|=5.23 \times 10^{-7}\right.\right. \\ & \varepsilon=0.007 \\ & e_{a b}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ |

TABLE (7.4.6): Results of SD with change in u 0 .

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | eabs | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

TABLE (7.4.8): Results of FR with varying $A C C$ and $K$.

| $\begin{gathered} \mathbf{A C C} \\ \mathbf{K} \end{gathered}$ | $\leq 10-2$ | $\leq 10^{-4}$ | $\leq 10-6$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 10 | $\begin{aligned} & \mathrm{r}^{*}=0.05302645 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=3.91 \times 10^{-3} \\ & \varepsilon=0.3 \\ & e^{2} \mathrm{ab}=0.0216030 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.05302645 \\ & m=3 \\ & \\|s\\|=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & e^{2} \text { abs }=0.0216030 \\ & C p u t i m e<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302644 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~s}\\|=1.55 \times 10^{-7} \\ & \varepsilon=0.3 \\ & e_{\text {abs }}=0.021603 \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 100 | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=2 \\ & \\|\mathrm{~g}\\|=5.29 \times 10^{-3} \\ & \varepsilon=0.02 \\ & e^{2} \mathrm{abs}=2.92 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=3 \\ & \\|s\\|=1.96 \times 10^{-6} \\ & \varepsilon=0.02 \\ & e^{2}=2 \mathrm{~s}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=4 \\ & \\|s\\|=8.47 \times 10^{-8} \\ & \varepsilon=0.02 \\ & e^{2}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 500 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=2 \\ & \\|g\\|=5.45 \times 10^{-3} \\ & \varepsilon=0.007 \\ & e \text { abs }=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=7 \\ & \\| y=2.90 \times 10^{-5} \\ & \varepsilon=0.002 \\ & \varepsilon=2 b s=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=33 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \varepsilon=0.007 \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ |

TABLE (7.4.9): Results of FR with change in $u_{0}$

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | $\mathrm{e}_{\mathrm{abs}}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

TABLE (7.4.10):Results of PR with varying $\varepsilon$ and N .

| $\begin{gathered} \mathbf{N} \\ \varepsilon \end{gathered}$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=8 \\ & \\|\mathrm{~m}\\|=8.42 \times 10^{-7} \\ & \mathrm{e}_{2}=2.5 \mathrm{sb} .57 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=38 \end{aligned}$ | $\begin{aligned} & r^{*}=0.07403623 \\ & m=5 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \text { egabs }=1.0 \times 10^{-5} \\ & \text { Cputime } 1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{j}^{*}=0.07402869 \\ & m=5 \\ & \\|\xi\\|=1.71 \times 10^{-7} \\ & \\| g=2 b=2.51 \times 10^{-6} \\ & \text { eabs } \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{j}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|g\\|=1.61 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.006 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=6 \\ & \\|\mathrm{~g}\\|=8.15 \times 10^{-7} \\ & e^{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=28 \end{aligned}$ |  | $\begin{aligned} & T^{*}=0.07402869 \\ & m=4 \\ & \\|s\\|=1.61 \times 10^{-7} \\ & \\| e^{-7}=2 b s=2.51 \times 10^{-6} \\ & \text { Cputime } \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & r^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e^{2} \mathrm{abs}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.007 |  | $\begin{aligned} & y^{*}=0.07403623 \\ & m=4 \\ & m=4 . \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { CFE }=20 \end{aligned}$ |  | $\begin{aligned} & 0^{*}=0.07402869 \\ & m=3 \\ & \\| y=5.23 \times 10^{-7} \\ & \\| l \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=5 \\ & \\|\mathrm{~g}\\|=8.40 \times 10^{-7} \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{p}^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \\|=2 a b=2.51 \times 10^{-6} \\ & \text { Cputime } \\ & \text { CpE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e^{-a b s}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.009 |  | $\begin{aligned} & 5^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.41 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { aputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.07402869 \\ & m=4 \\ & \\|\&\\|=1.62 \times 10^{-7} \\ & e^{2}=2 b=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & \mathrm{e}_{\mathrm{abs}}=2.51 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=20 \end{aligned}$ |
| 0.01 | $\begin{aligned} & 5^{*}=0.07428351 \\ & m=6 \\ & \\|\lg \\|=8.15 \times 10^{-7} \\ & e^{\text {abs }=2.57 \times 10^{-4}} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|=4.10 \times 10^{-7} \\ & \left\\|\left\\|\\|=1.0 \times 10^{-5}\right.\right. \\ & \text { eass }=1.0 \times 1 \\ & \text { Cputime } \\ & \text { NFE }=20 \end{aligned}$ |  | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & \mathrm{e}_{\mathrm{abs}}=2.51 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=20 \end{aligned}$ |

TABLE (7.4.11):Results of PR with varying ACC and K.

| $\begin{gathered} \mathrm{ACC} \\ \mathbf{K} \end{gathered}$ | $\leq 10-2$ | $\leq 10^{-4}$ | $10^{-6}$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 10 | $\begin{aligned} & J^{*}=0.05302645 \\ & m=2 \\ & \\|g\\|=3.91 \times 10^{-3} \\ & \varepsilon=0.3 \\ & e^{2}=0.0216030 \\ & C p u t i m e<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.05302645 \\ & m=3 \\ & \\| y=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & e^{2} \text { abs }=0.0216030 \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.05302644 \\ & m=4 \\ & \\|g\\|=1.55 \times 10^{-7} \\ & \varepsilon=0.3 \\ & e_{\text {abs }}=0.021603 \\ & \text { Cputime< } \\ & \text { NFE }=20 \end{aligned}$ |
| 100 | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=2 \\ & \\|\varepsilon\\|=5.29 \times 10^{-3} \\ & \varepsilon=0.02 \\ & e_{\text {abs }}=2.92 \times 10^{-3} \\ & C \text { putime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=1.96 \times 10^{-6} \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & I^{*}=0.07171019 \\ & m=4 \\ & \\|g\\|=8.47 \times 10^{-8} \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 500 | $\begin{aligned} & r^{*}=0.07402869 \\ & m=2 \\ & \\|g\\|=5.45 \times 10^{-3} \\ & \varepsilon=0.007 \\ & e_{\text {abs }}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=7 \\ & \\|y\\|=2.90 \times 10^{-5} \\ & \varepsilon=0.002 \\ & e^{2 a b s}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=33 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|s\\|=5.23 \times 10^{-7} \\ & \varepsilon=0.007 \\ & e \text { abs }=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ |

TABLE (7.4.12): Results of PR with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | $\mathrm{e}_{\mathrm{abs}}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

TABLE (7.4.13): Results of H1 with varying $\varepsilon$ and N .

| N $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{r}^{*}=0.07428351 \\ & \mathrm{~m}=8 \\ & \\|\mathrm{~g}\\|=8.42 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4}=2 \\ & \text { Cputime }<1 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=5 \\ & \\|\mathrm{lg}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=5 \\ & \\|g\\|=1.71 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.61 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & e^{-7}=1.0 \times 10^{-5} \\ & \text { Cputime< }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.61 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=3 \\ & \\|\mathrm{~g}\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cps }=2 \mathrm{time}=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=7 \\ & \\|\mathrm{~g}\\|=8.35 \times 10^{-7} \\ & \mathrm{e}^{2} \mathrm{abs}=2.57 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=32 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & e^{-7} \text { abs }=1.0 \times 10^{-5} \\ & \text { Cputime< }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.07402869 \\ m=3 \\ \\| \mathrm{n}=3 \\ \\| \mathrm{l}=5.23 \times 10^{-7} \\ e^{-7}=2.51 \times 10^{-6}=2.5<10^{-6} \\ \text { Cputime }<1 \\ \text { NFE }=16 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e_{n}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.008 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=5 \\ & \\|g\\|=8.40 \times 10^{-7} \\ & e_{\text {abs }}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & e_{\text {abs }}=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \left\\|\\|=5.23 \times 10^{-7}\right. \\ & \left\\|\\|=2 b=2.51 \times 10^{-6}\right. \\ & \text { eabs }=2.3<1 \\ & \text { Cputime } \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & I^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \\| \begin{array}{l} \text { abs }=2.51 \times 10^{-6} \\ \text { Cputime }=1 \\ \text { NFE }=16 \end{array} \end{aligned}$ |
| 0.009 | $\begin{aligned} & \mathrm{J}^{*}=0.07428352 \\ & m=4 \\ & \\|g\\|=8.19 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.41 \times 10^{-7} \\ & \\| \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \left\\|\\|=1.62 \times 10^{-7}\right. \\ & \left\\|_{n}\right\\|=2.51 \times 10^{-6} \\ & \text { Cabs }=2 \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & \mathrm{e}^{-7}=2.51 \times 10^{-6} \\ & \text { Cps }=20 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.01 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & e^{-7}=2 b=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.40 \times 10^{-7} \\ & \\| g a z=1.0 \times 10^{-5} \\ & e_{\text {abs }} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & I^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & \text { enabs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & e^{2}=2 b=2.51 \times 10^{-6} \\ & C p u t i m e=1 \\ & N F E=20 \end{aligned}$ |

TABLE (7.4.14):Results of H 1 with varying ACC and K .

| $\begin{gathered} \mathrm{ACC} \\ \mathbf{K} \end{gathered}$ | $\leq 10-2$ | $\leq 10^{-4}$ | $\leq 10-6$ |
| :---: | :---: | :---: | :---: |
| 10 | $\begin{aligned} & \mid \mathrm{J}^{*}=0.05302645 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=3.91 \times 10^{-3} \\ & \varepsilon=0.3 \\ & e^{2} \mathrm{ab}=0.0216030 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & m=3 \\ & \\|g\\|=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & e^{2} \text { abs }=0.0216030 \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.05302644 \\ & m=4 \\ & \left\\|\\|=1.55 \times 10^{-7}\right. \\ & \varepsilon=0.3 \\ & \text { eabs }=0.021603 \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 100 | $\begin{aligned} & J^{*}=0.07171019 \\ & m=2 \\ & \\|g\\|=5.29 \times 10^{-3} \\ & \varepsilon=0.02 \\ & e^{2} \text { abs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & \mathrm{~m}=3 \\ & \\|s\\|=1.96 \times 10^{-6} \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=4 \\ & \\|\mathrm{~g}\\|=8.47 \times 10^{-8} \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \\ & \hline \end{aligned}$ |
| 500 | $\begin{aligned} & 5^{*}=0.07402869 \\ & m=2 \\ & \\|g\\|=5.45 \times 10^{-3} \\ & \varepsilon=0.007 \\ & e^{2}=6 s^{2}=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ |  | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~s}\\|=5.23 \times 10^{-7} \\ & \varepsilon=0.007 \\ & e^{2}=0 b=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ |

TABLE (7.4.15): Results of H 1 with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | $\mathrm{e}_{\mathrm{abs}}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

TABLE (7.4.16):Results of ATH with varying $\varepsilon$ and N.

| N $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=8 \\ & \\|g\\|=8.42 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=5 \\ & m g \\|=1.43 \times 10^{-7} \\ & \\| g=1.0 \times 10^{-5} \\ & e_{\text {abs }}=1.0 \times 1 \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=5 \\ & \\|\mathrm{~g}\\|=1.71 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.61 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \\ & \hline \end{aligned}$ |
| 0.006 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & e^{2}=2 b=2.57 \times 10^{-4} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & m g \\|=1.43 \times 10^{-7} \\ & \\| \text { abs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.61 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6}= \\ & \text { Cputime<1 } \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{s}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.007 | $\begin{aligned} & \mathrm{T}^{*}=0.07428351 \\ & m=7 \\ & \\|g\\|=8.35 \times 10^{-7} \\ & \left\\|\\|=2.57 \times 10^{-4}\right. \\ & \text { eabs }=2.5<1 \\ & \text { Cputime<1 } \\ & \text { NFE }=32 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \\| \text { abs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6}= \\ & C \text { putime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \mathrm{e}^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.008 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & m=5 \\ & \\|g\\|=8.40 \times 10^{-7} \\ & e^{2}=2 b=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & \\| \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.009 | $\begin{aligned} & r^{*}=0.07428352 \\ & m=4 \\ & \\|g\\|=8.19 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.41 \times 10^{-7} \\ & \\| e^{-7}=1.0 \times 10^{-5} \\ & \text { Cputs } \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cps }=2 \text { ime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.01 | $\begin{aligned} & \mathrm{T}^{*}=0.07428351 \\ & m=6 \\ & \\|\mathrm{~g}\\|=8.15 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.40 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \left\\|\\|=1.62 \times 10^{-7}\right. \\ & e^{-7}=2 b=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & \text { enabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |

TABLE (7.4.17):Results of ATH with varying ACC and K.

| $\begin{aligned} & \hline \mathrm{ACC} \\ & \mathbf{K} \end{aligned}$ | $\leq 10^{-2}$ | $\leq 10-4$ | $\leq 10-6$ |
| :---: | :---: | :---: | :---: |
| 10 | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & m=2 \\ & \\|=2.02 \times 10^{-3} \\ & \left\\|\\|=3.91 \times 10^{-3}\right. \\ & \varepsilon=0.3 \\ & e \text { abs }=0.0216030 \\ & C \text { putime<1 } \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.05302645 \\ & m=3 \\ & m=3 \\ & \\|s\\|=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & \text { eabs }=0.0216030 \\ & \text { Cputime<1 } \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302644 \\ & m=4 \\ & m=4.55 \times 10^{-7} \\ & \\|b\\|=1.55 \times 10^{2} \\ & \varepsilon=0.3 \\ & e_{\text {abs }}=0.021603 \\ & \text { Cputime<1 } \\ & \text { NFE }=20 \end{aligned}$ |
| 100 | $\begin{aligned} & J^{*}=0.07171019 \\ & m=2 \\ & \\|=2.29 \times 10^{-3} \\ & \\|=0.02 \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{N}^{*}=0.07171019 \\ & m=3 \\ & n=1.96 \times 10^{-6} \\ & \\|s\\|=1.92 \times \\ & \varepsilon=0.02 \\ & \text { eabs }=2.92 \times 10^{-3} \\ & \text { Cputime<1 } \\ & \text { NFE }=16 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07171019 \\ & m=4 \\ & \\|=8.47 \times 10^{-8} \\ & \\|\\|=0.47 \times 1 \\ & \varepsilon=0.02 \\ & e_{\text {abs }}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ |
| 500 |  |  |  |

TABLE (7.4.18): Results of ATH with change in $\mathbf{u}_{0}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{n}$ | $\mathrm{e} a b s$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

TABLE (7.4.19): Results of H 3 with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | 10 | 50 | 100 | 200 |
| :---: | :---: | :---: | :---: | :---: |
| 0.003 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & \mathrm{~m}=8 \\ & \\|\mathrm{~g}\\|=8.42 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cutime }<1 \\ & \mathrm{NFE}=24 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.07402869 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{~g}\\|=1.71 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|\mathrm{~m}\\|=1.61 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.006 | $\begin{aligned} & J^{*}=0.07428351 \\ & m=6 \\ & \\|g\\|=8.15 \times 10^{-7} \\ & e^{2}=2 b=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.43 \times 10^{-7} \\ & e^{-7} \text { abs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|g\\|=1.61 \times 10^{-7} \\ & \\|^{-7}= \\ & e^{2} \text { abs }=2.51 \times 10^{-6} \\ & C p u t i m e<1 \\ & \text { NFE }=20 \end{aligned}$ |  |
| 0.007 | $\begin{aligned} & \mathrm{J}^{*}=0.07428351 \\ & \mathrm{~m}=7 \\ & \\|\mathrm{f}\\|=8.35 \times 10^{-7} \\ & e^{-7} \text { abs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=32 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cps }=2 \mathrm{time}<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.008 | $\begin{aligned} & r^{*}=0.07428351 \\ & m=5 \\ & \\|g\\|=8.40 \times 10^{-7} \\ & e^{-7}=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07403623 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.43 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Ccputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.23 \times 10^{-7} \\ & \\|=2 b s=2.51 \times 10^{-6} \\ & \text { Cabs } \\ & \text { Cputime }=1 \\ & \text { NFE }=16 \end{aligned}$ |
| 0.009 | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.07428352 \\ m=4 \\ \\|\mathrm{~g}\\|=8.19 \times 10^{-7} \\ e^{-7}=2.57 \times 10^{-4} \\ \text { Cputime }<1 \\ \mathrm{NFE}=20 \end{array} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|g\\|=1.41 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=4 \\ & \\|g\\|=1.62 \times 10^{-7} \\ & e^{-7}=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=20 \end{aligned}$ |
| 0.01 | $\begin{aligned} & \mathrm{T}^{*}=0.07428351 \\ & m=6 \\ & \\|\mathrm{~g}\\|=8.15 \times 10^{-7} \\ & \text { eabs }=2.57 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403623 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.40 \times 10^{-7} \\ & \text { eabs }=1.0 \times 10^{-5} \\ & \text { Cabuime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=1.62 \times 10^{-7} \\ & \text { eabs }=2.51 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=20 \end{aligned}$ |

TABLE (7.4.20): Results of H 3 with varying ACC and K .

| $\begin{gathered} \mathrm{ACC} \\ \mathbf{K} \end{gathered}$ | $\leq 10^{-2}$ | $\leq 10^{-4}$ | $\leq 10^{-6}$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 10 | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & m=2 \\ & \\|g\\|=3.91 \times 10^{-3} \\ & \varepsilon=0.3 \\ & e^{2} \text { abs }=0.0216030 \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302645 \\ & m=3 \\ & \\| \mathrm{n}=3 \\ & \\|\mathrm{~s}\\|=1.14 \times 10^{-5} \\ & \varepsilon=0.3 \\ & \text { eabs }=0.0216030 \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.05302644 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~s}\\|=1.55 \times 10^{-7} \\ & \varepsilon=0.3 \\ & \text { eabs }=0.021603 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=20 \end{aligned}$ |
| 100 | $\begin{aligned} & \mathrm{J}^{*}=0.07171019 \\ & m=2 \\ & \\|g\\|=5.29 \times 10^{-3} \\ & \varepsilon=0.02 \\ & e^{2} \mathrm{ab}=2.92 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=12 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.07171019 \\ & m=3 \\ & \\|y\\|=1.96 \times 10^{-6} \\ & \varepsilon=0.02 \\ & e_{\text {abs }}=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=16 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.07171019 \\ & m=4 \\ & \\|g\\|=8.47 \times 10^{-8} \\ & \varepsilon=0.02 \\ & e=2 b=2.92 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=20 \\ & \hline \end{aligned}$ |
| 500 | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & m=2 \\ & \\|g\\|=5.45 \times 10^{-3} \\ & \varepsilon=0.007 \\ & e^{2}=6=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=7 \\ & \\|s\\|=2.90 \times 10^{-5} \\ & \varepsilon=0.002 \\ & e \text { eabs }=6.01 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=33 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.07402869 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=5.23 \times 10^{-7} \\ & \varepsilon=0.007 \\ & \varepsilon=10^{-4} \\ & \text { eabs }=6.01 \times 10^{2} \\ & \text { Cputime<1 } \\ & \text { NFE }=16 \end{aligned}$ |

TABLE (7.4.21): Results of $\mathbf{H 3}$ with change in $\mathbf{u}_{\mathbf{0}}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | $\mathrm{e}_{\mathrm{abs}}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.6 | 700 | 0.07403014 | $2.42598 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2804 | 0.004 | 3 |
| -0.5 | 550 | 0.07403580 | $5.38615 \times 10^{-3}$ | $5.94 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.4 | 300 | 0.07407081 | $1.31377 \times 10^{-2}$ | $5.59 \times 10^{-4}$ | 1204 | 0.004 | 2 |
| -0.3 | 550 | 0.07403020 | $2.59041 \times 10^{-3}$ | $5.99 \times 10^{-4}$ | 2204 | 0.004 | 2 |
| -0.2 | 300 | 0.07403763 | $6.04926 \times 10^{-3}$ | $5.92 \times 10^{-4}$ | 1204 | 0.008 | 2 |
| -0.1 | 400 | 0.07403089 | $2.99524 \times 10^{-3}$ | $5.98 \times 10^{-4}$ | 1604 | 0.003 | 2 |
| 0.0 | 3 | 0.07402869 | $5.22767 \times 10^{-7}$ | $6.01 \times 10^{-4}$ | 16 | 0.007 | $<1$ |

Table (7.5.1): Summary table for the seven methods

|  | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -0.6 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=891 \\ & \\| \delta \sharp=8.00283 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \mathrm{NFE}=892 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \mid g \rrbracket=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2804 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \\|g\\|=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2804 \\ & \text { Cputime }=3 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \\|g\\|=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2804 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \\|g\\|=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & N F E=2804 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \\|g\\|=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2804 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403014 \\ & m=700 \\ & \\|g\\|=2.42598 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & N F E=2804 \\ & \text { Cputime }=3 \end{aligned}$ |
| -0.5 | $\begin{aligned} & J^{\circ}=0.07402869 \\ & m=912 \\ & \\|g\\|=91989 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \mathrm{NFE}=918 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \|g\|=5.38615 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \\|\delta\\|=5.38615 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \mathrm{Cputime}=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \\|g\\|=5.38615 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \|g\|=5.38615 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2204 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \\|g\\|=5.38615 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403580 \\ & m=550 \\ & \\| g \rrbracket=5.386 \times 10^{-3} \\ & e_{a b s}=5.94 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \text { Cputime }=2 \end{aligned}$ |
| -0.4 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=810 \\ & \\|g\\|=6.27786 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=811 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07407081 \\ & m=300 \\ & \|g\|=1.31377 \times 10^{-2} \\ & e_{a b s}=5.59 \times 10^{-4} \\ & \varepsilon=0.004 \\ & N F E=1204 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.07407081 \\ & m=300 \\ & \\|g\\|=1.31377 \times 10^{-2} \\ & e_{a b s}=5.59 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=1204 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & \begin{array}{l} J^{*}=0.07407081 \\ n=300 \\ \\| \\ \\| H=1.31377 \times 10^{-2} \\ e_{a b s}=5.59 \times 10^{-4} \\ \varepsilon=0.004 \\ \mathrm{NFE}=1208 \\ \text { Cputime }=2 \end{array} \end{aligned}$ | $\begin{aligned} & J^{+}=0.07407081 \\ & m=300 \\ & \\|g\\|=1.31377 \times 10^{-2} \\ & e_{a b s}=5.59 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07407081 \\ & m=300 \\ & \\|g\\|=1.31377 \times 10^{-2} \\ & e_{a b s}=5.59 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{+}=0.074037081 \\ & m=300 \\ & \\|g\\|=1.31377 \times 10^{-2} \\ & e_{a b s}=5.59 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ |
| -0.3 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=845 \\ & \|g\|=3.64625 \times 10^{-7} \\ & e_{a b z}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \mathrm{NFE}=846 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403020 \\ & m=550 \\ & \|g\|=2.59041 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2204 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.0743020 \\ & m=550 \\ & \mid g \\|=2.59041 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J=0.07403020 \\ & m=550 \\ & \\|g\\|=2.59041 \times 10^{-3} \\ & e_{a b_{3}}=5.99 \times 10^{-4} \\ & \varepsilon=0.006 \\ & \text { NFE }=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403020 \\ & m=550 \\ & \|g\|=2.59041 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \text { NFE }=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{+}=0.07403020 \\ & m=550 \\ & \\|f\\|=2.59041 \times 10^{-3} \\ & e_{a b s}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & N F E=2204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403020 \\ & m=550 \\ & \|g\|=2.59041 \times 10^{-3} \\ & e_{a b_{s}}=5.99 \times 10^{-4} \\ & \varepsilon=0.004 \\ & \mathrm{NFE}=2204 \\ & \text { Cputime }=2 \end{aligned}$ |
| -0.2 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=817 \\ & \\|g\\|=3.64625 \times 10^{-7} \\ & e_{a b z}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & N F E=818 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \|g\|=6.04926 \times 10^{-3} \\ & e_{a b z}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \|g\|=6.04926 \times 10^{-3} \\ & e_{a b s}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \\|g\\|=6.04926 \times 10^{-3} \\ & e_{a b}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \|g\|=6.04926 \times 10^{-3} \\ & e_{a b s}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \\|g\\|=6.04926 \times 10^{-3} \\ & e_{a b s}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & \text { NFE }=1204 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403763 \\ & m=300 \\ & \|\delta\|=6.04926 \times 10^{-3} \\ & e_{a b s}=5.92 \times 10^{-4} \\ & \varepsilon=0.008 \\ & N F E=1204 \\ & C \text { Cutime }=2 \end{aligned}$ |
| -0.1 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=815 \\ & \\|g\\|=8.39578 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \\ & \varepsilon=0.008 \\ & N F E=816 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089 \\ & m=400 \\ & \|g\|=2.99524 \times 10^{-3} \\ & e_{a b s}=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & \mathrm{NFE}=1604 \\ & \text { Cputime }=2 \\ & \hline \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089 \\ & m=400 \\ & \|g\|=2.99526 \times 10^{-3} \\ & e_{a b s}=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & N F E=1604 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089 \\ & m=400 \\ & \\|g\\|=2.99524 \times 10^{-3} \\ & e_{a b s}=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & \text { NFE }=1604 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089 \\ & m=400 \\ & \|g\|=2.99524 \times 10^{-3} \\ & e_{a b s}=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & \text { NFE }=1604 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089 \\ & m=400 \\ & \\|g\\|=2.9952 \times 10^{-3} \\ & e_{a b s}=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & \mathrm{NFE}=1604 \\ & \text { Cputime }=2 \end{aligned}$ | $\begin{aligned} & J^{*}=0.07403089^{\circ} \\ & m=400 \\ & \|g\|=2.9952 \times 10^{-3} \\ & e_{a b},=5.98 \times 10^{-4} \\ & \varepsilon=0.003 \\ & \text { NFE }=1604 \\ & \text { Cputime }=2 \end{aligned}$ |
| 0.0 | $\begin{aligned} & J^{*}=0.07402869 \\ & m=7 \\ & \\|g\\|=7.04571 \times 10^{-7} \\ & e_{a b_{f}}=6.01 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \|g\|=5.22767 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.22767 \times 10^{-7} \\ & e_{a b s}=5.94 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{+}=0.07402869 \\ & m=3 \\ & \left\\|\left\\|\\|=5.2276 \times 10^{-7}\right.\right. \\ & e_{a b s}=6.01 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \|g\|=5.22767 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|g\\|=5.22767 \times 10^{-7} \\ & e_{a b z}=6.01 \times 10^{-4} \end{aligned}$ | $\begin{aligned} & J^{*}=0.07402869 \\ & m=3 \\ & \\|\mid\\|=5.22767 \times 10^{-7} \\ & e_{a b s}=6.01 \times 10^{-4} \end{aligned}$ |
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## Chapter 8

## PROBLEM 5

### 8.1 A nonlinear continuous stirred tank reac-

## tor

Here we consider the numerical solution of a nonlinear contimous stirred tank reactor.

This physical system was at first modelled by Aris and Amundson (1958) [145] to [147] and then used for optimal control studies by Lapidus and Luss (1967) [148], and by Luss and Cormack (1972) [149]. Luss and Cormack suggested that, since the example that is chosen is a model of a physical system, one must be aware of the possibility of more than one solution to be necessary conditions for optimality, even when optimizing real engineering systems. To ensure that the global optimum has been reached, they recommended that the optimal control problem be solved not only by choosing several vastly different initial control policies, but by also cross-checking the final results by a different optimization procedure altogether.

The equations describing the chemical reactor are given by;

$$
\begin{gather*}
f_{1}=\dot{x}_{1}=-(2+u)\left(x_{1}+0.25\right)+\left(x_{2}+0.5\right) \exp \left[\frac{25 x_{1}}{x_{2}+2}\right], \quad x_{1}(0)=0.09  \tag{8.1.1}\\
f_{2}=\dot{x}_{2}=0.5-x_{2}-\left(x_{2}+0.5\right) \exp \left[\frac{25 x_{1}}{x_{1}+2}\right], \quad x_{2}(0)=0.09,  \tag{8.1.2}\\
f_{3}=\dot{x}_{3}=x_{1}^{2}+x_{2}^{2}+0.1 u^{2}, \quad x_{3}(0)=0.0, \tag{8.1.3}
\end{gather*}
$$

where,
$x_{1}=$ deviation from dimensionless steady state temperature,
$x_{2}=$ deviation from dimensionless steady state concentration,
$t_{f}=$ final time,
$u=$ Control Variable.
The optimal control process is to choose the control $u$ in the time interval, $0 \leq t \leq t_{f}$ to minimize,

$$
\begin{equation*}
J=x_{3}\left(t_{f}\right) \tag{8.1.4}
\end{equation*}
$$

where the final time $t_{f}=0.78$.

The Hamiltonian for this problem is,

$$
\begin{align*}
H & =\sum_{i=1}^{3} \lambda_{i} f_{i} \\
& =\lambda_{1} f_{1}+\lambda_{2} f_{2}+\lambda_{3} f_{3} \\
& =\lambda_{1}\left[-(2+u)\left(x_{1}+0.25\right)+\left(x_{2}+0.5\right) \exp \left(\frac{25 x_{1}}{x_{1}+2}\right)\right]  \tag{8.1.5}\\
& =+\lambda_{2}\left[0.5-x_{2}-\left(x_{2}+0.5\right) \exp \left(\frac{25 x_{1}}{x_{1}+2}\right)\right] \\
& =+\lambda_{3}\left[x_{1}^{2}+x_{2}^{2}+0.1 u^{2}\right]
\end{align*}
$$

The adjoint equations are,

$$
\dot{\lambda}_{i}=\sum_{j=1}^{3} \lambda_{j} \frac{\partial f_{j}}{\partial x_{i}}
$$

with,

$$
\lambda_{i}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{i}}\right|_{t=t_{f}}, \quad i=1,2,3
$$

i.e.,

$$
\begin{align*}
& \dot{\lambda}_{1}=-\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{1}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{1}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{1}}\right] \\
&=- \lambda_{1}\left[-2-u+\left(x_{2}+0.5\right) \frac{50}{\left(x_{1}+2\right)^{2}} e^{\frac{2 x_{1} x_{1}}{x_{1}+2}}\right]  \tag{8.1.6}\\
&-\lambda_{2}\left[-\left(x_{2}+0.5\right) \frac{50}{\left(x_{1}+2\right)^{2}} e^{\frac{2 x_{1}+x_{1}}{x_{1}+2}}\right]-\lambda_{3}\left[2 x_{1}\right], \\
& \dot{\lambda}_{2}=-\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{2}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{2}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{2}}\right] \\
&=-\lambda_{1}\left[e^{\frac{2 x_{1} x_{1}}{x_{1}+2}}\right]-\lambda_{2}\left[-1-\left(e^{\left.\frac{2 x_{1} x_{1}}{x_{1}+2}\right)}\right]\right.  \tag{8.1.7}\\
&-\lambda_{3}\left[2 x_{2}\right], \\
& \dot{\lambda}_{3}=-\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{3}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{3}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{3}}\right]=0 \tag{8.1.8}
\end{align*}
$$

with,

$$
\begin{align*}
& \lambda_{1}\left(t_{f}\right)=\left.\frac{\partial}{\partial x_{1}}\left(x_{3}\left(t_{f}\right)\right)\right|_{t=t_{f}}=0  \tag{8.1.9}\\
& \lambda_{2}\left(t_{f}\right)=\left.\frac{\partial}{\partial x_{2}}\left(x_{3}\left(t_{f}\right)\right)\right|_{t=t_{f}}=0  \tag{8.1.10}\\
& \lambda_{3}\left(t_{f}\right)=\left.\frac{\partial}{\partial x_{3}}\left(x_{3}\left(t_{f}\right)\right)\right|_{t=t_{f}}=1 \tag{8.1.11}
\end{align*}
$$

### 8.2 Numerical Solutions

### 8.2.1 The state and adjoint equations

The state equations are:

$$
\left.\begin{array}{ll}
\dot{x}_{1}=f_{1}=-(2+u)\left(x_{1}+0.25\right)+\left(x_{2}+0.5\right) \exp \left[\frac{25 x_{1}}{x_{1}+2}\right], & x_{1}(0)=0.09 \\
\dot{x}_{2}=f_{2}=0.5-x_{2}-\left(x_{2}+0.5\right) \exp \left[\frac{25 x_{1}}{x_{1}+2}\right], & x_{2}(0)=0.09 \\
\dot{x}_{3}=f_{3}=x_{1}^{2}+x_{2}^{2}+0.1 u^{2}, & x_{3}(0)=0.0 . \tag{8.2.1}
\end{array}\right\}
$$

Using the Runge-Kutta 4th order method for numerical solution of (8.2.1) we get,

$$
\begin{aligned}
& x_{1, n+1}=x_{1, n}+\frac{1}{6}\left(u_{1}+2 u_{2}+2 u_{3}+u_{4}\right) \\
& x_{2, n+1}=x_{2, n}+\frac{1}{6}\left(v_{1}+2 v_{2}+2 v_{3}+v_{4}\right) \\
& x_{3, n+1}=x_{3, n}+\frac{1}{6}\left(w_{1}+2 u_{2}+2 w_{3}+w_{4}\right)
\end{aligned}
$$

where,

$$
\begin{aligned}
& u_{1}=h f_{1}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=h\left\{-\left(2+u_{n}\right)\left(x_{1, n}+0.25\right)\right. \\
& \left.+\left(x_{2, n}+0.5\right) \exp \left[\frac{25 x_{1, n}}{x_{1, n+2}}\right]\right\} \text {, } \\
& v_{1}=h f_{2}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=h\left\{0.5-x_{2, n}-\left(x_{2, n}+0.5\right) \exp \left[\frac{25 x_{1, n}}{x_{1, n+2}}\right]\right\}, \\
& w_{1}=h f_{3}\left(x_{1, n}, x_{2, n}, x_{3, n}\right)=h\left[x_{1, n}^{2}+x_{2, n}^{2}+0.1 u_{n}^{2}\right], \\
& u_{2}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}\right), \\
& =h\left[-\left(2+u_{n}\right)\left(x_{1, n}+\frac{1}{2} u_{1}+0.25\right)+\left(x_{2, n}+\frac{1}{2} v_{1}+0.5\right) \exp \right. \\
& \left.\left(\frac{25\left(x_{1, n}+\frac{1}{2} u_{1}\right)}{\left(x_{1, n}+\frac{1}{2} u_{1}\right)+2}\right)\right], \\
& v_{2}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}\right), \\
& =h\left\{0.5-\left(x_{2, n}+\frac{1}{2} v_{1}\right)\left(x_{2, n}+\frac{1}{2} v_{1}+0.5\right) \exp \right. \\
& \left.\left[\frac{25\left(x_{1, n}+\frac{1}{2} u_{1}\right)}{\left(x_{1, n}+\frac{1}{2} u_{1}\right)+2}\right]\right\},
\end{aligned}
$$

$$
\begin{aligned}
& w_{2}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{2, n}+\frac{1}{2} w_{1}\right) \text {, } \\
& =h\left[\left(x_{1, n}+\frac{1}{2} u_{1}\right)^{2}+\left(x_{2, n}+\frac{1}{2} v_{1}\right)^{2}+0.1 u_{n}^{2}\right], \\
& u_{3}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right) \text {, } \\
& =h\left[-\left(2+u_{n}\right)\left(x_{1, n}+\frac{1}{2} u_{2}+0.25\right)+\left(x_{2, n}+\frac{1}{2} v_{2}+0.5\right)\right. \\
& \left.\exp \left(\frac{25\left(x_{1, n}+\frac{1}{2} u_{2}\right)}{\left(x_{1, n}+\frac{1}{2} u_{2}\right)+2}\right)\right], \\
& v_{3}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right), \\
& =h\left\{0.5-\left(x_{2, n}+\frac{1}{2} v_{2}\right)-\left(x_{2, n}+\frac{1}{2} v_{2}+0.5\right) \text { exp }\right) \\
& \left.\left[\frac{25\left(x_{1, n}+\frac{1}{2} u_{2}\right)}{\left(x_{1, n}+\frac{1}{2} u_{2}\right)+2}\right]\right\}, \\
& w_{3}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}\right), \\
& =h\left[\left(x_{1, n}+\frac{1}{2} u_{2}\right)^{2}+\left(x_{2, n}+\frac{1}{2} v_{2}\right)^{2}+0.1 u_{n}^{2}\right], \\
& u_{4}=h f_{1}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right), \\
& =h\left\{-\left(2+u_{n}\right)\left(x_{1, n}+u_{3}+0.25\right)+\left(x_{2, n}+v_{3}+0.5\right)\right. \\
& \left.\exp \left[\frac{25\left(x_{1, n}+u_{3}\right)}{\left(x_{1, n}+u_{3}\right)+2}\right]\right\}, \\
& v_{4}=h f_{2}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right), \\
& =h\left\{0.5-\left[x_{2, n}+v_{3}\right]-\left[x_{2, n}+v_{3}+0.5\right] \exp \left[\frac{25\left(x_{1, n}+u_{3}\right)}{\left(x_{1, n}+u_{3}+2\right)}\right]\right\}, \\
& w_{4}=h f_{3}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}\right), \\
& =h\left\{\left(x_{1, n}+u_{3}\right)^{2}+\left(x_{2, n}+v_{3}\right)^{2}+0.1 u_{n}^{2}\right\} .
\end{aligned}
$$

The adjoint equations are:

$$
\left.\begin{array}{rlr}
\dot{\lambda}_{1}= & f_{1}=-\lambda_{1}\left[-(2+u)+\left(x_{2}+0.5\right) \frac{50}{\left(x_{1}+2\right)^{2}} e^{\frac{25 x_{1}}{x_{1}+2}}\right] & \\
& +\lambda_{2}\left[\left(x_{2}+0.5\right) \frac{50}{\left(x_{1}+2\right)^{2}} e^{\frac{25 x_{1}}{x_{1}+2}}\right]-2 \lambda_{3} x_{1}, & \lambda_{1}\left(t_{f}\right)=0 \\
\dot{\lambda}_{2}= & f_{2}=-\lambda_{1} e^{\frac{25 x_{1}}{x_{1}+2}}-\lambda_{2}\left[-1-e^{\frac{25 x_{1}}{x_{1}+2}}\right]-2 \lambda_{3} x_{2}, & \lambda_{2}\left(t_{f}\right)=0 \\
\dot{\lambda}_{3}= & f_{3}=0, & \lambda_{3}\left(t_{f}\right)=1 . \tag{8.2.2}
\end{array}\right\}
$$

Using the Runge-Kutta 4th order method for numerical solutions of (8.2.2) we get,

$$
\begin{aligned}
& \lambda_{1, n}=\lambda_{1, n+1}+\frac{1}{6}\left\{k_{1}+2 k_{2}+2 k_{3}+k_{4}\right\}, \\
& \lambda_{2, n}=\lambda_{2, n+1}+\frac{1}{6}\left\{z_{1}+2 z_{2}+2 z_{3}+z_{4}\right\}, \\
& \lambda_{3, n}=\lambda_{3, n+1}+\frac{1}{6}\left\{y_{1}+2 y_{2}+2 y_{3}+y_{4}\right\},
\end{aligned}
$$

where,

$$
\begin{aligned}
k_{1}= & -h f\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right), \\
= & -h\left\{-\lambda_{1, n+1}\left(-\left(2+u_{n+1}\right)+\left(x_{2, n+1}+0.5\right) \frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}\right)\right. \\
& +\lambda_{2, n+1}\left[\left(x_{2, n+1}+0.5\right) \frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}}{x_{1, n}+1+2}}\right] \\
& \left.-2 \lambda_{3, n+1} x_{1, n+1}\right\},
\end{aligned}
$$

$$
\begin{aligned}
z_{1}= & -h f_{2}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right), \\
= & -h\left\{-\lambda_{1, n+1} e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}-\lambda_{2, n+1}\left(-1-e^{\frac{2 x_{1}, n+n+1}{x_{1, n}+1+2}}\right)\right. \\
& \left.-2 \lambda_{3, n+1} x_{2, n+2}\right\},
\end{aligned}
$$

$$
\begin{aligned}
y_{1}= & -h f_{3}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}\right)=0, \\
k_{2}= & -h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right), \\
= & -h\left\{-\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}\right)\left(-\left(2+u_{n+1}\right)+\left(x_{2, n+2}+0.5\right)\right.\right. \\
& \left.\frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{2 \pi x_{1, n+1}}{x_{1, n}+2}}\right)+\left(\lambda_{2, n+1}+\frac{1}{2} z_{1}\right) \\
& \left(\left(x_{2, n+1}+0.5\right) \frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{2 x_{1}, n+1}{x_{1, n+1}+2}}\right) \\
& \left.-2\left[\lambda_{3, n+1}+\frac{1}{2} y_{1}\right] x_{1, n+1}\right\},
\end{aligned}
$$

$$
z_{2}=-h f_{2}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right)
$$

$$
y_{2}=-h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1}\right)=0,
$$

$$
k_{3}=-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2}\right),
$$

$$
=-h\left\{-\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}\right)\left(-\left(2+u_{n+1}\right)+\left(x_{2, n+1}+0.5\right)\right.\right.
$$

$$
\left.\frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}\right)+\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right)\left(\left(x_{2, n+1}+0.5\right)\right.
$$

$$
\left.\left.\frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}^{x_{1, n+1}+2}}{}}\right)-2\left(\lambda_{3, n+1}+\frac{1}{2} y_{2}\right) x_{1, n+1}\right\}
$$

$$
\begin{aligned}
z_{3}= & -h f_{2}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2}\right), \\
= & -h\left\{-\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}\right) e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}-\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right)\right. \\
& \left.\left(-1-e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}\right)-2\left(\lambda_{3, n+1}+\frac{1}{2} y_{2}\right) x_{2, n+1}\right\}, \\
y_{3}= & -h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}\right)=0, \\
k_{4}=- & -h f_{1}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right), \\
= & -h\left\{-\left(\lambda_{1, n+1}+k_{3}\right)\left(-\left(2+u_{n+1}\right)+\left(x_{2, n+1}+0.5\right)\right.\right. \\
& \left.\frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}\right)+\left(\lambda_{2, n+1}+z_{3}\right)\left(\left(x_{2, n+1}+0.5\right)\right. \\
& \left.\left.\frac{50}{\left(x_{1, n+1}+2\right)^{2}} e^{\frac{25 x_{1, n+1}}{x_{1, n+1}+2}}\right)-2\left(\lambda_{3, n+1}+y_{3}\right) x_{1, n+1}\right\}, \\
= & -h f_{2}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right), \\
z_{4}= & -h\left\{-\left(-\lambda_{1, n+1}+k_{3}\right) e^{\frac{25 x_{1}, n+1}{x_{1, n+1}+2}}-\left(\lambda_{2, n+1}+z_{3}\right)\right. \\
= & \\
& \left.\left(-1-e^{\frac{2 x_{1, n+1}}{x_{1, n+1}+2}}\right)-2\left(\lambda_{3, n+1}+y_{3}\right) x_{2, n+1}\right\}, \\
y_{4}= & -h f_{3}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}\right) .
\end{aligned}
$$

### 8.3 Results and Discussion

Here before presenting the results, it is worth mentioning that this problem was found to have two distinct local minima and this was confirmed when all the seven different conjugate gradients and hylorid conjugate gradient methods were tested.

In most cases when $u_{0}$ was selected in $1.0 \leq u_{0} \leq 1.8$, the optimal $J^{*}$ converged to one of the minima and when $u_{0}$ was selected in $2.0 \leq u_{0} \leq 3.0$ it converged to the other one.

### 8.3.1 Gradient method

The algorithm for the gradient in function space applied to problem 5 is the same as that described in chapter 4 section 4.4.1. Here,

$$
g=-\lambda_{1}\left(x_{1}+0.25\right)+0.2 \lambda_{3} u
$$

The efficiency of the method is examined by varying the critical parameters, $\epsilon, N$ and $u_{0}$. Here the stopping conditions are taken as Acc ( $\leq 10^{-2}, \leq 10^{-4}$ and $\leq 10^{-6}$ ), also the best Acc possible for each method, throughout this chapter.

Table (8.3.1), shows the effect of $\epsilon$ and $N$ in obtaining the best, optimal IJ with $u_{0}=1.4$, which is the best starting control. The leest. $J^{*}$ obtained was
0.24446096 to 8 decimal places, with $\|g\|=7.840 \times 10^{-7}$ and the corresponding parameter values, $\epsilon=4.0, N=78$, or $N=156$ and $m=18$. Choosing $\epsilon$ in the range $1.0 \leq \epsilon \leq 4.0$, produced consistent results for $N$, sufficiently large, i.e., 78. For $N=40$, the stopping condition of $\leq 10^{-6}$ was satisfied for $\epsilon=1,2$, and 3 , but not for $\epsilon=4$ and 5 , provided enough iterations were carried out. and finally for $N$ too small, say 10 , numerical instability occurs.

Similarly Table (8.3.2), shows the effect of $\epsilon$ and $N$ in obtaining the second local minimum. Here by taking the best initial control $u_{0}=2.0$, the best, $J^{*}$ obtained was 0.13327228 to 8 decimal places, with $\|g\|=7.168 \times 10^{-3}$ and the corresponding parameter values $\epsilon=0.17, N=78$, or $N=156$ and $m=95$. Choosing $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.17$, along with sufficient large $N$, say, 78, can produce consistent results with the best possible Acc. ( $\leq 7.2 \times 10^{-3}$ ), that can be obtained. By taking $\epsilon$ too large say, 0.18 or 0.2 , even when the number of iterations are increased after a certain amount no improvement on $J^{*}$ is obtained. For smaller $N$ 's say 40 and 10 , their best Acc can be achieved with $\epsilon=0.16$. Here selecting $N$ as 156 as opposed to 78 may result in slightly better minimum $J^{*}$ for some, $\epsilon^{\prime}$ 's but at the cost of more computing time.

Tables (8.3.3), (8.3.4) (8.3.5) and (8.3.6), show the effect of $u_{0}$ on $J^{*}$, when the best $N$ is selected, i.e., $N=78$, for Acc $\leq 10^{-2}, \leq 0.072$ and $\leq 10^{-6}$. Here the best Acc that we could achieve for some ut 's in the range $2.0 \leq u_{0} \leq 3.0$ was Acc $\leq 0.0072$.

From Tables (8.3.3), (8.3.5) and (8.3.6), it can be seen that taking $u_{0}$ in the range $1.0 \leq u_{0} \leq 1.8$, produces fairly similar results in achieving the optimal $J$, for the first local minimum with the required Acc's. It can be seen from the tables that, selecting $u_{0}=1.4$, in most cases, can lead to a better minimum $J^{*}$ with a better Acc than other starting controls.

From Tables (8.3.3) and (8.3.4), it can be seen that when $u_{0}$ is in the range $2.0 \leq u_{0} \leq 3.0$, selecting $u_{0}=2.0$, can lead to a better minimum $J^{*}$, with a better Acc in fewer iterations, for the second local minimum. Various aspects of the effect of critical parameters are shown graphically in Figures (8.3.1) to (8.3.8). Figure (8.3.1), effect of $m$ on $u$, with $m=0,2$ and 18 , for $N=78, u_{0}=1.4$ and $\epsilon=4.0$. As can be seen there are minor differences between the curves of $m=2$ and $m=18$. Figure (8.3.2), effect of $N$ on $u$, with $u_{0}=1.4, N=40$ and 78 respectively, with their best corresponding $(\epsilon, m)$ as $(2.0,36)$ and $(4.0,18)$. As can be seen there is a little difference in the curvature of the plots, between $N=40$ and $N=80$.

For $N=78$, at approximate time of 0.15 , the slope of the curve is downward for the rest of the time, where as for $N=40$, at the approximate time of 0.18 , the slope of the curve goes up, until approximate time of 0.2 , and then, it comes down steady, similar to the curve of $N=78$.

Figure (8.3.3), effect of $\epsilon$ on $u$, with $\epsilon=4.0$ and 5.0 , with $N=78, u_{0}=1.8$ and $m=5.0$.

Here, we can see some differences, between the curvature, behaviour of $\epsilon=4.0$ and $\epsilon=5.0$, but the pattern of behaviour are fairly similar.

Figure (8.3.4), effect of $u_{0}$ on optimal $J$ with $u_{0}=1.0,1.4$ and 1.8 , where, $N=78$ and $\epsilon=4.0$. As can be seen from the plots, as $m$, increases, the value of optimal $J$ for all staring controls converges to the same value.

Figure (8.3.5), effect of $m$ on $u$, with $m=1,20$ and 95 , with $u_{0}=2.0, \epsilon=$
0.17 and $N=78$. As $m$ increases, the curve of control tends steady towards zero, along time axis.

Figure (8.3.6), effect of $N$ on control, with $u_{0}=2.0, N=10$ and 78, respectively, with their best corresponding $(\epsilon, m)$ as $(0.16,103)$ and $(0.17$, $95)$. As can be seen from the graphs, the behaviour of the curves are fairly similar, apart from the fact that with $N=78$, the curve of $u$, started at approximately, $u=4.4$, where as with $N=10$, it started at $u=3.4$.

Figure (8.3.7), effect of $\epsilon$ on $u$, of using $\epsilon=0.17$ and 0.2 , with $N=$ $78, u_{0}=2.0$ and $m=5$. The behaviour of the curves, for both $\epsilon=0.17$ and $\epsilon=0.2$, are fairly similar, with the exception that, from approximate time of 0.1 , onwards the slope of curve of $\epsilon=0.2$ is nearer to zero, then the slope of $\epsilon=0.17$. Figure (8.3.8), effect of $u_{0}$ on optimal $J$, with $u_{0}=2.0,2.4$ and 3,0 , where $N=78$ and $\epsilon=0.17$. Here also as $m$ increases the value of optimal $J$ for all starting controls converges towards the same value.

In view of the above results, for both the local minimas, the correct, choice of initial control can give a better $J^{*}$, with a more accurate Acc. The interaction between $\epsilon$ and $N$, shows that for the first local minima, the best, combination exists, with fairly large $\epsilon$, and sufficiently large $N$, i.e., $\epsilon=4.0$ and $N=78$. Also here for the first local minima, taking $u_{0}$ in the range $1.0 \leq u_{0} \leq 1.8$ could produce consistent results even for higher accuracy of Acc $\leq 10^{-6}$.

For the second local minima, the best combination for achieving optimal $J^{*}$ is with small $\epsilon$ and sufficiently large $N$, i.e., $\epsilon=0.17$ and $N=78$. But for this minima, although for lower accuracy of, Acc $\leq 10^{-2}$, taking $u_{0}$ in the range $2.0 \leq u_{0} \leq 3.0$, could produce consistent results, but for higher Acc $\leq 0.0072$, not all the $u_{0}$ 's in that range could achieve it, so it shows that special care should be taken, in selecting the initial control for higher Acc.

### 8.3.2 Steepest descent

The algorithm for steepest descent applied to the problem 5 is the same as that given in chapter 2, section, 2.2.2. The line search techniques used for this method is linear search at constant step, which was described in chapter 3 , section 3.4.1.

Here again we investigate the effect of step length factor, integration step and initial control in the solution.

Table (8.3.7), shows the effect of $\epsilon$ and $N$ in achieving the optimal $J$, with $u_{0}=1.0$, which is the best starting control to obtain this. The best $J^{*}$ was found to be 0.24446096 to 8 decimal places, with $\|\Omega\|=3.053 \times 10^{-7}$, and the corresponding parameter values, $\epsilon=6.0, N=78$ or 156 and $m=$ 18. Choosing $\epsilon$ in the range $3.0 \leq \epsilon \leq 6.0$, can produce consistent results, providing $N$ is sufficiently large, i.e., 78. With $N$ small, i.e., 40 taking $\epsilon$, relatively smaller, say 3.0 , would produce consistent results, but when $\epsilon$ is taken larger, there would be no more improvement in $J$, after a few iterations. Also, when $N$ is too small, say, 10, numerical instability occurs. Similarly Table (8.3.8), shows the effect of $\epsilon$ and $N$, in obtaining the second local minimum. By taking the best initial control $u_{4}=2.4$, the best minimum $J^{*}$ obtained, was 0.13317500 to 8 decimal places, with $\|g\|=3.483 \times 10^{-7}$, and the corresponding parameter values, $\epsilon=0.5, N=78$ or 156 and $m=76$.

Here for $N$ large, say 78 , taking $\epsilon$ as 0.5 , produces the best optimal $J^{*}$, in fewer iterations with a better Acc. For relatively smaller $N$, i.e., 40, taking $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.6$, can produce consistent results. But when $N$ is too small say, 10 , it results in numerical instability. Here also selecting $N$ as 156 as opposed to 78 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (8.3.9), (8.3.10) and (8.3.11), show the effect of $u_{0}$ on $J^{*}$, when the best $N$ is selected, i.e., $N=78$, for Acc $\leq 10^{-2}$, Acc $\leq 10^{-4}$ and Acc. $\leq 10^{-6}$. From Table (8.3.9), it can be seen that when $u_{0}$ is in the range $0.9 \leq u_{0} \leq 1.8$, to obtain Acc $\leq 10^{-2}$, selecting $U_{0}=1.4$, results in a better minimum $J^{*}$.

Also when $u_{0}$ is selected in the range $2.0 \leq u_{0} \leq 3.0$, we get two different sets of results, for Acc $\leq 10^{-2}$, i.e., taking $2.0 \leq u_{0} \leq 2.4$ results in finding the second local minimum and taking $2.6 \leq u_{0} \leq 3.0$, results in finding the first local minimum.

Table (8.3.11), shows that for better accuracy, i.e., Acc $\leq 10^{-6}$, the best starting control in order to find the best first local minimum $J^{*}$ in fewer iterations can be selected as 1.0 , also in order to find the second ontimal local minimum $J^{*}$, the best starting control can be selected as $u_{0}=2.4$. Here we can also see that some starting controls would fail to achieve this Acc.

Various aspects of the effect of $m, N, \epsilon$ and $u_{0}$ are shown graphically in Figures (8.3.9) to (8.3.16). Figure (8.3.9), effect of $m$ on $u$, with $m=0,2$ and 18 , where $N=78, u_{0}=1.0$ and $\epsilon=6.0$. Here as can be seen from the graphs, there are some minor clifferences, between the curves of $m=2$ and $m=18$, but, the pattern of the curvature for both are fairly similar, with the difference that, for $m=18$, the finishing touch is $u=0$ at time 0.78 , where as for $m=2$, it, gets near to it, but does not quite touch it.

Figure (8.3.10), effect of $N$ on $u$, with $N=40$ and 78 , respectively, with their best corresponding paraneters, $\epsilon=3.0, m=43$ and $\epsilon=6.0, m=18$ where $u_{0}=1.0$. Here also, the pattern of the curves get more similar as time increases, and there are some differences in the early stages of time, as can be seen from the curves. Figure (8.3.11), effect of $\epsilon$ on control, of using step length factors, $\epsilon=6.0$ and 7.0 , with, $N=78, u_{0}=1.0$ and $m=2$. Here also, some differences can be observed from the curves, between $\epsilon=6.0$ and $\epsilon=7.0$, but generally the behaviour of the curves are similar, with some minor differences, e.g., at time 0.78 , the curve of control for $\epsilon=6.0$ is nearer to zero than, that of $\epsilon=7.0$.

Figure (8.3.12), effect of $u_{0}$ on optimal $J$ with $u_{0}=1.0,1.4$ and 1.8 respectively, with their best corresponding $\epsilon$ 's of $6.0,6.0$ and 5.0 and $N=78$. As can be seen from the graph, by increasing $m$, the value of optimal $J$, for all starting controls, converges to the same one.

Figure (8.3.13), effect of $m$ on $u$, with $m=0,10$ and 76 , where $m=$ $78, u_{0}=2.4$ and $\epsilon=0.5$. As can be seen as $m$ increases, the slope of the curve of control is downward, towards zero.

Figure (8.3.14), effect of $N$ on $u$, with $N=78, \epsilon=0.5, m=26$ and $N=40, \epsilon=0.3, m=76$ where $u_{0}=2.4$. Here there is not, much difference, between the two curves of $N=40$ and 78 , apart from the fact that, with $N=78$, the curve touches zero, at time 0.78 , where as with $N=78$, it gets
near zero, but does not touch it.
Figure (8.3.15), effect of $\epsilon$ on $u$, with $\epsilon=0.5$ and 0.1 , where $N=78, u_{0}=$ 2.4 and $m=2$. Here the slope of the curve, $\epsilon=0.5$ is downward, steady, and at time 0.6 , onwards, it is quite near zero, where as, although the slope of $\epsilon=0.1$, is also downward, but for a short period of time, say up to 0.2 , then it converges towards, 2.0 for the control, not zero, for the rest of the time.

Figure (8.3.16), effect of $u_{0}$ on optimal $J$ for different values of $m$, when $N=78$ and $\epsilon=0.5$. Here, the value of optimal $J$, for $u_{0}=2.4$ and 3.0 , as $m$ increases, converge similarly, towards approximately, 0.13 , whereas, with $u_{0}=2.0$, the value converges towards, 0.25 .

The above results, show that a proper choice of initial control is an important factor in achieving the best $J^{*}$ in fewer iterations, since for higher Acc purposes, taking distant $u_{0}$ 's may never achieve this.

The interaction, between $\epsilon$ and $N$, shows that for the first local optimal minimum, the best combination is achieved, with $N$, large enough and $\epsilon$, in the range $3.0 \leq \epsilon \leq 6.0$. Also for the second local minimum, the best combination is achieved, with $N$ sufficiently large and $\epsilon$ in the range $0.1 \leq$ $\epsilon \leq 0.5$.

### 8.3.3 Fletcher-Reeves

The algorithm for the Fletcher-Reeves, method applied to problem 5 , is as described in chapter 2 , section 2.4. The line search technicue is the same as that for steepest descent in this chapter section 8.3.2. The calculation of the norms are as described in chapter 2 , section 2.10.1. The gradient $g$ is in the way obtained in section 8.3.1.

Table (8.3.12), shows the effect of $\epsilon$ and $N$ in achieving the minimum $J^{*}$, with the best initial control $u_{0}=1.0$. The best $J^{*}$ was found to be 0.24446096 to 8 decimal places, with $\|g\|=8.109 \times 10^{-7}$, and the corresponding parameter values of $\epsilon=6.0, N=78$ or 156 and $m=13$. Choosing $\epsilon$ in the range $3.0 \leq \epsilon \leq 6.0$, can produce consistent results, providing $N$ is sufficiently large enough, i.e., 78 . Taking $N$, smaller, i.e., 40 , with $\epsilon=3.0$, produces better results in terms of Acc and $J$, than when $\epsilon$ is taken in the range $4.0 \leq \epsilon \leq 7.0$. Here also, when $N$ is too small say 10 , numerical, instability occurs. Similarly, Table (8.3.13), shows the effect of $\epsilon$ and $N$, in obtaining the second local minimum, by taking the best initial control, $u_{0}=2.4$, the best minimum $J^{*}$, obtained was 0.13317414 to 8 decimal places, with $\|g\|=8.535 \times 10^{-4}$, with the corresponding parameter values, $\epsilon=0.12, N=78$ or 156 and $m=28$. Here for $N$ large enough, say 78 , taking $\epsilon$, in the range $0.1 \leq \epsilon \leq 0.13$, can produce consistent results. When $N$ is too small, say 10 , taking $\epsilon$, in the range $0.1 \leq \epsilon \leq 0.12$, results in numerical instability, but taking $\epsilon=0.13$, produces consistent results. Here also selecting $N$ as 200 as opposed to 100 may result in slightly better minimum $J^{*}$ for some $\epsilon^{\prime}$ s but at the cost of more computing time.

Tables (8.3.14), (8.3.15), (8.3.16) and (8.3.17), show the effect of $u_{0}$ on $J^{*}$, when the best $N$ is selected, i.e., $N=78$, for Acc $\leq 10^{-2}$, Acc $\leq$ $10^{-3}$, Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$. Here the Acc $\leq 10^{-3}$, was the best that could be achieved for some of the $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$. From Table (8.3.14), it can be seen that, when $u_{0}$ is in the range $0.9 \leq u_{0} \leq 1.8$,
to obtain Acc $\leq 10^{-2}$, selecting $u_{0}=1.4$, would result in a better value for $J^{*}$, than other $u_{0}$ 's for the first local minima. Also when $u_{0}$ is selected in the range $2.0 \leq u_{0} \leq 3.0$, to obtain Acc $\leq 10^{-2}$, selecting $u_{0}=2.4$, would result in a better $J^{*}$ for the second local minima.

Table (8.3.15), show that only a few $u_{0}$ 's can achieve the Acc $\leq 10^{-3}$, i.e, $u_{0}=2.4$ or 2.8 , which the best performance in this case was with $u_{0}=2.4$, in obtaining the best $J^{*}$ in fewer iterations and also function evaluations.

Tables (8.3.16), shows in order to obtain Acc $\leq 10^{-4}$, starting controls in the range $0.9 \leq u_{0} \leq 1.8$, could all achieve that for the first local minima, but none of the starting controls in the range $2.0 \leq u_{0} \leq 3.0$ could achieve the required Acc for the second local minima.

Table (8.3.17), shows similarly for Acc $\leq 10^{-6}$, that taking $u_{0}$ in the range $0.9 \leq u_{0} \leq 1.8$ could all achieve the first local minima, and the best. result with fewer number of iterations and function evaluations was obtained with $u_{0}=1.0$, but for the second local minima non of the $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$, could achieve the required accuracy.

Various aspects of effect of $m, N, \epsilon$ and $u_{0}$ are shown graphically figures (8.3.17) to (8.3.24). Figure (8.3.17), effect of $m$ on $u$, with $m=0,2$ and 18 , where $u_{0}=1.0, N=78$ and $\epsilon=6.0$. Here as can be seen there are some difference, between various $m$ 's, but as $m$ increases, the pattern of belaviour gets closer to each other.

Figure (8.3.18), effect of $N$ on $u$, with $N=40, \epsilon=3.0, m=6$ and $N=78, \epsilon=6.0, m=6$, where starting control is 1.0 . Here also as can be seen, there are some differences in the behaviour of the curves of control between $N=40$ and $N=78$, in the early stages, i.e., from time 0.0 to approximately 0.35 , and from there to the end, the curves of control behave similarly.

Figure (8.3.19), effect of $\epsilon$ on $u$, with $u_{0}=1.0, N=78$ and $m=2$. Here also, although the pattern of belhaviour of the curves of control are similar, but some differences, exist from approximate time of 0.15 onwards, and it can be seen that at final time of 0.78 , the curve of control with $\epsilon=6.0$, is nearer to zero, than $\epsilon=7.0$. Figure (8.3.20), effect of $u_{0}$ on optimal $J$, for different values of $m$, with $u_{0}=1.0, \epsilon=6.0, u_{0}=1.4, \epsilon=6.0$ and $u_{0}=1.8, \epsilon=2.0$, where $N=78$. Here as $m$ increases, the value of optimal $J$ for all starting controls, converges to the same one.

Figure (8.3.21), effect of $m$ on $u$, of $u_{0}=2.4, N=78$ and $\epsilon=0.12$. As can be seen, as $m$ increases, the slope of curve of control tends towards zero along time axis.

Figure (8.3.22), effect of $N$ on $u$, with $N=10, \epsilon=0.13$ and $N=78, \epsilon=$ 0.12 , with $u_{0}=2.4$ and $m=4$. As can be seen, there are some differences, between the curves of $N=10$ and $N=78$. At time 0.0 , the curve of control for $N=1$, starts at approximately $u=3.9$, whereas for $N=78$, it starts at approximately $u=3.9$, where as for $n=78$, it starts at approximately 3.6 and at final time, the curve of control for $N=10$, is nearer to zero than $N=78$. Figure (8.3.23), effect of $\epsilon$ on $u$, with $N=78, u_{0}=2.4$ and $m=4$. Here also there are some difference, between the curves of $\epsilon=0.12$ and $\epsilon=0.15$. At time 0.0 , the curve of control for. $\epsilon=0.12$, starts at approximately $u=3.6$, where as, for $\epsilon=0.15$, it starts at approximately 3.0, and at final time the curve of control for $\epsilon=0.15$ is nearer to zero than
$\epsilon=0.12$.
Figure (8.3.24), effect of $u_{0}$ on optimal $J$ for different values of $m$, when $N=78, u_{0}=2.0$ with $\epsilon=0.18, u_{0}=2.4$, with $\epsilon=0.12$ and finally $u_{0}=3.0$ with $\epsilon=0.10$. As can be seen from the plots, by increasing $m$ the value of optimal $J$, for all starting controls tends to the same one. The above results, show that a proper choice of initial control is an important factor in achieving the best $J^{*}$, in fewer iterations and function evaluations, and also for higher Acc requirements, e.g., Acc $\leq 10^{-6}$, that not all starting controls could satisfy them.

The interaction, between $\epsilon$ and $N$, shows that for the first local optimal, the best combination is achieved with $N$, large enough and $\epsilon$, in the range $3.0 \leq \epsilon \leq 6.0$. Also for the second local minimum, the best $J^{*}$ is oltained with $N$, sufficiently large and $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.13$.

### 8.3.4 Polak-Ribiére

The algorithm for Polak-Ribiére method can be found in chapter 2, section 2.5. The line search technique and the calculation of the norms are as FR. in this chapter section 8.3.4. The gradient $g$, also is, as olstained in section 8.3.1. Table (8.3.18), shows the effect of $\epsilon$ and $N$ in achieving the minimum $J^{*}$, for the first local minima, with $u_{0}=1.0$, which is the best, initial control to be selected. The best $J^{*}$ was found to be 0.24446096 to 8 decimal places, with $\|g\|=9.308 \times 10^{-7}$, and the corresponding parameter values $\epsilon=6.0, N=78$, or $N=156$ and $m=20$. Choosing $\epsilon$ in the range $3.0 \leq \epsilon \leq 6.0$, can produce, consistent results, providing $N$, is sufficiently large enough, e.g., $N=78$. When $\epsilon$ is too large say 7.0 , there will be no more improvement after a certain number of iterations for $J$, in this case after 5 iterations. When $N$ is smaller, i.e., 40 , taking $\epsilon=3.0$, will produce better results, in terms of Acc and $J$, than when $\epsilon$ is taken in the range $4.0 \leq \epsilon \leq 7.0$. When $N$ is too small, say 10 , numerical, instability occurs.

Similarly Table (8.3.19), show, the effect of $\epsilon$ and $N$ in obtaining the second local minimurn. Here by taking, the best initial control, $u_{0}=2.0$, the best minimum $J^{*}$, obtained was 0.13318594 , to 8 decimal places, with, $\|g\|=$ $1.985 \times 10^{-3}$, and the corresponding parameter, values, $\epsilon=0.18, N=78$ or 156 and $m=27$. when $N$ is sufficiently large, say, 78 taking $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.18$, can produce consistent results, with better Acc. For smaller $N$, say 40 , taking $\epsilon=0.1$, or $\epsilon=0.19$, could find $J^{*}$, with a better Acc, than other $\epsilon$ 's, but it took, a lot more iterations for $\epsilon=0.1$, to achieve that than, $\epsilon=0.19$. When $N$ is too small, say, 10 , taking $\epsilon$ too small, say 0.1 , produces consistent results. Tables (8.3.20), (8.3.21), (8.3.22) and (8.3.23), show the effect of $u_{0}$ on $J$, when the best $N$ is selected, i.e., $N=78$ for Acc $\leq 10^{-2}$. Acc $\leq 2 \times 10^{-3}$, Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$. Here we should note that Acc $\leq 2.0 \times 10^{-3}$, is the best Acc, that some of the $u_{0}$ 's could achieve in the range $2.0 \leq u_{0} \leq 3.0$. From Table (8.3.20), selecting $u_{1}=1.4$, can produce better $J^{*}$, than other starting values, from the recpuired Acc $\leq 10^{-2}$, for the first local minimum. Also selecting $u_{0}=3.0$, produces better $J^{*}$, for the Acc $\leq 10^{-3}$, with fewer iterations, than other starting values.

Table (8.3.21), show that, the best Acc $\leq 2.0 \times 10^{-3}$, could be achieved for some initial controls, and not all starting controls could achieve that.

Table (8.3.22), shows that for the first local minima, all the $u_{0}$ 's in the range $0.9 \leq u_{0} \leq 1.8$ could achieve the required Acc $\leq 10^{-4}$, and the best $u_{0}$, in terms of number of iterations and function evaluations, to achieve that was $u_{0}=1.0$. But none of the starting controls in the range $2.0 \leq u_{0} \leq 3.0$, could achieve the required Acc for the second local minima. Also from Table (8.3.23), we can see that, all the starting controls, in the range $0.9 \leq u_{0} \leq 1.8$, could achieve the required Acc $\leq 10^{-6}$, and the best of them in terms of number of iterations and function evaluations, was with $u_{0}=1.0$, but yet again, non of the $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$, could achieve the required Acc for the second local minima.

Different, aspects of critical parameters, are also shown graphically, in Figures (8.3.25) to (8.3.32). Figure (8.3.25), effects of $m$ on $u$, when $u_{0}=$ $1.0, m=0,2$ and 20 , with $N=78$ and $\epsilon=6.0$. As can be seen for $m=2$ and $m=20$, the pattern of curves for control are fairly similar, and the difference lies towards the end of time, that, the curve with $m=20$ touches zero, whereas, $m=2$ does not.

Figure (8.3.26), effect of $N$ on $u$, with $N=40$, and 78 respectively, with their best corresponding $\epsilon$ 's of 3.0 and 6.0 , where $u_{0}=1.0$ and $m=5$. Here as can be seen, there are some clifferences, in the early stages of time, i.e., 0.0 to approximately, 0.2 , between the graphs of controls of $N=40$ and $N=78$. Then from there to the final tine, they behave similarly.

Figure (8.3.27), effect of $\epsilon$ on $u$, of using step length factors, $\epsilon=6.0$ and 7.0 , with $N=78, u_{0}=1.0$ and $m=2$. Here, although the pattern of the curvature of the control is similar, for both $\epsilon$ 's, but there are some differences, that could be observed, i.e., at approximate time of 0.15 , the peak of the curve for $\epsilon=6.0$, is higher than $\epsilon=7.0$, then from, there, the slope of the cure for both of them are downward, but as it gets near the final time the slope of the curve for $\epsilon=6.0$, is nearer to zero than $\epsilon=7$.

Figure (8.3.28), effect of $u_{0}$ on optimal $J$ for different values of $m$, when $N=78, u_{0}=1.0$ with $\epsilon=6.0, u_{0}=1.4$ with $\epsilon=6.0$ and finally $u_{0}=1.8$ with $\epsilon=4.0$.

Here as can be seen from the plots, although for the first few iterations, there may be some difference, between, different starting controls, but as $m$ increases, they all converge, to the same value of optimal $J$.

Figure (8.3.29), effect of $m$ on $u$, for $u_{0}=2.0$, with $m=0, m=5$ and $m=27$, where $N=78$ and $\epsilon=0.18$. As can be seen by increasing $m$ to 27 , the slope of the curve of control is downward along time axis, and as it gets to the final time, it touches zero. Figure (8.3.30), effect of $N$ on $u$, when $u_{0}=2.0$, with $N=10$ and 78 , respectively, with their best corresponding parameters, $\epsilon=0.1, m=61$ and $\epsilon=0.18, m=27$. The pattern of the curvature of the control, for both $N$ 's are similar, except at the beginning that the curve of $N=10$, starts at approximately $u=3.4$, whereas the curve of $N=78$, starts at approximately $u=4.4$. Figure (8.3.31), effect of $\epsilon$ on $u$, of using the step length factors, $\epsilon=0.18$ and 0.19 , with $N=78, u_{0}=2.0$ and $m=2$. Here also, the pattern of the behaviour for both the curves of $\epsilon=0.18$ and $\epsilon=0.19$, are similar, except at the start and finish points where for $\epsilon=0.18$, the curve started at approximately $u=3.9$ and finished at $u=0.0$, whereas, for $\epsilon=0.19$, the curve started at approximately $u=2.8$ and finished near zero.

Figure (8.3.32), effect of $u_{0}$ on optimal $J$, for different values of $m$, when $N=78, u_{0}=2.0$ with $\epsilon=0.18, u_{0}=2.4$, with $\epsilon=0.18$ and finally $u_{0}=3.0$, with $\epsilon=0.11$. As can be seen, although, for the first few iterations, the value of optimal $J$, may be different for some starting controls, but as $m$ increases, they all converge, to the same value for optimal $J$.

In view of the above results, a proper choice of initial control is an important factor in achieving the best $J^{*}$, in fewer iterations and function evaluations. also, for higher Acc purposes, selecting distant $u_{0}$ 's nay never achieve that.

The interaction between $\epsilon$ and $N$, shows that for the first local, optimal, the best combination is achieved with $N$ large and $\epsilon$ in the range $3.0 \leq \epsilon \leq$ 6.0 .

Also, for the second local minimum, the best $J^{*}$ is obtained, with $N$ sufficiently large and $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.18$.

### 8.3.5 Hybrid 1

The algorithm for the hybrid 1 method is described in chapter 2, section 2.6.1. The line search technique used and calculation of the norms are the same as FR, in this clapter section 8.3.3. The gradient $g$ is also as oltained in section 8.3.1. Table (8.3.24), shows the effect of $\epsilon$ and $N$, in achieving the minimum $J^{*}$ for the first local minima, with the best initial control $u_{0}=1.0$. Here the results are similar to those, obtained for FR., therefore, the best minimum $J^{*}$, also the analysis of the results, that were used for FR, could also be applied to H 1 .

Table (8.3.25), shows, the effect of $\epsilon$ and $N$, in obtaining the second local minimum. Here by taking the best initial control $u_{0}=2.4$, the best minimum $J^{*}$ obtained was, 0.13318403 , to 8 decimal places, with $m=29,\|g\|=8.832 \times$ $10^{-4}, N=78$ or 156 and $\epsilon=0.13$. Here for $N$ large enough say, 78 , taking $\epsilon$, in the range $0.1 \leq \epsilon \leq 0.14$, can produce consistent results. when $N$ is smaller, say, 40 taking $\epsilon$ in the range, $0.1 \leq \epsilon \leq 0.12$, produces consistent results. When $N$ is too small, say, 10 , taking $\epsilon=0.13$, produces stable results but, for other values of $\epsilon$ numerical instability occurs.

Tables (8.3.26), (8.3.27), (8.3.28) and (8.3.29), show that effect of $u_{0}$ on $J^{*}$, when the best $N$ is selected, i.e., 78 , for Acc $\leq 10^{-2}$, Acc $\leq$ $10^{-3}$, Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$. We should note that Acc $\leq 10^{-3}$, is the best Acc, that some of the $u_{0}$ 's could achieve in the range $2.0 \leq u_{0} \leq 3.0$. From Tables (8.3.26), (8.3.28) and (8.3.29), we can see that, for the $u_{0}$ 's in the range, $0.9 \leq u_{0} \leq 1.8$, similar results are obtained as FR., therefore the same comments, on selecting the best $u_{0}$ 's are also applicable for H 1 .

From Table (8.3.26), when $u_{0}$ is selected in the range $2.0 \leq u_{0} \leq 3.0$ to obtain Acc $\leq 10^{-2}$, selecting $u_{1}=2.4$, would result in a better $J^{*}$, for the second local minimum. The interesting result here is that, when $u_{0}=2.6$, is selected, the value of $J$ converges to the first local minimun. From Table (8.3.27), it can be seen that in order to obtain Acc $\leq 10^{-3}$, selecting $u_{0}$ as 2.0 or 2.8 , will fail this Acc, and selecting $u_{0}=2.6$, will result in finding the first local minimum and $u_{0}=2.2,2.4,2.6$ and 3.0 in finding the second local minimum.

From Tables (8.3.28) and (8.3.29), we can see that the Acc $\leq 10^{-4}$ and $\leq 10^{-6}$, are not achieved for the $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$.

Various aspects of critical parameters, $m, N, \epsilon$ and $u_{0}$ are also shown graphically, in Figures (8.3.33) to (8.3.40). The effects of $m, N, \epsilon$ for the first local minima from Figures (8.3.33) to (8.3.36), are similar to figures (8.3.17) to (8.3.20) of FR and therefore similar comments on the behaviour of the curves can also be applied to H1.

Figure (8.3.37), effect of $m$ on $u$, of $u_{0}=2.4$, with $m=0,5$ and 29 , where $N=78$ and $\epsilon=0.13$. As can be seen from the plots as $m$ increases, the slope of the curve of control along time axis, is downward, and for $m=29$, it touches zero at time 0.78 .

Figure (8.3.38), effect of $N$ on $u$, where $N=10$ and 78, respectively, with their best $\epsilon$ of $\epsilon=0.13, m=4$ and $u_{0}=2.4$. Here the pattern of the behaviour of the curve of control for both $N=10$ and 78 , are similar except the fact that the curve of control for $N=10$, started at approximately $u=3.9$ and finished at approximately, $u=1.2$, whereas the curve of control for $N=78$ started at approximately $u=3.6$ and finished at approximately $u=1$. 3 .

Figure (8.3.39), effect of $\epsilon$ on $u$, of using the step length factors, $\epsilon=0.13$ and 0.15 , with $N=78, u_{0}=2.4$ and $m=4$. Here, the curve of control for $\epsilon=0.13$, started at approximately, $u=3.6$ and finished at approximately, 1.25, where as, the curve of control, for $\epsilon=0.15$, started at $u=3.0$ and finished at approximately $u=1.6$.

Figure (8.3.40), effect of $u_{0}$ on optimal $J$, for different values of $m$, when $N=78, u_{0}=2.0$ with $\epsilon=0.18, u_{0}=2.4$ with $\epsilon=0.13$ and finally, $u_{0}=3.0$, with $\epsilon=0.13$. Here as can be seen from the graphs, although, starting values of optimal $J$ are different for various $u_{0}$ 's but as the number of iterations, increases, they all converge to the same value of $J$.

The above results, show that a proper choice of initial control is again an important factor in finding the optimal $J$, in fewer iterations and better Acc. Also for higher Acc, e.g. Acc $\leq 10^{-3}$, for the $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$, selecting distant $u_{0}$, may neve achieve that. when $u_{0}$ is selected in the range $0.9 \leq u_{0} \leq 1.8$, the same recommendations as FR. can be applied to the interaction, between $\epsilon$ and $N$. For the second local minimum, the best $J^{*}$ is obtained, with $N$, sufficiently large, and $\epsilon$, in the range $0.1 \leq \epsilon \leq 0.12$.

### 8.3.6 Angle test hybrid

The algorithm for the angle test hybrid method is as clescribed in chapter 2, section 2.7. The line search technique and the calculation of the norms are the same as FR, in this chapter, section 8.3.3. Also g can be obtained as GFS, in section 8.3.1. For this method, we had to consider, the parameter $\tau>0$, as well. The method was tested, in the same way as the previous ones, plus the new parameter $\tau$, with the values, $0.01,0.0001$ and 0.0000001 . Table (8.3.30), shows the effect of $\epsilon$ and $N$, in achieving the minimum $J^{*}$ with $u_{0}=1.0$, which is the best initial control to be selected, also the value of $\tau$ was taken as 0.0000001 . The results obtained are similar to those obtained by FR, therefore the best minimum $J^{*}$, for the first local minimum and its
corresponding parameters are also the same. Thus the analysis of the results that were applied to FR are also applicable to ATH.

Table (8.3.31), shows the effect of $\epsilon$ and $N$, in obtaining, the second local minimum. Here by taking the best initial control, $u_{0}=2.4, \tau=0.0000001$, the best minimum $J^{*}$ obtained was 0.13317505 , to 8 decimal places, with $\|g\|=9.674 \times 10^{-4}$ and corresponding parameter values, $\epsilon=0.12$ and $N=78$ or 156 . Here for $N$, large enough, say, 78 , taking $\epsilon$ in the range $0.12 \leq \epsilon \leq$ 0.13 , produces consistent results, when $N$, is smaller say, 40, taking $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.11$, produces consistent results. When $N$ is too small, say 10 only for $\epsilon=0.13$, we get stable result and for other values of $\epsilon$ numerical instability occurs. Here again selecting $N$ as 200 as opposed to 100 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (8.3.32), (8.3.33), (8.3.34) and (8.3.35), show the effect of $u_{0}$ on $J^{*}$, when sufficient large enough $N$, i.e. 78 is selected and $\tau=0.0000001$, for Acc $\leq 10^{-2}$, Acc $\leq 10^{-3}$, Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$. Here Acc $\leq 10^{-3}$ is the best Acc, that could be achieved for the ' $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$. When $u_{0}$ is in the range $0.9 \leq u_{0} \leq 1.8$, the same results are obtained as FR., therefore the same comments and recommendations, could also be applied to ATH.

From Table (8.3.32) for the Acc $\leq 10^{-2}$, selecting $u_{0}=2.6$, finds reasonably, a better value for minimum $J^{*}$ for the second local minima compared with others, considering the number of iterations and function evaluations, it has taken. From Table (8.3.33), for Acc $\leq 10^{-3}$, selecting $u_{0}=2.4$, takes fewer iterations than other starting values, to find minimum $J^{*}$ for the second local minima. Here, we can see from, Tables (8.3.34) and (8.3.35), that for higher Acc's, i.e. Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$, selecting $u_{0}$ 's in the range, $2.0 \leq u_{0} \leq 3.0$, could not achieve those.

Various aspects of critical parameters, are also shown graphically in Figures (8.3.41) to (8.3.48), with $\tau=0.0000001$.

The effects of $m, N, \epsilon$ and $u_{0}$ for the first local minima, from figures (8.3.41) to (8.3.44), are similar to figures (8.3.17) to (8.3.20) of FR and therefore similar comments on the belaviour of the curves can also be applied to H1.

Figure (8.3.45), effect of $m$ on $u$, with $u_{0}=2.4, N=78, \epsilon=0.12$ and $m=0,5$ and 34 . Here as can be seen from the graphs, as $m$ increases, the slope of the curve of control, along time axis, is downward, and it touches zero for $m=34$.

Figure (8.3.46), effects of $N$ on $u$, of $u_{0}=2.4$, with $N=10$ and 78 respectively, with their best corresponding $\epsilon$ 's of 0.13 and 0.12 , where $m=4$. As can be seen from the plots, the slope of the curves of control for both $N=10$ and 78 are similar, with some minor differences at the start and finish points.

Figure (8.3.47), effect of $\epsilon$ on $u$ of $u_{0}=2.4$, with $\epsilon=0.12$ and $\epsilon=0.15$, when $n=78$ and $m=4$. Here also, the slope of the curve of control is downward for both $\epsilon$ 's, but there are some clifferences at the starting and finishing points, i.e., the curve of control for $\epsilon=0.12$ starts at approximately, $u=3.6$ and finishes at approximately $u=1.25$, where as the curve of control for $\epsilon=0.15$, starts at approxinately, $u=3.0$ and finishes at approximately
$u=3.0$ and finishes at approximately $u=1.6$.
Figure (8.3.48), effect of $u_{0}$ on optimal $J$ for different, values of $m$, where $N=78, u_{0}=2.0$ with $\epsilon=0.13, u_{0}=2.4$ with $\epsilon=0.12$ and finally $u_{0}=3.0$, with $\epsilon=0.14$. As can be seen from the plots, as the number of iterations increases, the value of optimal $J$, for all starting controls, tends to the same value.
in view of the above results and comments, we can see that an appropriate choice of $u_{0}$ is critical in finding the best minimum $J^{*}$ in fewer iterations and a better Acc. Here also, selecting distant $u_{0}$ 's may never achieve higher accuracies at all.

When $u_{0}$ is selected in the range $0.9 \leq u_{0} \leq 1.8$ the same recommendations for FR can also be suggested for the interaction between $\epsilon$ and $N$.

For the second local minima, the best $J^{*}$ is oltained, with $N$ large enough and $\epsilon$ in the range $0.12 \leq \epsilon \leq 0.13$. Here the effect of $\tau$ on obtaining the minimum $J^{*}$ was practically negligible.

### 8.3.7 Hybrid 3

The algorithm for Hybrid 3 method can also be found in chapter 2, section 2.8. The calculation of the norms, and line search are the same as for FR. in this chapter, section 8.3.3. The gradient, $g$ can also be calculated the same way as for GFS, in this chapter, section 8.3.1. The effect of new parameters, $\lambda .0$, with the values of $0.01,0.0001$ and 0.0000001 , and $\mu<\frac{1}{2}$, with the values of $0.15,0.35$ and 0.4999 , were also considered and tested for this method.

Tables (8.3.36), shows the effect of $\epsilon$ and $N$, in achieving the minimun $J^{*}$, with $u_{0}=1.0$, which is the the best initial control to be selected, along with the value of $\lambda=0.0000001$ and $\mu=0.4999$. The results obtained for the best minimum $J^{*}$ of the first local minima are the same as those obtained for FR or H 1 , therefore the same analysis of the results can be true for H 3 .

Table (8.3.37), shows, the effect of $\epsilon$ and $N$, in obtaining the second local minimum. Here by taking the best initial control $u_{0}=2.4, \lambda=0.0000001$ and $\mu=0.4999$, the results obtained are the same as those obtained from $H 1$ and therefore the same comments and suggestions for selecting $\epsilon$ and $N$ could be applied to H 3 .

Tables (8.3.38) to (8.3.41) show the effect of $u_{0}$ on $J^{*}$ when $N=78, \lambda=$ 0.0000001 and $\mu=0.4999$, for Acc $\leq 10^{-2}$, Acc $\leq 10^{-3}$, Acc $\leq 10^{-4}$ and Acc $\leq 10^{-6}$. Here the Acc $\leq 10^{-3}$, was the best, that could be achieved for $u_{0}$ 's in the range $2.0 \leq u_{0} \leq 3.0$. As can be seen these tables are similar to Tables (8.3.26) to (8.3.29) of H1, and therefore the same comments and recommendations could be applied to H 3 .

Figure (8.3.49) to (8.3.56), are similar to Figures (8.3.33) to (8.3.40) of H1 with $\lambda=0.0000001$ and $\mu=0.4999$, and therefore show similar effects for $m, N, \epsilon$ and $u_{0}$. In view of all the above the same recommendations as H 1 on selecting $u_{0}$, as well as $N$ and $\epsilon$ to find the best minimum $J^{*}$, for both local minimas can also be applied to H 3 . Here, the effect of $\lambda$ and $\mu$ on minimizing $J^{*}$ was practically negligible.

### 8.4 Summary of the Results

Summary of the results, could be found in Table (8.4.1), also comparison of the seven optimization techniques,graphically can be seen in figure (8.4.1), for the first local minima, and Figure (8.4.2), for the second local minima, where $N$ is taken as $78, \tau=0.0000001$ for ATH, $\lambda=0.0000001, \mu=0.4999$ for H3. Here in Figure (8.4.1), the comparison of the methods are shown, with their best initial controls, i.e., for GFS, $u_{0}=1.4$ and the other methods with $u_{0}=1.0$. This has also been applied to Figure (8.4.1), with $u_{0}=2.0$ for GFS and PR, and $u_{0}=2.4$ for the other methods.

Considering all the aspects of convergency for minimizing $J^{*}$, i.e. the number of iterations, the best Acc, number of function evaluations, computing time and finally numerical stability, the methods performed as follows. At $u_{0}=1.0$, all the methods achieved the high Acc of $\leq 10^{-6}$, and also similar value of $J^{*}$ up to 7 decimal places, for the first local minima. Taking into consideration the number of iterations, FR., H1, ATH and H3, performed similarly and the best, but it took more number of function evaluations than GFS to achieve that.

At $u_{0}=1.4$, all the methods could achieve the Acc $\leq 10^{-6}$, and produced similar $J^{*}$ for the first local minima, up to 7 decimal places. Here also taking into consideration the number of iterations FR, H1, ATH and H3, performed similarly and the best, but it took more number of function evaluations than GFS to achieve that.

At $u_{0}=2.0$, considering the number of iterations taken to achieve, the best $J^{*}$ for the second minima in fewer iterations, to 3 decimal places, FR performed the best, then H 1 and H 3 performed similarly, then in order of performance PR, ATH, SD and finally GFS. But regardless of number of iterations, the best $J^{*}$ up to 8 decimal places were achieved in order of preference by ATH, then SD, then PR, then H 1 and H 3 , that performed similarly, then GFS and finally FR.

At $u_{0}=2.4$, considering the number of iterations, the best minimum $J^{*}$ for the second local minima, up to 3 , decimal places, in order of performance were achieved as follows;

1-PR, 2-FR, 3-H1 and H3, 4-ATH, 5-SD and 6-GFS. But, if we consider the best $J^{*}$ obtained up to 8 decimal places, regarclless of $m$, the order of performance will be as follows;
$1-\mathrm{FR}, 2-\mathrm{SD}, 3-\mathrm{ATH}, 4-\mathrm{H} 1$ and $\mathrm{H} 3,5-\mathrm{PR}$ and 6-GFS.

### 8.5 Conclusion

In this chapter, we have tested, the problem numerically, using seven gradient and conjugate gradient techniques. The test, has shown that, there are two different local optimal minimum for this problem. Usually by taking $u_{0}$ in the range [1.0, 1.8], lead to finding the first local minimum and taking $u_{0}$ in the range $[2.0,3.0]$, confirmed the other. But in some odd cases taking some $u_{0}$ 's in the range $[2.0,3.0$ ], produced the first local minimum. It happened when we used SD, H 1 and H 3 .

The comparison of the methods were carried out by varying the critical
parameters, such as, $\epsilon, N$ and $u_{0}$. In all cases selecting a proper initial control facilitates the procedure of finding the optima $J$ in fewer iterations with better Acc and less computing time. Also always selecting large enough integration step number ( $N$ ), with appropriate step length factor ( $\epsilon$ ), could help to overcome numerical instability in search for optimal $J$.

Although for this problem, one may not be able to recommend only one or two techniques, in absolute certainty as the best, but overall in view of convergency, number of iterations, computing time and numerically stability, we could see that the best $J^{*}$ for the first local minimum could be achieved by FR, H1, ATH and H3, where they all performed similarly, and the best minimum $J^{*}$ for the second local minimum could be achieved by FR .

TABLE (8.3.1): Results of GFS with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $110$ | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24473309 \\ & m=75 \\ & \\| \text { 线 }=9.440 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=76 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & m=77 \\ & \\| \mathrm{g}=9.670 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446097 \\ & \mathrm{~m}=76 \\ & \\|\mathrm{~g}\\|=9.668 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=77 \end{aligned}$ |
| 2.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24473309 \\ & \mathrm{~m}=36 \\ & \\|\mathrm{~g}\\|=9.020 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=37 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.24446097 \\ & \mathrm{~m}=37 \\ & \\|\mathrm{~g}\\|=8.457 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446097 \\ & m=36 \\ & \\|g\\|=8.448 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=37 \end{aligned}$ |
| 3.0 | - | $\begin{aligned} & \mathrm{S}^{*}=0.24473312 \\ & \mathrm{~m}=76 \\ & \\|\mathrm{~g}\\|=9.48 \times 10^{-7} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=77 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=24 \\ & \mathrm{Hg} \\|=6.853 \times 10^{-7} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=25 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=24 \\ & \\|g\\|=6.853 \times 10^{-7} \\ & \\| \text { Cputime }=1 \\ & \text { NFE }=25 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & J^{*}=0.24473312 \\ & m=200 \\ & \\|g\\|=3.835 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=201 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=18 \\ & \\| \mathrm{g}=7.840 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=18 \\ & \\|\mathrm{~g}\\|=7.840 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=19 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & J^{*}=0.24494711 \\ & m=200 \\ & \\|g\\|=1.551 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=201 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.2446097 \\ & \mathrm{~m}=124 \\ & \\|\mathrm{~g}\\|=9.671 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=125 \end{aligned}$ | $\begin{aligned} & \mathrm{s}^{*}=0.2446096 \\ & m=124 \\ & \\|\mathrm{~g}\\|=9.671 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=125 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & \mathrm{r}^{*}=0.24495821 \\ & m=210 \\ & \\|s\\|=1.662 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=211 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.2446097 \\ & \mathrm{~m}=128 \\ & \\|\mathrm{~g}\\|=9.834 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=129 \end{aligned}$ |  |

TABLE (8.3.2): Results of GFS with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $\begin{aligned} & \mathrm{J}^{*}=0.13766994 \\ & m=163 \\ & \\|\mathrm{~g}\\|=7.131 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=76 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13349582 \\ & \mathrm{~m}=161 \\ & \\| \mathrm{g}=7.191 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=162 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13328145 \\ & \mathrm{~m}=161 \\ & \\|\mathrm{~g}\\|=7.184 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \text { NFE }=162 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13328143 \\ & m=161 \\ & \\|g\\|=7.173 \times 10^{-3} \\ & \text { Cputime }=3 \\ & \text { NFE }=162 \end{aligned}$ |
| 0.16 | $\begin{aligned} & \mathrm{S}^{*}=0.13766484 \\ & m=103 \\ & \\|\mathrm{l}\\|=7.025 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=103 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13348867 \\ & m=101 \\ & \\| \mathrm{g}=7.017 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13327397 \\ & m=101 \\ & \\| \mathrm{ll}=7.172 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13327397 \\ & \mathrm{~m}=100 \\ & \left\\|\\|=7.171 \times 10^{-3}\right. \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=101 \end{aligned}$ |
| 0.17 | $\begin{aligned} & \mathrm{J}^{*}=0.13789450 \\ & m=80 \\ & \\|g\\|=1.363 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.1347623 \\ & m=97 \\ & \mathrm{mg} \\|=1.440 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=102 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13327228 \\ & \mathrm{~m}=95 \\ & \\|\mathrm{~g}\\|=7.168 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=96 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13327228 \\ & m=95 \\ & \\| g=7.168 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \text { NFE }=96 \end{aligned}$ |
| 0.18 | $\begin{aligned} & \mathrm{T}^{*}=0.13788830 \\ & \mathrm{~m}=75 \\ & \\|g\\|=1.342 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=76 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13373600 \\ & \mathrm{~m}=74 \\ & \\|\mathrm{~g}\\|=1.353 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=75 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13338626 \\ & \mathrm{~m}=80 \\ & \\|\mathrm{~g}\\|=1.379 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13338625 \\ & \mathrm{~m}=80 \\ & \\|\mathrm{~g}\\|=1.371 \times 10^{-2} \\ & \text { Cputime }=2 \\ & \text { NFE }=81 \end{aligned}$ |
| 0.2 | $\begin{aligned} & J^{*}=0.13766229 \\ & m=104 \\ & \\|g\\|=8.108 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=105 \end{aligned}$ | $\begin{aligned} & I^{*}=0.13541269 \\ & m=48 \\ & \\|g\\|=3.436 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=49 \end{aligned}$ | $\begin{aligned} & I^{*}=0.1348734 \\ & m=50 \\ & \\|g\\|=2.991 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=51 \end{aligned}$ | $2 \begin{aligned} & J^{*}=0.1348734 \\ & m=50 \\ & \\|g\\|=2.991 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=51 \end{aligned}$ |

TABLE (8.3.3):Results of GFS with change in $\mathbf{u}_{0}$ for ACC $\leq 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{NFE}$ | lps | Cputime |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 1.0 | 3 | 0.24444990 | $8.78792 \times 10^{-3}$ | 4 | 4.0 | $<1$ |
| 1.2 | 4 | 0.24448322 | $5.35426 \times 10^{-3}$ | 5 | 4.0 | $<1$ |
| 1.4 | 4 | 0.24448171 | $5.51124 \times 10^{-3}$ | 5 | 4.0 | $<1$ |
| 1.6 | 4 | 0.24448836 | $6.33551 \times 10^{-3}$ | 5 | 4.0 | $<1$ |
| 1.8 | 5 | 0.24449331 | $6.72935 \times 10^{-3}$ | 6 | 4.0 | $<1$ |
| 2.0 | 86 | 0.13337086 | $9.92293 \times 10^{-3}$ | 87 | 0.17 | 1 |
| 2.2 | 89 | 0.13336717 | $9.80322 \times 10^{-3}$ | 90 | 0.17 | 1 |
| 2.4 | 91 | 0.13337527 | $9.99689 \times 10^{-3}$ | 92 | 0.17 | 1 |
| 2.6 | 94 | 0.13336457 | $9.7239 \times 10^{-3}$ | 95 | 0.17 | 1 |
| 2.8 | 96 | 0.13336681 | $9.77310 \times 10^{-3}$ | 97 | 0.17 | 1 |
| 3.0 | 98 | 0.13336672 | $0.76900 \times 10^{-3}$ | 99 | 0.17 | 1 |

TABLE (8.3.4): Results of GFS with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 0.00722$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|8\\|$ | NFE | eps | Cputime |
| :--- | :--- | :---: | :---: | :---: | :--- | :--- |
| 2.0 | 95 | 0.13327228 | $7.16762 \times 10^{-3}$ | 96 | 0.17 | 1 |
| 2.2 | 97 | 0.13327950 | $7.18269 \times 10^{-3}$ | 98 | 0.17 | 1 |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.5): Results of GFS with change in $\mathbf{u}_{0}$ for ACC $\leq 10^{-4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :--- | :--- | :--- | :--- | :--- | :---: |
| 1.0 | 10 | 0.24446172 | $8.79201 \times 10^{-5}$ | 11 | 4.0 | $<1$ |
| 1.2 | 11 | 0.24446172 | $6.24158 \times 10^{-5}$ | 12 | 4.0 | $<1$ |
| 1.4 | 11 | 0.24446172 | $6.12983 \times 10^{-5}$ | 12 | 4.0 | $<1$ |
| 1.6 | 11 | 0.24446173 | $7.26314 \times 10^{-5}$ | 12 | 4.0 | $<1$ |
| 1.8 | 12 | 0.24446185 | $8.60888 \times 10^{-5}$ | 13 | 4.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.6): Results of GFS with change in $u_{0}$ for ACC $\leq 10^{-6}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 18 | 0.24446097 | $6.03057 \times 10^{-7}$ | 19 | 4.0 | $<1$ |
| 1.2 | 18 | 0.24446097 | $7.93442 \times 10^{-7}$ | 19 | 4.0 | $<1$ |
| 1.4 | 18 | 0.24446096 | $7.84019 \times 10^{-7}$ | 19 | 4.0 | $<1$ |
| 1.6 | 18 | 0.24446097 | $8.71432 \times 10^{-7}$ | 19 | 4.0 | $<1$ |
| 1.8 | 20 | 0.24446096 | $5.36816 \times 10^{-7}$ | 21 | 4.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.7):Results of SD with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | 10 | $40$ | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24473308 \\ & \mathrm{~m}=43 \\ & \\|\mathrm{~g}\\|=9.086 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=190 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=31 \\ & \\|g\\|=9.927 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=127 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & \mathrm{~m}=30 \\ & \\|\mathrm{~g}\\|=9.915 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=123 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & r^{*}=0.24945948 \\ & m=2 \\ & \\|g\\|=1.482 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & m=25 \\ & \\|g\\|=2.521 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=103 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=25 \\ & \\| \mathrm{sl}=2.521 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=103 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{y}^{*}=0.24531672 \\ & \mathrm{~m}=1 \\ & \\|\mathrm{~g}\\|=0.6623269 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=6 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.24446096 \\ & \mathrm{~m}=20 \\ & \\|\mathrm{~g}\\|=6.337 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=19 \\ & \\|g\\|=6.242 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=78 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.26430095 \\ & m=1 \\ & \\|\mathrm{\\| g}\\|=1.50813 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=6 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & \mathrm{~m}=18 \\ & \\|\mathrm{~g}\\|=3.053 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=73 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446096 \\ & m=18 \\ & \\|s\\|=3.053 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=73 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655780 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=2.408 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=40 \\ & \\|\mathrm{~g}\\|=5.029 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=178 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446096 \\ & m=40 \\ & \\|g\\|=5.029 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=178 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & J^{*}=0.24725561 \\ & m=2 \\ & \\| \text { \|g\\| =. } 9135220 \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=45 \\ & \\|g\\|=5.345 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=201 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24446096 \\ & m=45 \\ & \\|g\\|=5.345 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=201 \end{aligned}$ |

TABLE (8.3.8):Results of SD with varying $\varepsilon$ and N .

| $\overline{\mathbf{N}}$ <br> $\varepsilon$ | $10$ | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339408 \\ & \mathrm{~m}=200 \\ & \\|g\\|=6.052 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=990 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13319629 \\ & m=100 \\ & \left\\|\left\\|\\|=3.048 \times 10^{-3}\right.\right. \\ & \text { Cputime }=4 \\ & \text { NFE }=540 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13319619 \\ & m=100 \\ & \\| \mathrm{g}=3.013 \times 10^{-3} \\ & \text { Cputime }=8 \\ & \text { NFE }=551 \end{aligned}$ |
| 0.3 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339239 \\ & m=200 \\ & \\|g\\|=2.841 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=1153 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13319844 \\ & m=100 \\ & \\|\mathrm{~g}\\|=3.392 \times 10^{-3} \\ & \text { Cputime }=3 \\ & \text { NFE }=419 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13319844 \\ & \mathrm{~m}=99 \\ & \left\\|\\|=3.365 \times 10^{-3}\right. \\ & \\| \mathrm{Cputime}=7 \\ & \text { CpFE }=421 \end{aligned}$ |
| 0.4 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339224 \\ & \mathrm{~m}=200 \\ & \\|g\\|=1.760 \times 10^{-5} \\ & \\| \mathrm{g}=\mathrm{y} \\ & \text { Cputime }=4 \\ & \text { NFE }=1399 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13317670 \\ & \mathrm{~m}=100 \\ & \\|\mathrm{~g}\\|=3.445 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \text { NFE }=570 \end{aligned}$ | $\begin{aligned} & r^{*}=0.13317670 \\ & m=100 \\ & \\|s\\|=3.445 \times 10^{-4} \\ & \text { Cputime }=4 \\ & \text { NFE }=570 \end{aligned}$ |
| 0.5 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339251 \\ & \mathrm{~m}=200 \\ & \\|\mathrm{~g}\\|=2.01 \times 10^{-5} \\ & \text { Cputime }=4 \\ & \text { NFE }=1214 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13317500 \\ & m=76 \\ & \\|\mathrm{~g}\\|=3.483 \times 10^{-7} \\ & \text { Cputime }=3 \\ & \text { NFE }=450 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13317500 \\ & m=76 \\ & \\|g\\|=3.483 \times 10^{-7} \\ & \text { Cputime }=7 \\ & \text { NFE }=450 \end{aligned}$ |
| 0.6 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13337754 \\ & \mathrm{~m}=200 \\ & \\|\mathrm{~g}\\|=1.948 \times 10^{-7} \\ & \text { Cputime }=3 \\ & \text { NFE }=817 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13317687 \\ & m=100 \\ & \\|\mathrm{~g}\\|=1.061 \times 10^{-3} \\ & \text { Cputime }=3 \\ & \text { NFE }=410 \end{aligned}$ | $\begin{aligned} & r^{*}=0.13317687 \\ & m=100 \\ & \\|g\\|=1.061 \times 10^{-3} \\ & \text { Cputime }=7 \\ & \text { NFE }=410 \end{aligned}$ |
| 0.7 | - | $\begin{aligned} & T^{*}=0.13338211 \\ & m=210 \\ & \\|g\\|=2.03 \times 10^{-6} \\ & \text { Cputime }=4 \\ & \text { NFE }=953 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13317723 \\ & m=115 \\ & \\|\mathrm{~m}\\|=3.512 \times 10^{-3} \\ & \text { Cputime }=4 \\ & \text { NFE }=614 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13317721 \\ & m=115 \\ & \\|g\\|=3.51 \times 10^{-3} \\ & \text { Cputime }=8 \\ & \text { NFE }=602 \end{aligned}$ |

TABLE (8.3.9): Results of SD with change in $\mathbf{u} 0$ for ACC $\leq 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 2 | 0.24449588 | $5.26189 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.5650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446458 | $3.05202 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24451868 | $4.31404 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.8 | 3 | 0.24480176 | $9.79006 \times 10^{-3}$ | 13 | 5.0 | $<1$ |
| 2.0 | 35 | 0.13342755 | $7.20393 \times 10^{-3}$ | 153 | 0.5 | 1 |
| 2.2 | 34 | 0.13351020 | $8.58810 \times 10^{-3}$ | 147 | 0.5 | 1 |
| 2.4 | 33 | 0.13365698 | $9.31940 \times 10^{-3}$ | 145 | 0.5 | 1 |
| 2.6 | 7 | 0.24468170 | $9.37026 \times 10^{-3}$ | 50 | 0.5 | $<1$ |
| 2.8 | 8 | 0.24456707 | $7.77207 \times 10^{-3}$ | 57 | 0.5 | $<1$ |
| 3.0 | 8 | 0.24456794 | $8.72479 \times 10^{-3}$ | 57 | 0.5 | $<1$ |

TABLE (8.3.10):Results of SD with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 10-4$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 7 | 0.24446133 | $9.36289 \times 10^{-5}$ | 29 | 6.0 | $<1$ |
| 1.0 | 8 | 0.24446157 | $5.86540 \times 10^{-5}$ | 23 | 6.0 | $<1$ |
| 1.2 | 9 | 0.24446164 | $8.95227 \times 10^{-5}$ | 37 | 6.0 | $<1$ |
| 1.4 | 10 | 0.24446172 | $7.95043 \times 10^{-5}$ | 41 | 6.0 | $<1$ |
| 1.6 | 10 | 0.24446173 | $8.19126 \times 10^{-5}$ | 41 | 6.0 | $<1$ |
| 1.8 | 12 | 0.24446172 | $8.79033 \times 10^{-5}$ | 49 | 5.0 | 2 |
| 2.0 | 55 | 0.13317762 | $5.41984 \times 10^{-5}$ | 259 | 0.5 | 2 |
| 2.2 | 56 | 0.13317508 | $6.10893 \times 10^{-5}$ | 260 | 0.5 | 2 |
| 2.4 | 56 | 0.13317770 | $5.49609 \times 10^{-5}$ | 264 | 0.5 | 2 |
| 2.6 | 93 | 0.24446164 | $9.74202 \times 10^{-5}$ | 417 | 0.5 | 3 |
| 2.8 | 93 | 0.24446163 | $9.92667 \times 10^{-5}$ | 417 | 0.5 | 3 |
| 3.0 | 92 | 0.24446163 | $9.93451 \times 10^{-5}$ | 416 | 0.5 | 3 |

TABLE (8.3.11):Results of $S D$ with change in $u_{0}$ for $A C C \leq 10-6$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 22 | 0.24446096 | $6.35642 \times 10^{-7}$ | 185 | 6.0 | 1 |
| 1.0 | 18 | 0.24446096 | $3.05272 \times 10^{-7}$ | 73 | 6.0 | $<1$ |
| 1.2 | 20 | 0.24446097 | $9.40090 \times 10^{-7}$ | 81 | 6.0 | 1 |
| 1.4 | 20 | 0.24446096 | $1.51156 \times 10^{-7}$ | 82 | 6.0 | 1 |
| 1.6 | 21 | 0.24446097 | $8.34666 \times 10^{-7}$ | 85 | 6.0 | 1 |
| 1.8 | 26 | 0.24446096 | $7.90829 \times 10^{-7}$ | 105 | 5.0 | 1 |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | 76 | 0.13317500 | $3.48297 \times 10^{-7}$ | 450 | 0.5 | 3 |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.12):Results of FR with varying $\varepsilon$ and $N$.

| $\begin{gathered} \mathrm{N} \\ \varepsilon \end{gathered}$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & \mathrm{r}^{*}=0.24585320 \\ & m=6 \\ & \\| \mathrm{Cl}=5.214 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=31 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.24446097 \\ & m=19 \\ & \\|g\\|=9.001 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=77 \end{aligned}$ |  |
| 4.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24945948 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=1.482 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & m=17 \\ & \mathrm{lgl}=8.314 \times 10^{-7} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=70 \end{aligned}$ | $\begin{aligned} & 3^{*}=0.24446096 \\ & m=17 \\ & \left\\|\\|=8.314 \times 10^{-7}\right. \\ & C \text { putime }=1 \\ & \text { NFE }=70 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.25531672 \\ & m=1 \\ & \\| g=0.6623269 \\ & \mathrm{Cp} \\|=1 \\ & \mathrm{Cputime}<1 \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=14 \\ & \\|g\\|=1.038 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=57 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446097 \\ & \mathrm{~m}=13 \\ & \\| \mathrm{ln}=1.032 \times 10^{-6} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=55 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & 5^{*}=0.26430095 \\ & m=1 \\ & \\|\&\\|=1.50813 \\ & \\| p u t i m e<1 \\ & \text { Cput }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & m=13 \\ & \left\\|\left\\|\\|=8.109 \times 10^{-7}\right.\right. \\ & \mathrm{lputime}<1 \\ & \mathrm{NFE}=53 \end{aligned}$ | $\begin{aligned} & j^{*}=0.24446096 \\ & m=13 \\ & \\|g\\|=8.109 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=53 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & \mathrm{N}^{*}=0.24655780 \\ & m=2 \\ & \\| g=2.408 \times 10^{-2} \\ & \\|g\\|=2 \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & r^{*}=0.24455418 \\ & m=5 \\ & \\|g\\|=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24455418 \\ & m=5 \\ & \\| \mathrm{ln}=2.027 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=21 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655783 \\ & \mathrm{~m}=2 \\ & \\| \mathrm{g}=2.612 \times 10^{-2} \\ & \mathrm{Cputime<1} \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{T}^{*}=0.24455223 \\ & m=5 \\ & \mathrm{\\|}=5=2.821 \times 10^{-3} \\ & \text { Cputime<1 } \\ & \text { NFE }=23 \end{aligned}$ | $\begin{aligned} & r^{*}=0.24455223 \\ & m=5 \\ & \begin{array}{l} \\| \text { sin }=2.821 \times 10^{-3} \\ C \text { putime }<1 \\ \text { NFE }=23 \end{array} \end{aligned}$ |

TABLE (8.3.13): Results of FR with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | $\overline{10}$ | $40$ | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13544655 \\ & \mathrm{~m}=14 \\ & \\|g\\|=4.241 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=79 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13335130 \\ & m=19 \\ & \\|g\\|=8.425 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=102 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13335129 \\ & \mathrm{~m}=19 \\ & \\|g\\|=8.391 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=99 \end{aligned}$ |
| 0.11 | - | $\begin{aligned} & 3^{*}=0.13342054 \\ & m=30 \\ & \\|g\\|=4.547 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=141 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13451461 \\ & m=16 \\ & \\|g\\|=3.092 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=83 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13451461 \\ & \mathrm{~m}=16 \\ & \\|g\\|=3.092 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=83 \end{aligned}$ |
| 0.12 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13366719 \\ & m=15 \\ & \\|g\\|=4.920 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13317414 \\ & m=28 \\ & \\|\mathrm{~g}\\|=8.535 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=133 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13317414 \\ & m=28 \\ & \\|g\\|=8.535 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=133 \end{aligned}$ |
| 0.13 | $\begin{aligned} & J^{*}=0.13751878 \\ & m=15 \\ & \\|g\\|=3.398 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13367046 \\ & m=15 \\ & \\|s\\|=1.034 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=75 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13326260 \\ & m=14 \\ & \\|g\\|=3.053 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=76 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13326258 \\ & \mathrm{~m}=14 \\ & \\|g\\|=3.033 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=76 \end{aligned}$ |
| 0.15 | $\begin{aligned} & J^{*}=0.34263748 \\ & m=2 \\ & \\|g\\|=0.3605352 \\ & \text { Cputime }<1 \\ & \text { NFE }=14 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.25859973 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.5172537 \\ & \text { Cputime }<1 \\ & \text { NFE }=25 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.25873187 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.5222807 \\ & \text { Cputime }<1 \\ & \text { NFE }=25 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.25872431 \\ & \mathrm{~m}=4 \\ & \\|g\\|=0.49876431 \\ & \text { Cputime }<1 \\ & \text { NFE }=25 \end{aligned}$ |

TABLE (8.3.14): Results of FR with change in $u_{0}$ for $A C C \leq 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 2 | 0.24449082 | $5.70378 \times 10^{-3}$ | 9 | 5.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.56650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446587 | $2.87109 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24458319 | $6.63058 \times 10^{-3}$ | 16 | 2.0 | $<1$ |
| 1.8 | 4 | 0.24459255 | $6.08296 \times 10^{-3}$ | 21 | 2.0 | $<1$ |
| 2.0 | 12 | 0.13328645 | $6.60359 \times 10^{-3}$ | 63 | 0.18 | $<1$ |
| 2.2 | 14 | 0.13327442 | $7.73252 \times 10^{-3}$ | 69 | 0.12 | $<1$ |
| 2.4 | 18 | 0.13317278 | $8.64012 \times 10^{-3}$ | 92 | 0.12 | $<1$ |
| 2.6 | 20 | 0.13319968 | $8.95821 \times 10^{-3}$ | 106 | 0.12 | $<1$ |
| 2.8 | 13 | 0.133401854 | $3.43664 \times 10^{-3}$ | 75 | 0.11 | $<1$ |
| 3.0 | 13 | 0.13319774 | $8.30700 \times 10^{-3}$ | 77 | 0.10 | $<1$ |

TABLE (8.3.15): Results of FR with change in $u_{0}$ for ACC $\leq 10^{-3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | 28 | 0.13317414 | $8.53505 \times 10^{-4}$ | 133 | 0.12 | 1 |
| 2.6 | - | - | - | - | - | - |
| 2.8 | 30 | 0.13317522 | $9.74618 \times 10^{-4}$ | 151 | 0.11 | 1 |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.16):Results of $F R$ with change in $u_{0}$ for ACC $\leq 10^{-4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{l}$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 7 | 0.24446170 | $9.32802 \times 10^{-5}$ | 29 | 5.0 | $<1$ |
| 1.0 | 7 | 0.24446170 | $4.72530 \times 10^{-5}$ | 29 | 6.0 | $<1$ |
| 1.2 | 8 | 0.24446179 | $5.66357 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.4 | 8 | 0.24446172 | $9.73333 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.6 | 13 | 0.24446175 | $7.55836 \times 10^{-5}$ | 59 | 2.0 | $<1$ |
| 1.8 | 13 | 0.24446170 | $9.73085 \times 10^{-5}$ | 60 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.17): Results of $F R$ with change in $u_{0}$ for $A C C \leq 10^{-6}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{l}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 14 | 0.24446096 | $3.47414 \times 10^{-7}$ | 57 | 5.0 | $<1$ |
| 1.0 | 13 | 0.24446096 | $8.10990 \times 10^{-7}$ | 53 | 6.0 | $<1$ |
| 1.2 | 14 | 0.24446097 | $9.52095 \times 10^{-7}$ | 57 | 6.0 | $<1$ |
| 1.4 | 15 | 0.24446097 | $8.91567 \times 10^{-7}$ | 62 | 6.0 | $<1$ |
| 1.6 | 24 | 0.24446097 | $4.80018 \times 10^{-7}$ | 104 | 2.0 | $<1$ |
| 1.8 | 27 | 0.24446097 | $1.36489 \times 10^{-7}$ | 117 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.18):Results of PR with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & J^{*}=0.24452166 \\ & m=5 \\ & \\|g\\|=1.916 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=22 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=37 \\ & \\|\mathrm{~g}\\|=8.933 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=151 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & m=36 \\ & \\|\mathrm{~g}\\|=8.933 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=149 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & 5^{*}=0.24945948 \\ & m=2 \\ & \\| \text { g } \\|=1.484 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & m=27 \\ & \\|\mathrm{~g}\\|=8.747 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=110 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.24446096 \\ & m=27 \\ & \\| \text { in }=8.747 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \text { NFE }=110 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24531672 \\ & \mathrm{~m}=1 \\ & \\|\\|g\\|=0.6623269 \\ & \text { Cputime }<1 \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=25 \\ & \\|\mathrm{~g}\\|=7.711 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=101 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24446096 \\ & \mathrm{~m}=25 \\ & \\| \mathrm{l}=7.711 \times 10^{-7} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=101 \end{aligned}$ |
| 6.0 | - | - | $\begin{aligned} & \mathrm{I}^{*}=0.24446096 \\ & m=20 \\ & \\|\mathrm{~g}\\|=9.308 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=81 \end{aligned}$ | $\begin{aligned} & r^{*}=0.24446096 \\ & m=20 \\ & \\| y=9.308 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=81 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & J^{*}=0.24655780 \\ & m=2 \\ & \\|\&\\|=2.408 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446918 \\ & m=5 \\ & \\|\mathrm{~g}\\|=1.302 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446918 \\ & \mathrm{~m}=5 \\ & \\| \mathrm{El}=1.302 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24656351 \\ & \mathrm{~m}=2 \\ & \\|g\\|=2.611 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446921 \\ & m=5 \\ & \mathrm{~m}=5 \\|=1.561 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24446919 \\ & m=5 \\ & \\|\&\\|=1.47 \times 10^{-5} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ |

TABLE (8.3.19):Results of PR with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $\begin{aligned} & \mathrm{J}^{*}=0.13758790 \\ & m=61 \\ & \\| g=1.894 \times 10^{-3} \\ & \\|\mathrm{~g}\\|=1.2 \\ & \text { Cputime }<1 \\ & \text { NFE }=297 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13340677 \\ & m=71 \\ & \\|g\\|=1.961 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=349 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318709 \\ & \mathrm{~m}=30 \\ & \\|\mathrm{~g}\\|=3.212 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=161 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318709 \\ & \mathrm{~m}=29 \\ & \\|\mathrm{~g}\\|=3.131 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=159 \end{aligned}$ |
| 0.17 | $\begin{aligned} & \mathrm{I}^{*}=0.13785391 \\ & m=20 \\ & \\|\mathrm{l}\\|=1.194 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=95 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.1345692 \\ & \mathrm{~m}=14 \\ & \\|\mathrm{~g}\\|=5.743 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=72 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318905 \\ & \mathrm{~m}=27 \\ & \\|\mathrm{~g}\\|=8.468 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=134 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318905 \\ & \mathrm{~m}=27 \\ & \\|g\\|=8.468 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \text { NFE }=134 \end{aligned}$ |
| 0.18 | $\begin{aligned} & \mathrm{J}^{*}=0.16595612 \\ & \mathrm{~m}=7 \\ & \\|\mathrm{~g}\\|=0.2167893 \\ & \text { Cputime }<1 \\ & \text { NFE }=39 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13377790 \\ & \mathrm{~m}=15 \\ & \\|\mathrm{~g}\\|=1.555 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=76 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318594 \\ & \mathrm{~m}=27 \\ & \\|\mathrm{~g}\\|=1.985 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=123 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318594 \\ & \mathrm{~m}=27 \\ & \\|g\\|=1.985 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \text { NFE }=123 \end{aligned}$ |
| 0.19 | $\begin{aligned} & \mathrm{J}^{*}=0.13879003 \\ & m=10 \\ & \\|g\\|=2.659 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=50 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13343252 \\ & m=25 \\ & \\|g\\|=3.805 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=125 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13353486 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=4.903 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=68 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13353483 \\ & m=13 \\ & \\| \text { g\\| }=4.899 \times 10^{-2} \\ & \text { Cputime }=2 \\ & \text { NFE }=68 \end{aligned}$ |
| 0.2 | $\begin{aligned} & J^{*}=0.13765053 \\ & m=25 \\ & \\|g\\|=5.091 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=120 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13375513 \\ & \mathrm{~m}=15 \\ & \\|g\\|=1.072 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=78 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.13319346 \\ & \mathrm{~m}=30 \\ & \mathrm{mg} \\|=2.921 \times 10^{-2} \\ & \mathrm{Cputime}=1 \\ & \mathrm{NFE}=136 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13319346 \\ & m=29 \\ & \\|g\\|=2.921 \times 10^{-2} \\ & \text { Cputime }=2 \\ & \text { NFE }=134 \end{aligned}$ |

TABLE (8.3.20): Results of PR with change in uo for ACC $\leq 10-2$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 2 | 0.24449082 | $5.70378 \times 10^{-3}$ | 9 | 5.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.56650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446583 | $3.00946 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24451984 | $4.31510 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.8 | 4 | 0.24454834 | $4.9951 \times 10^{-3}$ | 17 | 4.0 | $<1$ |
| 2.0 | 15 | 0.13329974 | $9.66388 \times 10^{-3}$ | 74 | 0.18 | $<1$ |
| 2.2 | 20 | 0.13323140 | $9.02354 \times 10^{-3}$ | 92 | 0.19 | $<1$ |
| 2.4 | 17 | 0.13333426 | $8.16410 \times 10^{-3}$ | 87 | 0.18 | $<1$ |
| 2.6 | 26 | 0.13317345 | $8.70550 \times 10^{-3}$ | 136 | 0.12 | 1 |
| 2.8 | 23 | 0.13320670 | $9.42516 \times 10^{-3}$ | 146 | 0.10 | 1 |
| 3.0 | 15 | 0.13318340 | $5.81214 \times 10^{-3}$ | 97 | 0.11 | $<1$ |

TABLE (8.3.21): Results of PR with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 10^{-3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\mathrm{Hg} \\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.0 | 27 | 0.13318554 | $1.98509 \times 10^{-3}$ | 123 | 0.18 | 1 |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | 43 | 0.13317397 | $1.94184 \times 10^{-3}$ | 207 | 0.12 | 1 |
| 2.8 | 42 | 0.13317129 | $1.93341 \times 10^{-3}$ | 228 | 0.10 | 1 |
| 3.0 | 40 | 0.13317174 | $1.98038 \times 10^{-3}$ | 204 | 0.11 | 1 |

TABLE (8.3.22):Results of PR with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{1 0 - 4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 10 | 0.24446134 | $8.90800 \times 10^{-5}$ | 41 | 5.0 | $<1$ |
| 1.0 | 8 | 0.24446148 | $7.29565 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.2 | 10 | 0.24446169 | $7.69852 \times 10^{-5}$ | 41 | 6.0 | $<1$ |
| 1.4 | 11 | 0.24446169 | $9.44105 \times 10^{-5}$ | 45 | 6.0 | $<1$ |
| 1.6 | 11 | 0.24446172 | $9.35948 \times 10^{-5}$ | 45 | 6.0 | $<1$ |
| 1.8 | 17 | 0.24446169 | $9.86105 \times 10^{-5}$ | 70 | 4.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.23):Results of PR with change in $u_{0}$ for ACC $\leq 10^{-6}$.

| $\mathbf{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{NF}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| 0.9 | 21 | 0.24446096 | $7.49008 \times 10^{-7}$ | 85 | 5.0 | $<1$ |
| 1.0 | 20 | 0.24446096 | $9.3078 \times 10^{-7}$ | 81 | 6.0 | $<1$ |
| 1.2 | 23 | 0.24446096 | $9.40211 \times 10^{-7}$ | 93 | 6.0 | 1 |
| 1.4 | 24 | 0.24446097 | $2.41687 \times 10^{-7}$ | 98 | 6.0 | 1 |
| 1.6 | 24 | 0.24446097 | $2.3042110^{-7}$ | 98 | 6.0 | 1 |
| 1.8 | 38 | 0.24446097 | $9.56529 \times 10^{-7}$ | 154 | 4.0 | 1 |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.24): Results of H1 with varying $\varepsilon$ and $N$.

| N <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & J^{*}=0.24585320 \\ & m=6 \\ & \\|g\\|=5.214 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=19 \\ & \\| g=9.001 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24446097 \\ & m=18 \\ & \\|g\\|=8.981 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=77 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & J^{*}=0.24945948 \\ & m=2 \\ & \\|s\\|=1.482 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=17 \\ & \\|\mathrm{~g}\\|=8.314 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=70 \end{aligned}$ | $\begin{aligned} & \pi^{*}=0.24446096 \\ & m=17 \\ & \\|g\\|=8.314 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=70 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.25531672 \\ & \mathrm{~m}=1 \\ & \\|\mathrm{~g}\\|=0.6623269 \\ & \text { Cputime }<1 \\ & \text { NFE=6 } \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=14 \\ & \left\\|\\|=1.038 \times 10^{-6}\right. \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=57 \end{aligned}$ | $\begin{aligned} & r^{*}=0.24446097 \\ & m=13 \\ & \\| y=1.032 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=55 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & J^{*}=0.26430095 \\ & m=1 \\ & \\|\\|g\\|=1.50813 \\ & \text { Cputime }<1 \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446096 \\ & m=13 \\ & \\|g\\|=8.109 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=53 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446096 \\ & m=13 \\ & \\|g\\|=8.109 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=53 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & \Gamma^{*}=0.24655780 \\ & m=2 \\ & \\|g\\|=2.408 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455418 \\ & \mathrm{~m}=5 \\ & \left\\|\left\\|\\|=2.027 \times 10^{-3}\right.\right. \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455418 \\ & \mathrm{~m}=5 \\ & \\| g=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655783 \\ & m=2 \\ & \\|g\\|=2.612 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455223 \\ & m=5 \\ & \\| \mathrm{m}=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24455223 \\ & m=5 \\ & \\|g\\|=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ |

TABLE (8.3.25): Results of H 1 with varying $\varepsilon$ and N .

| $\overline{\mathbf{N}}$ <br> $\varepsilon$ | $10$ | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | - | $\begin{aligned} & I^{*}=0.13339758 \\ & m=38 \\ & \\| y=9.188 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=194 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318526 \\ & m=35 \\ & \\|g\\|=3.028 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=167 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318525 \\ & \mathrm{~m}=35 \\ & \\|\mathrm{~g}\\|=3.024 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=165 \end{aligned}$ |
| 0.12 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339739 \\ & \mathrm{~m}=55 \\ & \\|\mathrm{~g}\\|=1.106 \times 10^{-3} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=297 \end{aligned}$ | $\begin{aligned} & \mathrm{s}^{*}=0.13318658 \\ & \mathrm{~m}=35 \\ & \\|\mathrm{~g}\\|=3.977 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=167 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318658 \\ & \mathrm{~m}=35 \\ & \\|g\\|=3.977 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \text { NFE }=167 \end{aligned}$ |
| 0.13 | $\begin{aligned} & 5^{*}=0.13745473 \\ & m=25 \\ & \\|g\\|=5.025 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=127 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13390099 \\ & \mathrm{~m}=15 \\ & \\|\mathrm{gl}\\|=1.566 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=84 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318403 \\ & \mathrm{~m}=29 \\ & \left\\|\\|=8.832 \times 10^{-4}\right. \\ & \text { Cputime }=1 \\ & \text { NFE }=149 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.13318403 \\ & \mathrm{~m}=29 \\ & \\|g\\|=8.832 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=149 \end{aligned}$ |
| 0.14 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13343967 \\ & m=15 \\ & \\|\mathrm{l}\\|=1.542 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=73 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318703 \\ & \mathrm{~m}=30 \\ & \\|\mathrm{~g}\\|=8.937 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=141 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318703 \\ & \mathrm{~m}=29 \\ & \\| \mathrm{g}=8.937 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=141 \end{aligned}$ |
| 0.15 | - | $\begin{aligned} & I^{*}=0.13519949 \\ & m=9 \\ & \\|g\\|=5.593 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=50 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13330998 \\ & \mathrm{~m}=20 \\ & \\| \mathrm{g}=2.778 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=94 \end{aligned}$ | $\begin{aligned} & r^{*}=0.13330998 \\ & m=20 \\ & \\|\mathrm{~g}\\|=2.778 \times 10^{-2} \\ & \text { Cputime }=2 \\ & \text { NFE }=94 \end{aligned}$ |

TABLE (8.3.26): Results of H 1 with change in $\mathrm{u}_{0}$ for $\mathrm{ACC} \leq \mathbf{1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{g}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 2 | 0.24449082 | $5.70378 \times 10^{-3}$ | 9 | 5.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.56650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446587 | $2.87109 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24458319 | $6.63058 \times 10^{-3}$ | 16 | 2.0 | $<1$ |
| 1.8 | 4 | 0.24459255 | $6.08296 \times 10^{-3}$ | 21 | 2.0 | $<1$ |
| 2.0 | 16 | 0.13320453 | $6.90606 \times 10^{-3}$ | 77 | 0.18 | $<1$ |
| 2.2 | 20 | 0.13323534 | $6.36870 \times 10^{-3}$ | 95 | 0.13 | $<1$ |
| 2.4 | 17 | 0.13318469 | $5.46456 \times 10^{-3}$ | 89 | 0.13 | $<1$ |
| 2.6 | 24 | 0.24460027 | $7.40841 \times 10^{-3}$ | 150 | 0.13 | 1 |
| 2.8 | 21 | 0.133419467 | $8.73069 \times 10^{-3}$ | 108 | 0.12 | 1 |
| 3.0 | 16 | 0.13339801 | $9.78239 \times 10^{-3}$ | 84 | 0.13 | $<1$ |

TABLE (8.3.27): Results of HI with change in uo for ACC $\leq 10$-3.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.0 | - | - | - | - | - | - |
| 2.2 | 30 | 0.13318481 | $8.74198 \times 10^{-4}$ | 140 | 0.13 | 1 |
| 2.4 | 29 | 0.13318403 | $8.83155 \times 10^{-4}$ | 149 | 0.13 | 1 |
| 2.6 | 30 | 0.24446444 | $8.61432 \times 10^{-4}$ | 203 | 0.13 | 1 |
| 2.8 | - | - | - | - | - | - |
| 3.0 | 33 | 0.13317961 | $7.21462 \times 10^{-4}$ | 161 | 0.13 | 1 |

TABLE (8.3.28): Results of $\mathbf{H 1}$ with change in $\mathrm{u}_{0}$ for $\mathrm{ACC} \leq 10^{-4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 7 | 0.24446170 | $9.32802 \times 10^{-5}$ | 29 | 5.0 | $<1$ |
| 1.0 | 7 | 0.24446170 | $4.72530 \times 10^{-5}$ | 29 | 6.0 | $<1$ |
| 1.2 | 8 | 0.24446179 | $5.66357 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.4 | 8 | 0.24446172 | $9.73333 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.6 | 13 | 0.24446175 | $7.55836 \times 10^{-5}$ | 59 | 2.0 | $<1$ |
| 1.8 | 13 | 0.24446170 | $9.73085 \times 10^{-5}$ | 60 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.29): Results of H 1 with change in $\mathbf{u o}$ for $\mathrm{ACC} \leq 10^{-6}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{l}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 0.9 | 14 | 0.24446096 | $3.47414 \times 10^{-7}$ | 57 | 5.0 | $<1$ |
| 1.0 | 13 | 0.24446096 | $8.10990 \times 10^{-7}$ | 53 | 6.0 | $<1$ |
| 1.2 | 14 | 0.24446097 | $9.52095 \times 10^{-7}$ | 57 | 6.0 | $<1$ |
| 1.4 | 15 | 0.24446097 | $8.91567 \times 10^{-7}$ | 62 | 6.0 | $<1$ |
| 1.6 | 24 | 0.24446097 | $4.80018 \times 10^{-7}$ | 104 | 2.0 | $<1$ |
| 1.8 | 27 | 0.24446097 | $1.36489 \times 10^{-7}$ | 117 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.30):Results of ATH with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $\overline{10}$ | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24585320 \\ & \mathrm{~m}=6 \\ & \\| \mathrm{g}=5.214 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=19 \\ & \\|g\\|=9.001 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446097 \\ & m=18 \\ & \text { llod }=8.981 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=77 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24945948 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=1.482 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24446096 \\ & m=17 \\ & \\|g\\|=8.314 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=70 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=17 \\ & \\| \mathrm{gl}=8.314 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=70 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.25531672 \\ & \mathrm{~m}=1 \\ & \\|\mathrm{dg}\\|=0.6623269 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=6 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24446097 \\ & m=14 \\ & \left\\|\left\\|\\|=1.038 \times 10^{-6}\right.\right. \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=57 \end{aligned}$ | $\begin{aligned} & r^{*}=0.24446097 \\ & m=13 \\ & \\|g\\|=1.032 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=55 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.26430095 \\ & \mathrm{~m}=1 \\ & \\| \text { gll }=1.50813 \\ & \text { Cputime<1 } \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & m=13 \\ & \left\\|\left\\|\\|=8.109 \times 10^{-7}\right.\right. \end{aligned}$ <br> Cputime<1 <br> NFE=53 | $\begin{aligned} & r^{*}=0.24446096 \\ & m=13 \\ & \\|g\\|=8.109 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=53 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655780 \\ & \mathrm{~m}=2 \\ & \\|g\\|=2.408 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455418 \\ & m=5 \\ & \\|\mathrm{~g}\\|=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.24455418 \\ & m=5 \\ & \\|g\\|=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655783 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=2.612 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455223 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{~g}\\|=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455223 \\ & \mathrm{~m}=5 \\ & \\|g\\|=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ |

TABLE (8.3.31):Results of ATH with varying $\varepsilon$ and N .

| $\overline{\mathbf{N}}$ $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | - | $\begin{aligned} & \mathrm{I}^{*}=0.13338819 \\ & m=45 \\ & \\| \text { gil }=1.970 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=226 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13508597 \\ & \mathrm{~m}=15 \\ & \left\\|\left\\|\\|=4.291 \times 10^{-2}\right.\right. \\ & \text { Cputime }<1 \\ & \text { NFE }=84 \end{aligned}$ | $\begin{aligned} & I^{*}=0.13508596 \\ & m=15 \\ & \\| \text { \\| } \\|=4.213 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=84 \end{aligned}$ |
| 0.11 | - | $\begin{aligned} & J^{*}=0.13339970 \\ & m=45 \\ & \\|g\\|=2.243 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=237 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13927680 \\ & m=10 \\ & \\|g\\|=0.1413501 \\ & \text { Cputime }<1 \\ & \text { NFE }=61 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13927679 \\ & \mathrm{~m}=10 \\ & \\| \mathrm{gl}=0.1413501 \\ & \text { Cputime }=1 \\ & \text { NFE }=61 \end{aligned}$ |
| 0.12 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13374761 \\ & \mathrm{~m}=15 \\ & \\|g\\|=1.707 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=87 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13317505 \\ & m=34 \\ & \\| \mathrm{gl}=9.674 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=168 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.13317505 \\ & m=34 \\ & \\|g\\|=9.674 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=168 \end{aligned}$ |
| 0.13 | $\begin{aligned} & r^{*}=0.13768117 \\ & m=15 \\ & \\|g\\|=3.125 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=82 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13666050 \\ & m=10 \\ & \\|g\\|=4.326 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=58 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.13317530 \\ & \mathrm{~m}=34 \\ & \\|\mathrm{~g}\\|=9.787 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=170 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13317530 \\ & \mathrm{~m}=34 \\ & \\|g\\|=9.787 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=170 \end{aligned}$ |
| 0.15 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13629642 \\ & m=10 \\ & \\|g\\|=4.268 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=51 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13381931 \\ & m=15 \\ & \\|g\\|=2.603 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=72 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13381929 \\ & \mathrm{~m}=15 \\ & \\|g\\|=2.587 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=72 \end{aligned}$ |

TABLE (8.3.32): Results of ATH with change in uo for ACC $\leq 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~s}^{*}$ | $\\|\mathrm{k}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 0.9 | 2 | 0.24449082 | $5.70378 \times 10^{-3}$ | 9 | 5.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.56650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446587 | $2.87109 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24458319 | $6.63058 \times 10^{-3}$ | 16 | 2.0 | $<1$ |
| 1.8 | 4 | 0.24459255 | $6.08296 \times 10^{-3}$ | 21 | 2.0 | $<1$ |
| 2.0 | 22 | 0.13318247 | $8.99351 \times 10^{-3}$ | 104 | 0.13 | 1 |
| 2.2 | 15 | 0.13322805 | $6.92920 \times 10^{-3}$ | 77 | 0.12 | $<1$ |
| 2.4 | 15 | 0.13330087 | $9.66302 \times 10^{-3}$ | 82 | 0.12 | $<1$ |
| 2.6 | 17 | 0.13318977 | $6.79285 \times 10^{-3}$ | 81 | 0.13 | $<1$ |
| 2.8 | 24 | 0.13317827 | $7.67838 \times 10^{-3}$ | 115 | 0.12 | 1 |
| 3.0 | 22 | 0.13317822 | $9.77898 \times 10^{-3}$ | 112 | 0.14 | 1 |

TABLE (8.3.33): Results of ATH with change in $u_{0}$ for ACC $\leq \mathbf{1 0 - 3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\\|\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.0 | 38 | 0.13317530 | $9.93926 \times 10^{-4}$ | 183 | 0.13 | 1 |
| 2.2 | 43 | 0.13317545 | $9.94395 \times 10^{-4}$ | 236 | 0.12 | 1 |
| 2.4 | 34 | 0.13317505 | $9.67378 \times 10^{-4}$ | 168 | 0.12 | 1 |
| 2.6 | 42 | 0.13317526 | $9.93680 \times 10^{-4}$ | 200 | 0.13 | 1 |
| 2.8 | 35 | 0.13317594 | $9.99775 \times 10^{-4}$ | 162 | 0.12 | 1 |
| 3.0 | 42 | 0.13317584 | $9.53071 \times 10^{-4}$ | 201 | 0.14 | 1 |

TABLE (8.3.34): Results of ATH with change in $u_{0}$ for $A C C \leq 10^{-4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|8\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 7 | 0.24446170 | $9.32802 \times 10^{-5}$ | 29 | 5.0 | $<1$ |
| 1.0 | 7 | 0.24446170 | $4.72530 \times 10^{-5}$ | 29 | 6.0 | $<1$ |
| 1.2 | 8 | 0.24446179 | $5.66357 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.4 | 8 | 0.24446172 | $9.73333 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.6 | 13 | 0.24446175 | $7.55836 \times 10^{-5}$ | 59 | 2.0 | $<1$ |
| 1.8 | 13 | 0.24446170 | $9.73085 \times 10^{-5}$ | 60 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.35): Results of ATH with change in $u 0$ for ACC $\leq 10^{-6}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 14 | 0.24446096 | $3.47414 \times 10^{-7}$ | 57 | 5.0 | $<1$ |
| 1.0 | 13 | 0.24446096 | $8.10990 \times 10^{-7}$ | 53 | 6.0 | $<1$ |
| 1.2 | 14 | 0.24446097 | $9.52095 \times 10^{-7}$ | 57 | 6.0 | $<1$ |
| 1.4 | 15 | 0.24446097 | $8.91567 \times 10^{-7}$ | 62 | 6.0 | $<1$ |
| 1.6 | 24 | 0.24446097 | $4.80018 \times 10^{-7}$ | 104 | 2.0 | $<1$ |
| 1.8 | 27 | 0.24446097 | $1.36489 \times 10^{-7}$ | 117 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.36):Results of H3 with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 3.0 | - | $\begin{aligned} & J^{*}=0.24585320 \\ & m=6 \\ & \\|g\\|=5.214 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=31 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=19 \\ & \\|\mathrm{~s}\\|=9.001 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=77 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=18 \\ & \\|g\\|=8.981 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=77 \end{aligned}$ |
| 4.0 | - | $\begin{aligned} & \mathrm{r}^{*}=0.24945948 \\ & \mathrm{~m}=2 \\ & \\| \mathrm{gl}=1.482 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=17 \\ & \\|\mathrm{~s}\\|=8.314 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=70 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=17 \\ & \\| \text { gl }=8.314 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=70 \end{aligned}$ |
| 5.0 | - | $\begin{aligned} & \mathrm{j}^{*}=0.25531672 \\ & m=1 \\ & \\| \mathrm{sl}=0.6623269 \\ & \text { Cputime }<1 \\ & \text { NFE }=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & m=14 \\ & \\|\mathrm{~g}\\|=1.038 \times 10^{-6} \\ & \text { Cputime }<1 \\ & \text { NFE }=57 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446097 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=1.032 \times 10^{-6} \\ & \text { Cputime }=1 \\ & \text { NFE }=55 \end{aligned}$ |
| 6.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.26430095 \\ & \mathrm{~m}=1 \\ & \\|\mathrm{~g}\\|=1.50813 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=6 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=8.109 \times 10^{-7} \\ & \text { Cputime }<1 \\ & \text { NFE }=53 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24446096 \\ & m=13 \\ & \\|g\\|=8.109 \times 10^{-7} \\ & \text { Cputime }=1 \\ & \text { NFE }=53 \end{aligned}$ |
| 7.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655780 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=2.408 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=9 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.24455418 \\ & m=5 \\ & \\|\mathrm{~g}\\|=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24455418 \\ & m=5 \\ & \\| \mathrm{g}=2.027 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=21 \end{aligned}$ |
| 8.0 | - | $\begin{aligned} & \mathrm{J}^{*}=0.24655783 \\ & \mathrm{~m}=2 \\ & \\|\mathrm{~g}\\|=2.612 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.24455223 \\ & \mathrm{~m}=5 \\ & \\|g\\|=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ | $\begin{aligned} & J^{*}=0.24455223 \\ & m=5 \\ & \\|g\\|=2.821 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=23 \end{aligned}$ |

TABLE (8.3.37): Results of H 3 with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | 10 | 40 | 78 | 156 |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339758 \\ & \mathrm{~m}=38 \\ & \\|\mathrm{~g}\\|=9.188 \times 10^{-4} \\ & \text { Cputime }<1 \\ & \text { NFE }=194 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13318526 \\ & m=35 \\ & \\|g\\|=3.028 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=167 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318525 \\ & \mathrm{~m}=35 \\ & \\| \mathrm{g}=3.024 \times 10^{-3} \\ & \text { Cputime }=2 \\ & \mathrm{NFE}=165 \end{aligned}$ |
| 0.12 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13339739 \\ & m=55 \\ & \\|g\\|=1.106 \times 10^{-3} \\ & \text { Cputime }<1 \\ & \text { NFE }=297 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318658 \\ & \mathrm{~m}=35 \\ & \\|\mathrm{~g}\\|=3.977 \times 10^{-3} \\ & \text { Cputime }=1 \\ & \text { NFE }=167 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318658 \\ & m=35 \\ & \\| g=3.977 \times 10^{-3} \\ & \\|g\\| t=2 \\ & \text { Cputime }=2 \\ & \text { NFE }=167 \end{aligned}$ |
| 0.13 | $\begin{aligned} & 5^{*}=0.13745473 \\ & m=25 \\ & \\|\mathrm{~g}\\|=5.025 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=127 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13390099 \\ & \mathrm{~m}=15 \\ & \\|g\\|=1.566 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=84 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.13318403 \\ & m=29 \\ & \\|\mathrm{~g}\\|=8.832 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=149 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13318403 \\ & m=29 \\ & \\|g\\|=8.832 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=149 \end{aligned}$ |
| 0.14 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13343967 \\ & \mathrm{~m}=15 \\ & \\|\mathrm{~g}\\|=1.542 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=73 \end{aligned}$ | $\begin{aligned} & J^{*}=0.13318703 \\ & m=30 \\ & \\|g\\|=8.937 \times 10^{-4} \\ & \text { Cputime }=1 \\ & \text { NFE }=141 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.13318703 \\ & m=29 \\ & \\|g\\|=8.937 \times 10^{-4} \\ & \text { Cputime }=2 \\ & \text { NFE }=141 \end{aligned}$ |
| 0.15 | - | $\begin{aligned} & \mathrm{J}^{*}=0.13519949 \\ & \mathrm{~m}=9 \\ & \\|\mathrm{~g}\\|=5.593 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=50 \end{aligned}$ | $\begin{aligned} & I^{*}=0.13330998 \\ & m=20 \\ & \\|g\\|=2.778 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=94 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.13330998 \\ & \mathrm{~m}=20 \\ & \\| \mathrm{g}=2.778 \times 10^{-2} \\ & \text { Cputime }=2 \\ & \text { NFE }=94 \end{aligned}$ |

TABLE (8.3.38): Results of $\mathbf{H 3}$ with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq \mathbf{1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{lg}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.9 | 2 | 0.24449082 | $5.70378 \times 10^{-3}$ | 9 | 5.0 | $<1$ |
| 1.0 | 2 | 0.24455006 | $7.23059 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.2 | 2 | 0.24465877 | $9.56650 \times 10^{-3}$ | 9 | 6.0 | $<1$ |
| 1.4 | 3 | 0.24446587 | $2.87109 \times 10^{-3}$ | 13 | 6.0 | $<1$ |
| 1.6 | 3 | 0.24458319 | $6.63058 \times 10^{-3}$ | 16 | 2.0 | $<1$ |
| 1.8 | 4 | 0.24459255 | $6.08296 \times 10^{-3}$ | 21 | 2.0 | $<1$ |
| 2.0 | 16 | 0.13320453 | $6.90606 \times 10^{-3}$ | 77 | 0.18 | $<1$ |
| 2.2 | 20 | 0.13323534 | $6.36870 \times 10^{-3}$ | 95 | 0.13 | $<1$ |
| 2.4 | 17 | 0.13318469 | $5.46456 \times 10^{-3}$ | 89 | 0.13 | $<1$ |
| 2.6 | 24 | 0.24460027 | $7.40841 \times 10^{-3}$ | 150 | 0.13 | 1 |
| 2.8 | 21 | 0.133419467 | $8.73069 \times 10^{-3}$ | 108 | 0.12 | 1 |
| 3.0 | 16 | 0.13339801 | $9.78239 \times 10^{-3}$ | 84 | 0.13 | $<1$ |

TABLE (8.3.39): Results of H 3 with change in $\mathrm{u}_{0}$ for $\mathrm{ACC} \leq 10^{-3}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\&\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.0 | - | - | - | - | - | - |
| 2.2 | 30 | 0.13318481 | $8.74198 \times 10^{-4}$ | 140 | 0.13 | 1 |
| 2.4 | 29 | 0.13318403 | $8.83155 \times 10^{-4}$ | 149 | 0.13 | 1 |
| 2.6 | 30 | 0.24446444 | $8.61432 \times 10^{-4}$ | 203 | 0.13 | 1 |
| 2.8 | - | - | - | - | - | - |
| 3.0 | 33 | 0.13317961 | $7.21462 \times 10^{-4}$ | 161 | 0.13 | 1 |

TABLE (8.3.40): Results of $\mathbf{H 3}$ with change in $\mathbf{u 0}$ for $\mathrm{ACC} \leq \mathbf{1 0 - 4}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 0.9 | 7 | 0.24446170 | $9.32802 \times 10^{-5}$ | 29 | 5.0 | $<1$ |
| 1.0 | 7 | 0.24446170 | $4.72530 \times 10^{-5}$ | 29 | 6.0 | $<1$ |
| 1.2 | 8 | 0.24446179 | $5.66357 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.4 | 8 | 0.24446172 | $9.73333 \times 10^{-5}$ | 33 | 6.0 | $<1$ |
| 1.6 | 13 | 0.24446175 | $7.55836 \times 10^{-5}$ | 59 | 2.0 | $<1$ |
| 1.8 | 13 | 0.24446170 | $9.73085 \times 10^{-5}$ | 60 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

TABLE (8.3.41): Results of $\mathbf{H 3}$ with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 10^{-6}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 0.9 | 14 | 0.24446096 | $3.47414 \times 10^{-7}$ | 57 | 5.0 | $<1$ |
| 1.0 | 13 | 0.24446096 | $8.10990 \times 10^{-7}$ | 53 | 6.0 | $<1$ |
| 1.2 | 14 | 0.24446097 | $9.52095 \times 10^{-7}$ | 57 | 6.0 | $<1$ |
| 1.4 | 15 | 0.24446097 | $8.91567 \times 10^{-7}$ | 62 | 6.0 | $<1$ |
| 1.6 | 24 | 0.24446097 | $4.80018 \times 10^{-7}$ | 104 | 2.0 | $<1$ |
| 1.8 | 27 | 0.24446097 | $1.36489 \times 10^{-7}$ | 117 | 2.0 | $<1$ |
| 2.0 | - | - | - | - | - | - |
| 2.2 | - | - | - | - | - | - |
| 2.4 | - | - | - | - | - | - |
| 2.6 | - | - | - | - | - | - |
| 2.8 | - | - | - | - | - | - |
| 3.0 | - | - | - | - | - | - |

Table (8.4.1): Summary table for the seven methods

|  | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{array}{\|l\|} \hline m=18 \\ J^{*}=0.2446097 \\ \\|g\\|=6.03057 \times 10^{-7} \\ \varepsilon=4.0 \\ \text { NFE }=19 \\ \text { Cputime }<1 \end{array}$ | $\begin{aligned} & m=18 \\ & J^{*}=0.24446096 \\ & \left\\|\left\\|\\|=3.05272 \times 10^{-7}\right.\right. \\ & \varepsilon=6.0 \\ & \text { NFE }=73 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=13 \\ & J^{*}=0.24446096 \\ & \\|g\\|=8.10990 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=53 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=20 \\ & J^{*}=0.24446096 \\ & \\|g\\|=9.3078 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=81 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=13 \\ & J^{*}=0.24446096 \\ & \\|g\\|=8.10990 \times 10^{-2} \\ & \varepsilon=6.0 \\ & \text { NFE }=53 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=13 \\ & J^{*}=0.24446096 \\ & \\|g\\|=8.10990 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=53 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=13 \\ & J^{*}=0.24446096 \\ & \\|g\\|=8.10990 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=53 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ |
| 1.4 | $\begin{array}{\|l} m=18 \\ J^{*}=0.24446096 \\ \\|g\\|=7.84019 \times 10^{-7} \\ \varepsilon=4.0 \\ \text { NFE }=19 \\ \text { Cputime }<1 \end{array}$ | $\begin{aligned} & m=20 \\ & J^{*}=0.24446096 \\ & \\|g\\|=1.51156 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=82 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & m=15 \\ & J^{*}=0.24446097 \\ & \\|g\\|=8.91567 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=62 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline m=24 \\ J^{*}=0.24446097 \\ \\|g\\|=2.41687 \times 10^{-2} \\ \varepsilon=6.0 \\ \text { NFE }=98 \\ \text { Cputime }=1 \\ \hline \end{array}$ | $\begin{aligned} & \hline m=15 \\ & J^{*}=0.24446097 \\ & \\|g\\|=8.91567 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=62 \\ & \text { Cpulime }<1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=15 \\ & J^{*}=0.24446097 \\ & \\|g\\|=8.91567 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=62 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=15 \\ & J^{*}=0.24446097 \\ & \\|g\\|=8.91567 \times 10^{-7} \\ & \varepsilon=6.0 \\ & \text { NFE }=62 \\ & \text { Cputime }<1 \\ & \hline \end{aligned}$ |
| 2.0 |  | $\begin{array}{\|l\|} \hline m=55 \\ J^{*}=0.13317762 \\ \\|g\\|=5.41984 \times 10^{-5} \\ \varepsilon=0.5 \\ \text { NFE }=259 \\ \text { Cputime }=2 \end{array}$ | $\begin{array}{\|l\|} \hline m=12 \\ J^{*}=0.13328694 \\ \\|g\\|=6.60359 \times 10^{-3} \\ \varepsilon=0.18 \\ \text { NFE }=63 \\ \text { Cputime }<1 \end{array}$ | $\begin{aligned} & m=27 \\ & J^{*}=0.13318594 \\ & \\|g\\|=1.98509 \times 10^{-3} \\ & \varepsilon=0.18 \\ & \text { NFE }=123 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{array}{\|l\|} \hline m=16 \\ J^{*}=0.13320453 \\ \\|g\\|=6.90606 \times 10^{-3} \\ \varepsilon=0.18 \\ \text { NFE }=77 \\ \text { Cputime }<1 \\ \hline \end{array}$ | $\begin{aligned} & m=38 \\ & J^{*}=0.13317530 \\ & \\|g\\|=9.94926 \times 10^{-4} \\ & \varepsilon=0.13 \\ & \text { NFE }=183 \\ & \text { Cputime }=1 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline m=16 \\ J^{*}=0.13320453 \\ \\|g\\|=6.90606 \times 10^{-3} \\ \varepsilon=0.18 \\ \text { NFE }=77 \\ \text { Cputime }<1 \\ \hline \end{array}$ |
| 2.4 | $\begin{aligned} & m=91 \\ & J^{*}=0.13337527 \\ & \\|g\\|=9.99689 \times 10^{-3} \\ & \varepsilon=0.17 \\ & \text { NFE }=92 \\ & \text { Cputime }=1 \end{aligned}$ |  | $\begin{aligned} & m=28 \\ & J^{*}=0.13317414 \\ & \\|g\\|=8.53505 \times 10^{-4} \\ & \varepsilon=0.12 \\ & \text { NFE }=133 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & m=17 \\ & J^{*}=0.13333426 \\ & \\|g\\|=8.16410 \times 10^{-3} \\ & \varepsilon=0.18 \\ & \text { NFE }=87 \\ & \text { Cputime }<1 \end{aligned}$ | $\begin{aligned} & m=29 \\ & J^{*}=0.13318403 \\ & \\|g\\|=8.83155 \times 10^{-4} \\ & \varepsilon=0.13 \\ & \text { NFE }=149 \\ & \text { Cputime }=1 \end{aligned}$ | $\begin{aligned} & m=34 \\ & J^{*}=0.13317505 \\ & \\|g\\|=9.67378 \times 10^{-4} \\ & \varepsilon=0.12 \\ & \text { NFE }=168 \\ & \text { Cputime }=1 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=29 \\ & J^{*}=0.13318403 \\ & \\|g\\|=8.83155 \times 10^{-4} \\ & \varepsilon=0.13 \\ & \text { NFE }=149 \\ & \text { Cputime }=1 \\ & \hline \end{aligned}$ |
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## Chapter 9

## PROBLEM 6

### 9.1 A Nonlinear Singular Control Problem

Here we consider the problem used by Yeo (1980) [150] to illustrate the use of quasi-linearization to solve non linear control problems and then by R. Luus (1990) [22] using discrete dynamic programming with systematic reduction in grid size.

The non-linear singular control problem is described by the state equations:

$$
\begin{gather*}
\dot{x}_{1}=x_{2}, \quad x_{1}(0)=0  \tag{9.1.1}\\
\dot{x}_{2}=-x_{3} u+16 t-8, \quad x_{2}(0)=-1  \tag{9.1.2}\\
\dot{x}_{3}=u, \quad x_{3}(0)=-\sqrt{5} \tag{9.1.3}
\end{gather*}
$$

The performance index is

$$
\begin{equation*}
J=\int_{0}^{1}\left[x_{1}^{2}+x_{2}^{2}+0.0005\left(x_{2}+16 t-8-0.1 x_{3} u^{2}\right]^{2} d t\right. \tag{9.1.4}
\end{equation*}
$$

We are to find the control $u$ in the time interval $o \leq t \leq 1$ such that the performance index $J$ is minimized. The control is bounded by

$$
\begin{equation*}
-4 \leq u \leq 10 \tag{9.1.5}
\end{equation*}
$$

Now by introducing new state variables $x_{4}$ and $x_{5}$ we transform the problem into,

$$
\begin{equation*}
\min J=\phi\left(x_{4}(1)\right) \tag{9.1.6}
\end{equation*}
$$

Subject to,

$$
\begin{gather*}
f_{1}=\dot{x}_{1}=x_{2}, \quad x_{1}(0)=0  \tag{9.1.7}\\
f_{2}=\dot{x}_{2}=-x_{3} u+16 x_{5}-8, \quad x_{2}(0)=-1  \tag{9.1.8}\\
f_{3}=\dot{x}_{3}=u, \quad x_{3}(0)=-\sqrt{5}  \tag{9.1.9}\\
f_{4}=\dot{x}_{4}=x_{1}^{2}+x_{2}^{2}+0.0005\left(x_{2}+16 x_{5}-8-0.1 x_{3} u^{2}\right)^{2}, \quad x_{4}(0)=0  \tag{9.1.10}\\
f_{5}=\dot{x}_{5}=1, \quad x_{5}(0)=0 \tag{9.1.11}
\end{gather*}
$$

with,

$$
0 \leq t \leq 1
$$

The Hamiltonian is,

$$
\begin{equation*}
H=\sum_{i=1}^{5} \lambda_{i} f_{i}=\lambda_{1} f_{1}+\lambda_{2} f_{2}+\lambda_{3} f_{3}+\lambda_{4} f_{4}+\lambda_{5} f_{5} \tag{9.1.12}
\end{equation*}
$$

The adjoint equation are,

$$
\dot{\lambda}_{i}=-\sum_{j=1}^{5} \lambda_{j} \frac{\partial f_{j}}{\partial x_{i}}
$$

with,

$$
\lambda_{i}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{i}}\right|_{t=t_{f}}, \quad i=1,2,3,4,5
$$

i.e.,

$$
\begin{array}{rl}
\dot{\lambda}_{1}= & -\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{1}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{2}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{1}}+\lambda_{4} \frac{\partial f_{4}}{\partial x_{1}}+\lambda_{5} \frac{\partial f_{5}}{\partial x_{1}}\right], \\
= & -\left[2 \lambda_{4} x_{1}\right], \\
\dot{\lambda}_{2}= & -\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{2}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{2}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{2}}+\lambda_{4} \frac{\partial f_{4}}{\partial x_{2}}+\lambda_{5} \frac{\partial f_{5}}{\partial x_{2}}\right], \\
= & -\left\{\lambda_{2}+\lambda_{4}\left\{2 x_{2}+0.0005\left[2 x_{2}-0.2 x_{3} u^{2}+32 x_{5}-16\right]\right\}\right\}, \\
\dot{\lambda}_{3}= & -\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{3}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{3}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{3}}+\lambda_{4} \frac{\partial f_{4}}{\partial x_{3}}+\lambda_{5} \frac{\partial f_{5}}{\partial x_{3}}\right], \\
= & -\left\{-\lambda_{2} u+0.0005 \lambda_{4}\left[-3.2 x_{5} u^{2}+1.6 u^{2}+0.02 u^{4} x_{3}-0.2 x_{2} u^{2}\right]\right\}, \\
& \dot{\lambda}_{4}=-\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{4}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{4}}+\lambda_{3} \frac{\partial f_{4}}{\partial x_{4}}+\lambda_{5} \frac{\partial f_{5}}{\partial x_{4}}\right], \\
=0 & 0, \\
\dot{\lambda}_{5}= & -\left[\lambda_{1} \frac{\partial f_{1}}{\partial x_{5}}+\lambda_{2} \frac{\partial f_{2}}{\partial x_{5}}+\lambda_{3} \frac{\partial f_{3}}{\partial x_{5}}+\lambda_{4} \frac{\partial f_{4}}{\partial x_{5}}+\lambda_{5} \frac{\partial f_{5}}{\partial x_{5}}\right],  \tag{9.1.17}\\
= & -\left\{16 \lambda_{2}+0.0005 \lambda_{4}\left[-3.2 x_{3} u^{2}+512 x_{5}+32 x_{2}-256\right]\right\},
\end{array}
$$

with,

$$
\begin{align*}
& \lambda_{1}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{1}}\right|_{t=t_{f}=1}=\left.\frac{\partial\left(x_{4}(1)\right)}{\partial x_{1}}\right|_{t=1}=0,  \tag{9.1.18}\\
& \lambda_{2}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{2}}\right|_{t=t_{f}=1}=\left.\frac{\partial\left(x_{4}(1)\right)}{\partial x_{2}}\right|_{t=1}=0,  \tag{9.1.19}\\
& \lambda_{3}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{3}}\right|_{t=t_{f}=1}=\left.\frac{\partial\left(x_{4}(1)\right)}{\partial x_{3}}\right|_{t=1}=0,  \tag{9.1.20}\\
& \lambda_{4}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{4}}\right|_{t=t_{f}=1}=\left.\frac{\partial\left(x_{4}(1)\right)}{\partial x_{3}}\right|_{t=1}=1,  \tag{9.1.21}\\
& \lambda_{5}\left(t_{f}\right)=\left.\frac{\partial \phi}{\partial x_{5}}\right|_{t=t_{f}=1}=\left.\frac{\partial\left(x_{5}(1)\right)}{\partial x_{5}}\right|_{t=1}=0 . \tag{9.1.22}
\end{align*}
$$

Here, before proceeding to solve the problem numerically, we should note that, singular arc occurs at $x_{3}=0$, where $\operatorname{det}\left(H_{u u}\right)$ vanishes at any point along it. Here also on the bounded control if $-4 \leq u \leq 10$, the following conditions must be satisfied;

$$
\left.\begin{array}{rl}
u=10 \Longrightarrow \frac{\partial H}{\partial H} & \leq 0  \tag{9.1.23}\\
-4<u<10 \Longrightarrow \frac{\partial H}{\partial H} & =0 \\
u & =-4 \Longrightarrow \frac{\partial H}{\partial u} \geq 0
\end{array}\right\}
$$

On these intervals, $u$ is truncated, such that if $u>10, u$ is set equal to 10 , and if $u<-4, u$ is set to equal -4 .

### 9.2 Numerical Solutions

### 9.2.1 The state and adjoint equations

The state equations are;

$$
\left.\begin{array}{lr}
f_{1}=\dot{x}_{1}=x_{2}, & x_{1}(0)=0, \\
f_{2}=\dot{x}_{2}=-x_{3} u+16 x_{5}-8, & x_{2}(0)=-1, \\
f_{3}=\dot{x}_{3}=u, & x_{3}(0)=-\sqrt{5}, \\
f_{4}=\dot{x}_{4}=x_{1}^{2}+x_{2}^{2}+0.0005\left(x_{2}+16 x_{5}-8-0.1 x_{3} u^{2}\right)^{2}, & x_{4}(0)=0 \\
f_{5}=\dot{x}_{5}=1, & x_{5}(0)=0,
\end{array}\right\}
$$

$$
0 \leq t \leq 1
$$

Using the Runge-Kutta 4th order method for numerical solution of (9.2.1) we get,

$$
\begin{aligned}
& x_{1, n+1}=x_{1, n}+\frac{1}{6}\left\{u_{1}+2 u_{2}+2 u_{3}+u_{4}\right\}, \\
& x_{2, n+1}=x_{2, n}+\frac{1}{6}\left\{v_{1}+2 u_{2}+2 v_{3}+v_{4}\right\}, \\
& x_{3, n+1}=x_{3, n}+\frac{1}{6}\left\{w_{1}+2 w_{2}+2 u_{3}+w_{4}\right\}, \\
& x_{4, n+1}=x_{4, n}+\frac{1}{6}\left\{P_{1}+2 P_{2}+2 P_{3}+P_{4}\right\}, \\
& x_{5, n+1}=x_{5, n}+\frac{1}{6}\left\{Q_{1}+2 Q_{2}+2 Q_{3}+Q_{4}\right\},
\end{aligned}
$$

where,

$$
\begin{gathered}
u_{1}=h f_{1}\left(x_{1, n}, x_{2, n}, x_{3, n}, x_{4, n}, x_{5, n}\right)=h x_{2, n}, \\
v_{1}=h f_{2}\left(x_{1, n}, x_{2, n}, x_{3, n}, x_{4, n}, x_{5, n}\right)=h\left(-x_{3, n} u_{n}+16 x_{5, n}-8\right), \\
w_{1}=h f_{3}\left(x_{1, n}, x_{2, n}, x_{3, n}, x_{4, n}, x_{5, n}\right)=h u_{n}, \\
P_{1}=h f_{4}\left(x_{1, n}, x_{2, n}, x_{3, n}, x_{4, n}, x_{5, n}\right)=h\left[x_{1, n}^{2}+x_{2, n}^{2}\right. \\
+ \\
\left.+0.0005\left(x_{2, n}+16 x_{5, n}-8-0.1 x_{3, n} u_{2}^{2}\right)^{2}\right], \\
Q_{1}=h f_{5}\left(x_{1, n}, x_{2, n}, x_{3, n}, x_{4, n}, x_{5, n}\right)=h,
\end{gathered}
$$

$$
\begin{aligned}
& u_{2}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}, x_{4, n}+\frac{1}{2} P_{1},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{1}\right)=h\left[x_{2, n}+\frac{1}{2} v_{1}\right] \text {, } \\
& v_{2}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}, x_{4, n}+\frac{1}{2} P_{1}\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{1}\right)=h\left\{-\left[x_{3, n}+\frac{1}{2} w_{1}\right] u_{n}+16\left(x_{5, n}+\frac{1}{2} Q_{1}\right)-8\right\} \text {, } \\
& w_{2}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}, x_{4, n}+\frac{1}{2} P_{1},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{1}\right)=l u u_{n}, \\
& P_{2}=h f_{4}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}, x_{4, n}+\frac{1}{2} P_{1}\right. \text {, } \\
& \left.x_{5, n}+\frac{1}{2} Q_{1}\right)=h\left\{\left(x_{1, n}+\frac{1}{2} u_{1}\right)^{2}+\left(x_{2, n}+\frac{1}{2} v_{1}\right)^{2}\right. \\
& +0.0005\left[\left(x_{2, n}+\frac{1}{2} v_{1}\right)+16\left(x_{5, n}+\frac{1}{2} Q_{1}\right)-8\right. \\
& \left.\left.-0.1\left(x_{3, n}+\frac{1}{2} w_{1}\right) u_{n}^{2}\right]^{2}\right\} \text {, } \\
& Q_{2}=h f_{5}\left(x_{1, n}+\frac{1}{2} u_{1}, x_{2, n}+\frac{1}{2} v_{1}, x_{3, n}+\frac{1}{2} w_{1}, x_{4, n}+\frac{1}{2} P_{1}\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{1}\right)=h \text {, } \\
& u_{3}=h f_{1}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} u_{2}, x_{4, n}+\frac{1}{2} P_{2},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{2}\right)=h\left(x_{2, n}+\frac{1}{2} v_{2}\right), \\
& v_{3}=h f_{2}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} u_{2}, x_{4, n}+\frac{1}{2} F_{2},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{2}\right)=h\left\{-\left[x_{3, n}+\frac{1}{2} w_{2}\right] u_{n}+16\left(x_{5, n}+\frac{1}{2} Q_{2}\right)-8\right\}, \\
& w_{3}=h f_{3}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}, x_{4, n}+\frac{1}{2} P_{2},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{2}\right)=h u_{n}, \\
& P_{3}=h f_{4}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}, x_{4, n}+\frac{1}{2} P_{2},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{2}\right)=h\left\{\left(x_{1, n}+\frac{1}{2} u_{2}\right)^{2}+\left(x_{2, n}+\frac{1}{2} v_{2}\right)^{2}\right. \\
& +0.0005\left[\left(x_{2, n}+\frac{1}{2} v_{2}\right)+16\left(x_{5, n}+\frac{1}{2} Q_{2}\right)-8\right. \\
& \left.\left.-0.1\left(x_{3, n}+\frac{1}{2} \omega_{2}\right) \cdot u_{n}^{2}\right]\right\} \text {, } \\
& Q_{3}=h f_{5}\left(x_{1, n}+\frac{1}{2} u_{2}, x_{2, n}+\frac{1}{2} v_{2}, x_{3, n}+\frac{1}{2} w_{2}, x_{4, n}+\frac{1}{2} f_{2},\right. \\
& \left.x_{5, n}+\frac{1}{2} Q_{2}\right)=h, \\
& u_{4}=h f_{1}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}, x_{4, n}+P_{3}, x_{5, n}+Q_{3}\right), \\
& =h\left(x_{2, n}+v_{3}\right) \text {, } \\
& v_{4}=h f_{2}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}, x_{4, n}+P_{3},\right. \\
& \left.x_{5, n}+Q_{3}\right)=h\left\{-\left[x_{3, n}+w_{3}\right] u_{n}+16\left[x_{5, n}-Q_{3}\right]-8\right\},
\end{aligned}
$$

$$
\begin{aligned}
& w_{4}=h f_{3}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}, x_{4, n}+P_{3}, x_{5, n}+Q_{3}\right), \\
&=h u_{n}, \\
& P_{4}= h f_{4}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}, x_{4, n}+P_{3}, x_{5, n}+Q_{3}\right), \\
&= h\left\{\left(x_{1, n}+u_{3}\right)^{2}+\left(x_{2, n}+v_{3}\right)^{2}+0.0005\left[\left(x_{2, n}+v_{3}\right)\right.\right. \\
&+\left.\left.16\left(x_{5, n}+Q_{3}\right)-8-0.1\left(x_{3, n}+w_{3}\right) u_{n}^{2}\right]^{2}\right\}, \\
& Q_{4}=h f_{5}\left(x_{1, n}+u_{3}, x_{2, n}+v_{3}, x_{3, n}+w_{3}, x_{4, n}+P_{3},\right. \\
&\left.\quad x_{5, n}+Q_{3}\right)=h .
\end{aligned}
$$

The adjoint equations are:

$$
\begin{align*}
& f_{1}=\dot{\lambda}_{1}=-\left[2 \lambda_{4} x_{1}\right], \lambda_{1}(1)=0, \\
& f_{2}=\dot{\lambda}_{2}=-\left\{\lambda_{1}+\lambda_{4}\left\{2 x_{2}+0.0005\left[2 x_{2}-0.2 x_{3} u^{2}+32 x_{5}-16\right]\right\}\right\}, \lambda_{2}(1)=0, \\
& f_{3}=\dot{\lambda}_{3}=-\left\{-\lambda_{2} u+0.0005 \lambda_{4}\left[-3.2 x_{5} u^{2}+1.6 u^{2}+0.02 u^{4} x_{3}-0.2 x_{2} u^{2} u^{2}\right]\right\}, \lambda_{3}(1)=0, \\
& f_{4}=\dot{\lambda}_{4}=0, \lambda_{4}(1)=1, \\
& f_{5}=\dot{\lambda}_{5}=-\left\{16 \lambda_{2}+0.0005 \lambda_{4}\left[-3.2 x_{3} u^{2}+512 x_{5}+32 x_{2}-256\right]\right\}, \lambda_{5}(1)=0 . \tag{9.2.2}
\end{align*}
$$

Using the Runge-Kutta 4th order method for numerical solution of (9.2.2) we get,

$$
\begin{aligned}
& \lambda_{1, n}=\lambda_{1, n+1}+\frac{1}{6}\left\{u_{1}+2 u_{2}+2 k_{3}+k_{4}\right\}, \\
& \lambda_{2, n}=\lambda_{2, n+1}+\frac{1}{6}\left\{z_{1}+2 z_{2}+2 z_{3}+z_{4}\right\}, \\
& \lambda_{3, n}=\lambda_{3, n+1}+\frac{1}{6}\left\{y_{1}+2 y_{2}+2 y_{3}+y_{4}\right\}, \\
& \lambda_{4, n}=\lambda_{4, n+1}+\frac{1}{6}\left\{a_{1}+2 a_{2}+2 a_{3}+a_{4}\right\}, \\
& \lambda_{5, n}=\lambda_{5, n+1}+\frac{1}{6}\left\{b_{1}+2 b_{2}+2 b_{3}+b_{4}\right\},
\end{aligned}
$$

where,

$$
\begin{aligned}
k_{1}= & -h f_{1}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}, \lambda_{4, n+1}, \lambda_{5, n+1}\right), \\
= & -h\left\{-2 \lambda_{4, n+1} x_{1, n+1}\right\}=h\left\{2 \lambda_{4, n+1} x_{1, n+1}\right\}, \\
z_{2}= & -h f_{2}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}, \lambda_{4, n+1}, \lambda_{5, n+1}\right), \\
= & -h\left\{-\left\{\lambda_{1, n+1}+\lambda_{4, n+1}\left\{2 x_{2, n+1}+0.0005\left[2 x_{2, n+1}\right.\right.\right.\right. \\
& \left.\left.\left.\left.-0.2 x_{3, n+1}^{2} u_{n+1}^{2}+32 x_{5, n+1}-16\right]\right\}\right\}\right\}, \\
y_{1}= & -h f_{3}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}, \lambda_{4, n+1}, \lambda_{5, n+1}\right), \\
= & -h\left\{-\left\{-\lambda_{2, n+1} u_{n+1}+0.0005 \lambda_{4, n+1}\left[-3.2 x_{5, n+1} u_{n+1}^{2}+\right.\right.\right. \\
& \left.\left.\left.1.6 u_{n+1}^{2}+0.02 u_{n+1}^{4} x_{3, n+1}-0.2 x_{2, n+1} u_{n+1}^{2}\right]\right\}\right\}, \\
= & h\left\{\left\{-\lambda_{2, n+1} u_{n+1}+0.0005 \lambda_{4, n+1}\left[-3.2 x_{5, n+1} u_{n+1}^{2}\right.\right.\right. \\
& \left.\left.\left.1.6 u_{n+1}^{2}+0.02 u_{n+1}^{4} x_{3, n}-0.2 x_{2, n+1} u_{n+1}^{2}\right]\right\}\right\}, \\
& a_{1}= \\
= & -h f_{4}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}, \lambda_{4, n+1}, \lambda_{5, n+1}\right), \\
= & -h(0)=0, \\
b_{1}= & -h f_{5}\left(\lambda_{1, n+1}, \lambda_{2, n+1}, \lambda_{3, n+1}, \lambda_{4, n+1}, \lambda_{5, n+1}\right), \\
= & -h\left\{-\left\{16 \lambda_{2, n+1}+0.0005 \lambda_{4, n+1}\left[-3.2 x_{3, n+1} u_{n+1}^{2}+\right.\right.\right. \\
& \left.\left.\left.512 x_{5, n+1}+32 x_{2, n+1}-256\right]\right\}\right\}, \\
= & h\left\{\left\{16 \lambda_{2, n+1}+0.0005 \lambda_{4, n+1}\left[-3.2 x_{3, n+1} u_{n+1}^{2}+512 x_{5, n+1}\right.\right.\right. \\
+ & \left.\left.\left.32 x_{2, n+1}-256\right]\right\}\right\},
\end{aligned}
$$

$$
\begin{aligned}
& k_{2}=-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{1}, \lambda_{5, n+1}+\frac{1}{2} b_{1}\right), \\
& =h\left\{2\left(\lambda_{4, n+1}+\frac{1}{2} a_{1}\right) x_{1, n+1}\right\} \text {, } \\
& z_{2}=-h f_{2}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{1}, \lambda_{5, n+1}+\frac{1}{2} b_{1}\right)=h\left\{\left\{\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}\right)\right.\right. \\
& +\left(\lambda_{4, n+1}+\frac{1}{2} a_{1}\right)\left\{2 x_{2, n+1}+0.0005\left[2 x_{2, n+1}\right.\right. \\
& \left.\left.\left.\left.-0.2 x_{3, n+1}+u_{n+1}^{2}+32 x_{5, n+1}-16\right]\right\}\right\}\right\} \text {, } \\
& y_{2}=-h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{1}, \lambda_{5, n+1}+\frac{1}{2} b_{1}\right) \\
& =h\left\{\left\{-\left(\lambda_{2, n+1}+\frac{1}{2} z_{1}\right) u_{n+1}+\left(\lambda_{4, n+1}+\frac{1}{2}\left(a_{1}\right) 0.0005\right.\right.\right. \\
& {\left[-3.2 x_{5, n+1} u_{n+1}^{2}+1.6 u_{n+1}^{2}+0.02 u_{n+1}^{4} x_{3, n+1}-\right.} \\
& \left.\left.\left.0.2 x_{2, n+1} u_{n+1}^{2}\right]\right\}\right\} \text {, } \\
& a_{2}=-h f_{4}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{1}, \lambda_{5, n+1}+\frac{1}{2} b_{1}\right)=-h(0)=0, \\
& b_{2}=-h f_{5}\left(\lambda_{1, n+1}+\frac{1}{2} k_{1}, \lambda_{2, n+1}+\frac{1}{2} z_{1}, \lambda_{3, n+1}+\frac{1}{2} y_{1},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{1}, \lambda_{5, n+1}+\frac{1}{2} b_{1}\right)=h\left\{\left\{16\left(\lambda_{2, n+1}+\frac{1}{2} z_{1}\right)\right.\right. \\
& +\left(\lambda_{4, n+1}+\frac{1}{2} a_{1}\right) 0.0005\left[-3.2 x_{3, n+1} u_{n+1}^{2}+512 x_{5, n+1}\right. \\
& \left.\left.\left.+32 x_{2, n+1}-256\right]\right\}\right\} \text {, } \\
& k_{3}=-h f_{1}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{2}, \lambda_{5, n+1}+\frac{1}{2} b_{2}\right)=h\left\{2\left(\lambda_{1, n+1}+\frac{1}{2} a_{2}\right) x_{1, n+1}\right\}, \\
& z_{3}=-h f_{2}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{2}, \lambda_{5, n+1}+\frac{1}{2} b_{2}\right), \\
& =h\left\{\left\{\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}\right)+\left(\lambda_{4, n+1}+\frac{1}{2} a_{2}\right)\right.\right. \\
& \left.\left.\left\{2 x_{2, n+1}+0.0005\left[2 x_{2, n+1}-0.2 x_{3, n+1} u_{n+1}^{2}+\dot{3} 2 x_{5, n+1}-16\right]\right\}\right\}\right\} \text {, } \\
& y_{3}=-h f_{3}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2},\right. \\
& \left.\lambda_{4, n+1}+\frac{1}{2} a_{2}, \lambda_{5, n+1}+\frac{1}{2} b_{2}\right)=h\left\{\left\{-\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right) u_{n+1}\right.\right. \\
& +\left(\lambda_{4, n+1}+\frac{1}{2} a_{2}\right) 0.0005\left[-3.2 x_{5, n+1} u_{n+1}^{2}+1.6 u_{n+1}^{2}\right. \\
& \left.\left.\left.+0.02 u_{n+1}^{4} x_{3, n+1}-0.2 x_{2, n+1} u_{n+1}^{2}\right]\right\}\right\} \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& a_{3}=-h f_{4}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2},\right. \\
&\left.\lambda_{4, n+1}+\frac{1}{2} a_{2}, \lambda_{5, n+1}+\frac{1}{2} b_{2}\right)=0, \\
& b_{3}=-h f_{5}\left(\lambda_{1, n+1}+\frac{1}{2} k_{2}, \lambda_{2, n+1}+\frac{1}{2} z_{2}, \lambda_{3, n+1}+\frac{1}{2} y_{2},\right. \\
&\left.\lambda_{4, n+1}+\frac{1}{2} a_{2}, \lambda_{5, n+1}+\frac{1}{2} b_{2}\right)=h\left\{\left\{16\left(\lambda_{2, n+1}+\frac{1}{2} z_{2}\right)\right.\right. \\
&+\left(\lambda_{4, n+1}+\frac{1}{2} a_{2}\right) 0.0005\left[-3.2 x_{3, n+1} u_{n+1}^{2}+512 x_{5, n+1}\right. \\
&+\left.\left.\left.32 x_{2, n+1}-256\right)\right\}\right\}, \\
& k_{4}=-h f_{1}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}, \lambda_{4, n+1}+a_{3},\right. \\
&\left.\lambda_{5, n+1}+b_{3}\right)=h\left\{2\left(\lambda_{4, n+1}+a_{1}\right) x_{1, n+1}\right\}, \\
& z_{4}=-h f_{2}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3},\right. \\
&\left.\lambda_{4, n+1}+a_{3}, \lambda_{5, n+1}+b_{3}\right)=h\left\{\left\{\left(\lambda_{1, n+1}+k_{3}\right)\right.\right. \\
&+\left(\lambda_{4, n+1}+a_{3}\right)\left\{2 x_{2, n+1}+0.0005\left[2 x_{2, n+1}-0.2 x_{3, n+1} u_{n+1}^{2}\right.\right. \\
&+\quad\left.\left.\left.\left.32 x_{5, n+1}-16\right]\right\}\right\}\right\}, \\
& y_{4}=-h f_{3}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3}, \lambda_{4, n+1}+a_{3},\right. \\
&\left.\lambda_{5, n+1}+l_{3}\right)=h\left\{\left\{-\left(\lambda_{2, n+1}+z_{3}\right) u_{n+1}\right.\right. \\
&+\left(\lambda_{4, n+1}+a_{3}\right) 0.0005\left[-3.2 x_{5, n+1} u_{n+1}^{2}+1.6 u_{n+1}^{2}\right. \\
&+\left.\left.\left.0.02 u_{n+1}^{4} x_{3, n+1}-0.2 x_{2, n+1} u_{n+1}^{2}\right]\right\}\right\}, \\
& a_{4}=-h f_{4}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3},\right. \\
&\left.\lambda_{4, n+1}+a_{3}, \lambda_{5, n+1}+b_{3}\right)=0, \\
& b_{4}=-h f_{5}\left(\lambda_{1, n+1}+k_{3}, \lambda_{2, n+1}+z_{3}, \lambda_{3, n+1}+y_{3},\right. \\
&\left.\lambda_{4, n+1}+a_{3}, \lambda_{5, n+1}+b_{3}\right)=h\left\{\left\{16\left(\lambda_{2, n+1}+z_{3}\right)\right.\right. \\
&+\left(\lambda_{4, n+1}+a_{3}\right) 0.0005\left[-3.2 x_{3, n+1}^{2} u_{n+1}^{2}+512 x_{5, n+1}\right. \\
&+\left.\left.\left.32 x_{2, n+1}-256\right]\right\}\right\} .
\end{aligned}
$$

### 9.3 Results and Discussion

### 9.3.1 Gradient method

The algorithm for the gradient in function space applied to problems the same as that described in chapter 4 , section 4.4.1. Here, the gradient $\left(g=\frac{\partial H}{\partial u}\right)$ is obtained as follows:
from, (9.1.12),

$$
\begin{align*}
H & =\lambda_{1} x_{2}+\lambda_{2}\left(-x_{3} u+16 x_{5}-8\right)+\lambda_{3} u+\lambda_{4} \\
& {\left[x_{1}^{2}+x_{2}^{2}+0.0005\left(x_{2}+16 x_{5}-8-0.1 x_{3} u^{2}\right)^{2}\right]+\lambda_{5} } \\
& =\lambda_{1} x_{2}+\lambda_{2}\left(-x_{3} u+16 x_{5}-8\right)+\lambda_{3} u+\lambda_{4}\left\{x_{1}^{2}+x_{2}^{2}\right. \\
& +0.0005\left[x_{2}^{2}+\left(16 x_{5}\right)^{2}+64+10.1 x_{3} u^{2}\right)^{2} \\
& -2\left(0.1 x_{3} u^{2}\right) x_{2}-2\left(16 x_{5}\right)\left(0.1 x_{3} u^{2}\right) \\
& +2(8)\left(0.1 x_{3} u^{2}\right)+2 x_{2}\left(16 x_{5}\right)-2(8) x_{2} \\
& \left.\left.-2(8)\left(16 x_{5}\right)\right]\right\}+\lambda_{5} \\
& g=\frac{\partial H}{\partial u}=-\lambda_{2} x_{3}+\lambda_{3}+0.0005 \lambda_{4}\left[0.04 x_{3}^{2} u^{3}\right.  \tag{9.3.1}\\
& \left.-0.4 x_{3} x_{2} u-6.4 x_{5} x_{3} u+3.2 x_{3} u\right] .
\end{align*}
$$

The efficiency of the method is examined by varying the critical parameters $\epsilon, N$ and $u_{0}$. Here the stopping conditions are taken as $\|g\|<A c c$, where $A c c$ is set to $1.628 \times 10^{-2}, 2.0 \times 10^{-2}$ and $5.0 \times 10^{-2}$. It should be pointed out that selecting $A c c \leq 1.628 \times 10^{-2}$ is because, that even by increasing the number of iterations no improvement can be found for smaller values of $A c c$.

Table (9.3.1), shows that effect of $\epsilon$ and $N$ in obtaining the optimal $J$ with the best Acc possible, and best starting control $u_{0}=4.0$. The best.$J^{*}$ obtained was 0.12000835 to 8 decimal places, with $\|g\|=1.628 \times 10^{-2}$ and the corresponding parameter values, $\epsilon=1.9, N=400$ or 800 , and $m=244$. Selecting $N$ sufficiently large, i.e. 100 or 400 produces consistent results, but with $N$ too small, i.e., 10 , the stopping condition for $A c c \leq 1.628 \times 10^{-2}$ was not met, even by increasing the number of iterations, and best Acc obtained was $A c c \leq 10^{-1}$ for $\epsilon$ in the range, $1.0 \leq \epsilon \leq 1.9$. Here selecting $N$ as 800 as opposed to 400 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's, but at the cost of more computing time.

Tables (9.3.2), (9.3.3) and (9.3.4), show the effect of $u_{0}$ on $J$ when the best $N$ is selected, i.e. $n=400$ for $A c c \leq 5.0 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.628 \times 10^{-2}$ respectively.

From Table (9.3.2), it can be seen that, selecting $u_{0}$ in the range, $2.0 \leq$ $u_{0} \leq 4.0$ achieves the required $A c c \leq 5.0 \times 10^{-2}$, in fewer iterations than $u_{0}=1.0$ or $u_{0}=5.0$. Selecting $u_{0}=4.0$, produces the best overall result. Also, from Table (9.3.3) it can be seen that selecting' $u_{0}$ in the range $2.0 \leq$ $u_{0} \leq 4.0$ achieves the required $A c c \leq 2.0 \times 10^{-2}$ in fewer iterations than $u_{0}=1.0$ or $u_{0}=5.0$ and the best overall result is oltained with $u_{0}=4.0$.

From Table (9.3.4), it can be seen that, selecting $u_{0}$ in the range, $2.0 \leq$ $u_{0} \leq 4.0$, achieves the required, $A c c \leq 1.628 \times 10^{-2}$, where $u_{11}=1.0$ and $u_{0}=5.0$, do not meet the requirement, for the $A c c \leq 1.628 \times 10^{-2}$. But selecting $u_{0}=4$, again gives the best result.

Various aspects of the effect of the critical parameters, are shown graphically in figures (9.3.1) to (9.3.4).

Figure (9.3.1), effect of $m$ on $u$ with $u_{0}=4.0, N=400$ and $\epsilon=1.9$, where $m=1.0,100$ and 244 . As can be seen from the plots, all the curves of control start at 10 , for the 3 different iterations, but then each curve behaves differently along time axis.

Figure (9.3.2), effect of $N$ on $u$, with $u_{0}=4.0, m=210, N=100$, with $\epsilon=1.0$ and $N=400$ with $\epsilon=1.9$. As can be seen there are some differences in the behaviour of the curves of control between $N \doteq 100$, and $N=400$, e.g. at approximate time of 0.1 to 0.25 , but then from there, they behaved similarly for a while, till the approximate time of 0.32 , that from there to the final time of 1 , they behaved differently.

Figure (9.3.3), effect of $\epsilon$ on $u$, with $u_{0}=4.0, m=244, N=400$ and $\epsilon=1.0$ and 1.9. Here from the graph we can see there are some differences between the curves of $\epsilon=1.0$ and 1.9. Although at start, both curves behaved similarly for a while, but from approximate time of 0.16 onwards, the difference is quite eminent from the plots.

Figure (9.3.4), effect of $J^{*}$ against $m$, with $N=400, u_{0}=1.0$ with $\epsilon=0.9, u_{0}=3.0$ with $\epsilon=1.9$ and $u_{0}=4.0$ with $\epsilon=1.9$. As can be seen from the graph, as $m$ increases the value of optimal $J$ for all starting controls converges to the same value.

The correct choice of initial control in this case $u_{0}=4.0$, can give a better $J^{*}$ with a more accurate Acc. Also for higher Acc, e.g., $1.628 \times 10^{-2}$, selecting distant $u_{0}$ 's will never achieve that. The interaction between $\epsilon$ and $N$, shows that the best combination to give a better optimal $J$, in fewer iterations, less computing time and better $A c c$, is given by selecting sufficiently large $N$, i.e., 400 and $\epsilon$ in the range $1.8 \leq \epsilon \leq 2.0$.

### 9.3.2 Steepest descent

The algorithm for steepest descent applied to the problem 6, is as described in chapter 2, section 2.2.2. The line search technique used for this method is linear search at constant step, which was described in chapter 3 , section 3.4.1. The $g$ is as GFS in this chapter, section 9.3.1.

Here again we investigate the effect of step length factor, integration step and initial control on the solution. Stopping condition are taken as $\|g\| \leq 1.6263 \times 10^{-2}, 2.0 \times 10^{-2}$ and $5.0 \times 10^{-2}$.

Table (9.3.5) shows the effect of $\epsilon$ and $N$, in obtaining the optimal $J$, with the best $A c c$ possible, and best $u_{0}$ in this case $u_{0}=4.0$. The best. $J^{*}$ obtained was 0.11993895 to 8 decimal places with $\|g\|=1.621 \times 10^{-2}$ and the corresponding parameter values, $\epsilon=2.0, N=400$ or 800 and $m=213$. For $N$ large enough say, 400 selecting $\epsilon$ in the range $1.9 \leq \epsilon \leq 2.0$ can produce better values for optimal $J$ than selecting $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.5$ or $\epsilon=2.1$, although it might take more number of iterations to achieve those.

For $N$ smaller, say 100 , selecting $\epsilon$ in the range $1.9 \leq \epsilon \leq 2.1$ can achieve their best $A c c \leq 1.628 \times 10^{-2}$ in fewer iterations than selecting $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.5$. For $N$ too small, say, 10 , the best $A c c$ obtained was Acc $\leq 10^{-1}$, which is not accurate enough, and even an increase in $m$ made no improvement. Here also selecting $N$ as 800 as opposed to 400 may result. in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (9.3.6), (9.3.7) and (9.3.8), show that effect of initial control on.$J^{*}$, when the best $N$ is selected, i.e. $N=400$, for $A c c \leq 5.0 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.6263 \times 10^{-2}$.

From Table (9.3.6), it can be seen that selecting $u_{0}$ in the range $1.0 \leq$ $u_{0} \leq 2.0$, achieves $A c c \leq 5.0 \times 10^{-2}$ in fewer iterations than $u_{0}$, in the range $3.0 \leq u_{0} \leq 5.0$. From Table (9.3.7), it an be seen that selecting $u_{0}$, in the range $2.0 \leq u_{0} \leq 4.0$, achieves, the required Acc $\leq 2.0 \times 10^{-2}$, in fewer iterations than $u_{0}=1.0$ or $u_{0}=5.0$. But the best $J^{*}$ was achieved with $u_{0}=2.0$.

From Table (9.3.8), it can be seen that selecting $u_{0}$ in the range $2.0 \leq$ $u_{0} \leq 4.0$ achieves the required $A c c \leq 1.6263 \times 10^{-2}$, in fewer iterations, than $u_{0}=1.0$. Also at $u_{0}=5$, the required Acc could never be achieved.

Various aspects of the effect of $m, N, \epsilon$ and $u_{0}$ are shown graphically in Figures (9.3.5) to (9.3.8).

Figure (9.3.5), effect of $m$ on $u$ with $u_{0}=4.0, N=400$ and $\epsilon=2.0$, where $m=10, m=100$ and $m=213$.

As can be seen from the plots the behaviour of the curves of control are different from each other, along time axis, but as $m$ increase the pattern of behaviour gets closer.

Figure (9.3.6), effect of $N$ on $u$, with $u_{0}=4.0, N=100$, with $\epsilon=1.5, m=$ 344 and $N=400$ with $\epsilon=2.0$ and $m=213$. Difference can be seen from the plots of control, between $N=100$ and 400 . Although they both started at $u=10$, but soon at approximate time of 0.09 , the pattern of behaviour started to differ and it continued till the final time.

Figure (9.3.7), effect of $\epsilon$ on $u$, with $u_{0}=4.0, m=200, N=400$ and $\epsilon=1.0$ and 2.0. Here again some differences can be seen from the graphs of controls between $\epsilon=1.0$ and $\epsilon=2.0$. Here, although the pattern of behaviour are similar, and at time 0.0 , they both started at $u=10.0$ and behaved similarly for a while up to approximate time of 0.15 , but from there, sone differences can be observed, the the behaviour of the curves, that continued up to the approximate time of 0.81 , and then again from there to the final time, they behaved similarly. Figure (9.3.8), effect of $J^{*}$ against $m$, with $N=400, u_{0}=1.0$, with $\epsilon=0.9, u_{0}=4.0$ with $\epsilon=2.0$ and $u_{0}=5.0$ with $\epsilon=0.9$. As can be seen, by increasing $m$, the value of optimal $J$, for all starting controls, converges to the same one.

The above results show that a proper choice of initial control is an important factor in achieving the best $J^{*}$ in fewer iterations, function evaluations, and finally computing time. Also selecting a distant $u_{0}$ may never achieve a high Acc.

The interaction between $\epsilon$ and $N$, shows that the best combination in order to produce a better optimal $J$, in fewer iterations, less computing time and better $A c c$, exists with selecting sufficiently large enough $N$, i.e. 400 with $\epsilon$ in the range $1.9 \leq \epsilon \leq 2.0$.

### 9.3.3 Fletcher-Reeves

The algorithm for the Fletcher-Reeves method, applied to problem 5 , is as described in chapter 2, section 2.4. The calculation of the norms of the gradients are as given in chapter 2 , section 2.1.1.

The line search technique is the same as that for steepeest descent in this chapter, section 9.3 .2 . The gradient $(g)$ is the same as the one obtained in this chapter, section 9.3.1.

Table (9.3.9), shows the effect of $\epsilon$ and $N$, in obtaining the optimal $J$, with best $A c c$ possible and best $u_{0}$, in this case $u_{0}=3.0$.

The best $J^{*}$ obtained was 0.12009654 to 8 decimal places, with $\|g\|=$ $1.589 \times 10^{-2}$ and the corresponding parameter values $\epsilon=1.4, N=400$ or 800 and $m=67$.

For $N$, large say 400 , selecting $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.4$ can meet the requirement for the $A c c \leq 1.60 \times^{-2}$, in fewer iterations, also fewer function evaluations and finally less computing time than selecting $\epsilon$ and $\epsilon=0.5$ or $\epsilon=1.5$. For $N$ large enough say 1.0 , selecting $\epsilon$ in the range $1.3 \leq \epsilon \leq 1.4$ can meet the requirement for the $A c c \leq 1.6 \times 10^{-2}$ in fewer iterations and function evaluations, also less computing time than selecting $\epsilon$ in the range $0.9 \leq \epsilon \leq 1.0$ and $\epsilon=1.5$.

For $N$ too small, say 10 , none of the $\epsilon$ 's can achieve an accurate $A c c$ and even increasing the number of iterations would not improve the value of $J$. As for previous methods selecting $N$ as 800 as opposed to 400 may result. in
slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (9.3.10), (9.3.11) and (9.3.12), show the effect of initial control on $J$, when the best $N$ is selected, i.e., 400 for $A c c \leq 5.0 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.60 \times 10^{-2}$.

From Table (9.3.10) it can be seen that, selection of $u_{0}$, in the range $1.0 \leq u_{0} \leq 3.0$, achieves $A c c \leq 5.0 \times 10^{-2}$, in fewer iterations than $u_{0}$ in the range $4.0 \leq u_{0} \leq 5.0$. From Table (9.3.11), it can be seen that selecting $u_{0}$ as $u_{0}=1.0$ or $u_{0}=3.0$ can achieve the required $A c c \leq 2.0 \times 10^{-2}$, in fewer iterations, than selecting $u_{0}=2.0$ or $u_{0}$ in the range $4.0 \leq u_{0} \leq 5.0$.

From Table (9.3.12), it can be seen that selecting $u_{0}$, in the range $3.0 \leq$ $u_{0} \leq 4.0$, achieves the required $A c c \leq 1.6 \times 10^{-2}$, in fewer iterations than selecting $u_{0}=2.0$ or $u_{0}$ in the range $4.0 \leq u_{0} \leq 5.0$. The best optimal $J$ was achieved with $u_{0}=3.0$.

Various aspects of effect of $m, N, \epsilon$ and $u_{0}$ are shown graphically, in Figures (9.3.9) to (9.3.12).

Figure (9.3.9), effect of $m$ on $u$, with $u_{0}=3.0, N=400$ and $\epsilon=1.4$, where $m=1,10$ and 67 . As can be seen from the plots, there are sone differences between the curves of control for various $m$ 's and as $m$ increases to 67 we can see the behaviour of the curve is completely different from $m=1$ or $m=10$.

Figure (9.3.10), effect of $N$ on $u$, with $u_{0}=3.0, m=31, N=100$ with $\epsilon=1.0$ and $N=400$ with $\epsilon=1.4$. Here, although the curves of control for $N=100$ and $N=400$, both started at 10 , and behaved similarly for a little while, but from approximate time of 0.08 the difference is quite eminent, and it continued to the final time.

Figure (9.3.11), effect of $\epsilon$ on $u$ with $u=3.0, m=67, N=400$ and $\epsilon=0.5$ and $\epsilon=1.4$. Here, we can see some similarities in the pattern of behaviour between the curves of control for $\epsilon=0.5$ and 1.4, but there are differences in the curvature between the two. Figure (9.3.12) effect of $J^{*}$ against, $m$, with $N=400, u_{0}=1.0$ with $\epsilon=1.4, u_{1}=3.0$ with $\epsilon=1.4$ and $u_{0}=5.0$ with $\epsilon=0.9$. As can be seen from the plots by increasing $m$ the value of optimal $J$ for all starting controls converges to the same value. In view of the restults obtained a proper choice of initial control is an important factor in achieving the best $J^{*}$, in fewer iterations in this case $u_{0}=3.0$.

Also the interaction between $\epsilon$ and $N$ shows that the best combination in order to produce a better optimal $J$ in fewer iterations less computing time and better $A c c$, exists with selecting sufficiently large $N$, i.e., 400 with $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.4$.

### 9.3.4 Polak-Ribiére

The algorithm for Polak-Ribiére method is described in chapter 2, section 2.5. The line search technique and calculation of the norms are as clescribed for FR in this chapter, section 9.3.1. The gradient $(g)$ is the same as GFS in this chapter, section 9.3.1. Table (9.3.13) shows the effect of $\epsilon$ and $N$ in obtaining the optimal $J$ with the best $A c c$ possible and best initial control in this case $u_{0}=4.0$. The best $J^{*}$ obtained was 0.11999489 to 8 decimal
places, with $\|g\|=1.624 \times 10^{-2}$ and the corresponding parameter values $\epsilon=0.11, N=400$ or 800 and $m=144$.

For $N$ large, e.g. 400 selecting $\epsilon$ in the range $0.09 \leq \epsilon \leq 0.12$ can meet the requirements for $A c c \leq 1.63 \times 10^{-2}$, but, selecting $\epsilon=0.2$, can not meet this requirement, even when $m$ is increased. The best optimal $J$ for $N=400$, considering the $A c c$ and number of iterations taken, obtained with $\epsilon$ in the range $0.11 \leq \epsilon \leq 0.12$.

For smaller $N$, say 100 , selecting $\epsilon$ in the range $0.1 \leq \epsilon \leq 0.11$ can achieve optimal $J$ with a better $A c c$ than $\epsilon=0.09$ or $\epsilon=0.2$, since with $\epsilon=0.09$ or 0.2 even with increasing $m$ no more improvement in Acc could be obtained.

For $N$ too small e.g. 10 , none of the $\epsilon$ 's can meet an accurate $A c c$, and even increasing the number of iterations could not improve the value of $J$. Here also selecting $N$ as 800 as opposed to 400 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables ( 9.3 .14 ), ( 9.3 .15 ) and (9.3.16) show that effect of selecting ' $u_{0}$ on $J^{*}$ when the best. $N$ is selected, i.e. $N=400$ for $A c c \leq 5.0 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.63 \times 10^{-2}$.

From Table (9.3.14) it can be seen that selecting $u_{0}$ in the range $3.0 \leq$ $u_{0} \leq 5.0$ can achieve the required $A c c \leq 5.0 \times 10^{-2}$, in fewer iterations and also function evaluations than $u_{0}$ in the range $1.0 \leq u_{0} \leq 2.0$. From Table (9.3.15) it can be seen that selecting $u_{0}$ in the range $3.0 \leq u_{0} \leq 5.0$ can achieve the required $A c c \leq 2.0 \times 10^{-2}$ in fewer iterations also NFE and Cputime than $u_{0}$ in the range $1.0 \leq u_{0} \leq 2.0$.

From Table (9.3.16), it can be seen that selecting $u_{0}$ in the range $4.0 \leq$ $u_{0} \leq 5.0$ can achieve the required $A c c \leq 1.63 \times 10^{-2}$ in fewer iterations and also NFE than $u_{0}$ in the range $1.0 \leq u_{0} \leq 3.0$.

Various aspects of effect of critical parameters, are shown graphically, in Figures (9.3.13) to (9.3.16).

Figure (9.3.13), effect of $m$ on $u$ with $u_{0}=4.0, N=400$ and $\epsilon=0.11$, where $m=1,20$ and 144 . Here as can be seen from the graphs of control there are quite considerable differences, between various $m$ 's and as $m$ increases the behaviour of the curves of control along time axis changes more.

Figure (9.3.14), effect of $N$ on $u$ with $u_{0}=4.0, m=80, N=100$ with $\epsilon=0.10$ and $N=400$ with $\epsilon=0.11$. As can be seen from the graphs, although the curves of control for both $N=100$ and 400 , started similarly but there are some minor differences in their belaviours along time axis that can be observed.

Figure (9.3.15) effect of $\epsilon$ on $u$, with $u_{0}=4.0, m=100, N=400$ and $\epsilon=0.11$ and $\epsilon=0.2$. Here also, the curves of control for both $\epsilon=0.11$ and 0.2 , started similarly but as time increases we can see there are differences in their curvature behaviour.

Figure (9.3.16) effect of $J^{*}$ against $m$, with $N=400, u_{0}=1.0$ with $\epsilon=0.11, u_{0}=4.0$ with $\epsilon=0.11$ and $u_{0}=5.0$, with $\epsilon=0.11$. Here as can be seen as $m$ increases, the value of optimal $J$ for all starting control, converges to the same value.

In view of all above a proper choice of initial control is an important, factor in achieving the best $J^{*}$ in fewer iterations in this case $u_{0}=4.0$.

Also, the interaction between $\epsilon$ and $N$ shows that the best combination in order to produce a better optimal $J$ in fewer iterations less computing time
and better Acc, exists with selecting sufficiently large $N$, i.e. 400 with $\epsilon$ in the range $0.11 \leq \epsilon \leq 0.12$.

### 9.3.5 Hybrid 1

The algorithm for the Hybrid 1 method is described in chapter 2, section 2.6.1. The line search technique and calculation of the norms are the same as for FR in this chapter, section 9.3.5. The gradient ( $g$ ) is also olttained in the same way as for GFS in section 9.3.1.

Table (9.3.17), shows the effect of $\epsilon$ and $N$ in obtaining the optimal $J$ with the best Acc possible and best initial control in this case $u_{0}=3.0$.

The best $J^{*}$ obtained was 0.11979908 to 8 decimal places with $\|y\|=$ $1.595 \times 10^{-2}$ and the corresponding parameter values $\epsilon=1.5, N=400$ or 800 and $m=120$.

For $N$, large say 400 selecting $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.5$ can produce fairly better $J$ than selecting $\epsilon$ in the range $1.6 \leq \epsilon \leq 2.0$.

For smaller $N$ say 100 selecting $\epsilon$ in the range $1.4 \leq \epsilon \leq 1.5$ can obtain optimal $J$ for the $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than $1.6 \leq \epsilon \leq 2.0$ or $\epsilon=1.0$. But it does not necessarily achieve a better minimum $J^{*}$.

For $N$ too small e.g. 10 with most $\epsilon$ 's the optimal $J$ converges with a poor Acc $\leq 10^{-1}$ and even by increasing $m$ the Acc or convergency of $J$ does not improve. Selecting $N$ as 800 as opposed to 400 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (9.3.18), (9.3.19) and (9.3.20) show that effect of selecting $u_{0}$ on $J$ when the best $N$ is selected, i.e. $N=400$ for $A c c \leq 5 \times 10^{-2}, \leq 2 \times 10^{-2}$ and $\leq 1.6 \times 10^{-2}$. From Table (9.3.18) it, can be seen that selecting $u_{0}=2.0$ of $u_{0}=4.0$ can achieve the required $A c c \leq 5.0 \times 10^{-2}$ in fewer iterations than other starting control $u_{0}=1.0$ or 4.0. Here although selecting $u_{0}=5.0$ can achieve $A c c \leq 5.0 \times 10^{-2}$ for the same iterations as $u_{4}=2.0$ or 4.0 but the $J$ obtained is not as good as the one obtained for the other two starting controls.

From Table (9.3.19) it can be seen that selecting $u_{0}$ in the range $3.0 \leq$ $u_{0} \leq 5.0$ can achieve the required $A c c \leq 2.0 \times 10^{-2}$ in fewer iterations than selecting $u_{0}$ in the range $1.0 \leq u_{0} \leq 2.0$.

From Table (9.3.20) selecting $u_{0}=3.0$ can achieve the required $A c c \leq$ $1.60 \times 10^{-2}$ in fewer iterations than other starting controls in terms of achieving better optimal $J$ and although $u_{0}=5.0 \mathrm{can}$ achieve $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than $u_{0}=3.0$, the $J$ obtained is not as good as the one obtained with $u_{0}=3.0$.

Various aspects of critical parameters are shown graphically, in Figures (9.3.17) to (0.3.20).

Figure (9.3.17) effect of $m$ on $u$ with $u_{0}=3.0, N=400$ and $\epsilon=1.5$ where $m=1,20$ and 120 . Here as can be seen from the plots of controls for different $m$ 's as $m$ increases the behaviour of the curves get more complex along the time axis.

Figure (9.3.18) effect of $N$ on $u$ with $u_{0}=3.0, m=39, N=100$ with $\epsilon=1.4$ and $N=400$ with $\epsilon=1.5$. Here as can be seen from the curves of control although at start both curve of $N=100$ and $N=400$ belhaved
similarly but at approximate time of 0.08 some minor differences started to emerge and it continued along the time axis to the end of time 1.0.

Figure (9.3.19) effect of $\epsilon$ on $u$ with $u_{0}=3.0, m=100, N=400$ and $\epsilon=1.5$ and $\epsilon=2.0$. Here also we can see some differences between the curve of control for $\epsilon=1.5$ and 2.0. The curves started similarly up to approximate time of 0.09 and from there onwards to the final time they behaved differently.

Figure (9.3.20) effect of $J^{*}$ against $m$ with $N=400, u_{0}=1.0$ with $\epsilon=$ $1.5, u_{0}=5.0$ with $\epsilon=1.5$ and $u_{0}=5.0$ with $\epsilon=1.2$. As can be seen from the plots as $m$ increases the value of optimal $J$ for all starting controls converges to the similar value.

In view of the above results an appropriate choice of initial control is an important factor in achieving best $J^{*}$ in fewer iterations in this case $u_{0}=3.0$.

The interaction between $\epsilon$ and $N$ shows that the best combination in order to produce a better optimal $J$ in fewer iterations less computing time and better $A c c$, exists with sufficiently large $N$, i.e. 400 with $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.5$.

### 9.3.6 Angle test hybrid

The algorithm for the angle test hybrid method is described in chapter 2, section 2.7. The line search technique and the calculation of the norms are the same as FR in this chapter, section 9.3.3. The gradient $(g)$ is oltained in the same way as GFS in this chapter, section 9.3.1. For this method we had to consider the parameter $\tau>0$ as well. The method was tested in the same way as the previous ones with the new parameter $\tau$ taken as 0.01 , 0.0001 and 0.000001 .

Table (9.3.21) shows the effect of $\epsilon$ and $N$ in obtaining the optimal $J$ with the best Acc possible and best initial control in this case $u_{0}=3.0, \tau=$ 0.000001 .

The best $J^{*}$ obtained was 0.11984135 to 8 decimal places, with $\|g\|=$ $1.587 \times 10^{-2}$ and the corresponding parameter values $\epsilon=1.3, N=400$ or 800 and $m=119$.

For $N$ large say 400 selecting $\epsilon$ in the range $1.2 \leq \epsilon \leq 1.3$ can produce a better $J$ with $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than other $\epsilon$ 's.

For smaller $N$ say 100 selecting $\epsilon$ as 2.0 can obtain $J$ for $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than other $\epsilon$ 's. For $N$ too small say 10 with most $\epsilon$ 's the optimal $J$, converges with a poor $A c c \leq 10^{-1}$ and even by increasing the number of iterations the Acc of convergency of $J$ does not improve. Here selecting $N$ as 800 as opposed to 400 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (9.3.22), (9.3.23) and (9.3.24) show the effect of selecting $u_{0}$ on $J$ when the best $N$ is selected, i.e. $N=400$ and $\tau=0.000001$, for $A c c \leq$ $5 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.60 \times 10^{-2}$.

From Table (9.3.22) it can be seen that selection of $u_{0}=4.0$ can achieve the required $A c c \leq 5.0 \times 10^{-2}$, in fewer iterations than other $u_{0}$ 's.

From Table (9.3.23) we can see that selecting $u_{0}=3.0$, can get the $A c c \leq 2.0 \times 10^{-2}$ in fewer iterations than other starting controls.

From Table (9.3.24) selecting $u_{0}$ in the range $2.0 \leq u_{0} \leq 3.0$ can satisfy the $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than other starting controls.

Various aspects of the critical parameters are shown graphically in Figures (9.3.21) to (9.3.24) where $\tau$ is taken as 0.000001 .

Figure (9.3.21) effect of $m$ on $u$ with $u_{0}=3.0, N=400$ and $\epsilon=1.3$ where $m=1,20$ and 119. Here we can see that by increasing $m$ the curvature of the curves of control differ from each other along the time axis.

Figure (9.3.22) effect of $N$ on $u$ with $u_{0}=3.0, m=46, N=100$ with $\epsilon=1.4$ and $N=400$ with $\epsilon=1.3$. Here the curves of control start similarly but as time increases we can see some minor differences in the behaviour between $N=100$ and $N=400$.

Figure (9.3.23) effect of $\epsilon$ on $u$, with $u_{0}=3.0, m=100, N=400$ and $\epsilon=1.3$ and $\epsilon=2.0$. As can be seen from the graphs of $\epsilon=1.3$ and $2.0=$, the start of the curves of control are similar but at approximate time of 0.09 , the behaviour of the curve starts to differ from each other along the time axis.

Figure (9.3.24) effect of $J^{*}$ against $m$ with $N=400, u_{0}=1.0$, with $\epsilon=1.3, u_{0}=3.0$ with $\epsilon=1.3$ and $u_{0}=5.0$ with $\epsilon=1.0$. Here the value of optimal $J$ for all starting controls converges to the same one, as $m$ increases.

In view of the results obtained a proper choice of initial control is an important factor in achieving best. $J^{*}$ in fewer iterations in this case $u_{0}=3.0$.

The interaction between $\epsilon$ and $N$ show that the best combination in order to produce a better optimal $J$, in fewer iterations less computing time and better $A c c$ exists with sufficiently large $N$ i.e. 400 with $\epsilon$ in the range $1.2 \leq \epsilon \leq 1.3$. Here the effect of $\tau$ on minimizing $J$ was practically negligible.

### 9.3.7 Hybrid 3

The algorithm for Hybrid 3, can also be found in chapter 2, section 2.8. The calculation of the norms and line search are the same as FR. in this chapter section 9.3.3. The gradient (g) is obtained in the same way as for GFS in this chapter, section 9.3.1.

The effect of the new parameters, $\lambda>0$ and $\mu<\frac{1}{2}$, had to be considered for this method so test carried out as before with the addition of $\lambda$ taken as $0.01,0.0001$ and 0.0000001 and $\mu$ as $0.15,0.35$ and 0.49999 .

Table (9.3.25) shows the effect of $\epsilon$ and $N$ in oltaining the optimal $J$ with the best Acc possible and best starting control in this case $u_{0}=3.0$.

Values of $\lambda$ and $\mu$ were taken as 0.0000001 and 0.49999 respectively.
The best $J^{*}$ obtained was 0.11981238 to 8 decimal places with $\|g\|=$ $1.585 \times 10^{-2}$ and the corresponding parameter values $\epsilon=1.4, N=400$ or 800 and $m=113$.

For $N$ large say 400 selecting $\epsilon$ in the range $1.3 \leq \epsilon \leq 1.5$ can produce $J^{*}$ with $A c c \leq 1.60 \times 10^{-2}$ in fewer iterations than selecting $\epsilon$ as 1.0 or 2.0 . For smaller $N$ say 100 selecting $\epsilon$ in the range $1.4 \leq \epsilon \leq 2.0$ can achieve the $A c c \leq 1.60 \times 10^{-2}$, in fewer iterations than $\epsilon$ in the range $1.0 \leq \epsilon \leq 1.3$. For $N$ too small say 10 , with most $\epsilon$ 's $J$ is found with a poor $A c c \leq 10^{-1}$ and even by increasing the number of iterations the $A c c$ or convergency of $J$ does not improve. Here also selecting $N$ as 800 as opposed to 400 may result in slightly better minimum $J^{*}$ for some $\epsilon$ 's but at the cost of more computing time.

Tables (9.3.26) to (9.3.28) show that effect of selecting $u_{0}$ on $J$ when the
best $N$ is selected i.e. $N=400$ with $\lambda=0.0000001$ and $\mu=0.49999$ for $A c c \leq 5.0 \times 10^{-2}, \leq 2.0 \times 10^{-2}$ and $\leq 1.60 \times 10^{-2}$.

From Table (9.3.26) it can be seen that selecting $u_{0}$ in the range $2.0 \leq$ $u_{0} \leq 3.0$ can achieve the required $A c c \leq 5.0 \times 10^{-2}$ in fewer iterations than other $u_{0}$ 's.

From Table (9.3.27) we can see that selecting $u_{0}=1.0$ or $u_{0}$ in the range $3.0 \leq u_{0} \leq 4.0$ can achieve the required $A c c \leq 2.0 \times 10^{-2}$ in fewer iterations than $u_{0}=2.0$ or $u_{0}=5.0$. but the best was achieved with $u_{0}=3.0$.

From Table (9.3.28) selecting $u_{0}$ in the range $3.0 \leq u_{0} \leq 5.0$ can achieve the $A c c \leq 1.60 \times 10^{-2}$, in fewer iterations than $1.0 \leq u_{0} \leq 2.0$.

Various aspects of the critical parameters were shown graphically in Figures (9.3.25) to (9.3.28) where $\lambda=0.0000001$ and $\mu=0.49999$.

Figure (9.3.25) effect of $m$ on $u$ with $u_{0}=3.0, N=400$ and $\epsilon=1.4$ where $m=1,20$ and 113 . We can see that difference in the belaviour of the curves of control as $m$ increases along the time axis, and this difference is more eminent between $m=1$ and $n=113$.

Figure (9.3.26) effect of $N$ on $u$ with $u_{0}=3.0, m=39, N=100$ with $\epsilon=1.4$ and $N=100$ also with $\epsilon=1.4$. As can be seen from the graphs of control there is not much difference in the behaviour of the curves of $N=100$ with $N=400$ except in the approximate time intervals of $[0.08,0.15]$ and [ $0.32,0.58$ ].

Figure (9.3.27) effect of $\epsilon$ on $u$ with $u_{0}=3.0, m=100, N=400$ and $\epsilon=1.4$ and $\epsilon=2.0$.

Figure (9.3.28) effect of $J^{*}$ against $m$ with $N=400, u_{41}=1.0$ with $\epsilon=1.0$. As can be seen from the graphs as $m$ increases the value of optimal $J$ from all starting controls converges to the same value.

In view of the results obtained a proper choice of initial control is an important factor in achieving the $J^{*}$ in fewer iterations in this case $u_{0}=3.0$.

The interaction between $\epsilon$ and $N$ shows that the best combination in order to produce a better optimal $J$ in fewer iterations less computing tine and better $A c c$ exists with sufficiently large $N$, i.e. $N=400$ with $\epsilon$ in the range $1.3 \leq \epsilon \leq 1.5$. Here the effect of $\lambda$ and $\mu$ on minimizing $J^{*}$ was practically negligible.

### 9.4 Summary of the Results

A summary of the results can be found in Table (9.4.1) and also a comparison of the methods can be seen in Figure (9.4.1) when $N$ is taken as 400 for ATH, $\tau=0.000001$ and for $\mathrm{H} 3, \lambda=0.0000001$ and $\mu=0.49999$. Also in Figure (9.4.1) the $u_{0}$ is taken as 4.0 for GFS, SD and PR and $u_{0}$ is taken as 3.0 for FR, H1, ATH and H3.

Considering all the aspects of convergency for minimum $J$, i.e. the number of iterations Acc and numerical stability the methods performed as follows;

At $u_{0}=1.0$ the best. $J^{*}$ obtained was by H1 but in terms of $m$, Cputime and NFE, FR performed the best. But overall taking all the parameters Acc, $m$, Cputime and NFE into consideration, H3 perfommexl the best. At $u_{0}=2.0$ the best $J^{*}$ was found by H1, but considering $m$, Cputime and

NFE, FR performed the best. But overall taking the $A c c, m$, Cputime and NFE into consideration H3 performed the best of all.

At $u_{0}=3.0$ the best $J^{*}$ obtained was by H1, but considering $m$, Cputime and NFE, FR performed the best. But overall taking the Acc, $m$, Cputime and NFE into consideration, H3 performed the best of all.

At $u_{0}=4.0$ the best $J^{*}$ was found by H3 but considering $m$, Cputime and NFE, FR performed the best. But overall taking the $A c c, m$, Cputime and NFE into consideration again H3 performed the best of all.

At $u_{0}=5.0$ the best $J^{*}$ was found by H 3 , but considering $m$, Cputime, NFE and also an accurate Acc, H1 performed the best. But overall taking the $A c c, m$, Cputime and NFE into consideration again H3 performed the best of all.

### 9.5 Conclusion

In this chapter we have tested the problem numerically, investigated the efficiency of seven gradient and conjugate gradient techmiques with respect to the critical parameters, $\epsilon, N$ and $u_{0}$.

The performance of the methods are compared based on the following factors:
i. Best minimum $J^{*}$ achieved.
ii. Level of Acc.
iii. Number of iterations.
iv. Number of function evaluations.
v. Computing time.

As can be seen from the results and also from the summary table (9.4.1) the GFS, SD and PR methods achieve their best $J^{*}$ with $u_{0}=4.0$ and the FR, H1, ATH and H3 methods achieved their best by selecting $\mu_{0}=3.0$.

Also it can be seen from Table (9.4.1) that overall, taking the 5 mentioned important factors into account, H3 performed relatively better with various starting controls than other techniques.

In all cases selecting a good initial control, facilitates finding the optimal $J$ in fewer iterations with better $A c c$ and less computing time. Also always selecting large enough integration step number ( $N$ ) with appropriate step) length factor ( $\epsilon$ ) can help to achieve a better value for the optimal $J$.

TABLE (9.3.1):Results of GFS with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | 10 | $100$ | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{J}^{*}=0.15864126 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=9.941 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=14 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12150251 \\ & \mathrm{~m}=210 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=211 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12000934 \\ & \mathrm{~m}=472 \\ & \left\\|\\|=1.628 \times 10^{-2}\right. \\ & \mathrm{dy} \\|=1 \\ & \text { Cputime }=14 \\ & \text { NFE }=473 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.12000932 \\ & m=472 \\ & \\|\mathrm{~m}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=28 \\ & \text { NFE }=473 \end{aligned}$ |
| 1.5 | $\begin{aligned} & J^{*}=0.15889294 \\ & m=9 \\ & \\|g\\|=9.954 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=10 \end{aligned}$ | $\begin{aligned} & r^{*}=0.12151104 \\ & m=140 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=141 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.12000860 \\ & m=312 \\ & \\| g=1.628 \times 10^{-2} \\ & \text { Cputime }=9 \\ & \text { NFE }=313 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12000860 \\ & m=311 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=17 \\ & \text { NFE }=312 \end{aligned}$ |
| 1.8 | $\begin{aligned} & 5^{*}=0.15748745 \\ & m=11 \\ & \\|g\\|=9.932 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12151168 \\ & m=110 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=111 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12000857 \\ & \mathrm{~m}=258 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-7} \\ & \text { Cputime }=8 \\ & \mathrm{NFE}=259 \end{aligned}$ | $\begin{aligned} & I^{*}=0.12000857 \\ & m=258 \\ & \\| \mathrm{gl}=1.628 \times 10^{-7} \\ & \text { Cputime }=15 \\ & \text { NFE }=259 \end{aligned}$ |
| 1.9 | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.15854882 \\ \mathrm{~m}=11 \\ \\|\mathrm{~g}\\|=9.932 \times 10^{-2} \\ \mathrm{Cputime}<1 \\ \mathrm{NFE}=12 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12151168 \\ & \mathrm{~m}=110 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=111 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12000835 \\ & m=244 \\ & \left\\|\left\\|\\|=1.628 \times 10^{-2}\right.\right. \\ & \text { Cputime }=7 \\ & \text { NFE }=245 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12000835 \\ & m=244 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=13 \\ & \text { NFE }=245 \end{aligned}$ |
| 2.0 | $\begin{aligned} & \mathrm{j}^{*}=0.16079366 \\ & m=11 \\ & \\|g\\|=0.1080021 \\ & \\| \text { Cputime }<1 \\ & \text { NFE }=12 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12151942 \\ & \mathrm{~m}=105 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=106 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.12001007 \\ & m=251 \\ & \\|\mathrm{l}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=7 \\ & \text { NFE }=252 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12001007 \\ & \mathrm{~m}=251 \\ & \\|g\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \mathrm{NFE}=252 \end{aligned}$ |
| 2.3 | $\begin{aligned} & \mathrm{J}^{*}=0.1712356 \\ & m=9 \\ & \\|g\\|=0.2340131 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=10 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12160342 \\ & \mathrm{~m}=115 \\ & \\|\mathrm{~g}\\|=1.630 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=116 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12001191 \\ & \mathrm{~m}=255 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=256 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12001009 \\ & \mathrm{~m}=254 \\ & \\|\mathrm{~s}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=15 \\ & \text { NFE }=255 \end{aligned}$ |

TABLE (9.3.2):Results of GFS with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq \mathbf{5 . 0} \times \mathbf{1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 19 | 0.15018608 | $4.90165 \times 10^{-2}$ | 20 | 0.9 | $<1$ |
| 2.0 | 10 | 0.15728053 | $4.93213 \times 10^{-2}$ | 11 | 1.9 | $<1$ |
| 3.0 | 9 | 0.15361698 | $4.90792 \times 10^{-2}$ | 10 | 1.9 | $<1$ |
| 4.0 | 10 | 0.14851412 | $4.66974 \times 10^{-2}$ | 11 | 1.9 | $<1$ |
| 5.0 | 19 | 0.15018608 | $4.90165 \times 10^{-2}$ | 20 | 0.9 | $<1$ |

TABLE (9.3.3): Results of GFS with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{2 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 111 | 0.12376547 | $1.99736 \times 10^{-2}$ | 112 | 0.9 | 3 |
| 2.0 | 50 | 0.12344520 | $1.98793 \times 10^{-2}$ | 51 | 1.9 | 1 |
| 3.0 | 48 | 0.12347513 | $1.99591 \times 10^{-2}$ | 49 | 1.9 | 1 |
| 4.0 | 48 | 0.12337772 | $1.98493 \times 10^{-2}$ | 49 | 1.9 | 1 |
| 5.0 | 98 | 0.12350924 | $1.99507 \times 10^{-2}$ | 99 | 0.9 | 3 |

TABLE (9.3.4):Results of GFS with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq 1.628 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | - | - | - | - | - | - |
| 2.0 | 417 | 0.12000845 | $1.62760 \times 10^{-2}$ | 418 | 1.9 | 13 |
| 3.0 | 286 | 0.12000847 | $1.62760 \times 10^{-2}$ | 287 | 1.9 | 8 |
| 4.0 | 244 | 0.12000835 | $1.62759 \times 10^{-2}$ | 245 | 1.9 | 7 |
| 5.0 | - | - | - | - | - | - |

TABLE (9.3.5):Results of SD with varying $\varepsilon$ and N .

|  | 10 | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{J}^{*}=0.15654120 \\ & m=13 \\ & \mathrm{mg} \\|=9.877 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=61 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12149884 \\ & \mathrm{~m}=457 \\ & \left\\|\\|=1.628 \times 10^{-2}\right. \\ & \\| \mathrm{Cputime}=1 \\ & \mathrm{NFE}=1943 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12009685 \\ & \mathrm{~m}=215 \\ & \\|g\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=21 \\ & \text { NFE }=1162 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12009683 \\ & m=215 \\ & \\|g\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=40 \\ & \text { NFE }=1162 \end{aligned}$ |
| 1.5 | $\begin{aligned} & \mathrm{T}^{*}=0.15572529 \\ & \mathrm{~m}=13 \\ & \\|\mathrm{~g}\\|=9.792 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=57 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12150063 \\ & \mathrm{~m}=344 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=10 \\ & \text { NFE }=1436 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11998067 \\ & \mathrm{~m}=224 \\ & \\|g\\|=1.626 \times 10^{-2} \\ & \text { Cputime }=21 \\ & \text { NFE }=1122 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.11998067 \\ & \mathrm{~m}=223 \\ & \\|\mathrm{~g}\\|=1.626 \times 10^{-2} \\ & \text { Cputime }=40 \\ & \text { NFE }=1117 \end{aligned}$ |
| 1.9 | $\begin{aligned} & \mathrm{r}^{*}=0.16629115 \\ & m=8 \\ & \\|\mathrm{~m}\\|=9.873 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=416 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0 . .12150366 \\ & \mathrm{~m}=272 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=7 \\ & \text { NFE }=1137 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11993905 \\ & m=219 \\ & \\|g\\|=1.625 \times 10^{-2} \\ & \text { Cputime }=25 \\ & \mathrm{NFE}=1067 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.11993905 \\ & m=219 \\ & \\|\mathrm{~m}\\|=1.625 \times 10^{-2} \\ & \text { Cputime }=43 \\ & \text { NFE }=1067 \end{aligned}$ |
| 2.0 | $\begin{aligned} & \mathrm{J}^{*}=0.16001064 \\ & m=9 \\ & \\|g\\|=9.852 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=38 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12150429 \\ & \mathrm{~m}=249 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1041 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11993895 \\ & m=213 \\ & \\|g\\|=1.621 \times 10^{-2} \\ & \text { Cputime }=21 \\ & \text { NFE }=1026 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.11993895 \\ & \mathrm{~m}=213 \\ & \\|\mathrm{l}\\|=1.621 \times 10^{-2} \\ & \text { Cputime }=40 \\ & \text { NFE }=1026 \end{aligned}$ |
| 2.1 | $\begin{aligned} & \mathrm{r}^{*}=0.17200524 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.10370511 \\ & \text { Cputime }<1 \\ & \text { NFE }=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12150429 \\ & m=240 \\ & \\| g=1.628 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1002 \end{aligned}$ | $\begin{aligned} & \mathrm{s}^{*}=0.11994712 \\ & \mathrm{~m}=218 \\ & \\|g\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=1048 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.11994709 \\ & m=218 \\ & \\|y\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=40 \\ & \text { NFE }=1048 \end{aligned}$ |
| 2.3 | $\begin{aligned} & \mathrm{J}^{*}=0.17201021 \\ & \mathrm{~m}=4 \\ & \\|g\\|=0.10418521 \\ & \text { Cputime<1 } \\ & \text { NFE }=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12150429 \\ & \mathrm{~m}=245 \\ & \\|\mathrm{~g}\\|=1.628 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=1035 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11994801 \\ & \mathrm{~m}=219 \\ & \\|g\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=1069 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11994799 \\ & \mathrm{~m}=218 \\ & \\|g\\|=1.627 \times 10^{-2} \\ & \text { Cputime }=40 \\ & \text { NFE }=1061 \end{aligned}$ |

TABLE (9.3.6): Results of SD with change in $\mathbf{u}_{0}$ for ACC $\leq 5.0 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 7 | 0.15750064 | $4.96722 \times 10^{-2}$ | 49 | 0.9 | $<1$ |
| 2.0 | 8 | 0.15415585 | $4.95863 \times 10^{-2}$ | 36 | 2.0 | 1 |
| 3.0 | 10 | 0.14593692 | $4.34585 \times 10^{-2}$ | 44 | 2.0 | 1 |
| 4.0 | 9 | 0.14647810 | $4.55623 \times 10^{-2}$ | 39 | 2.0 | 1 |
| 5.0 | 10 | 0.14670852 | $4.58038 \times 10^{-2}$ | 54 | 0.9 | 1 |

TABLE (9.3.7): Results of SD with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{2 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{g}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 31 | 0.12380461 | $1.95794 \times 10^{-2}$ | 206 | 0.9 | 3 |
| 2.0 | 30 | 0.12342590 | $1.93410 \times 10^{-2}$ | 140 | 2.0 | 3 |
| 3.0 | 30 | 0.12364164 | $1.95637 \times 10^{-2}$ | 137 | 2.0 | 3 |
| 4.0 | 29 | 0.12388872 | $1.98149 \times 10^{-2}$ | 132 | 2.0 | 3 |
| 5.0 | 32 | 0.12373973 | $1.95782 \times 10^{-2}$ | 197 | 0.9 | 3 |

TABLE (9.3.8):Results of SD with change in $u_{0}$ for $A C C \leq 1.6263 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :--- | :---: |
| 1.0 | 223 | 0.12019060 | $1.62620 \times 10^{-2}$ | 1262 | 0.9 | 25 |
| 2.0 | 214 | 0.11994554 | $1.62196 \times 10^{-2}$ | 1048 | 2.0 | 24 |
| 3.0 | 213 | 0.11999889 | $1.62529 \times 10^{-2}$ | 1043 | 2.0 | 21 |
| 4.0 | 213 | 0.11993895 | $1.62098 \times 10^{-2}$ | 1026 | 2.0 | 21 |
| 5.0 | - | - | - | - | - | - |

TABLE (9.3.9): Results of FR with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | $10$ | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | $\begin{aligned} & \mathrm{J}^{*}=0.16288812 \\ & \mathrm{~m}=20 \\ & \\|\mathrm{~g}\\|=0.1790719 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=88 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12189481 \\ & \mathrm{~m}=43 \\ & \\| \mathrm{gl}=1.598 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=219 \end{aligned}$ | $\begin{aligned} & \mathrm{I}^{*}=0.12034753 \\ & \mathrm{~m}=100 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=9 \\ & \text { NFE }=478 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.12034753 \\ & m=99 \\ & \\|y\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=18 \\ & \text { NFE }=469 \end{aligned}$ |
| 1.0 | $\begin{aligned} & \mathrm{J}^{*}=0.14294314 \\ & m=10 \\ & \\|g\\|=0.1389834 \\ & \text { Cputime }<1 \\ & \text { NFE }=45 \end{aligned}$ | $\begin{aligned} & r^{*}=0.12184268 \\ & m=31 \\ & \\|g\\|=1.597 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=144 \end{aligned}$ | $\begin{aligned} & y^{*}=0.12026827 \\ & m=80 \\ & \\| y=1.596 \times 10^{-2} \\ & \text { Cputime }=7 \\ & \text { NFE }=364 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12026826 \\ & \mathrm{~m}=80 \\ & \\| \mathrm{g}=1.596 \times 10^{-2} \\ & \text { Cputime }=14 \\ & \text { NFE }=364 \end{aligned}$ |
| 1.3 | $\begin{aligned} & \mathrm{r}^{*}=0.17496419 \\ & m=10 \\ & \\|g\\|=0.1885805 \\ & \text { Cputime }<1 \\ & \text { NFE }=43 \end{aligned}$ | $\begin{aligned} & r^{*}=0 . .12194301 \\ & m=27 \\ & \\|y\\|=1.598 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=124 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12035177 \\ & \mathrm{~m}=78 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=7 \\ & \text { NFE }=341 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12035177 \\ & \mathrm{~m}=78 \\ & \\| \mathrm{g}=1.598 \times 10^{-2} \\ & \text { Cputime }=13 \\ & \text { NFE }=341 \end{aligned}$ |
| 1.4 | $\begin{aligned} & \mathrm{J}^{*}=0.17465729 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.1870243 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12216884 \\ & m=29 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=126 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12009654 \\ & m=67 \\ & \\|\mathrm{~g}\\|=1.589 \times 10^{-2} \\ & \text { Cputime }=5 \\ & \text { NFE }=296 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12009654 \\ & \mathrm{~m}=67 \\ & \\| \mathrm{sl}=1.589 \times 10^{-2} \\ & \text { Cputime }=9 \\ & \text { NFE }=296 \end{aligned}$ |
| 1.5 | $\begin{aligned} & \mathrm{J}^{*}=0.18363695 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.1983155 \\ & \text { Cputime<1 } \\ & \mathrm{NFE}=27 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.12204595 \\ & m=30 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=131 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12044837 \\ & \mathrm{~m}=95 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \text { NFE }=398 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12044837 \\ & \mathrm{~m}=95 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \\| \text { Cputime }=15 \\ & \text { NFE }=398 \end{aligned}$ |
| 1.7 | $\begin{aligned} & \mathrm{J}^{*}=0.18591032 \\ & \mathrm{~m}=3 \\ & \\|\mathrm{~g}\\|=0.2145631 \\ & \text { Cputime }<1 \\ & \text { NFE }=24 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12210391 \\ & \mathrm{~m}=30 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=131 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12044941 \\ & m=97 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=8 \\ & \mathrm{NFE}=404 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12044939 \\ & m=97 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=16 \\ & \text { NFE }=404 \end{aligned}$ |

TABLE (9.3.10): Results of FR with change in $\mathbf{u}_{0}$ for ACC $\leq 5.0 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{l}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 5 | 0.13999659 | $4.38504 \times 10^{-2}$ | 29 | 1.4 | $<1$ |
| 2.0 | 6 | 0.13407625 | $2.96083 \times 10^{-2}$ | 29 | 1.4 | 1 |
| 3.0 | 5 | 0.13999659 | $4.38504 \times 10^{-2}$ | 29 | 1.4 | $<1$ |
| 4.0 | 7 | 0.13390277 | $3.98363 \times 10^{-2}$ | 33 | 1.4 | 1 |
| 5.0 | 8 | 0.13204935 | $3.30970 \times 10^{-2}$ | 44 | 0.9 | 1 |

TABLE (9.3.11): Results of FR with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{2 . 0 \times 1 0 ^ { - 2 }}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | Hg | NFE | eps | Cputime |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 8 | 0.12245834 | $1.82184 \times 10^{-2}$ | 46 | 1.4 | 1 |
| 2.0 | 11 | 0.12181071 | $1.79332 \times 10^{-2}$ | 55 | 1.4 | 1 |
| 3.0 | 8 | 0.12245834 | $1.82184 \times 10^{-2}$ | 46 | 1.4 | 1 |
| 4.0 | 12 | 0.12196881 | $1.79913 \times 10^{-2}$ | 58 | 1.4 | 1 |
| 5.0 | 13 | 0.12216973 | $1.88267 \times 10^{-2}$ | 75 | 0.9 | 2 |

TABLE (9.3.12):Results of FR with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq \mathbf{1 . 6 0 \times 1 0 ^ { - 2 }}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\\|\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 100 | 0.12039648 | $1.59399 \times 10^{-2}$ | 417 | 1.4 | 9 |
| 2.0 | 86 | 0.12020817 | $1.59114 \times 10^{-2}$ | 372 | 1.4 | 8 |
| 3.0 | 67 | 0.12009654 | $1.58964 \times 10^{-2}$ | 296 | 1.4 | 5 |
| 4.0 | 70 | 0.12028246 | $1.59270 \times 10^{-2}$ | 301 | 1.4 | 6 |
| 5.0 | 100 | 0.12036894 | $1.59386 \times 10^{-2}$ | 440 | 0.9 | 9 |

TABLE (9.3.13):Results of PR with varying $\varepsilon$ and $N$.

| N $\varepsilon$ | 10 | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 0.09 | $\begin{aligned} & \mathrm{J}^{*}=0.15379918 \\ & \mathrm{~m}=20 \\ & \\|\mathrm{~g}\\|=0.1035159 \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=297 \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{T}^{*}=0.12135162 \\ & \mathrm{~m}=70 \\ & \\|\mathrm{~g}\\|=1.713 \times 10^{-2} \\ & \text { Cputime }=7 \\ & \text { NFE }=1976 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12002120 \\ & \mathrm{~m}=145 \\ & \\|g\\|=1.626 \times 10^{-2} \\ & \text { Cputime }=77 \\ & \mathrm{NFE}=5542 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12002120 \\ & \mathrm{~m}=144 \\ & \\| g=1.626 \times 10^{-2} \\ & \\| \mathrm{g}=1.2 \mathrm{time}=145 \\ & \text { NFE }=5534 \end{aligned}$ |
| 0.10 | $\begin{aligned} & \mathrm{J}^{*}=0.15375738 \\ & m=20 \\ & \\|g\\|=0.1031916 \\ & \text { Cputime }<1 \\ & \text { NFE }=277 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12134460 \\ & m=80 \\ & \\|g\\|=1.693 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=1908 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11999519 \\ & m=145 \\ & \\|g\\|=1.624 \times 10^{-2} \\ & \text { Cputime }=69 \\ & \text { NFE }=5259 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11999518 \\ & \mathrm{~m}=145 \\ & \\|\mathrm{dg}\\|=1.624 \times 10^{-2} \\ & \text { Cputime }=135 \\ & \text { NFE }=5259 \end{aligned}$ |
| 0.11 | $\begin{aligned} & \mathrm{J}^{*}=0.15381491 \\ & m=20 \\ & \\|\mathrm{~g}\\|=0.1045886 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=261 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12134523 \\ & \mathrm{~m}=81 \\ & \\|\mathrm{\\|}\\|=1.693 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=1768 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11999489 \\ & \mathrm{~m}=144 \\ & \\|\mathrm{~g}\\|=1.624 \times 10^{-2} \\ & \text { Cputime }=64 \\ & \text { NFE }=4809 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11999489 \\ & \mathrm{~m}=144 \\ & \\| \mathrm{g}=1.624 \times 10^{-2} \\ & \text { Cputime }=121 \\ & \text { NFE }=4809 \end{aligned}$ |
| 0.12 | $\begin{aligned} & \mathrm{J}^{*}=0.15382610 \\ & \mathrm{~m}=20 \\ & \\|\mathrm{~g}\\|=0.1052193 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=245 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12134628 \\ & m=70 \\ & \\|g\\|=1.693 \times 10^{-2} \\ & \text { Cputime }=6 \\ & \text { NFE }=1584 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11999510 \\ & m=144 \\ & \\|g\\|=1.624 \times 10^{-2} \\ & \text { Cputime }=61 \\ & \text { NFE }=4442 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.11999510 \\ & m=144 \\ & \\|g\\|=1.624 \times 10^{-2} \\ & \text { Cputime }=118 \\ & \text { NFE }=4442 \end{aligned}$ |
| 0.2 | $\begin{aligned} & \mathrm{J}^{*}=0.15424785 \\ & m=15 \\ & \mathrm{~m}=15=0.1061884 \\ & \\|\mathrm{~g}\\|=0 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=153 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12134916 \\ & \mathrm{~m}=55 \\ & \\|g\\|=1.699 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1015 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12016363 \\ & \mathrm{~m}=110 \\ & \\|g\\|=1.723 \times 10^{-2} \\ & \text { Cputime }=33 \\ & \text { NFE }=2161 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12016361 \\ & \mathrm{~m}=110 \\ & \\|\mathrm{~g}\\|=1.723 \times 10^{-2} \\ & \text { Cputime }=59 \\ & \text { NFE }=2161 \end{aligned}$ |
| 0.23 | $\begin{aligned} & \mathrm{r}^{*}=0.15425181 \\ & m=14 \\ & \\|\mathrm{~g}\\|=0.1072443 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=151 \end{aligned}$ | $\begin{aligned} & J^{*}=0.12135013 \\ & \mathrm{~m}=53 \\ & \\|g\\|=1.711 \times 10^{-2} \\ & \text { Cputime }=3 \\ & \text { NFE }=1003 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12016521 \\ & \mathrm{~m}=110 \\ & \\|g\\|=1.725 \times 10^{-2} \\ & \text { Cputime }=33 \\ & \text { NFE }=2173 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12016519 \\ & \mathrm{~m}=110 \\ & \\| \text { \\|s\\| }=1.724 \times 10^{-2} \\ & \text { Cputime }=59 \\ & \text { NFE }=2173 \end{aligned}$ |

TABLE (9.3.14): Results of PR with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq \mathbf{5 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{l}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 18 | 0.15978053 | $4.75269 \times 10^{-2}$ | 285 | 0.11 | 4 |
| 2.0 | 15 | 0.15721001 | $4.69841 \times 10^{-2}$ | 235 | 0.11 | 3 |
| 3.0 | 13 | 0.15627567 | $4.69734 \times 10^{-2}$ | 207 | 0.11 | 3 |
| 4.0 | 12 | 0.15077874 | $4.63935 \times 10^{-2}$ | 218 | 0.11 | 3 |
| 5.0 | 13 | 0.15087337 | $4.65923 \times 10^{-2}$ | 212 | 0.11 | 3 |

TABLE (9.3.15): Results of PR with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{2 . 0} \times \mathbf{1 0} \mathbf{- 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 43 | 0.12398575 | $1.98555 \times 10^{-2}$ | 1049 | 0.11 | 14 |
| 2.0 | 40 | 0.12367667 | $1.96831 \times 10^{-2}$ | 1009 | 0.11 | 14 |
| 3.0 | 37 | 0.12365513 | $1.96397 \times 10^{-2}$ | 965 | 0.11 | 13 |
| 4.0 | 35 | 0.12347949 | $1.95800 \times 10^{-2}$ | 957 | 0.11 | 13 |
| 5.0 | 35 | 0.12360186 | $1.96063 \times 10^{-2}$ | 925 | 0.11 | 13 |

TABLE (9.3.16):Results of PR with change in $\mathbf{u}_{\boldsymbol{0}}$ for $\mathrm{ACC} \leq \mathbf{1 . 6 3 \times 1 0 ^ { - 2 }}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | 150 | 0.12008077 | $1.63135 \times 10^{-2}$ | 4957 | 0.11 | 65 |
| 2.0 | 146 | 0.12001346 | $1.62958 \times 10^{-2}$ | 4920 | 0.11 | 64 |
| 3.0 | 148 | 0.1200043 | $1.62870 \times 10^{-2}$ | 4844 | 0.11 | 64 |
| 4.0 | 144 | 0.11999489 | $1.62358 \times 10^{-2}$ | 4809 | 0.11 | 64 |
| 5.0 | 144 | 0.11999571 | $1.62823 \times 10^{-2}$ | 4843 | 0.11 | 64 |

TABLE (9.3.17): Results of $H 1$ with varying $\varepsilon$ and N.

| N <br> $\varepsilon$ | 10 | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{J}^{*}=0.17733932 \\ & m=10 \\ & \\|g\\|=9.908 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12232688 \\ & m=62 \\ & \left\\|\\|=1.597 \times 10^{-2}\right. \\ & \\| \text { \\|putime }=1 \\ & \text { NFE }=285 \end{aligned}$ | $\begin{array}{\|l} J^{*}=0.11982405 \\ m=121 \\ \\| g=1.597 \times 10^{-2} \\ \text { Cputime }=12 \\ \text { NFE }=576 \end{array}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11982405 \\ & \mathrm{~m}=120 \\ & \\| \mathrm{g}=1.597 \times 10^{-2} \\ & \text { Cputime }=24 \\ & \text { NFE }=566 \end{aligned}$ |
| 1.4 | $\begin{aligned} & \mathrm{J}^{*}=0.17278498 \\ & \mathrm{n}=6 \\ & \\| \mathrm{dm}=9.918 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=29 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12164238 \\ & \mathrm{~m}=39 \\ & \\|\mathrm{~g}\\|=1.596 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=178 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11982345 \\ & m=120 \\ & \\|\mathrm{l}\\|=1.597 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=535 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11982345 \\ & \mathrm{~m}=119 \\ & \\| g=1.597 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=525 \end{aligned}$ |
| 1.5 | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.17451821 \\ \mathrm{~m}=6 \\ \\|g\\|=9.970 \times 10^{-2} \\ \text { Cputime }<1 \\ \text { NFE }=28 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12191905 \\ & m=41 \\ & \\|\mathrm{~g}\\|=1.597 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=175 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11979908 \\ & m=120 \\ & \\|\mathrm{~g}\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=551 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11979908 \\ & \mathrm{~m}=120 \\ & \\|\mathrm{~g}\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=551 \end{aligned}$ |
| 1.6 | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.17530963 \\ \mathrm{~m}=6 \\ \\|g\\|=9.973 \times 10^{-2} \\ \text { Cputime }<1 \\ \mathrm{NFE}=28 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.12185869 \\ & \mathrm{~m}=76 \\ & \\|g\\|=1.597 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=319 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11987383 \\ & \mathrm{~m}=121 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=548 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11987383 \\ & m=121 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=548 \end{aligned}$ |
| 2.0 | $\begin{aligned} & \mathrm{s}^{*}=0.20098841 \\ & \mathrm{~m}=5 \\ & \\|\mathrm{lg}\\|=0.106987 \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=21 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12166820 \\ & \mathrm{~m}=130 \\ & \\|\mathrm{~g}\\|=1.596 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \mathrm{NFE}=180 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11983945 \\ & m=122 \\ & \\|\mathrm{~g}\\|=1.597 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=519 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11983943 \\ & \mathrm{~m}=122 \\ & \\|\mathrm{~g}\\|=1.597 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=519 \end{aligned}$ |

TABLE (9.3.18): Results of $\mathbf{H 1}$ with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq 5.0 \times \mathbf{1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 7 | 0.13855714 | $3.76910 \times 10^{-2}$ | 37 | 1.2 | 1 |
| 2.0 | 6 | 0.13432360 | $3.72048 \times 10^{-2}$ | 29 | 1.5 | 1 |
| 3.0 | 6 | 0.13941722 | $3.88949 \times 10^{-2}$ | 28 | 1.5 | 1 |
| 4.0 | 7 | 0.13449875 | $3.72148 \times 10^{-2}$ | 32 | 1.5 | 1 |
| 5.0 | 6 | 0.15048155 | $4.91634 \times 10^{-2}$ | 27 | 1.2 | 1 |

TABLE (9.3.19):Results of H 1 with change in $\mathbf{u}_{0}$ for $\mathrm{ACC} \leq \mathbf{2 . 0 \times 1 0 ^ { - 2 }}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 17 | 0.12410783 | $1.97710 \times 10^{-2}$ | 91 | 1.2 | 1 |
| 2.0 | 14 | 0.12395976 | $1.97248 \times 10^{-2}$ | 70 | 1.5 | 2 |
| 3.0 | 11 | 0.12261068 | $1.96016 \times 10^{-2}$ | 58 | 1.5 | 1 |
| 4.0 | 12 | 0.12328072 | $1.96879 \times 10^{-2}$ | 56 | 1.5 | 1 |
| 5.0 | 12 | 0.12381171 | $1.96996 \times 10^{-2}$ | 65 | 1.2 | 1 |

TABLE (9.3.20): Results of $\mathbf{H 1}$ with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq \mathbf{1 . 6 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 128 | 0.11981111 | $1.59994 \times 10^{-2}$ | 595 | 1.2 | 12 |
| 2.0 | 127 | 0.11980949 | $1.59986 \times 10^{-2}$ | 588 | 1.5 | 12 |
| 3.0 | 120 | 0.11979908 | $1.59549 \times 10^{-2}$ | 551 | 1.5 | 11 |
| 4.0 | 134 | 0.11981637 | $1.59995 \times 10^{-2}$ | 605 | 1.5 | 12 |
| 5.0 | 99 | 0.11999296 | $1.59996 \times 10^{-2}$ | 464 | 1.2 | 9 |

TABLE (9.3.21):Results of ATH with varying $\varepsilon$ and N .

| $\mathbf{N}$ <br> $\varepsilon$ | $10$ | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{r}^{*}=0.16733932 \\ & \mathrm{~m}=10 \\ & \\|\mathrm{~g}\\|=9.918 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12191387 \\ & \mathrm{~m}=62 \\ & \\|\mathrm{l}\\|=1.597 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=285 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11984896 \\ & m=127 \\ & \\|g\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=12 \\ & \text { NFE }=590 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11984894 \\ & m=127 \\ & \\|g\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=24 \\ & \mathrm{NFE}=590 \end{aligned}$ |
| 1.2 | $\begin{aligned} & \mathrm{T}^{*}=0.16878048 \\ & m=8 \\ & \\| \mathrm{ll}=9.922 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=37 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12168302 \\ & \mathrm{~m}=48 \\ & \\| \mathrm{Em}=1.597 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \mathrm{NFE}=223 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11984319 \\ & \mathrm{~m}=119 \\ & \\| g=1.595 \times 10^{-2} \\ & \\| \mathrm{g}=1 \\ & \text { Cputime }=11 \\ & \text { NFE }=558 \end{aligned}$ | $\begin{aligned} & J^{*}=0.11984319 \\ & m=118 \\ & \\|g\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=548 \end{aligned}$ |
| 1.3 | $\begin{aligned} & \mathrm{j}^{*}=0.1644566 \\ & m=8 \\ & \\|g\\|=9.914 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=37 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12169886 \\ & \mathrm{~m}=39 \\ & \\| \mathrm{gl}=1.597 \times 10^{-2} \\ & \mathrm{Cputime}<1 \\ & \mathrm{NFE}=180 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11984135 \\ & m=119 \\ & \\|\mathrm{~g}\\|=1.587 \times 10^{-2} \\ & \text { Cputime }=12 \\ & \text { NFE }=38 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11984135 \\ & m=119 \\ & \\| \mathrm{g}=1.587 \times 10^{-2} \\ & \text { Cputime }=24 \\ & \text { NFE }=38 \end{aligned}$ |
| 1.4 | $\begin{aligned} & \mathrm{J}^{*}=0.17272498 \\ & \mathrm{~m}=6 \\ & \\|\mathrm{~g}\\|=9.918 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=29 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12166746 \\ & \mathrm{~m}=46 \\ & \\|\mathrm{~g}\\|=1.595 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=208 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11988682 \\ & m=120 \\ & \\| g=1.592 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=541 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.11988682 \\ & m=120 \\ & \\|\mathrm{~g}\\|=1.592 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=541 \end{aligned}$ |
| 2.0 | $\begin{aligned} & \mathrm{T}^{*}=0.20380440 \\ & \mathrm{~m}=4 \\ & \\|\mathrm{~g}\\|=0.1066074 \\ & \mathrm{Cputime}<1 \\ & \text { NFE }=19 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12224316 \\ & \mathrm{~m}=31 \\ & \left\\|\left\\|\\|=1.599 \times 10^{-2}\right.\right. \\ & \text { Cputime }<1 \\ & \text { NFE }=127 \end{aligned}$ | $\begin{aligned} & \mathrm{r}^{*}=0.11985070 \\ & \mathrm{~m}=122 \\ & \\|\mathrm{~g}\\|=1.589 \times 10^{-2} \\ & \text { Cputime }=11 \\ & \text { NFE }=521 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11985070 \\ & m=121 \\ & \\| g=1.589 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=510 \end{aligned}$ |

TABLE (9.3.22):Results of ATH with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq \mathbf{5 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{g}$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 6 | 0.13663711 | $3.07048 \times 10^{-2}$ | 32 | 1.3 | $<1$ |
| 2.0 | 6 | 0.12894283 | $2.48550 \times 10^{-2}$ | 31 | 1.3 | $<1$ |
| 3.0 | 7 | 0.14223580 | $3.08488 \times 10^{-2}$ | 35 | 1.3 | $<1$ |
| 4.0 | 5 | 0.13624345 | $3.07033 \times 10^{-2}$ | 26 | 1.3 | $<1$ |
| 5.0 | 6 | 0.14255868 | $4.18792 \times 10^{-2}$ | 30 | 1.0 | $<1$ |

TABLE (9.3.23):Results of ATH with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{2 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 16 | 0.12392616 | $1.93348 \times 10^{-2}$ | 87 | 1.3 | 1 |
| 2.0 | 14 | 0.12419740 | $1.98015 \times 10^{-2}$ | 72 | 1.3 | 1 |
| 3.0 | 9 | 0.12361266 | $1.92913 \times 10^{-2}$ | 45 | 1.3 | 1 |
| 4.0 | 14 | 0.12389185 | $1.93153 \times 10^{-2}$ | 73 | 1.3 | 1 |
| 5.0 | 18 | 0.12422641 | $1.99855 \times 10^{-2}$ | 97 | 1.0 | 1 |

TABLE (9.3.24):Results of ATH with change in $\mathbf{u}_{\mathbf{0}}$ for ACC $\leq 1.60 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | 部 | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 126 | 0.11992437 | $1.58894 \times 10^{-2}$ | 577 | 1.3 | 11 |
| 2.0 | 121 | 0.11986701 | $1.58883 \times 10^{-2}$ | 550 | 1.3 | 10 |
| 3.0 | 119 | 0.11984135 | $1.58782 \times 10^{-2}$ | 535 | 1.3 | 10 |
| 4.0 | 124 | 0.11985712 | $1.58859 \times 10^{-2}$ | 566 | 1.3 | 11 |
| 5.0 | 121 | 0.11985118 | $1.58853 \times 10^{-2}$ | 575 | 1.0 | 11 |

TABLE (9.3.25): Results of H3 with varying $\varepsilon$ and N .

| N <br> $\varepsilon$ | 10 | 100 | 400 | 800 |
| :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & \mathrm{J}^{*}=0.16733932 \\ & \mathrm{~m}=10 \\ & \mathrm{gg}=9.916 \times 10^{-2} \\ & \text { Cputime<1 } \\ & \text { NFE }=44 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12189907 \\ & \mathrm{~m}=62 \\ & \\|g\\|=1.599 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=285 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11982405 \\ & \mathrm{~m}=121 \\ & \mathrm{fy}=1.588 \times 10^{-2} \\ & \text { Cputime }=12 \\ & \text { NFE }=576 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11982403 \\ & \mathrm{~m}=121 \\ & \\|\mathrm{~g}\\|=1.588 \times 10^{-2} \\ & \text { Cputime }=24 \\ & \text { NFE }=565 \end{aligned}$ |
| 1.3 | $\begin{aligned} & \mathrm{T}^{*}=0.16944566 \\ & m=8 \\ & \\|g\\|=9.917 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=37 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12169143 \\ & \mathrm{~m}=56 \\ & \\|\mathrm{~g}\\|=1.598 \times 10^{-2} \\ & \text { Cputime }=1 \\ & \text { NFE }=254 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.11983722 \\ & m=117 \\ & \left\\|\left\\|\\|=1.588 \times 10^{-2}\right.\right. \\ & \text { Cputime }=12 \\ & \text { NFE }=545 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11983721 \\ & \mathrm{~m}=116 \\ & \\|\mathrm{~g}\\|=1.588 \times 10^{-2} \\ & \text { Cputime }=24 \\ & \text { NFE }=534 \end{aligned}$ |
| 1.4 | $\begin{aligned} & J^{*}=0.17272498 \\ & m=6 \\ & \\|g\\|=9.918 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=29 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12164238 \\ & m=39 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=178 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11981238 \\ & m=113 \\ & \\|\mathrm{~g}\\|=1.585 \times 10^{-2} \\ & \text { Cputime }=10 \\ & \text { NFE }=506 \end{aligned}$ | $\begin{aligned} & \begin{array}{l} \mathrm{J}^{*}=0.11981238 \\ m=113 \\ \mathrm{mg} \\|=1.585 \times 10^{-2} \\ \text { Cputime }=20 \\ \text { NFE }=506 \end{array} \end{aligned}$ |
| 1.5 | $\begin{aligned} & \mathrm{J}^{*}=0.17451821 \\ & \mathrm{~m}=6 \\ & \\|\mathrm{~g}\\|=9.993 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=28 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12191905 \\ & m=41 \\ & \\| g=1.599 \times 10^{-2} \\ & \text { Cputime }<1 \\ & \text { NFE }=175 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11981452 \\ & m=118 \\ & \left\\|\\|=1.585 \times 10^{-2}\right. \\ & \\|\\| \text { nutime }=10 \\ & \text { NFE }=543 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11981452 \\ & m=118 \\ & \\|\mathrm{~g}\\|=1.585 \times 10^{-2} \\ & \text { Cputime }=20 \\ & \text { NFE }=543 \end{aligned}$ |
| 2.0 | $\begin{aligned} & \begin{array}{l} r^{*}=0.2009004 \\ m=5 \\ \\|g\\|=0.106987 \\ \text { Cputime }<1 \\ \text { NFE }=21 \end{array} \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.12166820 \\ & \mathrm{~m}=43 \\ & \\|g\\|=1.598 \times 10^{-2} \\ & \\| \mathrm{Cputime}<1 \\ & \mathrm{NFE}=180 \end{aligned}$ | $\begin{aligned} & 5^{*}=0.11983082 \\ & m=121 \\ & \\| g=1.589 \times 10^{-2} \\ & \text { Cputime }=10 \\ & \text { NFE }=515 \end{aligned}$ | $\begin{aligned} & \mathrm{J}^{*}=0.11983082 \\ & m=120 \\ & \\|g\\|=1.589 \times 10^{-2} \\ & \\| \text { Cputime }=20 \\ & \text { NFE }=505 \end{aligned}$ |

TABLE (9.3.26): Results of H3 with change in $\mathbf{u}_{\mathbf{0}}$ for $A C C \leq 5.0 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|\mathrm{~g}\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 8 | 0.13074902 | $3.00439 \times 10^{-2}$ | 43 | 1.4 | $<1$ |
| 2.0 | 6 | 0.13568401 | $3.25334 \times 10^{-2}$ | 30 | 1.4 | $<1$ |
| 3.0 | 6 | 0.13096619 | $3.01442 \times 10^{-2}$ | 36 | 1.4 | $<1$ |
| 4.0 | 7 | 0.13931906 | $4.68011 \times 10^{-2}$ | 33 | 1.3 | $<1$ |
| 5.0 | 8 | 0.14000118 | $4.78633 \times 10^{-2}$ | 40 | 1.0 | $<1$ |

TABLE (9.3.27): Results of ATH with change in $\mathbf{u}_{0}$ for ACC $\leq \mathbf{2 . 0 \times 1 0 - 2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\| \mathrm{g}$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 12 | 0.12319517 | $1.86955 \times 10^{-2}$ | 66 | NFE | eps |
| 2.0 | 14 | 0.12353310 | $1.91408 \times 10^{-2}$ | 72 | Cputime |  |
| 3.0 | 10 | 0.12250342 | $1.84277 \times 10^{-2}$ | 75 | 1.4 | 1 |
| 4.0 | 12 | 0.12334539 | $1.93354 \times 10^{-2}$ | 58 | 1.3 | 1 |
| 5.0 | 20 | 0.12397129 | $1.97044 \times 10^{-2}$ | 108 | 1.0 | 2 |

TABLE (9.3.28):Results of $\mathbf{H 3}$ with change in $\mathbf{u}_{\mathbf{0}}$ for $\mathrm{ACC} \leq 1.60 \times 10^{-2}$.

| $\mathrm{u}_{0}$ | m | $\mathrm{~J}^{*}$ | $\\|g\\|$ | NFE | eps | Cputime |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.0 | 126 | 0.11981779 | $1.58632 \times 10^{-2}$ | 567 | 1.4 | 11 |
| 2.0 | 125 | 0.11981299 | $1.58545 \times 10^{-2}$ | 567. | 1.4 | 12 |
| 3.0 | 113 | 0.11981238 | $1.58536 \times 10^{-2}$ | 506 | 1.4 | 10 |
| 4.0 | 121 | 0.11982717 | $1.58771 \times 10^{-2}$ | 549 | 1.3 | 11 |
| 5.0 | 118 | 0.11984933 | $1.59185 \times 10^{-2}$ | 578 | 1.0 | 11 |

Table (9.4.1): Summary table for the seven methods

|  | GFS | SD | FR | PR | H1 | ATH | H3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0 | $\begin{aligned} & m=111 \\ & J^{*}=0.12376547 \\ & \\| g=1.99736 \times 10^{-2} \\ & \varepsilon=0.9 \\ & \text { NFE }=112 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & m=223 \\ & J^{*}=0.12019060 \\ & \\|g\\|=1.62220 \times 10^{-2} \\ & \varepsilon=0.9 \\ & \text { NFE }=1262 \\ & \text { Cputime }=25 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=100 \\ & J^{*}=0.12039648 \\ & \\|g\\|=1.59399 \times 10^{-2} \\ & \varepsilon=1.4 \\ & \text { NFE }=417 \\ & \text { Cputime }=9 \end{aligned}$ | $\begin{aligned} & m=150 \\ & J^{*}=0.12008077 \\ & \\|g\\|=1.63135 \times 10^{-2} \\ & \varepsilon=0.11 \\ & \text { NFE }=4957 \\ & \text { Cputime }=65 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=128 \\ & J^{*}=0.1198049 \\ & \\|g\\|=1.59994 \times 10^{-2} \\ & \varepsilon=1.2 \\ & \text { NFE }=595 \\ & \text { Cputime }=12 \end{aligned}$ | $\begin{aligned} & m=126 \\ & J^{*}=0.11992437 \\ & \\|g\\|=1.58894 \times 10^{-2} \\ & \varepsilon=1.3 \\ & \text { NFE }=577 \\ & \text { Cputime }=11 \end{aligned}$ | $\begin{aligned} & m_{l}=126 \\ & J^{*}=0.11981779 \\ & \\|g\\|=1.58632 \times 10^{-2} \\ & \varepsilon=1.4 \\ & \text { NFE }=567 \\ & \text { Cputime }=11 \end{aligned}$ |
| 2.0 | $\begin{array}{\|l} \hline m=417 \\ J^{*}=0.12000845 \\ \\|g\\|=1.62760 \times 10^{-2} \\ \varepsilon=1.9 \\ \text { NFE }=418 \\ \text { Cputime }=13 \\ \hline \end{array}$ | $\begin{aligned} & m=214 \\ & J^{*}=0.11994554 \\ & \\|g\\|=1.62196 \times 10^{-2} \\ & \varepsilon=2.0 \\ & \text { NFE }=1048 \\ & \text { Cputime }=24 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=86 \\ & J^{*}=0.12020817 \\ & \\|g\\|=1.59114 \times 10^{-2} \\ & \varepsilon=1.4 \\ & \mathrm{NFE}=372 \\ & \text { Cputime }=8 \end{aligned}$ | $\begin{aligned} & m=146 \\ & J^{*}=0.12001346 \\ & \\|g\\|=1.62958 \times 10^{-2} \\ & \varepsilon=0.11 \\ & \text { NFE }=4920 \\ & \text { Cputime }=64 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=127 \\ & J^{*}=0.1198049 \\ & \\|g\\|=1.59986 \times 10^{-2} \\ & \varepsilon=1.5 \\ & \text { NFE }=588 \\ & \text { Cputime }=12 \end{aligned}$ | $\begin{aligned} & m=121 \\ & J^{*}=0.11986701 \\ & \\|g\\|=1.58831 \times 10^{-2} \\ & \varepsilon=1.3 \\ & \text { NFE }=550 \\ & \text { Cputime }=10 \\ & \hline \end{aligned}$ | $\begin{aligned} & m_{l}=125 \\ & J^{*}=0.11981299 \\ & \\|g\\|=1.58545 \times 10^{-2} \\ & \varepsilon=1.4 \\ & \text { NFE }=567 \\ & \text { Cputime }=12 \end{aligned}$ |
| 3.0 | $\begin{aligned} & m=286 \\ & J^{*}=0.12000847 \\ & \\|g\\|=1.62760 \times 10^{-2} \\ & \varepsilon=1.9 \\ & \text { NFE }=287 \\ & \text { Cputime }=8 \end{aligned}$ | $\begin{aligned} & m=213 \\ & J^{*}=0.11999889 \\ & \\|g\\|=1.62529 \times 10^{-2} \\ & \varepsilon=2.0 \\ & \text { NFE }=1043 \\ & \text { Cputime }=21 \end{aligned}$ | $\begin{array}{\|l} m=67 \\ J^{*}=0.12009654 \\ \left\\|\left\\|\\|=1.58964 \times 10^{-2}\right.\right. \\ \varepsilon=1.4 \\ \text { NFE }=296 \\ \text { Cputime }=5 \\ \hline \end{array}$ | $\begin{aligned} & m=148 \\ & J^{*}=0.1200043 \\ & \left\\|\left\\|\\|=1.62870 \times 10^{-2}\right.\right. \\ & \varepsilon=0.11 \\ & \text { NFE }=4844 \\ & \text { Cputime }=64 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=120 \\ & J^{*}=0.11979908 \\ & \\|g\\|=1.59549 \times 10^{-2} \\ & \varepsilon=1.5 \\ & \text { NFE }=551 \\ & \text { Cputime }=11 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=119 \\ & J^{*}=0.11984135 \\ & \\|g\\|=1.58782 \times 10^{-2} \\ & \varepsilon=1.3 \\ & \text { NFE }=535 \\ & \text { Cputime }=10 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=113 \\ & J^{*}=0.11981238 \\ & \\|g\\|=1.58536 \times 10^{-2} \\ & \varepsilon=1.4 \\ & N F E=506 \\ & \text { Cputime }=10 \\ & \hline \end{aligned}$ |
| 4.0 | $\begin{aligned} & m=244 \\ & J^{*}=0.12000835 \\ & \\|g\\|=1.62759 \times 10^{-2} \\ & \varepsilon=1.9 \\ & \text { NFE }=245 \\ & \text { Cputime }=7 \end{aligned}$ | $\begin{aligned} & m=214 \\ & J^{*}=0.11993895 \\ & \\|g\\|=1.62098 \times 10^{-2} \\ & \varepsilon=2.0 \\ & \text { NFE }=1026 \\ & \text { Cputime }=21 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=70 \\ & J^{*}=0.12028246 \\ & \\|g\\|=1.59270 \times 10^{-2} \\ & \varepsilon=1.4 \\ & \text { NFE }=301 \\ & \text { Cputime }=6 \end{aligned}$ | $\begin{aligned} & m=144 \\ & J^{*}=0.11999489 \\ & \\|g\\|=1.62358 \times 10^{-2} \\ & \varepsilon=0.11 \\ & \text { NFE }=4809 \\ & \text { Cputime }=64 \end{aligned}$ | $\begin{aligned} & m=134 \\ & J^{*}=0.11981637 \\ & \\|g\\|=1.5995 \times 10^{-2} \\ & \varepsilon=1.5 \\ & \text { NFE }=605 \\ & \text { Cputime }=12 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=124 \\ & J^{*}=0.11985712 \\ & \\|g\\|=1.58859 \times 10^{-2} \\ & \varepsilon=1.3 \\ & \text { NFE }=566 \\ & \text { Cputime }=11 \end{aligned}$ | $\begin{aligned} & m=121 \\ & J^{*}=0.11982717 \\ & \\|g\\|=1.58771 \times 10^{-2} \\ & \varepsilon=1.3 \\ & \text { NFE }=549 \\ & \text { Cputime }=11 \end{aligned}$ |
| 5.0 | $\begin{aligned} & m=98 \\ & J^{*}=0.12350924 \\ & \\|g\\|=1.99507 \times 10^{-2} \\ & \varepsilon=0.9 \\ & \text { NFE }=99 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & m=32 \\ & J^{*}=0.12373973 \\ & \\|g\\|=1.95782 \times 10^{-2} \\ & \varepsilon=0.9 \\ & \text { NFE }=197 \\ & \text { Cputime }=3 \end{aligned}$ | $\begin{aligned} & m_{l}=100 \\ & J^{*}=0.12036894 \\ & \\|g\\|=1.59386 \times 10^{-2} \\ & \varepsilon=0.9 \\ & \text { NFE }=440 \\ & \text { Cputime }=9 \end{aligned}$ | $\begin{aligned} & m=144 \\ & J^{*}=0.11999571 \\ & \\|g\\|=1.62823 \times 10^{-2} \\ & \varepsilon=0.11 \\ & \text { NFE }=4843 \\ & \text { Cputime }=64 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=99 \\ & J^{*}=0.11999296 \\ & \\|g\\|=1.59996 \times 10^{-2} \\ & \varepsilon=1.2 \\ & \text { NFE }=464 \\ & \text { Cputime }=9 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline m=121 \\ & J^{*}=0.11985118 \\ & \\|g\\|=1.5883 \times 10^{-2} \\ & \varepsilon=1.0 \\ & \text { NFE }=575 \\ & \text { Cputime }=11 \\ & \hline \end{aligned}$ | $\begin{aligned} & m=118 \\ & J^{*}=0.11984933 \\ & \\|g\\|=1.59185 \times 10^{-2} \\ & \varepsilon=1.0 \\ & \text { NFE }=578 \\ & \text { Cputime }=11 \\ & \hline \end{aligned}$ |
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## COMPARISON OF THE SEVEN METHODS



## Chapter 10

## CONCLUSION

In this thesis, we have investigated the performance of a number of Hybrid conjugate gradient methods for solving infinite dimensional, i.e., dynamic optimisation problems and compared them with some existing gradient and conjugate gradient techniques.

The superionity of a method over the others could be decided by taking into consideration the following factors:
i. Ease of Programming,
ii. computing time,
iii. Convergence,
iv. number of iterations,
v. number of function evaluations,
vi. numerical stability,
vii. versatility.

In Problem 1, the best minimum value of $x_{2}\left(t_{f}\right)$ was found by FR., H1, ATH and H3. They also took the same number of iterations, amount of computing time and number of function evaluations to achieve this optimum. When a distant initial control from the one that found the optimal $x_{2}\left(t_{f}\right)$ was selected, FR achieved a better value for $x_{2}\left(t_{f}\right)$ than the other methods.

Although GFS took more iterations to obtain $x_{2}\left(t_{f}\right)$, than the other methods, it took fewer function evaluations and also less computing time to achieve this. In this problem for all the methods, although taking $N$ as 400 as opposed to 100 could produce slightly better minimum $J$ for some $\epsilon$ 's, but, taking into consideration the computing time, it is more economical to select $N$ as 100 rather than 400 . Here, concerning problem 1 as a test problem,
due to the simple nature of the problem, the results for some methods were so similar to each other that we could not establish a firm superiority of one technique over the other.

In problem 2, the best value for the Drag coefficient (CD) was found by FR and GFS in the sense of being closest to the analytical minimum value. FR took $50 \%$ fewer iterations than GFS to achieve this, but GFS took fewer function evaluations than FR. When a distant initial control was selected all the Hybrid methods, FR and PR performed fairly similarly and were superior to GFS and SD in terms of number of iterations taken to achieve the optimal CD up to 5 decimal places. Here taking $N$ larger, say 1600 , produced better minimum $J^{*}$ for most methods but at the cost of more computing time, therefore the best possible $N$ that could have been selected was $N=800$. This particular problem showed that $S D$ took a greater number of iterations and consequently much more computing time than all of the other methods.

In problem 3, the best minimum value of $J^{*}$, when the coefficient of penalty function ( $k$ ) was taken as 10, was obtained by H1 and H3. They took the same number of iterations, amount of computing time and number of function evaluations to achieve this. But the advantage of GFS, SD and ATH over the above two methods was that they could achieve a reasonable value for $J$ for distant and different initial controls, where the other two were not successful.

Also ATH and PR are sensitive with respect to the selection of $\varepsilon$, even with $N$ sufficiently large very special care should be taken in choosing $\varepsilon$, otherwise numerical instability occurs. In terms of stability, the performance of FR was poor, since regardless of $N$ and $\epsilon$ after 60 , or so, iterations we could get no more improvement in the value of $J^{*}$ even by increasing the number of iterations or taking larger values for $N$. For GFS numerical instability happened with $\epsilon$ relatively large, say 0.009 , regardless of what $N$ was selected. For SD numerical instability happened for $N=10,100$ and 200 with $\epsilon$ relatively large say 0.009 . For PR selecting the proper $\epsilon$ for each $N$ was crucial in avoiding numerical instability, and due to its sensitivity special care should have been taken in selecting $\epsilon$. For $H_{1}$ numerical instability occurred for $\epsilon \geq 0.006$ and for $N=50$ numerical instability happened for $\epsilon$ in the range $0.003 \leq \epsilon \leq 0.006$. For ATH, selecting $N$ small, say 10 , resulted in numerical instability. For $N=50$, numerical instability occurred with $\epsilon \geq 0.006$ and for $N=100$ and 200 numerical instability occurred with $\epsilon \geq 0.007$. For H3, when $N$ was taken as 10 numerical instability occurred with $\epsilon \geq 0.006$, for $N=50$ numerical instability occurred with $\epsilon$ in the range $0.003 \leq \epsilon \leq 0.006$ and also $\epsilon=0.008$. This showed the great sensitivity of $H_{3}$ with regard to the selection of proper $\epsilon$. For $N=100$ and 200 numerical instability occurred for $\epsilon$ relatively large say 0.008 . In this problem although for all methods taking $N$ as 200 as opposed to 100 could produce slightly better minimum $J^{*}$ for some $\epsilon$ 's, but taking into consideration the computing time taken it is more economical to select $N$ as 100 rather than 200.

In Problem 4, the best value of $J^{*}$, when the coefficient of the penalty function was taken as $k=500$, was found by SD, FR, PR and all three Hybrid
conjugate gradient methods. They all took the same number of iterations, amount of computing time and number of function evaluations to obtain this value. In fact, all the methods performed similarly except GFS, which had two advantages over the other methods. Firstly, even with selecting a distant starting control it achieved, Acc $\leq 10^{-6}$, whereas with the other techniques this was not possible. Secondly although GFS took more iteration to obtain the optimal $J$, but took fewer function evaluations compared to the others. Here also taking $N$ as 200 as opposed to 100 produced either slightly better or the same minimum $J^{*}$ for some $\epsilon$ 's, but at the cost of more computing time, therefore the best possible $N$ that could have been selected was $N=100$. Due to the similarity of the results for different optimization techniques in this particular test problem, we could not establish a definite superiority of a method over the others.

In Problem 5, two distinct local minima were present and with most methods the first minima was found by selecting $u_{0}$ in the range $1.0 \leq u_{0} \leq 1.8$ and the second with $2.0 \leq u_{0} \leq 3.0$. The best value of $J^{*}$ for the first minima was obtained by FR, H1, ATH and H3. They took the same number of iterations, arnount of computing time and number of function evaluations to achieve the minima. The best value of $J^{*}$ for the second minimum was obtained by FR which took fewer iterations and function evaluations than the other methods to achieve this value. Here for all of the methods considering the first minimum taking $N$ too small resulted in numerical instability. For the second minimum taking $N$ too small resulted in complete numerical instability for SD. Also for PR, FR, H1, ATH and H3, unless $\varepsilon$ was selected very carefully numerical instability occurred. The only method that even by selecting $N$ too small could produce consistent results was GFS. When distant initial controls selected for the first minima all the techniques could achieve a required high accuracy, but for the second minima, the performance of GFS was very poor and FR was poor, H3, H1 and PR. were better, ATH was good and the best was SD. Here taking $N$ as 156 as opposed to 78 produced slightly better minimum $J^{*}$ for some methods, but at the cost of more computing time.

In problem 6 , the best minimum value of $J^{*}$ up to 8 decimal places was found by H1. But taking into consideration the number of iterations, the number of function evaluations and the computing time, the best value of.$J^{*}$ up to 4 decimal places was obtained by H3. When a distant initial control is selected, the performances of GFS and SD were poor compared to the other techniques. Here also the number of integration steps, should be selected large enough for all the methods, otherwise poor convergence results.

When $N$ was selected as 800 as opposed to 400 the same or slightly better minimum $J^{*}$ was oltained but at the cost of more computing time.

Now in view of the performance of the Optimization techniques used in this work for the six practical problems, one can see that for each problem, there were one or more techniques that performed better than the others, but overall there was no technique that could clain complete superiority in terms of the seven criteria mentioned earlier in this chapter. In terms of ease of programming, the Gradient method was relatively easy to program and it,
required the least storage compared with the other methods.
Steepest descent involved substantially more programming than GFS because of the linear search required as part of the method. For the conjugate and Hybrid conjugate gradient methods, further numerical techniques were necessary to estimate the norm of each gradient trajectory.

For most problems although it took more iterations for GFS to obtain optimality, but due to lack of complexity it took fewer function evaluations and therefore less computing time than other methods. But for more accurate optimal results considering the number of iterations taken FR., H1 and H3 produced better results. When problems were experienced through selecting a remote initial control in most cases, the performance of FR and ATH in achieving optimality was better than other techniques. Concerning the approximation to $u^{*}$ with comparison to the analytical solutions, we could see that almost for all the problems, the hybrid conjugate gradient methods produced better results than the conventional gradient or conjugate gradient techniques.

Here, for the problems that used penalty functions, it is worth mentioning that, when the coefficient of the penalty function $(k)$, was changed, in effect a different problem was solved, and it was shown analytically for problem 4 that when $k \rightarrow \infty$ only then was the solution using a penalty function equivalent, to the correct solution. Overall, the tests provided valualble information on the convergence characteristics of various conjugate and hylrid conjugate gradient algorithms and should serve as a practical guide to the potential user wishing to implement these methods.

Finally, in this work all of the methods used for all the problems, produced consistent results, providing sufficiently large values were taken for the number of integration steps, $N$, along with appropriate values for $\epsilon$ and the initial control $u_{0}$.
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## Appendix A1

## The complete derivation of (5.1.5) from Chap-

 ter 5.$$
\begin{aligned}
\dot{x}_{2} & =\frac{d x_{2}}{d t}=\frac{1}{\ell}\left(\frac{u^{3} r}{1+u^{2}}\right)=\frac{u^{3} x_{1}}{1+u^{2}} \\
x_{2}(t) & =\int_{0}^{t} \frac{u^{3} x_{1}}{1+u^{2}} d t .
\end{aligned}
$$

Now from (5.1.4) we have

$$
\frac{D}{4 \Pi q}=\frac{1}{2} r^{2}(\ell)+\int_{0}^{\ell} \frac{r u^{3}}{1+u^{2}} d x
$$

Since $x_{1}=\frac{r(x)}{\ell}=\frac{r(\ell t)}{\ell} \Longrightarrow r=\ell x_{1}$
i.e.,

$$
\begin{aligned}
\frac{D}{4 \Pi q} & =\frac{1}{2} \ell^{2} x_{1}^{2}(1)+\int_{0}^{\ell} \frac{r u^{3}}{1+u^{2}} d x \\
& =\frac{1}{2} \ell^{2} x_{1}^{2}(1)+\int_{0}^{1} \frac{u^{3} r}{1+u^{2}} \frac{d x}{d t} d t
\end{aligned}
$$

Since $x=\ell t \Longrightarrow \frac{d x}{d t}=\ell$
i.e.,

$$
\begin{aligned}
\frac{D}{4 \Pi q} & =\frac{1}{2} \ell^{2} x_{1}^{2}(1)+\ell \int_{0}^{1} \frac{u^{3} r}{1+u^{2}} d t \\
& =\frac{1}{2} \ell^{2} x_{1}^{2}(1)+\ell \int_{0}^{1} \frac{u^{3} \ell x_{1}}{1+u^{2}} d t \\
& =\frac{1}{2} \ell^{2} x_{1}^{2}(1)+\ell^{2} x_{2}(1) \\
& =\ell^{2}\left[\frac{1}{2} x_{1}^{2}(1)+x_{2}(1)\right] \\
& =\ell^{2} \emptyset
\end{aligned}
$$

When $C_{D}$ the drag coefficient in hypersonic flow is defined as $C_{D}=\frac{D}{\Pi q a^{2}}$ (Bryson and Ho [2])

$$
C_{D}=\frac{4 \Pi q \ell^{2} \emptyset}{\Pi q a^{2}}=4\left(\frac{\ell}{a}\right)^{2} \emptyset
$$

