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Abstract 

In this thesis, defect formation by a radiation event in the normal MgAb04 was 

investigated using molecular dynamics (MD) simulations. The mechanisms and acti­

vation barriers for point defects to diffuse were determined using temperature accel­

erated dynamics (TAD). The role of cation inversion on defect formation and defect 

diffusion in spinel-structured oxides was analysed by performing the simulations in 

three spinels: the normal MgAh04, the half-inverse MgGa204 and the fully inverse 

MgIn204. The methodology employed in this thesis can be utilised for simulations in 

other ionic materials. 

The onset of defect formation in MgAl20 4 was investigated by determining the 

threshold displacement energies, Ed, using MD simulations. Ed was dependent on 

the species of the primary knock-on atom and on its direction. The lowest energy 

required to create permanent displacements was 27.5 eV for an oxygen ion directed 

along [1 00]. In general, oxygen ions could be displaced at a lower energy than cations. 

The defects consisted mainly of split interstitials and cation antisites. Cation split 

interstitials were centred around a tetrahedral site with the two interstitials close to 

structural octahedral vacancies. The formation energy of an anti site pair was < 1 e V 

whereas this value was an order of magnitude higher for split interstitials. 

Higher energy cascades in the 0.4-10 keV range, were performed in all three spinels 

using simulation cells containing up to 3 million charged particles. The large si mu­

lations were run using the parallel LBOMD code which has been implemented with 

the parallel DPMTA library for fast Coulomb evaluations. Subcascade branching 

at the higher energies and efficient interstitial-vacancy recombination in the normal 

MgAh04 resulted in similar defect structures as observed at the low energies. Ring 

defects and split vacancy defects on the Al sublattice were also a feature of the cas­

cades. Defect formation in the half-inverse and fully inverse spinels was characterised 

by the formation of split interstitials, crowdions, crowd ion chains and cation disorder 
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defects. The results show that cation interstitials in all three spinels preferentially 

occupied octahedral sites in the structure. The damage became more complex at the 

higher energies in the spinels with inversion; core regions containing a large amount 

of atomic rearrangement could be seen. 

The long time evolution of point defects determined by TAD showed that diffusion 

in a normal spinel was easier as compared to a spinel with inversion. The anisotropy 

brought about by the inversion induced localised traps for the defects. The fastest 

diffusing species was the oxygen split interstitial in the normal MgAI20 4 . Over the 

time scales accessible by TAD, no long range diffusion occurred in the half-inverse 

and inverse spinels. 

In the final part of this thesis, the effect of low-energy displacive radiation in a 

MgO / Ab03 system was modelled in order to investigate the formation and growth 

of a spine I structure at the interface. The interfacial rearrangement between the two 

materials showed that spinel-like tetrahedra formed under thermalisation followed by 

relaxation. However, no clear indication of spine! growth induced by the low 0.6 keY 

cascades was obtained. 
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Chapter 1 

Introd uction 

Many physical and chemical processes happening in nature can be modelled by some 

mathematical formulation based on a combination of existing laws and theorems. The 

accessibility to fast computers has made it possible for these models to be translated 

by an appropriate programming language into a computer software which can then be 

run efficiently as a computer simulation. Computer simulations act as a link between 

theory and experiment by providing a relatively easy way to solve and to understand 

complex problems. Modelling also helps to investigate the behaviour of a system 

under different conditions in order to make realistic predictions. 

Computer simulation studies are widely used in materials science. Different tech­

niques are available to analyse the properties of materials across a range of length 

and time scales, thus leading to the concept of multi-scale modelling. At the elec­

tronic level, quantum mechanical methods are employed to describe the interactions 

between electrons and nuclei. These models enable the energy of any arrangement 

of atoms in a system to be calculated relative to the atomic positions. This involves 

complex electronic structure calculations which are computationally intensive, thus 

limiting the system sizes investigated to be of the order of a few hundreds of atoms 

only. Simulations performed at the atomistic scale can involve thousands to millions 

of atoms using molecular dynamics (MD) or Monte Carlo (MC) methods [1]. MD uses 
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Introduction 

Newtonian mechanics to describe the time-evolution of mutually interacting atoms 

while MC is a stochastic method that can move a system from one configuration to 

another. At higher levels, a continuum representation of the material is modelled by 

neglecting the underlying atomic structure. The behaviour of materials under applied 

stresses or temperature gradients can be captured kinematically through displacement 

or velocity fields while the forces are described by a stress tensor field [2]. 

In this work, atomistic scale MD simulations are used to investigate the evo­

lution of spinel-structured materials under particle irradiation. The interaction of 

highly energetic particles with matter is a fundamental scientific problem. The energy 

transferred from an energetic projectile to a target material can result in structural 

modifications of the material referred to as radiation damage. These changes occur 

at the atomistic scale and are directly related the material's stability and durability 

which are identifiable at the macroscopic level. 

In many applications such as in nuclear waste storage, materials which exhibit min­

imal changes in their properties and for which long-term stability can be anticipated, 

are highly desirable. Due to a paucity of these materials, numerous experiments have 

been conducted on materials with different structures to determine their radiation tol­

erance. The underlying mechanisms which contribute to radiation tolerance can then 

be determined in order to design new materials with enhanced-radiation resistivity. 

Much effort has also been dedicated to investigate this phenomenon using different 

simulation techniques so that complex experimental observations can be understood. 

The main purpose of this thesis is to investigate the structural modifications oc­

curring in spinels when defects form in the structure due to a radiation event and 

to investigate the defect diffusion mechanisms in the material. Spinels belong to the 

class of ternary oxides with the general formula AB2X4, where A and B are cations 

and X is an anion. Magnesium aluminate spinel, lvlgAh04 is the main component 

of the spinel group and exhibits exceptional resistance to irradiation. The crystal 

structure of spine! is described in chapter 2. The various experimental studies of 
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irradiation in magnesium aluminate spinel are also reviewed. 

The formation of defects by irradiation is characterised by time scales of the 

order of femtoseconds which cannot be monitored in real experiments. However, MD 

simulations are ideal to investigate dynamical events occurring on such short time 

and length scales. The ionic character of spinels requires special treatment of the 

Coulomb interactions for fast computation. The parallel algorithms employed in the 

MD code, including the algorithms for evaluating Coulomb forces, are introduced 

in chapter 3. These are essential for running large scale simulations. The results 

of defect formation in the energy regime of 0.4-10 keV are shown in chapter 4 for 

MgAb04 while the damage created in two other spinels, MgGa204 and MgIn204, is 

given in chapter 5. 

The time scale problem of MD restricts the simulations to several picoseconds only. 

However, the diffusion of defects induced by radiation occurs over much longer time 

scales. We use temperature accelerated dynamics (TAD) [3] in order to determine 

the mechanisms and the corresponding energy barriers for point defects to diffuse in 

the three spinels. The TAD methodology and the results for point defect diffusion 

are given in chapter 6. 

In chapter 7, the effect of low energy cascades in a MgO / Ab03 system is investi­

gated using MD simulations. The atomic rearrangement occurring at the interfacial 

region is analysed. 

The main findings in this work are summarised in the final chapter together with 

some suggestions for future work. 
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Chapter 2 

Spinel oxides 

Minerals with the general formula A B2X4 (where A and B are cations and X is an 

anion), and which have the same crystal structure as magnesium aluminate spinel, 

MgAI20 4 , form the spinel group. Spinels are ionic compounds which are widespread 

in nature and occur in various geological forms in the Earth's crust and upper mantle 

[4]. Many spinels show remarkable electronic and magnetic properties and are thus 

suitable for various technological applications such as superconductors and magnetic 

devices [5]. The ability of some ferrite spinels to exhibit different valence states makes 

them good electrical conductors while those spine Is with a high melting point can be 

utilised as refractories [6]. Magnesium aluminate spinel is exceptionally popular be­

cause of its resistance to radiation and is therefore a potential candidate for a number 

of applications in radiation environments. In this chapter, an atomic description of 

the structure of these oxides and some general background is provided. Radiation 

damage experiments performed in MgAl20 4 are also reviewed. 

2.1 The structure of spinel 

Magnesium aluminate spinel is probably the most studied component of the spinel 

systems. Its structure consists of a face-centered cubic arrangement of anions that 
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2.1 The structure of spinel 

contains two distinct sites, tetrahedral sites and octahedral sites, which are partially 

filled by cations. One unit cell consists of 8 MgAh04 formula units forming a structure 

that contains 64 tetrahedrally coordinated interstices (surrounded by 4 0 2-) and 32 

octahedrally coordinated interstices (surrounded by 6 0 2-). In the normal spinel, 

one eighth of these 64 tetrahedral sites are occupied by the divalent Mg2+ ions and 

half of the 32 octahedral interstices are taken up by A13+ ions. The remaining sites 

are left empty and are referred to as structural vacancies. The basic repeat units are 

shown in fig. 2.1 and span the lattice diagonally as illustrated by the corresponding 

pattern. 

~---,L--~/ 
f----f---k~/' 

o Oat32e 

o Al at 16d 

o Mgat8a 

Figure 2.1: Unit cell of the normal MgAh04 spinel with lattice parameter ao. The 
pattern indicated by the shading denotes cell repetition. The arrows indicate the two 
origins which can be used to describe atomic positions in the crystal. 

Most of the spinel compounds have the Fd3m space group symmetry (No. 227 

in the International Tables) [7]. In that respect, the atomic positions are usually 

described using the Wyckoff notation [8] and by specifying the unit cell origin. Un­

der this scheme, lattice sites with identical symmetry are referenced using a unique 

lowercase letter (eg. a, b, c, ... ). These letters are then prefixed by a number (eg . 

. 5 



Spinel oxides 

1, 2, 3, ... ) indicating the number of equivalent sites or equipoints that exist in the 

unit cell. Spinel has 6 such equipoints at the fractional coordinates shown in table 

2.1. In the description of these positions, the origin is conventionally set either on an 

occupied Mg-site, labelled 1 in fig. 2.1, or on an octahedral structural vacancy site, 

labelled 2 in fig. 2.1. 

Table 2.1: Fractional coordinates of lattice sites in the MgAl2 0 4 spinel primitive 
cell. The positions of the anions depend on the parameter u (see section 2.1.1 for 
details). u = 3/8 when the origin is at a Mg-site, and, u = 1/4 when the origin is set 
at an octahedral vacancy. The abbreviations 'octa' and 'tetra' stand for octahedral 
and tetrahedral respectively, and the term 'vacancy' defines a structural vacancy or 
an unoccupied lattice site. The crystal structure is generated by repeating this cell 
according to a fcc lattice. 

Lattice site 
Mg-site 
Tetra. vacancy 
AI-site 

Octa. vacancy 

O-site 

Tetra. vacancy 

Equipoint 
8a 
8b 
16d 

16c 

32e 

48f 

Fractional coordinates of lattice sites 
Origin at Mg-site Origin at octa. vacancy 
0,0,0; 1/4,1/4,1/4 1/8,1/8,1/8; 7/8,7/8,7/8 
1/2,1/2,1/2; 3/4,3/4,3/4 
5/8,5/8,5/8; 5/8,7/8,7/8; 
7/8,5/8,7/8; 7/8,7/8,5/8 
1/8,1/8,1/8; 1/8,3/8,3/8; 
3/8,1/8,3/8; 3/8,3/8,1/8 
U,U,U;U,U,u; 
U,U,U;U,U,U; 
(1/4 - U),(1/4 - U),(1/4 - u); 
(1/4 + U),(1/4 + U),(1/4 - u); 
(1/4 + U),(1/4 - U),(1/4 + u); 
(1/4 - U),(1/4 + U),(1/4 + u) 

1/4,0,0; 0,1/4,0; 0,0,1/4; 
-1/4,0,0; 0,-1/4,0; 0,0,-1/4; 

3/8,3/8,3/8; 5/8,5/8,5/8 
1/2,1/2,1/2; 1/2,1/4,1/4; 
1/4,1/2,1/4; 1/4,1/4,1/2 
0,0,0; 0,1/4,1/4; 
1/4,0,1/4 ; 1/4,1/4,0 
U,U,U;U,U,u; 
U,(1/4 - U),(1/4 - u); 
(1/4 - U),U,(1/4 - u); 
(1/4 - U),(1/4 - u),u; 
U,(3/4 + U),(3/4 + u); 
(3/4 + U),U,(3/4 + u); 
(3/4 + U),(3/4 + u),u 
3/8,1/8,1/8; 1/8,3/8,1/8; 
1/8,1/8,3/8; -3/8,7/8,7/8; 

1/2,1/4,1/4; 1/4,1/2,1/4; 1/4,1/4,1/2; 7/8,-3/8,7/8; 7/8,7/8,-3/8; 
0,1/4,1/4; 1/4,0,1/4; 1/4,1/4,0 -1/8,1/8,1/8; 1/8,-1/8,1/8; 

1/8,1/8,-1/8; 1/8,7/8,7/8; 
7/8,1/8,7/8; 7/8,7/8,1/8 

Using a Mg site as onglll, the positions of the atoms can be described as Mg 

occupying equipoint 8a, Al at 16d and 0 at 32e while the structural vacancies are 

located at 16c (octahedral sites) and 8b and 48f (tetrahedral sites) [9]. The structure 
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2.1 The structure of spinel 

is composed of alternate layers of Mg ions only and layers containing Al and 0 

ions as shown in fig. 2.2. The nearest neighbour environment around each atom is 

schematic ally represented in fig. 2.3 showing the arrangement of the Aj3+ ion with 

an octahedral coordination, the Mg2+ ion residing at a tetrahedral site and the 0 2-

ion with its four nearest neighbour cations. 

Although the atomic positions are well defined at the above mentioned sites, there 

are three degrees of freedom associated with those positions in spinels. These are the 

anion parameter, u, the inversion parameter, i, and the lattice parameter, 30. 

2.1.1 The anion parameter, U 

The AB20 4 system can accommodate a wide range of cations with varying ionic radii 

within its structure. These can range from 0.57 - 0.66 A for the divalent A-site cation 

(e.g. Mg, Mn, Fe, Ni, Zn) and 0.53 - 0.65 A for the trivalent B-site cation (e.g. AI, 

Cr, Fe) [4]. The size of the cations in the spinel structure affects the perfect ordering 

of the anions, since larger cations would require interstices with larger volumes as 

illustrated by the diagram in fig. 2.4. 

The anion parameter, u, is the fraction of the unit cell edge defining the position 

of the oxygen ion at fractional coordinates (u, u, u). It provides a measure of the 

movement of the anions from their ideal sites. For an ideal closed packed oxygen 

arrangement with the unit cell origin on an A-site cation, U = 0.375 (or 0.250 when the 

origin is an octahedral structural vacancy), and the tetrahedral sites are smaller than 

the octahedral sites. In real systems, this u value is larger and the oxygen ions move 

away from their perfect sites in order to balance the volume of each of the tetrahedral 

and octahedral interstices relative to the cationic radii. This results in an outward 

oxygen dilatation along the <111> direction from the occupied tetrahedral cation as 

illustrated by the arrows in fig. 2.4 (b). This distortion of the anion sublattice has 
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2.1 The structure of spinel 

(c) 

[OIO[ 

It!' 
[tOO) +(---+ 

"0/4 

16c octahedral vacancy 

T 48f tetrahedral vacancy 

A 8b tetral ,edral vacancy 

(b) 

Figure 2.3: Nearest neighbour configurations in the spinel structure for an (a) AJ3+ 
ion, (b) Mg2+ ion, and (c) 0 2- ion. AI ions are represented as green spheres, Mg ions 
are coloured blue and 0 ions are shown in red. 

(a) (b) 

Figure 2.4: (a) Tetrahedral environment with a perfect oxygen arrangement. (b) The 
oxygen ions are dilated along < ill > due to a bigger cation. 
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direct consequences on the cation-anion bond lengths and the interstices' geometries 

and volumes. 

2.1.2 The inversion parameter, i 

In normal spinels, as described above, the divalent cations (Mg2+) reside at tetrahe­

dral sites whereas the trivalent cations (AP+) occupy octahedral sites. However, under 

different conditions of temperature and pressure, the divalent cations can interchange 

sites with the trivalent cations, resulting in disordering on the cation sublattice. This 

cation-site interchange is characterised by the so-called inversion parameter, i, defined 

as the fraction of tetrahedral sites occupied by trivalent cations and ranges from 0 

to 1. Spinel compounds with i = 0 are said to be normal, whereas those with i = 1 

are referred to as inverse spinels. In the latter case, all the divalent cations occupy 

octahedral sites whereas half of the trivalent cations remain at their octahedral sites 

and the other half occupy tetrahedral sites. Different cation arrangements can also 

yield to intermediate i values between 0 and unity while a random cation arrangement 

occurs when i = ~. 

An example of this cation mixing mechanism in the norma! spinel is represented 

by equation 2.1, with a Mg ion interchanging site with an Al ion, forming a pair of 

cation disorder defects called antisites. In this equation and throughout this thesis, 

the defects are denoted using the Kroger-Vink scheme [lOJ. 

(2.1 ) 

In reality, the inversion parameter of natural samples of MgAl20 4 is only close to 

zero at low temperatures whereas for synthetic samples the inversion parameter lies 

between 0.2 - 0.6 [11J. Cation disorder increases with increasing temperature and can 

also be triggered by irradiation [12J. However, some spinels have the inverse structure 

uncler normal conditions, while others have intermediate/partial inversion clepending 
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on their chemical compositions. For example, Mg1n204 is inverse (i = 1), whereas 

MgGa204 is partially inverse [13, 14]. A broader list of partially inverse and inverse 

spinels is given in [15]. 

2.1.3 The lattice parameter, ao 

The lattice parameter, ao, is a function of the average of the A-site and B-site cationic 

radii and typically ranges from 8 - 9 A. However, the oxygen sublattice has a repeat 

unit which is half that of the spinel unit cell as represented by one of the octants of 

fig. 2.1. 

The lattice parameter, ao decreases with increasing i. This was observed exper­

imentally under thermal treatment in MgAI20 4, showing a small reduction in the 

value ao of the order of 0.0027 A with cation disordering triggered by a rise of 500 K 

in the temperature [16]. Such a trend was also seen in several computer modelling 

techniques whereby the formation of cation antisites resulted in a small reduction of 

the lattice parameter [17]. 

Related to the increase in cation disorder, the anion parameter is also subject to 

variations, but decreases instead. This is because the tetrahedral sites occupied by 

the smaller AI3+ ions, become smaller in volume whereas the octahedral sites expand 

due to the presence of the larger Mg2+ ions [18]. Fluctuations in the anion parameter 

can therefore be regarded as an indication of cation disorder. 

2.1.4 Cation-anion bond and cation disorder 

The normal spinel structure is composed of Mg04 tetrahedra and AI0 6 octahedra. 

Neglecting the effect of the oxygen parameter u, the relative sizes and shapes of 

these polyhedra depend on their cation-anion bond lengths. However, with cation 

disorder, these bonds can expand or shrink depending mainly on the magnitude of 

the central cation's valency and how this is shared with the oxygen ions around the 
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cation as postulated by Pauling. According to him, the strength of an electrostatic 

bond is defined as a cation's valence charge divided by its coordination number [19]. 

Therefore, the strength of the MgH _02- bond for a MgH occupying a tetrahedral 

site (coordination 4) is different from that of a MgH occupying an octahedral site 

(coordination 6). Pauling also states that "In a stable structure, the charge of the 

anion tends to compensate the strength of the electrostatic bonds reaching to it from 

the cations ... ". 

Thus, in the normal spinel, the tetrahedrally coordinated Mg2+ shares its +2 

charge with its 4 nearest neighbour oxygen ions whereas the octahedrally coordinated 

A[3+ shares its +3 charge with its 6 nearest neighbour oxygen ions. Hence, each 

oxygen gets a charge of +~ in a MgH _02- bond and +~ in an A13+ -02- bond. Since 

each oxygen is bonded to 1 MgH and 3 AI3+ in the normal structure, the total charge 

contribution from these cations is ~ + 3x~ = +2 which is balanced exactly by the-2 

charge of the oxygen. Therefore, according to Pauling, this configuration is stable. 

However, in the presence of a cation antisite defect, the charges shared between 

the antisite and its nearest neighbour anions in the corresponding polyhedra no longer 

balance. If the overall charge contribution of the nearest neighbour cations on any 

oxygen forming this polyhedra is negative (or positive), then this oxygen is said to 

be under-bonded (or over-bonded). Consequently, the under-bonded oxygen ions will 

have a smaller bond length with their nearest cation neighbours, whereas over-bonded 

oxygen ions will have a longer bond length with their cation neighbours than usual. 

This effect is particularly important in spinels with i > 0 and yield to a complex 

electrostatic field. 

2.2 Radiation damage in spinel 

On historical backgrounds, spinels have not always been subject to scientific attention, 

but due to their appearance, they have been used as gemstones for a long period of 
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time. The name spinel originates from the latin word "spina", meaning "little thorn" , 

most probably because of its sharp corners in crystalline form. Spinels can exhibit 

a variety of colours, especially red and blue. The famous Imperial State Crown of 

England, has a big spinel (length of about 5.08 cm and weighing 140-ct) known as 

the Black Prince's ruby on its front as shown in fig. 2.5. However, over the past 

decades, many spinels have been studied for scientific purposes - one such example is 

Figure 2.5: The Imperial State Crown of England is decorated by a red spinel at the 
front. (Photo taken from www.palagems.com/spineLball.htm ) 

MgAlz04 spinel has been proposed as a potential candidate in many nuclear ap­

plications because it maintains a relatively stable structure under irradiation. In 

such environments, materials are subjected to constant irradiation and their resis­

tance to that bombardment is a key to their performance. Because of this, the effects 

of radiation on the microstructure of spine! has been extensively studied by various 

experimental techniques to assess its radiation tolerance. 
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a variety of colours, especially red and blue. The famous Imperial State Crown of 

England. has a big spinel (length of about 5.0 cm and weighing 1l0~t) known a 
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experimental techniques to assess its radiation tolerance. 

13 



Spinel oxides 

Spinel has demonstrated good resistance under neutron irradiation. Clinard and 

co-workers found that the material was resistant to swelling as compared to MgO and 

Ab03 under fluences of"" 2 x 1026 n/m2 (E > 0.1 MeV) and that the irradiated' 

structure contained interstitial loops which could not develop into dislocation net­

works [20, 21]. The spinel structure was found to be invariant to dimension changes 

and swelling under neutron exposure with fluences ranging from 2.2 to 24.9 x 1026 

n/m2, and within the temperature range of 650-1000 K [22]. Sickafus et al. found 

that the spinel microstructure remained relatively stable under neutron irradiation 

to fluences > 5 x 1026 n/m2, resulting in a large amount of cation disordering rather 

than point defect accumulation [23]. These investigations showed that the radiation 

tolerance of spinel was primarily attributed to a high vacancy-interstitial recombina­

tion rate and to the ability of Mg and Al ions to swap lattice sites (cation disordering) 

thereby maintaining a crystalline structure. 

However, several ion-irradiation experiments showed that the material transformed 

to an intermediate crystalline phase distinct from spinel prior to amorphisation. Yu 

et al. first observed signs of amorphisation during irradiation by 400 ke V Xe2+ at 100 

K to a dose of 1 x 1020 Xe/m2 [24]. In their experiment, they found three distinct 

layers in the irradiated MgAI20 4 sample: an uppermost amorphous region, followed 

by a radiation-damaged crystalline phase and an undamaged region. This intermedi­

ate crystalline phase was also observed in [25, 26, 27] and had a repeat unit half that 

of the spinel unit cell. Identifying correctly this new crystalline phase was crucial in 

order to understand firstly, how the spinel structure underwent this transformation 

and, secondly, from there, what factors contributed to the full amorphisation of the 

material. The repeat unit of the met astable phase corresponded to the anion sub­

lattice spacing of spinel indicating that the anion sub lattice retained its periodicity 

whereas it was believed that the cations were randomised on both the tetrahedral and 

octahedral sublattices. However, detailed investigations of the diffraction patterns of 

this region revealed that it corresponded to a disordered rocksalt (N aCl) structure 
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whereby cations were found on the octahedral sites and the tetrahedral sites were 

empty [26J. Based on these experimental observations, it is believed that amorphi­

sat ion would occur via the accumulation of cation disorder defects (antisites) and 

dislocation loops, and eventually leading to the destruction of the anion sublattice. 

Recent theoretical ab-initio work by Gupta [28J showed that a normal MgAh04 

spinel can transform to an inverse spinel via cation disordering much more readily 

than when the Mg2+ cations are directly placed at the octahedral vacancy sites (16c 

sites) in a rock-salt structural arrangement. The latter case could yield to another 

rock-salt structure whereby 75 % of the metal atom sites are randomly occupied. 

However, the various ways in which these sites are populated by the cations are not 

well characterised. 

The above observations show that cation disordering plays an important role in 

the structural properties of spinel under irradiation. This is a preferred mechanism 

for defect accommodation since it maintains a stable crystal structure as seen under 

neutron irradiation. The presence of more than two ions in the spinel lattice with 

different atomic masses and valencies could also be a significant factor contributing 

to the material's radiation tolerance as compared to simple oxides like MgO and 

Ah03. Moreover, the structural vacancies could provide an efficient route for in­

terstitial diffusion, essential for interstitial-vacancy recombination. However these 

processes/mechanisms are difficult to investigate in the usual experiments because 

of their microscopic length and time scales. Many theoretical investigations using a 

variety of modelling techniques are necessary to address the above mentioned issues 

and to provide better insight of the effects of radiation on the microstructure of spine!. 
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Chapter 3 

Molecular dynamics methodology 

Molecular dynamics (MD) is an established method that models the evolution in time 

of a system of N-interacting particles. The main task of MD is the time-integration 

of Newton's laws of motion by assuming that the interaction between the particles 

is governed by a pre-defined potential energy function. MD has been successfully 

employed in many areas of science to address fundamental issues such as protein 

motion in solutions, friction and wear of materials, and the effects of radiation in 

materials [29, 30, 31]. 

This chapter provides an overview of the basic components of a molecular dynam­

ics programme. The discussion is related to the physical problem of interest, which 

is the dynamical process of damage production in the spinel microstructure. We first 

introduce the force field describing the atomic interactions in the structure, then the 

procedures involved in advancing the system 'in time. The main aspects of the parallel 

algorithms implemented in the MD code are also presented. This chapter forms a 

prelude to chapters 4, 5 and 7 whereby collision cascade simulations are investigated. 
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3.1 Introduction 

The modelling of atomic interactions can be investigated either quantum mechani­

cally, by treating explicitly electronic and nuclear variables for each atom using first 

principles or ab-inito, or alternatively, by considering the atoms as classical particles 

within the force field of a potential energy function. Classical molecular dynamics 

forms part of the latter category, whereby at any point in time, the atomic config­

uration is specified by the positions and momenta of the individual particles. As 

time progresses, this configuration is adjusted such that the system's dynamics are 

captured over a certain period of time. Semi-empirical methods, such as the tight 

binding model, incorporate electronic structure calculations into molecular dynamics 

simulations through an empirical Hamiltonian [32]. Thus, semi-empirical methods are 

intermediate techniques between ab-initio and classical methods. The work presented 

in this thesis is based on classical molecular dynamics. 

MD assumes that the net force F i , on each atom i, at time t, is given by Newton's 

second law of motion: 

(3.1 ) 

where m; is the mass and Cl; is the acceleration of the particle. The acceleration can 

be expressed in terms of the atomic position r; as follows, 

(3.2) 

such that, under the current force, the subsequent position f; of each atom as the time 

is incremented to t + i5t can be determined by applying a suitable integrating scheme 

(discussed in section 3.3.1). In order to capture the system's dynamics, this procedure 

of force evaluation and numerical integration is repeated at every time step. Each of 

these time steps is of the order of 1 femtosecond thereby limiting the total simulation 

time to several tens of picoseconds even on the fastest computers available. 
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The complexity of the atomic interactions in the system relies on the force field 

employed. The forces are generally assumed to be conservative and thus can be 

expressed as the negative gradient of a potential energy function, V. This function 

describes the energy given the system's configuration and is dependent on the posi­

tional vectors of the atoms {ri; i = 1,2, ... , N}. Thus, for any atom i, eqn. 3.1 can 

be rewritten as follows: 

(3.3) 

If initial atomic positions are known {ri; i = 1,2, ... , N}, and their interactions fully 

described by the potential energy function V, the MD scheme finds the trajectory of 

each atom by solving eqns. 3.2 and 3.3. 

However, as in any other experiment or computer modelling technique, it is es­

sential to prepare the system before running the MD simulation. This involves, the 

potential energy function selection, setting up the initial configuration of the crystal 

structure, and applying the necessary constraints during the simulation. Eventu­

ally, by using a suitable visualisation tool/software, the results can be scrutinised to 

identify microscopic details of the dynamical process. 

3.2 The potential energy function 

The major component of the atomistic model is the potential energy function which 

approximates the quantum mechanical interactions of electrons and nuclei in the 

system. The complexity of these interactions are incorporated in the potential energy 

function, which is commonly expressed as follows: 

(3.4) 
j j k 
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3.2 The potential energy function 

Each term in eqn. 3.4 represents mathematical expressions which describe specific 

features in the potential energy hypersurface. The first term is the contribution of 

the interactions between pairs of atoms i and j, and Vij describes the energy profile 

between them as a function of their distance apart. The second term involves interac­

tions between triplets i, j and k, and characterises bond bending effects. Three-body 

interactions become important in systems with covalent bonding, in metals and semi­

conductors [33]. Higher order terms are too small compared to the two-body and 

three-body terms and are usually omitted in MD simulations [34]. The prime on the 

summation signs indicates that each distinct pair (or triplet) is not counted twice. 

There is a wide selection of potential energy functions available for a broad range 

of materials. Because of the ionic character of the spinel compounds considered in this 

thesis, the model of interest has to properly describe this ionic crystalline cohesion. 

Here, atoms are treated as point-like charges forming an ordered arrangement of 

alternate positive ions and negative ions held together by two competing interactions: 

• the Coulomb attraction between these cations and anions, and, 

• a short range, repulsive field that prevents the ions from collapsing into each 

other. 

The potential energy function V can be expressed as follows: 

v = VCoul + V SR , (3.5) 

where V Coul denotes the standard Coulomb potential and VSR represents the short 

range repulsive part which can be modelled empirically. Only pair potentials are used 

in the simulations presented in this thesis. The functional form of these potentials 

are introduced in the following subsections. 
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3.2.1 Coulomb interactions 

It is well known in electrostatics that "like charges repel, unlike charges attract'. 

This phenomenon was studied by the French scientist Charles-Augustin de Coulomb 

(1785), who discovered an inverse relationship on the force between two charges and 

the square of their distance. Later in time, came the potential energy concept of this 

charge-charge interaction, which can be expressed mathematically as follows: 

(3.6) 

where Zi and Zj are the valencies of the interacting ions i and j, rij the distance 

between them, e is the electronic charge (e = 1.602 x 10-19 C), and EO represents the 

permittivity of free space (EO = 8.854 X 10-12 c2 N-1 m2
). In a system of N ions, the 

total potential energy contribution due to the electrostatic interactions is given by: 

(3.7) 

The Coulomb potential falls off slowly with rij, such that the interaction between two 

particles can' be felt at distances of up to 70 nm [35]. For this reason, the summa­

tion involves all ion pairs in the crystal in contrast with the short-range potentials 

discussed below. 

3.2.2 Buckingham potential 

The attraction between two atoms or ions of opposite charges within an interaction 

range gradually becomes repulsive as they come closer and closer. This is due to 

the nuclear repulsion between the atomic cores of the interacting pair and to the so 

called Pauli effect. The latter effect results from the electronic cloud overlap between 

the two ions which prevents them from collapsing into one another. The Born-Mayer 

potential models this repulsive interaction prevailing at short pair separation and is 
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given by the function: 

(3.8) 

where the parameters Aij and Pij are dependent on the two interacting ions. The 

Buckingham potential results from the addition of an attractive van der Waals tail 

to the Born-Mayer potential as shown: 

(3.9) 

where the parameter C;j also varies according to the interacting species. The Bucking­

ham potential is widely used in the modelling of ionic systems to describe short-range 

interactions [36]. The simplicity of this potential has contributed to its popularity. 

Additionally, the interaction range of this term is small and thus, the computation 

can be done efficiently. 

3.2.3 Ziegler-Biersack-Littmark potential 

The kinetics involved when modelling high-energy collision events should account 

for the significant internuclear repulsion induced at very short pair separations. At 

normal atomic distances, the electronic shells effectively screen the nuclei and to some 

extent, take part in the chemical bonding. However, during an energetic collision the 

impact is huge and the electronic clouds are dispersed and provide no more shielding. 

This repulsive potential between the nuclei then becomes essentially Coulombic and 

has the following form: 

(3.10) 

where Zi and Zj are the atomic numbers of the interacting particles, </> is the screening 

function which incorporates the electronic shielding of the nuclei, and aij denotes the 

screening length for the interaction. The idea here is that </> -; 1 as rij --> 0 such 

that the screening becomes less significant as the two nuclei come closer. Several 
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models for the screening function have been proposed. Among those in the literature, 

the functions proposed by Bohr, Thomas-Fermi, Moliere, Lenz-Jensen and Ziegler­

Biersack-Littmark (ZBL) are oft,en encount,ered [371. 

The ZBL potential [38] is widely used for atomic collision studies because it has 

been found to be more closely in agreement with experiment [39J. Here, the screening 

function <p(x) is given by: 

<p(x) = 0.1818e- 3.199B.r + 0.509ge-O.9423x + 0.2 02e- 0.4029:z: + 0.02 17e-O.2016x. (3.11) 

The coefficients in eqn. 3.11 result from a fitting procedure to quantum mechani­

cal calculated data. The screening distance depends on the atomic numbers of the 

colliding pair and rela.tes to the equa.tion: 

0.88534ao 
CL;j = ZO.23 + ZO.23 , 

• J 

where ao = 0.529 A (Bohr radius for a H atom). 

(a) 

(3.12) 

(b) 

Figure 3.1: Schematic representation of the short-range repulsive interactions between 
two atoms colliding with high energies. (a) The nuclei are shielded by their electrons. 
(b) The electron cloud is dispersed during a collision event exposing the atomic cores 
to a strong Coulombic repulsion. 

3 .2.4 Spine l potential used in the MD code 

The ionic spinel crystal is modelled as an ordered array of point masses with formal 

charges. The interactions are calculated by a pairwise potential consisting of the stan-
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dard Buckingham potential for short range interactions, and the Coulomb potential 

for the long range electrostatic field. Because of the energetic collisions encountered 

in this work, the potential energy function is joined to the ZBL potential for short 

particle-particle separation by a splining function, g(rij). A smooth cutoff of the 

Buckingham potential is also implemented via the function h(rij). This combined 

potential energy function, V(rij), is given byeqn. 3.13. 

ZBL 

g(rij) ra:::::rij<rb; 
_'!2i. 

Aije I'ij - ~ + VCau1(rij) rb ::::: rij < re; 
.] 

h(rij) X ( A;je -;;;;- - ~ ) + VCau1(rij) re::::: rij < rO; 

(3.13) 

VCoul(rij) rij ::::: rO, 

The potential parameters Aij , Pij and Gij implemented in the MD code are re­

ported in table 3.1 and describe the pair interactions in the three spinels MgAI20 4, 

MgGa204 and MgIn204. These parameters were obtained from the Atomistic Sim­

ulation Group of Imperial College [40, 41]. Because of the relatively short cationic 

radii, the cation-cation interactions show no polarisability and are treated as being 

purely Coulombic, such that Aij and Gij are equal to zero. For the interactions in the 

latter case, the spline connects to the ZBL potential at a pair separation of"'" 0.40 A 

and to the VCou1 potential at "'" 1.05 A. The potential used in this work for MgAb04 

predicts the correct defect structures as ab-initio calculations. This potential has also 

been employed to investigate the variation in the lattice parameter of magnesium 

aluminate spinel as a function of cation disorder [17]. 

The lattice parameters resulting from our model are in good agreement with ex­

perimental data in all three spinels as shown in table 3.2. The lattice energy and 

volume per molecule of magnesium aluminate spinel show good agreement with those 
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Table 3.1: Buckingham potential function parameters for magnesium aluminate, mag­
nesium gallate and magnesium indate spinels. 

Aij (eV) Pij (A) Gij (A6eV) ra(A) rb(A) rc(A) ro(A) 
Mg-O 1279.69 0.2997 0.0 0.15 0.80 4.8 5.0 
0-0 9547.96 0.2192 32.0 0.20 1.50 7.2 7.4 
O-AI 1374.79 0.3013 0.0 0.15 0.65 4.8 5.0 
O-Ga 1625.72 0.3019 0.0 0.15 0.65 4.8 5.0 
O-In 1595.65 0.3296 7.4 0.45 l.l0 4.8 5.0 

predicted by the Bush et al. potential which includes shell polarisability [45]. The 

bulk modulus in MgAl20 4 is overvalued by about 39 % as compared to experimental 

data. This is because the structural properties of the materials were used during the 

fitting procedure and not their elastic properties. 

Table 3.2: Calculated bulk properties of the three spinels. ao denotes the lattice 
parameter, i, the inversion parameter, EL and V are the lattice energy and volume 
per spinel molecule. K denotes the bulk modulus. 

Spinel 
MgAb04 
MgGa204 
Mgln2 04 

ao (A) 
8.12 (8.14a , 8.086) 
8.31 (8.28b) 

8.85 (8.81 b) 

i 
0.0 (0.076) 
0.5 (0.67b) 

1.0 (LOb) 

EL (eV /mol.) 
-201.79 (-200.51 a ) 

-196.57 
-181.81 

" Ref. [42]: Chell et ILl. using t.he Bush et ILl. potent.ial. 
/, Ref. [4:3]: Hill et al. (experiment). 
" ReI. [44]: Kruger et al. (experiment). 

v (A/mol.) 
66.97 (67.52a ) 

71.73 
86.64 

The splining function g(rii) is a 5th order polynomial of the form: 

K (GPa) 
272 (196C

) 

374 
238 

(3.14) 

where the constants A (k = 1, .. , 6) are listed in table 3.3. These are derived by 

assuming that at the point of intersection of the spline to the ZBL potential (at ra), 

and at the other point where the spline intersects the outer potential (at rb), the 

24 



3.3 System integration 

functions, their first and second derivatives are all continuous. The numerical values 

of Ta and Tb were chosen in order to reproduce a smooth transition in the potential 

energy. This can be illustrated in figs. 3.2, 3.3 and 3.4. The repulsive parts of the 

trivalent cation B-O pair potentials are shown in fig. 3.5. It can be clearly seen from 

this curve that the indate has a much steeper repulsion than the gallate which is also 

steeper than the normal spine!. 

The cut-off function h(T;j) in eqn. 3.15, ensures that the Buckingham potential 

gradually becomes zero at TO over the range d = 0.2 A. 

1 

1 
( 

r" r ) '2 1 + COS7f 'J; " (3.15) 

o 

Table 3.3: The parameters for the spline. 

11 h h 14 15 16 
Mg-Mg 14.4507 -47.7977 122.4210 -175.9999 125.1304 -34.1480 
Mg-AI 10.6531 -17.0984 27.9501 -36.8467 28.3526 -8.5504 
Mg-O 11.0765 -31.3878 118.9207 -302.6137 367.5647 -167.4741 
AI-AI 10.3578 -112.8183 9.4511 -1.2318 -1.0544 0.1604 
AI-O 11.5733 -41.0565 200.9594 -614.9430 875.5115 -464.8603 
0-0 9.9306 -17.4669 25.3341 -19.0023 6.6210 -0.8289 

Ca-Ca 13.4778 -30.1638 80.1403 -135.7550 109.9295 -32.7604 
Ca-O 12.3580 -39.8836 185.4654 -545.5733 736.6578 -365.7662 

Ca-Mg 12.2051 -25.6830 62.8748 -103.3191 83.2123 -24.8280 
In-In 15.0978 -39.1426 116.5600 -204.9417 166.9734 -49.6767 
In-O 12.5481 -25.6434 54.0561 -62.4669 37.3255 -8.9238 

In-Mg 13.0074 -30.0841 80.6271 -137.0188 111.0039 -33.0724 

3.3 System integration 

The evolution of an N-body system under a certain force field requires approximate 

numerical methods to integrate Newton's equation in time. This is achieved by using 
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Figure 3.2: The Mg-O interaction potential consisting of the smoothly joined ZBL 
potential to the outer potential, denoted as V SR (without the cut-off function). The 
points of intersection are at Ta = 0.15 A and 1'b = 0.80 A. 
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Figure 3.3: The potential energy varialion for t he oxygen-oxygen interaction. ThE' 
outer potential intersects the spline at Tb = 1.50 A which itselr links ~mooth ly to the 
ZBL potential at Ta = 0.2 A (not caplured in the graph). This results in a repulsive 
wall at very close spacing. 
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finite difference algorithms which use the current forces acting on the particles to 

estimate their atomic position and velocity vectors as the time is incremented by M. 

The most common integration algorithms used in MD are the leapfrog scheme and 

those proposed by Beeman and Verlet [46]. In the first subsection we present the 

velocity-Verlet method, which is implemented in our MD code. In order to advance 

the system in time, a variable time step controller is employed. This provides a range 

of values for 5t as discussed in the second subsection. In the last subsection, the list 

of parameters which can be monitored during the simulation is presented. 

3.3.1 Velocity-Verlet integration algorithm 

For his simulations on liquid argon, Loup Verlet [47] introduced an integration scheme 

known as the Verlet algorithm, derived from Taylor series expansions. Here, the 

atomic positions, ri, and velocities, Vi, are updated as follows: 

ri(t + &) = 2ri(t) - ri(t - &) + 5t2a;(t), (3.16) 

ri(t + &) - ri(t - 5t) 
Vi(t) = 5 . 2 t 

(3.17) 

The acceleration, a;, in eqn. 3.16, is obtained from the force field at time t and is 

evaluated first. The Verlet algorithm requires stored information at t and t - & in 

order to advance the coordinates at time t + 5t. This means extra storage needs to be 

available for the position vectors. Another feature of this method is that the velocity 

updates lag behind by one interval as compared to the atomic positions. In terms of 

accuracy, the error is of the order of &4 in calculating the new coordinates, and is of 

the order of 5t2 for the velocities. 

A variant of the Verlet algorithm was proposed by Swope et al. [48] and is termed 

the velocity-Verlet algorithm. This method updates the positions and velocities in 
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the following way: 
1 

ri(t + M) = ri(t) + 8tvi (t) + "28t2a;(t), (3.18) 

1 
Vi(t + M) = Vi(t) + "2M (ai(t) + a;(t + M)). (3.19) 

The velocity-Verlet scheme proceeds in the following way: the new positions at time 

t+6t are evaluated using eqn. 3.18; at the new positions, the forces and accelerations 

are updated; finally the velocity is calculated using eqn. 3.19. In this way, the 

calculations are performed using the minimal amount of data storage or computer 

memory. The velocity-Verlet algorithm is implemented in our simulation code because 

of its speed, its simplicity and its accuracy. It is also symplectic and thus conserves 

the Hamiltonian invariants better than any other algorithm. 

3.3.2 Variable time step 

Modelling the dynamical process of damage production due to atomic collisions and 

bombarding particles, usually involves high energies and velocities transferred from 

one particle to another. The energetic atoms can travel relatively long distances 

within a short time and, failure to control the time step, M, can result in atoms 

moving into other atoms and eventually causing the total energy of the system to 

drift. In our model, a time step controller is employed which is of the form 

a 
8t = fs. 

J(a+,6q) 

The time step depends on the parameter 'Y which is given by 

'V - Emax + IEmaxl 
1- KE PE, 

(3.20) 

(3.21 ) 

where E'R'ft and E'l1'ff is the maximum kinetic energy and potential energy over all the 

atoms in the system respectively. The time step resulting from eqn. 3.20 is smallest 
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at the beginning of atomic collisions involving keY energies but gradually increases 

as the energy is dissipated in the system. Typical values for er and (3 are l.5 and 0.1 

respectively. This limits the time step to l.5 fs. 

3.3.3 Monitored parameters 

In an MD programme, it is essential to monitor the parameters that describe the 

system as a whole or as an ensemble as time progresses. The total energy, the pressure 

and the temperature, form the set of parameters which can be computed as a function 

of atomic coordinates and velocities. Based on the pair potential described by eqn. 

3.13, the total potential energy due to all the pair interactions is given by: 

N N 

V(t) = L L Vij(ri, rj). (3.22) 
i j>i 

The system's total kinetic energy is the sum of contributions from individual particle 

momenta: 
N 

K(t) = ~ Lmiv;, (3.23) 

where Vi denote the magnitude of the velocity vectors and mi the masses of the 

particles, such that the total energy, E = K + V. Most of the dynamical simulations 

performed in this work were initiated within the so-called microcanonical or constant­

NVE ensemble, where the number of atoms N, the volume of the simulation cell V, 

and the total energy of the system E, are all constant throughout the simulation. 

The total kinetic energy in the system is related to the instantaneous temperature, 

T by: 

(3.24) 

where kB = l.38065 X 10-23 m2 kg S-2 K- 1 is the Boltzmann's constant. If required, 

the system's temperature can be altered by scaling the velocities using a temperature 
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control algorithm. In a microcanonical ensemble, the system's total energy should 

remain constant throughout a simulation. Energy conservation usually indicates that 

the simulation is running correctly while energy drifts can be the result of several 

factors, one of which is the use of an integration time step which is too large. 

3.4 System equilibration 

3.4.1 Minimisation by damping 

The atomic coordinates describing the crystal structure and their corresponding ve­

locities are required as input at the beginning of a dynamics simulation. However, the 

lattice structure is usually setup without any energy constraints by an external pro­

gramme, and may not be in its minimal energy configuration. A quenching method 

has to be used to refine the structure so as to minimise its potential energy. This 

is done by adjusting the atomic positions and simultaneously removing the kinetic 

energy, until the net force on the atoms is zero. For the simulations presented in this 

thesis, damped MD was used for that purpose. The positions and velocities of the 

damped atoms are rescaled at each time step as follows: 

(3.25) 

Vi = f3Vi. (3.26) 

The variables a and f3 are determined by the Lindhard-Scharff and Schi0tt inelastic 

energy loss model [49]. The physical interpretation of this process is that the kinetic 

energy of the moving atoms is continuously converted into electronic excitation as the 

atoms are gradually brought to equilibrium over a certain period of time. However, 

we often just use the model to find the local potential energy minimum by damping 

a system until the kinetic energy becomes vanishingly small. 
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3.4.2 Temperature control 

Under the minimisation scheme discussed in the previous subsection, the system is 

brought to rest where all N atoms are frozen at their respective sites. At this stage, 

the mimimised structure is at a temperature of ° K, and can directly be utilised for 

the production runs. However, in some of our simulations, the system was pre-heated 

to a certain temperature, To. A system with non-zero temperature is characterised 

by a distribution of atomic motion that reflects the temperature of the system. Here, 

the initial atomic velocities are drawn from a Maxwell-Boltzmann distribution, and 

are rescaled after each time step to regulate the system's temperature. This process 

models the effect of having the system coupled to an external heat bath that is at the 

desired temperature, To. The bath acts as a source of thermal energy, supplying or 

removing heat from the system as appropriate. Two temperature control algorithms 

were employed in this work and are discussed next. 

Berendsen thermostat 

The method of temperature control proposed by Berendsen et al. [50] relies on the 

scaling of the velocity vectors at every time step with a factor ).. 

[ 
i5t(To )]t )..= l+TT T- 1 , (3.27) 

in which T and To are the actual and desired temperatures, i5t is the time step of the 

integration algorithm and TT is a coupling parameter between the heat bath and the 

system. The system is brought towards the desired temperature at a rate determined 

by TT. Typically, a value of 1 ps was chosen for our simulations. 
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Nose-Hoover thermostat 

The Nose-Hoover method [51] uses a modified equation of motion: 

cf2r; dr; 
mi dt2 = F - ( dt ' (3.28) 

which incorporates the thermal reservoir as being an integral part of the system. The 

rate of change of the coefficient ( is given by 

d( 1(N2 ) 
dt = Q ~Vi -3NkBTo , (3.29) 

where Q describes the strength of the coupling between the system and the heat bath. 

The algorithm works as follows. If the instantaneous kinetic energy, represented by the 

term L~ v; in eqn. 3.29, is larger than the value 3NkB To, then ( > O. Accordingly, 

the resultant force on the right hand side of eqn. 3.28 decreases, and the velocity of 

the particles decreases. This continues until the kinetic energy becomes smaller than 

3N kBTo. In the latter case, the reverse process occurs and the velocity of the particles 

increases. This mechanism allows the instantaneous temperature to oscillate around 

the desired temperature [52]. Although this method is canonical, it can introduce 

large temperature fluctuations. 

3.5 Algorithms for force updates 

The most computationally expensive task of a MD programme is the force evalua­

tion. In the context of ionic materials, as mentioned previously, the interactions are 

divided into a short-range potential with a finite cut-off radius, and the long range 

Coulomb potential. Complex algorithms are required in order to treat long-range 

Coulomb forces efficiently whereas the short-range interactions can be truncated and, 

the potential can be evaluated using simple algorithms to enhance the speed of the 
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calculations. 

3.5.1 Neighbour lists for short range interactions 

The advantage of using a spherical cut-off radius, TO, around each atom is because, for 

pair separations exceeding TO, the magnitude of the short-range interactions become 

negligible, and can therefore be skipped in the calculations. However for each atom 

i, the code has to identify the list of atoms lying within the interaction range of atom 

i by examining the distances between atom i and all the remaining N-l atoms. This 

involves calculating !N(N-l) distinct pair separations every single time step during 

the simulation. We employ the algorithm proposed by Verlet [47] to maintain a list of 

neighbours within the interaction range of each atom. In this method, the !N(N-l) 

distances are computed every nth time step and a list of neighbours within a distance 

Tt of every atom, is setup. The value of Tt is greater than ro, such that there is a 'skin' 

of thickness Tt - TO around each atom as shown in fig. 3.6. For the next n - 1 steps, 

the short-range forces are computed within this list of neighbours. The magnitude 

of rt, should be such that in between the neighbour list updates, no particle should 

be allowed to traverse the 'skin' around the cut-off, and come within the interaction 

range of the potential. For the simulations presented in this work, the skin has a 

value of 0.3 A. The frequency of the neighbour list updates depends on the maximum 

displacement recorded at each time step. 

The cell index method [34] is used to increase the speed of the neighbour list 

updates described above. Here, the simulation cell with sides of length Lx, Ly and Lz 

is partitioned into smaller cubic subcells of length n. The creation of these subcells 

allows the neighbour search for each atom, to be performed in the subcell containing 

the atom, and, in the 26 neighbouring subcells around it. The computational time 

for the cell index method scales as O(N) for N atoms. 
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Figure 3.6: Illustration of the neighbours of atom l. ro is the cut-off radius, with a 
skin of thickness r[ - ro. Atoms 2, 3, 4, 5, 6 and 7 are on the list of atom 1, but not 
8. During the next update, atom 8 (dotted) will appear on the list of atom l. 

3.5.2 Methods for Coulomb forces 

The problem with charge-charge interactions arises from the term rijl in the poten­

tial energy function (eqn. 3.6). Because of its long range, the implementation of 

a cut-off radius for this type of potential is not possible. The direct method for 

computing the Coulomb interactions for a system of N ions is time consuming and 

requires O(N2) operations. A variety of algorithms have been developed to handle 

long range forces. The Ewald summation technique [34] is commonly used to eval­

uate the Coulomb forces in systems with periodic boundaries. This method scales 

as O(N3/2) and is thus prohibitive for simulating very large systems. An alternative 

to the Ewald summation method is the Fast Multipole Method (FMM) which scales 

as O(N). Two variants of the multipole method have been implemented in our par­

allel code for studying collision cascades, namely the Distributed Parallel Multipole 

Tree Algorithm (DPMTA) [53] and the Fast Multipole Method for Parallel computers 

(FMMP) [54]. A brief description of the Ewald method and the FMM are provided in 

the following subsections. The Ewald summation technique is in-built in the temper­

ature accelerated dynamics software used in this work for investigating point defect 

diffusion (Chapter 6). 
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Ewald summation 

The Ewald summation technique evaluates the Coulomb interactions for a charge­

neutral system of ions and its periodic replicas. Let us assume that our system is a 

cubic cell of length L and containing N ions. The electrostatic energy becomes the 

sum of contributions between pairs of charges in the central cell plus all contributions 

from the periodic images around it, and is given by 

(3.30) 

The outer sum in eqn. 3.30, is taken over all periodic images, n = (nxL,nyL,nzL) 

with nz, ny, n z being integers, and the prime indicates omission of i = j for n = O. 

Eqn. 3.30 is a poorly converging series and is difficult to evaluate. The basic principle 

of the Ewald method is to rewrite the summation into two series, each of which 

converges more rapidly. This is done by setting up a Gaussian charge distribution of 

opposite charge around each ion which neutralises the ion. The electrostatic potential 

due to particle i results only from the fraction of its charge that is not screened. This 

results in a rapidly converging series in real space which can be easily computed by 

direct summation. 

The system's charge neutrality is restored by placing another Gaussian charge 

distribution on each ion, which has the same sign as the ion. These additional distri­

butions are summed in reciprocal space, the result of which converges more rapidly 

than the original point-charge sum. 

Two more terms are required in the final result. The first involves subtracting a 

so called self-interaction term of each Gaussian function with itself within the real 

space calculations. The second term is dependent on the medium surrounding the 

system and its periodic images. More details of this method can be found elsewhere 

[1, 34, 46J. 
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The Fast Multipole Method 

The Fast Multipole Method forms part of the tree-code family and provides a different 

approach to modelling electrostatic interactions in a N-body system. The FMM algo­

rithm divides the simulation cell into sub-regions containing small groups of charges, 

and uses multi pole expansions to evaluate the interactions between groups that are 

sufficiently far from each other. The interactions between nearby charges are com­

puted directly. The different steps involved during the calculations are summarised 

below. 

1. Cell subdivision 

The simulation box with dimensions (Lx, Ly , Lz) is divided into smaller cells 

according to a user-defined parameter n (see fig. 3.7). For n = 0, there is no 

such subdivision. For n = 1, the simulation box is divided once along the X-, y­

and z- axes resulting in 8 subcells with dimensions (Lx/2, Ly/2, Lz/2). At level 

t, the subcell dimensions are (Lx/21, Ly/21, Lz/21). 

level 0 level I 

level 2 level 3 

Figure 3.7: Cell subdivision in the fast multipole method in two-dimensions. Here, 
the number of recursive subdivisions is 3. Level 0 denotes the simulation box. 
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2. Multipole expansion 

At the finest level n of subdivision, the multipole expansions about the cent er 

of each sub cell is computed. For each cell A, this expansion represents the 

potential field due to all other particles found in sufficiently distant sub cells 

in the interaction list of A, as shown in fig. 3.8. In this representation, the 

potential field at a point P = (r, g, </» due to a group of k charges located 

at ri = (Pi, ai, (3i) with charges {qi, i = 1, ... , k}, sufficiently far away from P 

(Pi < r, Vi) can be expressed as the multipole expansion 

(3.31 ) 

k 

M;;' = L qiP~Yn-m(ai' (3i), (3.32) 
i=l 

where yn-m are the associated Legendre polynomials [55]. 

I I I I I I 

I I I I I I 

I I B B B I 

I I B A B I 

I I B B B I 

I I I I I I 

Figure 3.8: A 2-D representation of the interaction list of cell A at level n = 3. The 
squares separated by thin lines represent level n subdivisions, their parents at level 
n-1 are separated by thick lines. Subcell A interacts with sufficiently distant sub cells 
labelled I. These are not near neighbours of A but are contained within the nearest 
neighbours of the parent cell of A. 

3. Upward pass 

The multi pole expansions of the smallest cells at level n, are then grouped 

about a common origin at the next n - 1 level. This is done by translating the 
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multi pole expansions of the smallest cells upwards to the centre of the parent 

cell. In this way, the multi pole moments at each level of subdivision are obtained 

and represent the effect of larger and larger groups of particles. 

4. Downward pass 

The next stage is to fuse together several multi pole expansions at a each level 

into a single local expansion. This represents the potential field due to all 

particles in the system that are not contained in the current box or its nearest 

neighbours. This expansion is then shifted to the centre of the box's children, 

until the local expansions for the cells at the finest level of subdivision are 

obtained. 

5. Force calculation 

The potential energy and force on each particle can be evaluated using the local 

expansion in the smallest cells. Finally, the contributions of the particles in each 

cell and in the neighbouring cells are computed directly and added together. 

The complete algorithm and the set of theorems and equations involved at each 

step of the FMM are given in the original work of Greengard and Rokhlin which has 

been reprinted in [56]. The accuracy and speed of the calculations depend on the 

number of terms present in the multipole expansion (MPE) and on the number of 

recursive subdivisions (RSD) of the simulation cell. 

3.6 Parallel routines 

Historically, early MD simulations were performed on the first generation of computers 

and were limited to a few hundreds of atoms only. With the advent of supercom­

puters and parallel computing technology, it is now possible to perform large-scale 

simulations involving millions of atoms within a reasonable amount of time. Parallel 

computing uses a certain decomposition strategy to distribute the data among the 
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total number of processors available, with the lowest possible communication cost. 

The three main parallelisation strategies are atom decomposition, force decomposi­

tion and spatial decomposition [57]. The simulations in this work were performed 

using the parallel LBOMD code, developed at Loughborough University. The code 

employs the spatial decomposition technique for decomposing the simulation box onto 

different compute nodes, and uses Message Passing Interface (MPI) [58] for processor 

communications. The ionic potential was implemented into the code, together with 

the two parallel multipole methods (DPMTA and FMMP) for evaluating long range 

electrostatic contributions. The spatial decomposition strategy and the integration of 

the multipole methods into the LBOMD code are discussed in the next subsections. 

3.6.1 Spatial decomposition 

The essence of the spatial decomposition technique is to divide the simulation domain 

into smaller boxes, and to assign each spatial region to a distinct processor. Atoms 

moving outside the processor-domain are allowed onto the neighbouring processor. 

Each processor has the complete set of data for each atom in the box and only 

requires the neighbouring atoms' information in adjacent boxes in order to evaluate 

the short-range forces at each time step. 

In order to communicate the relevant list of neighbours from processor to proces­

sor, a list of atoms which lie within the distance Max(ro) (maximum cut-off radius) 

from the boundaries of each processor is setup. This list contains the atoms required 

by neighbouring processors along the relevant directions in order to compute the 

short-range forces and is represented by the green segments in fig. 3.9. Once the 

proper number of neighbours is allocated for exchange, the communication is per­

formed firstly in the east/west direction for all processors. A simultaneous send and 

receive operation is executed: each processor sends data westwardly to the adjacent 

processor, while receiving incoming data on the other side. In fig 3.9 (a), processor 13 

sends data to 12, while receiving data from 14. This process is then repeated in the 
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(a) east/west exchanges 

(b) up/down exchanges 

(c) north/south exchanges 

Figure 3.9: Diagram on the left represents the simulation box subdivided into 27 
smaller boxes for spatial decomposition on 27 processors. Processor 13 only com­
municates with processors 12, 14, 4, 22, 10 and 16 shown in red. Data exchange for 
processor 13 in the (a) east/west direction with 12 and 14; (b) up/down direction with 
4 and 22; (c) north/south direction with 10 and 16. The green segments represent 
exchanged data. 
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opposite direction to complete the data exchange along that direction. The operation 

is repeated in the up/down direction (fig. 3.9 (b)), but the exchange list on each 

processor includes those atoms received at the previous step, and are communicated 

to neighbouring processors as required during this pass. Finally, the same procedure 

is done in the north/south direction to complete the processor to processor communi­

cation. The advantage of this method is that any processor only communicates with 

6 other processors, while getting information from all 26 surrounding boxes. 

3.6.2 DPMTA and FMMP 

Both the DPMTA [53] and FMMP [54] methods are hybrids of the Fast Multipole 

Method discussed in section 3.5.2, and are used for the fast evaluation of Coulomb 

interactions. Parallel versions of both multipole methods have been implemented into 

the main LBOMD code. There are three major differences between the two multipole 

methods. Firstly, the DPMTA software is a library of C codes, whereas the FMMP 

is coded in Fortran77. Secondly, the process of direct force calculations in the fast 

multi pole algorithm (step 5 in section 3.5.2) is performed by an in-built function in 

the DPMTA library whereas, in the FMMP method, this computation is performed 

efficiently by an external subroutine that uses the subcells created by the cell index 

method in the MD code. Lastly, and most importantly, the DPMTA and FMMP 

methods have their own differences in the way they have been developed by their 

respective authors. The main features involved during the implementation of the 

DPMTA and FMMP into the MD code are discussed below. 

The DPMTA library is written with the flexibility to fit into the framework of 

an existing parallel code. Under the spatial decomposition strategy, each processor 

provides the list of particle data to the DPMTA engine. DPMTA processes all the 

incoming data, redistributes it where necessary during the computation, and returns 

the associated force and potential energy values due to the Coulomb interactions, 

back to the processors. In order to link the DPMTA code (C programme that uses 
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MPI for message passing) to the Fortran90 LBOMD code, a Fortran interface is 

used. This interface remaps the data structures of the atoms in the MD code to the 

corresponding data structures in the DPMTA code and vice-versa. 

The main task in the implementation of the FMMP was to convert the Fortran77 

commands into Fortran90 and to add a separate subroutine for direct sums. The most 

efficient way to do the direct computation is to use the subcells created by cell index 

method in the MD code. Each cell at the finest level of subdivision of the FMMP 

locates its nearest neighbour cells within the cell index structure in order to perform 

the direct Coulomb sums. A 2-D schematic representation of this procedure is shown 

in fig. 3.10. 

The FMMP is a more recent version of the multi pole method than DPMTA and 

was an attractive method to implement because of its supposed high efficiency in 

simulating up to 512 million charged particles [54]. After integrating both multipole 

methods into our code, their respective speeds for doing the same amount of compu­

tation was investigated. Tests were carried out for system sizes ranging from 12331 

atoms to 988391 atoms, on a 200 processor cluster at Loughborough University's High 

Performance Computing and Visualisation Centre. The results in tables 3.4 and 3.5 

show the time taken for two force evaluations on a certain number of processors and 

the corresponding speed up values. The speedup factor is defined as 

s = Execution time using one processor 
P Execution time using P processors' 

(3.33) 

For the bigger systems, the memory per processor was insufficient to allow runs 

on a small number of processors. In those cases the speed up factor were estimated 

using the speedup factors obtained from the smaller systems. The figures in tables 

3.4 and 3.5 show that DPMTA is faster than FMMP. One possible reason for this 

difference in speed is that the implementation of the fast multipole algorithm is done 

differently in both the FMMP and the DPMTA where in the latter method the direct 
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(a) (b) 

(c) (d) 

Figure 3.10: Coulomb interactions are computed directly for atoms in cells at the 
finest level of FMMP, and in their nearest neighbour cells. Figures (a) and (c) repre­
sent subdivisions for the cell index method determined by the MD code. Figures (b) 
and (d) denote FMMP subdivision levels of 3 and 2 respectively. Depending on the 
size of the FMMP boxes at the finest level, the correct number of cell boxes (shaded 
region) has to be included in the calculations. 
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3.7 Visualisation method 

computation is performed just after the upward pass procedure while this is done at 

the end in the FMMP. The inclusion of the direct sums at an early stage could be a 

more efficient way to do the calculations. However, the speedup factors of FMMP are 

much better than those of DPMTA. Although both multipole methods were designed 

to run with and without periodic boundary conditions (pbc), our simulations were 

unstable when using pbc. The collision cascade simulations were therefore performed 

using DPMTA and without pbc. 

As stated previously, the accuracy and speed of the fast multipole method is 

dependent on the number of terms present in the multi pole expansion (MPE) and on 

the number of recursive subdivisions (RSD) employed to decompose the simulation 

cell. It was found that the maximum error of the DPMTA method compared to 

direct calculations for a system containing 10000 uniformly distributed charges was 

0.01 when the MPE level was set to 4. As the MPE level was increased by steps of 

2, the maximum error was reduced by one order of magnitude [59]. The variation in 

the speed and accuracy of the D PMTA calculations for systems containing 2000 to 

130000 charged particles has also been studied by Ramasawmy [60]. Typical values of 

the MPE range between 4 to 8 with the higher values being more accurate than the 

lower but the calculations take longer. As the system size gets bigger, higher values 

of RSD are required to speed up the calculations. The MPE and RSD parameters 

used in this thesis are given in table 3.6. 

3.7 Visualisation method 

During the evolution of any system by ~I'!D, output files of the system's configuration 

can be generated at regular time intervals. These files usually contain the following 

information about the atoms: the atomic species, their spatial coordinates and indi­

vidual energies. This data can be processed by a visualiser in order to create picture 

frames, which can then be transformed into a movie in order to look at the dynamics 
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Table 3.4: Execution time in seconds involving two force updates using DPMTA. 
N is the number of atoms in the system. The speedup factor within brackets is an 
estimate. 

N Processors 
1 2 4 8 16 32 

12331 Time 7.79 3.97 3.27 2.24 2.36 2.70 
Speedup 1.0 1.96 2.38 3.47 3.30 2.89 

97669 Time 50.99 33.13 19.29 1277 9.29 7.63 
Speedup 1.0 1.54 2.64 3.99 5.49 6.68 

154883 Time 55.01 34.76 22.02 18.56 12.01 
Speedup (197) 3.12 4.92 5.84 9.02 

988391 Time 88.10 60.87 

Table 3.5: Execution time in seconds involving two force updates using FMMP. 

N Processors 
1 2 4 8 16 32 

12331 Time 383.36 193.11 97.93 49.94 28.36 16.39 
Speedup 1.0 1.99 3.91 7.68 13.52 23.39 

97669 Time 1471.68 730.34 369.97 19009 103.07 55.33 
Speedup 1.0 2.02 3.98 7.74 14.28 26.60 

154883 Time 751.16 381.16 195.70 108.91 58.25 
Speedup (1.98) 3.90 7.60 13.66 25.53 

988391 Time 923.78 478.39 
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Table 3.6: DPMTA parameters used in this work. N is the number of particles in 
the cubic simulation cell of dimension L. MPE is the multipole expansion parameter 
while RSD is the number of recursive subdivisions. 

N L (A) MPE RSD 
7166 41.6 6 4 
12331 49.7 6 5 
97669 98.5 6 5 
154883 114.7 6 5 
450461 163.5 6 6 
988391 212.2 6 6 
3081611 309.7 6 7 

of the system being investigated. For the simulations presented in this work, a VTK 

(Visualization ToolKit) [61] based software called LBOVIS, is used for that purpose. 

The basic principle of LBOVIS is to store the initial configuration of the system at 

time t = 0 and to compare that with configurations at subsequent time steps in order 

to produce the required image. LBOVIS can also be used for real time visualisation 

with the LBOMD code. The different functionalities of LBOVIS can be identified 

in fig 3.11. For the simulations presented in this work, the atoms were mostly fil­

tered according to the 'point defects' option, in order to investigate the evolution of 

interstitials, vacancies and antisite defects. 

3.8 Conclusions 

In this chapter, the main parts of the molecular dynamics method have been dis-

cussed. These include the potential energy function, the integration algorithm, the 

miminisation and temperature-control procedures and the multipole methods. MD 

was employed to investigate the dynamical process of defect production at the atom­

istic scale in MgB20 4 crystals where B = AI, Ga or In. The results are presented in 

chapters 4 and 5. The method was also applied in a MgOj Ab03 system to look at 

the impact of low energy cascades at the interfacial region (chapter 7). 
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Figure 3.11: The LBOVIS visualisation tool. Different options for imaging are avail­
able - atoms can be viewed according to their energy, displacement. height, etc. The 
images can be zoomed-in and out, and rotated as debired in order to focus on any 
specific region of interest. 
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Chapter 4 

MD simulations of radiation 

damage in normal MgAl204 spinel 

4.1 Introduction 

The crystalline structure of any material is disrupted and destabilised under irradia­

tion by highly energetic particles which penetrate the target material by losing their 

energy through elastic collisions with other atoms and through electronic excitation at 

higher energies. The production of lattice defects is mainly due to the elastic collisions 

whereas excitation of electrons can result in the ionisation of some of the atoms. The 

spatial distribution and evolution of the defects within the structure directly affect the 

stability of the material. It is known that point defect accumulation resulting from 

exposure to radiation can cause adverse effects such as swelling or radiation-induced 

amorphisation within certain crystal structures [621. However, harmless interstitial­

vacancy recombination mechanisrns are very likely in materials with good radiation 

tolerance. The final damaged state of any material subject to particle bombardment 

is the result of point defect production (femtoseconds), the nearly instantaneous stage 

of structure relaxation following the energetic events (picoseconds), and on the long 

time thermal annealing process (seconds or longer). 

49 



MD simulations of radiation damage in normal MgAlz04 spinel 

In this chapter, MD simulations are performed in normal MgAb04 spinel to de­

termine its microstructural evolution under the impact of an energetic particle. Here, 

we investigate the first stages of defect production and annihilation occurring on the 

time scales of several picoseconds. The initial energetic bombardment is modelled by 

providing excess kinetic energy to one atom in the material, known as the primary 

knock-on atom or PKA, along a certain crystallographic direction. The ballistic col­

lisions between the PKA and other lattice atoms create atomic displacements over 

the time scale of picoseconds and produce defects which then diffuse more slowly. 

The sequence of atomic collisions leads to the formation of a collision cascade in the 

structure, which is assumed to be purely elastic with no effect on the electronic struc­

ture of the atoms. The nature and morphology of surviving defects remaining in the 

system after the energy has dissipated characterise the radiation damage (on the ps 

time scale). The evolution of these defect structures over longer time scales will be 

investigated in chapter 6. 

The very early stage of point defect formation in magnesium aluminate spinel is 

investigated by finding the threshold displacement energies. The results are presented 

in the first part of the chapter. The various types of defect structures encountered at 

this stage are thoroughly analysed. For the most common types, the defect formation 

energies are computed using damped MD. In the last section, collision cascades in 

the energy regime of 0.4-10 keY are investigated. 

4.2 Threshold displacement energIes 

An important physical parameter for assessing radiation damage in a material is 

the threshold displacement energy, Ed [63]. Ed is generally defined as the minimum 

amount of transferred kinetic energy to an atom in the crystal that produces a stable 

Frenkel pair, which is, an interstitial and a vacancy of the same atom type. For the 

spinel simulations we assume that the threshold energy is reached either when at least 
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a F'renkel pair appears in the laLtice, or, when at least two atoms of different species 

exchange sites forming a pair of antisites, or, when at least two atoms of the same 

species exchange sites and no other defects remain in the lattice. The latter event 

is referred to as a replacement mechanism. A similar approach was used to find the 

threshold displacement energies in zircon, ZrSi04 [64]. With this concept in mind , 

we define the meaning of an interstitial defect and a vacancy defect. 

A displaced atom is referred to as an interstitial if it is further from a normal 

lattice site by (-/3/16)110 A, where ao denotes the lattice parameter of the spine!. This 

distance is half the separation between a tetrahedral cation and a nearest structural 

octahedral vacancy as shown in fig. 4.1. The atom is still counted as an interstitial 

if it occupies a structural vacancy which is not a normal lallice site. Vacancies arc 

similarly defined as original lattice sites witb no atom within a radius of (-/3/16)ao 

A. An antisite defect in the normal spinel refers to a Mg ion sitting on an Al site 

or vice-versa. An mentioned in chapter 2. the Kroger-Vink notation is employed to 

describe the various defect structures encountered. 

, , , , , , . , 
'. 

Figure 4.1: The distance criterion in defining an interstitial defect or a vacancy defect 
is given by the spherical region of radius Tv = (-/3/16)110 A around a latt ice site. 
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MD simulations of radiation damage in normal MgAh04 spinel 

4.2.1 Methodology 

The simulations were 1.:arried out by choosing an atom (the PKA) close to the centre 

of the lattice to which excess kinetic energy was imparted along a certain crystal­

lographic direction. For each direction, the threshold energy was determined by 

gradually increasing the kinetic energy in steps of 5 e V until permanently displaced 

atoms appear in the structure. Ed was taken to be the average of the two values: 

the highest kinetic energy that did not create any permanent displacements and the 

smallest one that did. The error in the resulting value of Ed is therefore ± 2.5 eV but 

is not so accurately predicted in different thermal conditions. The MgAh04 lattice 

was setup using the coordinate system described in table 2.1. The atoms were first 

relaxed using damped MD, then heated to a certain temperature using the Berend­

sen method before the simulations were carried out. During the production runs, the 

system evolved with no heat bath. To determine Ed , the heating temperature was 

chosen so that after the excess kinetic energy imparted by the PKA was dissipated, 

the final temperature of the lattice was either 125 K or 300 K. The trajectories used to 

determine Ed were terminated after 2.5 ps. The system was made up of 5 spinel unit 

cells containing a total of 7166 atoms within a cubic box of dimensions 41.6 A. The 

simulations were performed without periodic boundaries whereby each cascade core 

was embedded at the centre of the simulation box, far from the fixed boundaries. Ed 

was determined for each atom species (Mg, Al and 0) because of their distinct atomic 

masses, coordination and bonding in spine!. The DPMTA method was employed to 

evaluate Coulomb forces. 

4.2.2 Results 

A range of directions was chosen for the initial knock-on event. For each PKA specie, 

head on trajectories were chosen for which high Ed values were obtained. However, 

in order to find out the lower threshold energy values, a few channelling trajectories 
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4.2 Threshold displacement energies 

Table 4.1: Table of calculated threshold displacement energies in e V in magnesium 
aluminate spinel at temperatures of 125 K and 300 K. The bold characters indicate 
the maximum and minimum Ed values. The 300 K simulations were performed three 
times; the Ed values shown represent the mean ± the standard deviation (std. dev.). 

PKA 125 K :100 K (mean ± std. dev.) 

direction MgPKA Al PKA o PKA MgPKA AIPKA o PKA 

[2 :1 2] 182.;; 82.5 47.5 184.2 ± 0.8 79.2 ± 10.4 49.2 ± 2.9 

[1 1 1] 107.5 77.5 47.5 172.5 ± 10.0 74.2 ± 2.9 49.2 ± 2.9 

[2 1 1] 122.5 77.5 G2.5 1:12.5 ± 25.0 82.:> ± 5.0 64.2 ± 11." 

[100] 92.0 72.5 27.5 94.2 ± 2.9 82.5 ± :1(;.1 27.5 ± 0.0 

[1 4 1] 2:12.5 82.5 52.5 142.5 ± 15.0 79.5 ± 10.4 54.2 ± 2.9 

[:1 18] 192.;; 87.5 H7.5 94.2 ± 10.4 87.5 ± 5.0 72.5 ± 8.7 

[8 :1 G] 72.5 82.5 57.5 80.8 ± 14.4 82.5 ± f).0 60.8 ± 10.4 

[05:1] 37.5 157.5 77Ji 34.2 ± 2.D 147.5 ± :1l.2 70.8 ± 0.8 

[7 1 2] 117.5 57.5 72.5 122.5 ± 10.0 55.8 ± 7.6 67.;; ± :n.2 

[79:1] 67 .. 5 87.5 57.5 62.5 ± 10.0 90.S ± 7.6 (;().~ ± fd~ 

[1 10] 42.5 117.5 112.5 42.5 ± 5.0 112.0 ± 10.0 105.8 ± 22.0 

[1 5 1] 2:12.5 82.5 52.5 145.8 ± 5.8 79.2 ± 10.4 54.2 ± 2.9 

[1 :l 1] 277.5 82.5 47.;; 159.2 ± 2:Uj 82.fi ± 5.0 54.2 ± 2.9 

Mean 141.4 88.:1 60.2 (09") 112.9 87.4 GO.S 

Std. dcv. 78.6 24.(; 20.:1 48.8 21.8 17.9 

a Ref. [65]: experimental value of the thrc:';}lOld displacement energy of oxygen at the temperature 
of 77 K. 

were included. For each PKA direction shown in table 4.1, Ed was determined from 

a single set for the simulations performed at the temperature of 125 K. However, 

the 300 K simulations were performed three times for the same direction but with 

varying equilibration times before the energetic event because of fluctuations in the 

displacements of the initial atom positions due to the thermal motion. It was found 

that Ed could vary depending on the precise initial conditions. The resulting value 

of the threshold energy at 300 K was therefore taken to be the average of those three 

values. 
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MD simulations of radiation damage in normal MgAl20 4 spinel 

For a typical cascade, the maximum damage occurred around 60-90 fs after the 

initial knock-oIl event with a maximum of ~ 20 displaced atoms. For low threshold 

energies, only a few atoms are involved in the cascade. After the ballistic phase 

of the cascade, the latlice gradually recovers its cohesion with the annihilation of 

most of the defect~. and if the energy imparted to the PKA is large enough, a few 

permanently displaced atoms are obtained, some of which may remain in the crystal 

structure as defects. Such a situation is illustrated in fig. 4.2 showing snapshots of a 

115 eV AI PKA cascade at 300 K. The PKA direction was set along [0 5 3] resulting 

in a near head-on collision with another AI atom. The defects remaining at the end 

of the 2.5 ps cascade consist of a split Mgi VKlg- Ali" interstitial where one AI and 

one Mg interstitials share the same Mg vacancy, and an V'::.I- AI;" V'::.I split vacancy 

configuration where one AI interstitial is trapped between two AI vacancies. The 

defect evolution and temperature variation during the cascade is shown in fig . 4.3. 

-.. " • • 
a) 20 fs b) -10 fs c) 60 fs d) 80 fs 

'. A B 

• ,..,...., ,..,...., 

• .~ I . / ~ ... ,. 
e)120fs f) 1-10 fs g) 160 fs h) 1600 fs 

Figure 4.2: Cascade snapshots for an AI PKA along [0 5 3] at the energy of 115 eV 
(300 K). Only defects are shown. Spheres represent interstitials and cubes denote 
vacancies. The red colour refers to 0 2 defects, blue iti for ~Ig2+ defects while A[3+ 
defects are coloured green. The same colour scheme is employed throughout this 
thesis unless stated otherwise. (a)-(d) The PKA starts a small cascade. (e)-(h) The 
recrystallisation process results in an AI split vacancy defect labelled A, and a Mgi­
V~g-AI;" cation split interstitial denoted B. The defect.s are separated by 3.0 A. 
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Figure 1.3: The defect evolution (left). and the lempl'rature variation (right) as time 
progr~ during the 115 eV cascade generated by an AI PKA along [0 5 31 at 300 
I . The peak damage occurs at thl' t!tne of 80 fs. while stable defects form at 1600 fs. 
Th temp rature remains close to 300 I< 

The re ults in table 4.1 confirm that Ed is dep ndent on the PI\A typ . on the 

orientation of the PKA and on the temperature of the system. Along certain traje -

tori('s. where the PKA initially undergoes a direct (head-ou) collision with a nearby 

atom, m r(' energy is required to force t he target atom away from its lattic(' position . 

In other cases. the PKA i abl to movE' easily along other 'open' paths between its 

first neighbours. requiring a lower Ed • In general. the 0 PI<A was found to have the 

lowest threshold energy. followed by AI and then Alg. In addition. there are some 

large differ nees in Ed depend nt on the exact initial positions and velociti of the 

lattice ions for a fixed temperature. For example at 300 I<. the value of Ed along the 

nenr had-on [1 00] traj ctory for an AI PKA varied by 72 eV from the lowest value 

of 50 cV to the highest at 122.5 eV. Averaged over all trajectories and PI<A ions, the 

standard deviation in the value of Ed at 300 [( was 12 eV but this value is larger for 

the case of head-on collisions. 

The defect distribution for the 13 simulations performed at 125 K is given in 

table 1.2 and for the 39 runs pE'rformed at 300 K. the defect distribution IS given in 

tablE' 4.3. Because interstitial defects occur as split interstitials rather than isolated 

interstitials. we count a split interstitial separatro from an isolated vacancy as two 

Frenkel pairs. In order to gain a more physical insight into the numbers presented in 

tables 1 1, 1.2 and 4.3, we examine trajectories with th high and low values of Ed ill 
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MD simulations of radiation damage in normal MgAI20 4 spinel 

more detail for each of the Mg, Al and 0 PKAs. 

Table 4.2: Mean and standard deviation of the number of defects generated per 
trajectory at threshold energies in. magnesium aluminate for each PKA at 125 K (total 
of 13 simulations). 'Replacements' indicate swapping of ions of the same species. The 
column 'Split interstitials' is divided into Mg, 0 and Mg-Al which denote Mgi-V~!g­
Mgi, O;'-Vci:"'O;' and Mgi-V~lg-Ali·· defects respectively. NTFP is the mean number 
of Frenkel pairs and 'Perfect lattice' indicates the percentage of trajectories at the 
end of which no defect was observed. 

PKA Replacemeut Split interstitials Antisitf!."> N,l'PP Perfect 
type MgMg 00 AIAI Mg 0 Mg-AI Al~lg MglAI lattice (%) 
Mg 0.8 ± 0.9 0.0 0.2 ± 0.6 0.5 ± 0.5 0.0 0.1 ± O.:~ 0.4 ± 0.5 0.3 ± 0.5 J.l ± 1.0 :n 
AI 0.2 ± 0.6 0.0 1.1 ± D.!) 0.0 0.2 ± 0.4 0.2 ± OA 0.:'1 ± 0.5 0.3 ± 0.5 O.G ± 1.0 :i8 
0 0.0 1.0 ± 1.4 0.0 0.0 0,7 ± 0.5 0.0 0.0 0.0 1.4 ± 1.0 :n 

Table 4.3: Mean and standard deviation of the number of defects per PKA trajectory 
at threshold energies calculated at 300 K for a total of 39 simulations for each PKA. 

PKA Replacement Split iuterstitiaIs Antisites NTFP Perfect 
type MgMI:; 0 0 AIAI Mg 0 Mg-AI Al~!g Mg'A' lattice (%) 
Mg 0.7 ± 0.9 0.9 ± 1.6 0.0 ± 0.2 0.1 ± O.:! 0.1 ± O.:! 0.2 ± 0.4 0.3 ± O.fi 0.4 ± O.!'i 0.7 ± 1.2 49 
AI 0.1 ± 0.4 0.0 ± 0.2 1.0 ± 0.7 0.0 ± 0.2 0.1 ± 0.3 0.1 ± 0.:1 0.5 ± 0.5 0.5 ± 0.5 D.G ± 0.9 26 
0 0.0 1.0 ± 1.3 0.0 0.0 O.G ± 0.5 0.0 0.0 0.0 1.2 ± 1.0 :m 

MgPKA 

In the normal spinel structure, the Mg ions are surrounded by four nearest neighbour 

oxygen ions. Depending on its local environment, a Mg PKA can undergo direct 

collisions along four of the (111) directions with an oxygen ion. For instance, a Mg 

PKA residing at the fractional coordinates (1/2,1/2,0) in fig. 2.2 will be head-on to 

an oxygen ion along the directions [I 1 1], [1 I 1], [I I I] and [11 I], while a Mg PKA 

sitting at (2/3,2/3,1/4) will first collide with an oxygen along [1 1 1], [I I 1], [1 I I] 
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4.2 Threshold displacement energies 

and [I 1 I]. The PKA chosen for the threshold energy simulations discussed next is 

located at the fractional coordinate (2/3,2/3,1/4). 

Along the specific [111] path, a relatively high Ed value of 167.5 eV was recorded 

at the temperature of 125 K. For this energy, the PKA first collided with an 0 ion 

creating a maximum of 11 displaced atoms after 60 fs. All the defects recombined 

after 210 fs leaving a perfect lattice where only 2 Al atoms had exchanged sites 

(replacement mechanism). For the same direction, each of the three 300 K simulations 

were different: the first one resulted in 3 0 ions swapping sites with no damage 

(Ed = 172.5 eV); the second simulation terminated with a pair of AlMg and Mg'AI 

antisites (Ed = 182.5 eV); the third simulation was similar to the first (Ed = 162.5 

eV). The average value of Ed at 300 K for a Mg PKA along [1 1 1] was therefore 

172.5eV. 

Table 4.1 shows that the highest Ed recorded for the temperature of 125 K was 

along the [1 3 1] direction with a value of 277.5 eV. During this collision cascade, the 

Mg projectile underwent a head-on collision with an Al ion, creating a maximum of 

18 displaced ions after 90 fs with the final state having no defects, but with only 2 

Mg ions exchanging sites. The cascade development for this simulation is shown in 

fig. 4.4. The defects created at t = 240 fs consisting of a Mg split interstitial and a 

Mg vacancy, anneal completely just after 480 fs. As in most of the cascades, the 300 

K simulations for the same direction resulted in different final configurations, with 

varying threshold energies of 177.5 eV, 132.5 eV and 167.5 eV. These values are much 

lower than the threshold energy of 277.5 eV obtained at 125 K. 

The smallest value of Ed for the Mg PKA was averaged as 34.2 eV at 300 K 

along the [0 5 3] direction. Unlike the higher energy thresholds where a lot of atoms 

are displaced, along the [0 5 3] direction, the PKA could reach its nearest neighbour 

Mg atom without causing much movement of the first nearest oxygen neighbours. 

During this process, only 2 Mg atoms were displaced. The Mg PKA swapped site 

with the Mg atom leaving the crystal structure unchanged. An identical mechanism 
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MD simulations of radiation damage in normal MgAlz04 spinel 

• !<.' 
• • 

a) 30 f. b) 60 f. c) 90 f. d) 120 f. 

'I '· .'" .\ ~) 
e)ISO f. I) 2-10 f. g)-lSO f. h) -180 f. 

Figure 4.4: Cascade snapshots at the energy of 2 0 eV and temperature of 125 K for 
a Mg PKA along [1 3 11. Peak damage occurs at 90 fs with 18 displaced atoms. No 
defect remains in the structure after 480 fs. 

was observed at 125 K. 

The numbers in table 4.2 for the Mg PKA show that 31 % of the trajectories (4 

out of the 13 simulations) at 125 K resulted in a perfect lattice due to replacement 

mechanisms on the Mg and AI sublaltices. The perfect lattice was recovered for 

threshold energy values of 37.5 eV along [0 5 3] (lowest Ed), 167.5 eV along [1 1 1], 

277.5 eV along [1 3 1] (highest Ed ) and 67.5 eV along [7 9 31. The PKA did not 

create any damage or replacements on the m.:ygen sublattice at 125 K, but resulted 

in antisite defects and cation Frenkel pairs. 

The 300 K simuJations show a similar trend in the number of defects produced 

except that: a) fewer Frenkel pairs are produced at 300 K as compared to the 125 K 

sirnulatiollS, b) a large number of replacement mechanisms occurred on the oxygen 

sublattice at 300 K while none occurred at 125 K, c) a few anion split inlerstitials 

were obtained at 300 K but none were seen at 125 K. 

58 



4.2 Threshold displacement energies 

AlPKA 

The aluminium ions have 6 oxygen nearest neighbours along the six (100) directions 

as illustrated in fig 2.3 (a). However along six (llO) paths, the PKA would undergo 

head-on collisions with other Al ions. 

The highest Ed was recorded along the [0 5 3] direction where the Al PKA path 

was almost head-on towards another Al ion. The 125 K cascade for an energy of 160 

eV along that direction produced replacement sequences of onc Al and two Mg ions 

over their respective sublattices. The system stabilised after 330 fs with the formation 

of one Al and one Mg antisites. The 300 K simulations for the same direction but 

with different equilibration times resulted in threshold energies of 112.5 eV (cascade 

development is shown in fig. 4.2), 172.5 eV and 157.5 eV. The second highest Bd was 

obtained along the [1 1 0] direction. Both the [0 5 3] and [1 1 0] directions represent 

initial Al to Al collision sequences for the PKA, hence the high Bd values. 

The [1 0 0] directed Al PKA was head-on to an 0 ion and resulted in threshold 

energies of 72.5 eV and 82.5 eV at 125 K and 300 K respectively. During the lower 

temperature cascade, the Al PKA could transfer sufficient energy to move the target 

o ion. The latter was then displaced to an interstitial site, forming a split interstitial 

defect with another oxygen atom, leaving behind an isolated 0 vacancy. The Al PKA 

regained its lattice site during this process which is illustrated in fig. 4.5. A similar 

event was observed for the smallest energy threshold along the [7 1 2] direction which 

is slightly offset from the [1 0 0] path. 

The threshold energy calculations initiated by Al PKAs at both 125 K and 300 

K resulted mainly in antisites, followed by mixed cation split interstitials of the form 

Mg;-V~!g -AI;" and anion split interstitials O~/_V ci:"'O~'. Most of the replacement re­

actions occurred on the Al sublattice as shown in tables 4.2 and 4.3. At 125 K, 38 % 

of the cascades (5 out of 13 simulations) resulted in perfect crystals, with only 2 Al 

ions swapping sites. These were obtained along the [1 1 1] direction at the threshold 

energy of 77.5 eV, and along [2 3 2], [1 3 1], [1 4 1] and [1 5 1] which had the same 
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MD simulations of radiation damage in normal MgAl2 0 4 spinel 

C 

~ D 

a) 30 [s b) 120 fs cl 150 fs d) 2-10 fs 

Figure 4.5: Defect evolution for an Al PKA, bead-on towards an 0 ion along [1 0 0]. 
The PKA energy was 75 eV. Final defects are shown in (d), consisting of an oxygen 
vacancy (C) separate from an oxygen split interstitial (D). 

tlueshold energy of 82.5 eV. 

OPKA 

The oxygen PKA caused no damage or replacement sequences on either of the Mg 

or Al sublattices, but instead produced replacements and Frenkel pairs 00 the anion 

sublattice. The anion Fren kel pairs were typical of what is shown in fig 4.5 (d) 

consisting of an isolated vacancy and a split interstitial defect. No damage occurred 

in 4 out of 13 simulations at 125 K where 0 ions just swapped sites. These occurred 

when the PKA was directed along [2 3 2] , [3 18], [110] and [1 3 1] at the corresponding 

threshold energies of 47.5 eV, 67.5 eV, 112.5 eV and 47.5 eV. 

The lowest Ed was 27.5 eV at 125 K along the [1 OOJ direction. whereas the high­

est recorded value was 112.5 eV along the [1 1 0] direction. In the former simulalion, 

the PKA easily moved along that direction as compared to the latter one wbereby 

the PKA was head-on to another anion which required more kinetic energy to create 

permanent displacemenls. The lowest energy cascade resulted in an isolated oxy­

gen vacancy and a corresponding split interstitial defect whereas the highest energy 

cascade produced no damage but only replacements (see fig. 4.6). Along the other 

directions investigated, similar mechanisms were observed. 
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• 
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a) 30 fs 
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b) 60 fs c) 120 fs d) 180 fs 

Figure 4.6: Defect production and annihilation for the highest Ed of 112.5 eV for an 
o PKA along [1 1 0]. No damage remains after 180 fs. 

4.2.3 Discussion 

The threshold displacement energy is an important parameter in ion range and en­

ergy deposition calculations performed by the Monte-Carlo (MC) code SRIM (The 

Stopping and Range of fons with Matter) [66]. These calculations are much faster to 

perform than MD and allow implaotation profiles and defect distributions to be ob­

tained easily and quickly. For calculations performed in magnesium aluminate spinel, 

a threshold displacement value of 40 e V has been commonly used irrespective of the 

atom species [67, 68]. However, our results show that t here is a large \'ariation in Ed 

with respect to the PKA species and 00 its direction. Even t be least average value 

shown in table 4.1 is around 60 eV for the oxygen atom. Thus the MD calcu lations 

can be used to parametrise the MC codes more accurately. 

Only one known measurement of the threshold displacement energy hru; been con­

ducted experimentally in magnesium aluminate spinel by Summers et al. [65]. Here, 

Ed was measured only for the oxygen ion at temperatures of 77 K and 300 K and 

was found to be 59 eV at the lower temperature and 130 eV at the higher temper­

ature. The higher Ed at the higher temperature was attributed to the instability of 

interstitial-vacancy pairs immediately after their creation as compared to the lower 

temperature. The experimental value of 59 eV for the oxygen ion at 77 K is in good 

agreement with the averaged value of 60 eV obtained from our simulations at 125 K. 
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The average threshold energy over all directions, shown in table 4.1, is lower at the 

higher temperature for the Mg PKA, but remains almost unchanged for the Al and 

o sublattices. 

Williford et al. [69] determined the threshold energies in several ceramics including 

MgAI20 4 using the GULP simulation code [70]. Their calculations were based on the 

Bush et al. potential [45]. For the oxygen sublattice, the calculated Ed values along 

three different orient at ions were 22.1 eV, 40.3 eV and 76.3 eV; only one value of 51 

eV was reported for the Al sublattice; whereas two Ed values of 6l.4 eV and 58.7 

eV were obtained for the Mg sublattice. The numbers in table 4.1 show that the Ed 

range is 34.2 - 277.5 eV for Mg, 55.8 - 157.5 eV for AI, and 27.5 - 112.5 eV for O. 

The larger spectrum of Ed is observed in this thesis due to a wider range of initial 

directions chosen for the PKA in contrast to other studies. 

Although the spinel structure differs from that of zircon, for both materials, the 

threshold displacement energies were much lower for the oxygen sublattice as com­

pared to the cation sub lattices [64]. A similar trend was observed in MgO whereby a 

lower threshold energy was obtained for the anion sublattice [73]. 

4.3 Point defect energies 

For PKA energies near Ed , the main defect structures remaining in the spinel struc­

ture comprised of a split interstitial with a corresponding isolated vacancy or I and 

cation antisites. The split interstitial structures consist of either two oxygen ions 

sharing an oxygen lattice site, two Mg ions sharing a Mg site or split Mg-AI inter­

stitials sharing a vacant Mg site. In order to investigate how the defects differ from 

each other energetically, their defect formation energies were evaluated. The defect 

formation energy is the amount of energy required to introduce the defect into the 

perfect crystal. The defect formation energies for the antisites and each of the split 

interstitial types have been determined using the damped MD method. First, the 
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4.3 Point defect energies 

total potential energy (Eper!eet) of a perfect magnesium aluminate crystal containing 

7166 atoms was obtained by standard minimisation using damped MD. Then the de­

fects were introduced into the structure and the system was minimised to obtain its 

total potential energy (Ede!eet). The difference in Eper!eet - Ede!ee' denotes the defect 

formation energy provided that both the perfect cell and the defective cell contain an 

identical number of atoms. 

For cation antisites, a pair of MgA1 and AlMg antisites was created by swapping a 

Mg atom with an Al atom in the perfect structure. The energy associated with the 

formation of an antisite pair as a function of the separation between the Mg'AI and 

AlMg defects was determined. The results are shown in fig. 4.7 and are compared with 

ab-initio results [71]. The empirical potential calculations overestimate the formation 

energies by about 0.3 eV as compared to ab-initio results, but both techniques show 

a similar trend as a function of antisite separation. The lowest formation energy was 

found to be 0.8 eV (0.49 eV ab-initio) when the antisite pair was closest at ~ 3.3 A. 
For the next pair separation at ~ 5.2 A, a steep rise of about 0.2 eV was observed in 

the formation energy. Both empirical potentials and ab-initio calculations show that 

the energy became larger with increasing defect separatioll. However, these energies 

would be expected to remain constant as the antisite pair separation becomes larger 

and larger. For an infinitely separated antisite pair, ab-initio calculations give a value 

of 0.64 eV as the formation energy [71] while the empirical potentials give a value of 

1.50 eV. 

The formation of antisites produces some local strains which cause changes in 

cation-anion bond lengths around the defects. The cation-anion bond length III a 

perfect crystal can be compared to that around an antisite defect in table 4.4. The 

results show that when an Al ion replaces a Mg, the cation-anion bond length around 

that site decreases from 1.99 A to 1.80 A. In the reverse process, when a Mg ion 

replaces an Al ion, the catioll-anion bond length around that site increases from 1.89 

A to 2.05 A. Fig. 4.9 shows how the oxygen atoms around the antisites relax such 
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Table 4.4: Cation-anion bond lengths (measured in A) in the perfect structure and 
around antisites. The results are in good agreement with ab-initio results [71]. 

Met.hod of Perfect structure Defective structure 
calculation Mg-O boud AI-O boud AI". -0 boud Mg~,-O boud 

Empirical potentjats 1.99 1.89 1.80 2.05 
Ab-initio 1.92 1.90 1.79 2.03 

as to compensate for the charge imbalance brought about by the antisite defect (+ 1 

for an AIMg and -1 for a Mg'AI). The four oxygen atoms around an AI~1g antisite 

shown in fig. 4.9 (b), are attracted by the extra charge but at the same time, become 

over-bonded as discussed in section 2.l.4. This results in longer bonds 14 shown in 

fig. 4.9 (b) as compared to 12 . However, a Mg~, antisite causes the six oxygen atoms 

around it to be under-bonded resulting in bonds 15 and 16 to shrink while bond 17 

increases as illustrated in fig. 4.9 (c). 

The simulations performed at threshold energies in magnesium aluminate spinel 

show that interstitial defects generally occurred as split interstitials and not as isolated 

interstitials. Pure Mg and 0 split interstitials, and Mg-AI split interstitials centred 

around a Mg vacancy were seen. However, pure Al split interstitials or Mg-AI ions 

around an Al vacancy were never observed. The defect formation energies for the 

observed interstitial defects have been evaluated in the same way as discussed for the 

antisites. In each case, the system contained a vacant lattice site and a split interstitial 

and both defects were separated by a varying distance. The defect formation energies 

as function of that separation are illustrated in fig. 4.8. It can be seen that the 

pure Mg and 0 defect energies are quite similar but the energy of the Mgi-V~g­

Ali·· defect is higher. For the oxygen defects, the split interstitial recombined with 

the vacancy when the defects were separated by 4.72 A. In all three cases, as the 

separation between the interstitials and their vacant site increases, the energy of the 

defect also increases. Our results are in agreement with ab-initio calculations which 
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Figure 4.7: Defect energies for a Mg'AI and an AI~lg aotisite pair as a function of their 
separation. The trend is similar for ab-imtio calculations [71J performed using the 
PLATO code (Package for Linear-combination of Atomic Orbitals) [72J. 
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Figure 4.8: Defect energies for the different split interstitial defects as a function of 
the distance between the defect and its corresponding isolated vacant site. 
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(a) (b) (c) 

I, 
I, 

I, 

Figure 4.9: Schematic diagram representing strains induced by cation antisites (indi­
cated by arrows). (a) Perfect spinel structure. (b) AI~1g antisite. (c) J\fg'AI antisile. 
The bond lengths, l,., are given in table 4.5. 

also predict the Mg-AI split inlerstitials to be higher in energy than the pure Mg 

split interslitials. The formation energy for an infinitely separated split interstitial 

with the corresponding vacancy obtained from ab-initio calculations [71] is 6.40 eV 

for the pure Mg split interstitial as compared to 9.22 eV for the Mg- Al complex. The 

empirical potential calculations of the formation energy for the infinitely separated 

Mg split interstitial with the correspond ing vacancy is 12.27 eV, this value is 15.07 

eV for the mixed Mg-AI split interstitial and the isolated Al vacancy, while for the 

o split interstitial and the isolated 0 vacancy the formation energy is 12.81 eV. 

Table 4.5: Table of bond lengths labelled Ix in fig. 4.9. All values are given in A. 

Perfect AI\1. antisite J\lg'AI an tisi te 
t, 1.95 
16 1.84 
17 2.05 

Anlisite defects were found to be immobile during the threshold energy simulations 

whereas split interstilials could either remain in the structure as shown in fig . 1.5 or 

recombine with vacancies as illustrated in figs. 4.4 and 4.6. It was found that the split 

interstitials were all aligned along the (llO) directions. The defects are not linear and 
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Figure 4.10: Cation split interstitial configuration in magn 'iul11 alurninate spine!. 
The left figure shows a I,etrabedrally coordinated Mg ion in its perfect arrangemenl" 
The yellow cubes denote structural octah dral vacancies. An interstitial cation desta­
bilises this configuration by forming a split interstitial defect which aligns along (110) 
(3 configurations are shown in the right figure) . Both interstitials occupy two of the 
four structural octahedral vacancies, subtending an angle Q with the central JVlg va­
cancy. The rocksalt structure would arise if the two other vertices were also filled in 
the same way. 
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Figure 4.11: (a) The oxygen sublatLice is made up of (110) rows in the perfect spinel 
structure. (b) Anion split interstitial defects form along the same (UO) directions 
but both interstitials form an angle {3 with the central vacancy as shown. 
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Figure 4.12: Schematic diagram sbowing the relaxation around an oxygen vacancy. 
The perfect sLructure is given in (a) and the Vc; defect is shown in (b). All bond 
lengths, lx, are given in table 4.6. 

Figure 4.13: Schematic diagram showing the relaxation around an aluminium vacancy. 
The perfect structure is given in (a) and the V'j{l defect is shown in (b). 

(aJ (b) 

Figure 4.14: Schematic diagram showing the relaxation around an aluminium vacancy. 
The perfect structure is given in (a) and the V~lg defect is shown in (b). 
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the two interstitials subtend an angle with the site they share. Thus they are not 

pure dumbbell defects as, for example, in a-Fe where this angle is 180°. Figures 4.10 

and 4.11 show the environment around the Mgi-V~g-Mgi and the O('-Vo:"'O(' split 

interstitial defects respectively. The mixed Mg-Al split interstitials have the same 

configuration as the pure Mg split interstitials whereby the interstitials are close to 

the structural octahedral vacancies as shown in fig. 4.10. The angles between the 

two interstitials and its central vacancy for the Mgi-VKlg-AI;" defect was averaged as 

128.5° ± 5.5° (mean of 9 defects ± standard deviation) and for the pure Mgi-VK!g­

Mgi this was 128.8° ± 7.8° (mean of 20 defects). This implies that the interstitials 

do not sit exactly on these octahedral sites because otherwise those angles would be 

equal to 109.5°. For a Mgi-V~g-Mgi defect, the Mgi-VKlg distance was found to be 

1.34 A, whereas in the mixed Mgi-VKlg-AI;" defect, the cation-V~lg distance was 1.42 

A. If they sat exactly on the octahedral sites, this would be 1.76 A. 

The interstitials forming anion split interstitials are relatively far from the closest 

unoccupied structural tetrahedral vacancies. This might be due to the presence of 

four oxygen ions around the structural tetrahedral vacancy sites which restricts the 

two interstitials closer to central the oxygen vacancy rather than away from it towards 

those structural vacancies. Similarly, no oxygen interstitial was found at structural 

octahedral vacancies because of the repulsive interaction with the six other oxygen 

ions around that site. The angle between the two 07 interstitials and the central 

vacancy V 0' for the O;'-V 0:"'0(' defect was found to be 137.0° ± 6.2° (mean of 23 

defects) and the O;'-Vo ' distance was found to be 1.18 A. 

For the defect formation energy simulations of the split interstitial with its isolated 

vacancy, the relaxation around each vacancy was analysed. The relaxation around 

each of the Vo; V~g and V'J:.l is shown in figs. 4.12,4.13 and 4.13 respectively. The 

bond lengths indicated in the corresponding figures are given in table 4.6. These 

results show that the cation vacancies create more local distortion as compared to 

the antisites. 
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Table 4.6: Table of bond lengths labelled l.x in figs. 4.12, 4.13 and 4.14. All values 
are given in A. 

Perfect Vci· VIII 
AI V" Mg 

I, l.99 19 2.54 1'5 2.22 
12 l.89 110 2.12 1'3 2.29 
Is 2.46 I" 2.29 

1'2 2.85 1'4 2.77 

The calculated defect energies clearly show that cation anti sites are more likely to 

form as compared to split interstitials. Ch en et al. [42] also predicted antisite defects 

to be the most energetically favourable defects in MgAl20 4 because their arrangement 

involves the smallest amount of distortion of the lattice as compared to other defects. 

4.4 Collision cascades 

Magnesium aluminate is well-known for its resistance to radiation by highly energetic 

particles. It is considered as a potential candidate for nuclear waste storage and 

other related applications which would explore its radiation resistant property. In 

irradiation environments, the emission of energetic particles, such as heavy actinide 

nuclei, occurs in the regime of 70-100 keV rather than just in the eV range [74]. In 

order to gain further insight of damage production in more violent conditions, collision 

cascades in the energy range of 400 eV to 10 keV were investigated in MgAIz04 . Sets 

of simulations were performed for those energies along different directions and with 

different PKA species, rather than just simulating very high energy cascades (> 10 

ke V). In this way, meaningful statistical information on the cascade behaviour can 

be obtained. The details of the collision cascades are given in the next subsection, 

followed by the results subsections. 
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4.4 Collision cascades 

4.4.1 Details of the cascade simulations 

The energetic cascades were initiated in the same way as in the threshold displacement 

energy cascades by providing extra kinetic energy to the PKA along a specified path. 

We investigate collision cascades of defect production and relaxation occurring on the 

time scale of picoseconds for different PKA energies of 0.4 keY, 2 keY, 5 keY and 10 

keY. The simulations were performed in cubic cells of different sizes containing 12 331, 

97669, 450461 and 988 391 charged particles for the above mentioned energies. Each 

of the simulation cells were neutrally charged but were not periodically repeated. As 

such, three layers of atoms were fixed at the boundaries to stabilise the crystal in 

all simulations performed. In order to investigate the effect of the feedback resulting 

from the fixed layers on the cascade evolution, an identical 0.4 keY simulation was 

performed in two cells containing 12 331 atoms with different boundary conditions. 

The first cell had only three layers of fixed atoms at the boundaries, while the second 

cell had three extra layers of damped atoms before the three layers of fixed atoms. 

Both cascades remained more than 10 A from the fixed boundaries and evolved almost 

identically resulting in the same defect structures. As such, all the energetic cascades 

were performed in the active region of the simulation cell, ensuring that they were 

sufficiently far from the boundaries by more than 10 A. Only fixed boundaries were 

used. 

The low 0.4 ke V cascades were investigated because they have shown to generate 

defects similar to those observed at higher energies in MgO [75] while using modest 

computing resources. By increasing the initial knock-on energy to 2,5 and 10 keY the 

evolution of larger cascades could be investigated in spinel due to an increased number 

of atomic collisions, thus requiring larger simulations cells. The 10 ke V simulations 

could be contained in cells with 988 391 ions whereas for energies beyond 10 keY, 

simulation cells containing more than 1 million charged particles are required. We 

chose to limit the maximum energy studied to 10 keY because the simulations were 

done in three spinels (MgAI204' MgGa204 and Mgln204) using limited computing 
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resources. 

In this section, the damage created in the normal MgAl20 4 spinel is investigated. 

A total of 27 simulations was performed at the low energy of 0.4 keY, 24 simulations 

at energies of 2 ke V and 5 ke V, and a set of 8 simulations for the 10 ke V cascades. In 

order to ensure that each individual cascade was unique and also that the results were 

statistically distributed for a given energy, different PKA directions, representative of 

a range of solid angles, as well as different species (Mg2+, 0 2- or AI3+) were selected. 

Each trajectory was initiated at a temperature of 0 K and followed until the system 

has stabilised (»< 10 ps). The temperature rise for the 0.4 keY cascades was about 

170 K, for the 2 keY simulations this was about 100 K, while for the 5 keY and 10 

keY simulations the temperature increase was about 50 K. 

The likelihood of any specific type of ion being hit during a collision event in the 

polyatomic MgAh04 spinel is dependent on the collision cross-section of the different 

atomic species. For low interaction energies this can be approximated by Rutherford 

scattering and is proportional to the repulsive nuclear charge between the interacting 

ions. Under this approximation, we would expect that the largest scattering cross­

section to be AI-AI followed by AI-Mg and then Mg-Mg and 0-0. However, the 

scattering for AI-O and Mg-O is primarily determined by the ZBL potential at these 

energies. According to the ZBL interaction for collisions occurring at 1 keY, an Al 

projectile targeting an 0 ion has a larger scattering cross section as compared to a 

Mg projectile targeting an 0 ion. 

The defects remaining at the end of the simulations characterise the damage im­

parted to the structure. We compare and contrast the damage caused to the different 

sublattices in MgAI20 4 spine\. 

4.4.2 400 eV cascades 

A total of nine simulations were performed for each PKA at 400 eV. The maximum 

number of displaced ions occurred on average 82 fs after the PKA was set in motion. 
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In general, most displaced ions recombined to lattice sites within the first picosecond 

leaving only a few surviving defects. The mean and standard deviation of the number 

of defects generated per trajectory for each PKA is given in table 4.7. The 400 

eV cascades were characterised mainly by the formation of split interstitials, cation 

antisites and isolated vacancies which were already observed at the threshold energies. 

Table 4.7: Mean and standard deviation of the number of defects obtained per tra­
jectory for 400 eV PKAs in spine!. 'AI complex' refers to an Al split vacancy defect 
which has an 0 vacancy next to one of its Al vacancies. 

PKA Split intcrstitia.ls Isola.ted va.crulcies Autisitcs Al complex 
type Mg 0 Mg Al V" M, 

VIII 
,\I Vo" AIMg MgAI Sl1lit vac. 

Mg O.U ± 0.3 0.1 ± 11.3 0.2 ± 0.4 1.0 ± 0.5 11.11 0.0 0.4 ± 0.5 0.7 ± 0.5 0.0 
Al 0.6 ± 0.5 0.4 ± 0.5 0.1 ± 0.3 0.0 0.3 ± 0.5 0.1 ± 0.3 1.1 ± 0.3 0.6 ± 0.5 0.2 ± 0.4 
0 0.0 0.6 ± 0.5 0.0 0.0 0.0 0.6 ± 0.5 0.1 ± 0.3 0.1 ±0.3 0.0 

For the Mg PKA, the predominant defects occurring were a Mg split interstitial 

Mgi-V~lg-Mgi, and an isolated Mg vacancy V~lg left behind by the PKA. Fig. 4.15 

(a) illustrates the damage caused by a Mg PKA directed along [1 3 5] comprising of 

a split Mg interstitial separated from an isolated vacancy with one Al and one Mg 

antisites. Along the [1 7 11] path, the final damage is shown in fig. 4.15 (b). 

Out of the 9 trajectories, 3 ended up without any damage to the crystal when 0 

was the primary knock-on atom. No damage was obtained along the [2 1 0], [2 3 2] 

and [1 7 11] directions. During these simulations, two 0 split interstitials remained 

after the collisional phase with the corresponding number of isolated vacancies. The 

perfect crystal was recovered through a series of replacement mechanisms over the 

o sublattice, an example of which is shown in fig. 4.16. The remaining cascades 

typically resulted in 1 anion split interstitial O;'-V 0=-0;' with an isolated Vo· (see fig. 

4.15 (c)). The cation sublattice remained unaffected in most cases. 

The Al PKA produced twice as many Al antisites as compared to Mg antisites. 

The other defect structures obtained were Mg and 0 split interstitials as shown in fig. 
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Figure 4.15: Point defects observed aL 400 eV in MgAI20~. (a) Mg2+ PKA initiated 
along [1 3 5], (b) Mg2+ PKA initiated a long [1 7 11], (c) 0 2- Pl<A along [1 7 3], 
(d) AI3+ Pl<A along [1 7 5], (e) AI3+ PKA along [1 2 3], (f) AI3+ PKA along [1 7 
3]. Cones represent antisites (purple - Mg'AI ; grey - A I ~lg). The arrows indicate the 
distance between two arbitrarily chosen defects and is a rough indication of the spread 
of the damage. 

4.15 (d), and a mixed Mg- AI split interstitial centred about a Mg vacancy (fig. 4.15 

(e)). Two simulat ions resu lLed in a defect configuration including an AI interstitial 

trapped between 2 adjacent Al vacancies forming a split vacancy defect. Such a 

situation is illustrated in fig. 4.15 (f). 

The low-energy 0.4 keY cascades showed how cation interstitials form relalively 

stable split interstitials during the collisional phase of the cascade. In some cases, 

these could diffuse locally on the cation sublattice and annihilate completely or form 

stable antisites by the end of the cascades. For the 400 eV cascades studied, cation 

split interslitials centred about an Al vacancy were not obsen'ed. Oxygen split inter­

stitials could annihi late with neighbouring vacancies if lhe axis of the split interstitial 

was in the direction of the 0 vacancies, leading lo a one-dimensional diffusion mech­

anism. Conversely if the 0 split interstitial had its axis perpendicular lo that joining 

its central vacancy to the neighbouring 0 vacancy as shown in fig. ,1.15 (c) the defect 

was trapped. Then extra energy was required for the configuration lo align along 

the favourable direction before migrating. AI antisites could easily pin the 0 split 
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interstitial to prevent the latter from migrating (see fig. 4.15 (b) and (d)). 

(a) (b) 

(c) (d) 

Figure 4.16: The migration path of an 0 split intersLitial towards a.n 0 vacancy in 
the annealing parts of a cascade, yielding a perfect lattice sLrucLure. Initially, the 
defects were separated by 7.7 A. (a) The initial int.erstitial format.ion which remained 
stable from 735 fs to 1485 fs after the start of the cascade; (b) 1511 fs; (c) 1536 fs; 
(d) 1560 fs. The vacant sites are marked by the arrows. 

4.4.3 2 - 10 ke V cascades 

By increasing the PKA energy, more defects were creat.ed which spread over a larger 

volume of the simulation cell. The high energy cascades bra.nched into smaller sub­

cascades which resulted in similar defect structures as observed at the low 0.4 keY 

cascades. An example of subcascade formation at 2 keY is shown in fig. 4.17 (b) 

for an AI PKA dire ted along [1 6 2). This ca c·ade also depicts a typical antisite 

formation mechanism which is encircled in fig. 4.17. 
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Figure 4.17: Snapshots of a 2 keY cascade in MgAI20.1 initiated along [1 6 2J by an 
Al PKA. The PKA site is indicated by an arrow. Two distinct subcascade regions 
can be observed in (b). T he final damage in (d) is similar to those seen at 0.4 keY in 
fig. 4.15 except for defect marked E consisting of a r-rgi-VK,g AI;" O~' cluster. The 
encircled region depicts a typical antisite formation mechanism. 
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Beside the formation of typical split interstitials and antisites, cascades in the 

energy regime of 2 - 10 keY produced a few interesting ring structures on the AI3+ 

sublattice. These defects are termed 'ring ' defects because of their distinctive config­

uration consisting of a closed loop of 3 alternate A I ions and vacancies. In the ring 

defects, three AI interstitials are displaced from their octahedral sites to adjacent 

structural tetrahedral vacancy sites in the lattice as shown in fig. 4.18. One such 

defect can also been seen as part of the residual damage left by a 2 keY PKA in 

fig. 4.19 (a) and is labelled F. The AI ring structure has a formation energy of 10.2 

eV. This is much larger than the formation energy of antisite pairs but less than the 

vacancy-split interstitial Prenkel pairs. The formation of these ring defects can absorb 

a significant amount energy from the cascades but only lead to a local rearrangement 

of the laltice. 

(a) (b) 

Figure 4.18: (a) Local environment in a perfect spinel around AI ions. (b) Spatial 
configuration of a ring defect whereby the three octahedrally coordinated Al ions 
moved to tetrahedral sites. 

Fig. 4.19 shows the difference in final damage obtained at 2 keY when choosing 

different PKAs a long the same [1 1 11 direction. Along that path. the cascade initiated 

by the 0 PKA spread out the most as compared to the cation PKAs. The development 

of a typical collision cascade at the energy of 5 keY for a l\Ig PKA along [1 1 3] is 

illustrated in fig. 4.20. The defects generated by a 10 keY l\Ig PKA directed along [2 

43] are shown in fig. 4.21. Fig. 4.22 showing the damage produced by a 10 keY illg 

PKA along [2 3 2] was performed in a simulation cell containing more than 3 million 
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atoms. 

As a result of the displacement cascades on the cation sublattice. cation intersLi­

tials could occupy octahedral sites when forming split interstitials (see fig. 4.10) while 

the formation of split vacancy and ring defects on the AI sublaltice caused interstitials 

to occupy tetrahedral sites. Ring defects with one or two Mg intersLitials were also oc­

casionally observed but more prevalent were isolated vacancies, cation-anion vacancy 

pairs and antisites, the AI vacancy often occurring paired with an anion vacancy. A 

few cation crowdion defects were also observed at the higher energies. Crowd ions 

are extended spl it interstitials with an extra vacancy and interstitial. Two examples 

of cation crowdions are shown in fig. 4.21. These are ~lgi-Y~lg-Ali" -Y~lg-Mgi and 

Mgi-Y~g-Mgi-YKlg-Ali··. During the recrystallisation phase, interstitial-vacancy re­

combination occurred via the diffusion of interstitials rather than vacancies. By the 

end of the cascade simulations, very little defect motion was observed in the structure . 
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Figure 4.19: Surviving defects generated at 2 keY along [1 1 1J. (a) ~[g PKA - a ring 
defect consisting of 3 alternate Al vacancies and interstitials is labelled F. Arrows 
indicate 0 split interstitials pinned by an AI~lg antisite, (b) AI PKA, (c) 0 PKA -
along this direction, the oxygen PKA could channel through the crystal forming a 
few defects only. 

For the 2 keY and 5 keY simulations, 8 different trajectories were performed for 

each PKA, whereas for the 10 keY simulations, only 4 trajectories were performed 

for ~lg and Al PKAs only. 0 PKAs could not be investigated at the energy of 10 

keY because of long range channelling. It wa~ not possible to contain an anion PKA 

cascade even using a lattice of 3 million atoms. The number of defects created per 
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Figure 4.20: The form alion and recombination of defecLs during a 5 keY cascade for 
a Mg PI<A along [1 1 3). 
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Figure 4.21: Damage caused by a 10 keY Mg PKA directed along [2 4 3J in a cubic 
simulation cell of length 212 A. Cation crowdions are indicated by arrows. 

simulation for each of the AI, I\Ig and 0 PKAs is given in tables 4.8, 4.9 and 4.10 

respectively. In all three tables, a similar trend can be found. Firstly, irrespective of 

the PKA type. most simulations resulted in slightly more AI~lg than Mg'AI' The second 

observation is directly related to the threshold energy values determined earlier. The 

lowest displacement threshold was obtained for the anion sublattice which was the 

most affected in the cascade simulations. This is indicated by the highest numbers 

of oxygen interstitials and vacancies in the three tables 4.8, 4.9 and 4.10. In general, 

the least number of interstitials occurred on the Al sublattice. 

4.5 Conclusions 

In this chapter, the radiation response of normal magnesium aluminate spinel was 

investigated at near-threshold energies and at higher energies of 0.4 keY to 10 keY. 

Both threshold energy simulations and collision cascades indicate that it is easier 
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4.5 Conclusions 

Table 4.8: Mean and standard deviation of the number of defects formed per simu­
lation for an Al PKA at energies of 2 keY (total of 8 simulations), 5 keY (total of 8 
simulations) and 10 keY (total of 4 simulations). 

PKA cner- Antisites Interstitials Vacallcies 
gy (keV) Mg'AI AIMg Mg; AI," O~' , V" M, Viii 

AI Vo' 
2 2.3 ± l.3 3.1 ± 1.2 5.1 ± 1.5 4.9 ± 2.0 7.0 ± 29 4.3 ± 14 5.8 ± 1.6 7.0 ± 2.9 
5 5.3 ± 1.8 7.5 ± 2.6 9.9 ± 2.7 5.5 ± 1.5 14.4 ± 3.6 7.6 ± 1.8 7.8±1.7 14.4 ± 3.6 
10 9.3 ± 2.2 11.3 ± 3.3 18.5 ± 3.1 13.3 ± 4.0 25.5 ± 3.1 16.5 ± 3.0 15.3 ± 4.5 25.5 ± 3.1 

Table 4.9: Mean and standard deviation of the number of defects formed per simu­
lation for a Mg PKA at energies of 2 keY (total of 8 simulations), 5 keY (total of 8 
simulations) and 10 keY (total of 4 simulations). 

PKA encr- AntL<;itcs Illterstitials Vacancies 
gy (keV) MgA1 AIMg Mgi AI,' O? , V" M, VIII 

AI Vo' 
2 2.4 ± 1.1 2.3 ± 1.8 7.0 ± 2.6 2.6 ± 2.1 7.6 ± 2.4 7.1 ± 2.7 2.5 ± 1.9 7.6 ± 2.4 
5 5.4 ± 2.9 6.8 ± 2.4 10.5 ± 3.8 6.5 ± 2.7 14.1 ±2.7 9.1 ± 3.6 7.9 ± 3.2 14.1 ± 2.7 
10 6.3 ± 2.1 8.5 ± 2.4 18.5 ± 4.1 12.5 ± 2.9 35.8 ± 3.0 16.3 ± 4.2 14.8 ± 2.9 35.8 ± 3.3 

Table 4.10: Mean and standard deviation of the number of defects formed per simu­
lation for an 0 PKA at energies of 2 keY (total of 8 simulations) and 5 keY (total of 
8 simulations). 

PKA cner- Antisites Interstitials Vacancies 
gy (keV) Mg'AJ AIMg Mgi AI;" O~I , V" M, VIII 

AI Vci 
2 1.6 ± 1.7 2.0 ± 2.0 3.1 ±2.0 3.4 ± 2.4 7.3 ± 2.5 2.8 ± 1.8 3.8 ± 2.5 7.3 ± 2.5 
5 5.1 ± 3.0 7.1 ± 3.1 9.3 ± 4.1 5.8 ± 4.7 20.1 ±4.9 7.5 ± 3.7 7.8 ± 4.9 20.1 ± 4.9 
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MD simulations of radiation damage in normal MgAl20 4 spinel 
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F'igure 4.22: Residual defects generated by a 10 keY Mg PKA directed along [2 3 2] in 
a cubic simulation cell of length 310 A. This was the largest cell employed containing 
more than 3 million atoms. The arrows indicate Al~!g pinning an O~/_YO:-O~' split 
interstitial. A core of antisites is shown by the dashed circle. 

82 



4.5 Conclusions 

to displace anions than cations and that the resulting interstitials settled as split 

interstitial defects aligned along (UO). Cation split interstitials occurred only around 

a magnesium vacant site with the two interstitials occupying structural octahedral 

vacancies as shown in fig. 4.10. Our results also show that irradiation produces a 

number of cation antisite defects as observed in experiments. It was found that Al 

ions can occupy tetrahedral sites in the spinel structure by forming split vacancy and 

ring defects. The high energy cascades resulted in similar defect structures as the 

lower energy cascades due to subcascade branching. 

Further analysis of the distribution of defects in MgAb04 will be discussed and 

compared in the next chapter whereby the role of cation inversion on the process of 

defect formation will be investigated. In order to investigate the diffusion mechanisms 

and associated energy barriers for defect motion, temperature accelerated dynamics 

was employed to evolve over longer time scales the point defects obtained from the 

cascade simulations. This will be discussed in chapter 6. 
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Chapter 5 

Effects of cation disordering on 

defect formation in spinels 

5.1 Introduction 

In this chapter, the role of cation disordering on the process of defect formation by 

irradiation in the spinel structure is determined using molecular dynamics simulations. 

This is achieved by comparing the results for the normal spinel MgAl20 4 with two 

other spinels which have a larger amount of naturally occurring inversion. These 

are magnesium gallate Mg2+Ga~+O~- and magnesium indate Mg2+In~+O~- spinels. 

The lattice structures of IVlgGa204 and MgIn204 are similar to that of MgAl20 4 but 

with different cation arrangements characterised by their inversion parameter, i. The 

inversion parameters are assumed to be 0.5 for the gallate spine I (half-inverse spinel) 

and 1 for the indate spinel (inverse spinel). These values are close to the cation 

distribution in real materials: MgIn204 occurs naturally as an inverse spinel with i = 

1, whereas MgGa204 is a disordered spinel with i = 0.67 [43]. The purpose of selecting 

spinels with different degrees of disorder is to understand how the presence of cation 

disorder might affect the radiation tolerance of the material. In other words, how 

radiation tolerant is a normal spinel as compared to a spinel with an inherent amount 
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5.2 Generating cation disorder in spinels 

cation disorder. The energetics of the three oxides under irradiation is therefore 

dependent on both the corresponding disorder and the chemical effects of having 

different ternary cations (either AI3+, Ga3+ or In3+) in the spinel structure. 

In the first section of this chapter, the methodology employed in generating the 

corresponding inversion in MgGa204 and MgIn204 spinels is discussed. Once the 

half-inverse MgGa204 and fully inverse MgIn204 structures have been setup, collision 

cascades in the energy regime of 0.4-10 ke V are investigated in these spinels using the 

same methodology as described in section 4.4. In each case, the various types of defect 

structures and their spatial distribution within the material are analysed. Finally, the 

damage imparted as a function of cation disorder is analysed and compared for the 

normal magnesium aluminate spinel, the half-inverse magnesium gallate spinel and 

the fully inverse magnesium indate spine!. 

5.2 Generating cation disorder in spinels 

The normal spinel structure is characterised by zero inversion such that all Mg2+ ions 

occupy tetrahedral sites and all AI3+ occupy octahedral sites. For any normal spinel, 

the coordinate system provided in table 2.1 can be used to set up the lattice structure. 

However, because of the inversion in the gallate and in date spinels, the 2+ and 3+ 

cations have to be randomised over both octahedral and tetrahedral sites in order 

to account for the corresponding inversion. This is done by using a combination 

of Monte-Carlo and energy minimisation techniques [76]. Starting with a normal 

MgGa204 spinel structure with configuration 10 , the aim is to obtain a distribution 

of Mg and Ga ions that would reflect an inversion of 0.5. The method proceeds by 

iteratively interchanging a Mg ion with a Ga ion, and minimising the energy of this 

new configuration, 1\. At the end of the minimisation procedure, the difference in the 

total potential energy of systems 10 and 1\ is calculated. In order to accept the new 

configuration, the energy difference has to be negative, or, it has to satisfy a certain 
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Effects of cation disordering on defect formation in spinels 

probability based on the Metropolis scheme [34]. Otherwise the move is rejected. The 

process is repeated until the corresponding inversion is obtained in the half inverse 

and fully inverse spinels. The computational time required for this procedure was 

prohibitive for systems involving more than a few hundreds of atoms. 

By using the combined Monte-Carlo and energy minimisation technique described 

above, a number of possible cation distributions was generated within a representative 

2x1x1 112 atom supercell with periodic boundary conditions for both the gallate and 

indate spinels at the required inversion. The lattice energies of the various 2x1x1 

distributions were compared and the one with the lowest energy selected.For the 

cascade simulations, the lattice was generated by replicating this unit cell in space. 

The periodic boundary conditions used in the creation of the supercells ensured that 

no unrealistic energies occurred from this replication process. 

The lattice parameter resulting for our model for the half-inverse gallate spinel 

was 8.31 A while for a normal gallate spinel, the potential predicts a lattice parameter 

of 8.35 A. For the inverse indate spinel, the lattice parameter was 8.85 A as compared 

to 9.01 A for the normal indate spine!. In both cases, the normal spinel lattice had a 

lower energy than for the case where inversion was included. In the half inverse spinel, 

the resulting distribution is such that half of the Mg ions initially at tetrahedral sites, 

have swapped sites with the Ga ions. In the fully inverse MgIn204 spinel, all Mg 

ions are randomised on the octahedral sublattice, whereas half of the In ions are at 

tetrahedral sites. The cation distribution in a 56 atoms unit cell of the inverse spinels 

are shown in table 5.1 and can be compared with that of the normal spinel, MgAh04. 

Table 5.1: Distribution of cations m a unit cell of MgAI20 4 (i 
(i = 0.5), and MgIn204 (i = 1). 

Site type Total 

Tetrahedral 64 
Octahedral 32 

MgAb04 
Mg Al 

8 0 
o 16 
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5.3 Collision cascades in the half-inverse spinel 

In the normal spinel we refer to an antisite defect as an Mg ion on an Al site 

or vice-versa. In the inverse and half-inverse spinels we refer to a change of cation 

species between the initial and final lattice arrangements as a cation disorder (CD) 

defect because their initial structures already contain disorder. However, an anti site 

defect in the fully inverse Mgin204 crystal refers to a Mg ion sitting at a tetrahedral 

In site. The same notation employed in chapter 4 is used to classify defects in the 

gallate and indate spinels whereby interstitials are denoted by spheres and vacancies 

as cubes. Cones represent CD defects, whereas antisites in the inverse spinel are 

shown as bright blue spheres. Interstitials and vacancies of the ternary cation B3+ (B 

= AI, Ca, In) are always shown green. For the half-inverse and inverse spinels, the 

defect geometry varies more with the local environment as compared to the normal 

spine!. Thus, a detailed description of the defect geometry is not provided here in 

contrast the normal spine!. 

5.3 Collision cascades in the half-inverse spinel 

5.3.1 0.4 keY simulations 

The typical cascade formation and defect annihilation in the half-inverse spinel at the 

low energy of 0.4 keY initiated by a Ca PKA is shown in fig. 5.1. After 541 fs, anion 

split interstitials defects labelled A and B were seen to move one-dimensionally along 

the <llO> anion rows. The defect B recombines with a V 0; initially 7.6 A away, 

whereas defect A remains in the structure becoming A' after 5 ps. The movement 

of cations on the cation sublattice is illustrated by the cation defect chain labelled 

C, consisting of 3 alternate interstitials and 2 vacancies, which relaxed to form 2 

cation disorder (CD) defects and 1 Mgi-V~g-Cai··. In the normal spinel, cation split 

interstitials are observed to be centred about a tetrahedral vacancy. These sites are 

equally occupied by both Ca and Mg ions in the half-inverse spinel, where the cation 
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Effects of cation disordering on defect formation in spinels 

split interstitials were observed to be centred about. 

(a) 2O.0fs (b) 160.8fs (c) 540.6fs (d) 5000.1 fs 

A 

• A' • 
• eo . 

a r I .- r 

• ... • • • ... .-/' 

Vc
B ... "'t..--- 12.92 A ... 

Figure 5.1: Snapshots of a 0.4 keY cascade simulation initiated by a Ga along (123) 
in the half-inverse spine\. Spheres represent interstitials and cubes denote vacancies. 
The red colour refers to 0 2- defects, blue is for i\1g2+ defects while Ga3+ defects 
are coloured green. Cation mixing is illustrated as purple and grey cones for Mgca 
and Ga~lg defects respectively. The peak damage occurred approx. 161 fs after the 
cascade was initiated. 

Along other PKA directions, a wider variety of defect structures was apparent as 

compared to the normal spinel, even at such low energies. For the Mg PKAs, the 

common defects consisted of 0, Mg, Ga and mixed 11g- Ga split interstitials centred 

about either a tetrahedral Mg vacancy or a tetrahedral Ga vacancy. These defects 

can be depicted in figs. 5.2 (a) and (d) alongside a few cation disorder defects and 

vacancies. Unlike in the normal spinel where anion PKAs could not cause permanent 

damage to the cation sublattice in this energy regime. in the half-inverse MgGa204 

these caused displacements on the cation sublattice as shown in fig. ,').2 (b) and (e). 

Figs. 5.2 (c) and (f) illustrate the damage imparted to the gallate spinel by 0.4 keY 

Ga PKAs along two distinct directions. A ring structure labelled D. made up of l'"lg 

and Ga vacancies and interstitials, can clearly be identified in each figure. These 

structures were also observed in the normal splnel but at higher energies. whereby 

the 3 interstitials were trapped at tetrahedral sites. 
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5.3 Collision cascades in the half-inverse spinel 
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Figure 5.2: Resulting defect structures aft('r 5 ps for the knock-on energy of 0. ·1 keY 
in the gallate spine!. (a) ~lg2+ PKA along [1 2 3] resulting in the formation of pure 
0, Ca, and t-.lg split interstitials, one Ga- 0 vacancy pair and CD defects; (b) 0 2 

PKA a long [1 7 5]; (c) Ca3+ P I{A along [2 1 0] forming a distinct 'ring' structure 
labelled D; (d) Mg2+ PI<A along [7 5 ]]; (e) 0 2- PKA along [2 3 2] creating a caLion 
crowdion; (f) Ca3+ PKA along [1 73]. 

5.3.2 2 - 10 keY simulations 

As the kinetic energy of the primary knock-on atom is increased. the complexity of 

the defects around the cascade cores for certain trajectori('s also incr('ased. Fig. 5.3 

shows the damage imparted to the half-inverse gallate spinel at the energy of 2 keY 

for 3 different simulations initiatC'd by a Ca PKA. The picture in fig. 5.3 (a) shows the 

least damage produced by a Ca PKA at this energy and is the result of channelling 

of the tetrahedrally coordinated PJ<A along the [1 0 DJ trajectory. Fig. 5.3 (b) is 

an example of a simulation where an average amount of damage is produced by a 2 

keY Ca PKA where cation interstitial-vacancy crowdion chains are apparent. The 

damage in fig . 5_3 (c) is the maximulll over the whole set generated by a Ca PKA at 

2 keY. Here, a dense cascade core is obtained, due to small displacements of cations 

offset from their perfect sites, causing some local rearrangement of oxygen atoms. 

The damage morphology shown in figs. 5..1 and 5.5 at 5 keY and 10 keY respec­

tively, indicate a very similar trend os the low 0.1 keY and 2 keY cascades whereby 

much disordering on the cation s\lblat( ice can be sren as compared to the normal 
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Effects of cation disordering on defect formation in spinets 

(a) 

M[)tme = 7950.7 Is 
Telal Atoms=-450461 
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(c) 

MDtime = 7950.8 Is 
Total Atoms= 450461 
'v\Icancies = 17 
Interstitials: 17 
Cation disorder = 8 

MDtlmB= 9975.4 Is 
Total Atoms= 450461 
\\>::and", = 10B 
Inloraltl,;s= 10B 
QUion dioder = 8 

-
Figure 5.3: Damage distribution at 2 keY for Ca PKAs in the half-inverse spinel along 
the following trajectories: (a) [1 0 0] from a tetrahedral site with the channelling 
direction shown by the green arrow, (b) [1 0 OJ from an octahedral site, (c) [1 -1 IJ 
from a tetrahedral site. 
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5.3 Collision cascades in the half-inverse spine] 
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Figure 5.4: Defect distribution at 5 keY for a Ga PKA directed along [8 5 12J (a), a 
Mg PKA initiated along [6 14 5J (b) and an 0 PKA with trajectory [11 74J (c) in 
the half-inverse spine\. 

MDtime= 13951 .015 
Total Atoms= 988391 
Va::a1cies = 152 
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cation dirorder = 67 
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Figure 5.5: Damage formed in the half-inverse spinel crystal at the energy of 10 
keY initiated by a Ga PKA along [15 7 12J. The arrows indicate regions of high 
concentration of cation disorder defects. 
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Effects of cation disordering on defect formation in spinels 

spinel where the defects are more isolated. In all the cascades stuclied, a significant 

proportion of cation intersLitials are trapped at structural vacancies in the lattice, in 

between the actual vacancies. The arrows in fig. 5.5 show regions which contain a 

large number of cation disorder (CD) defects. 

5.4 Collision cascades in the Inverse spinel 

5.4.1 0.4 keY simulations 

In order to investigate the effects of radiation in a spinel with the fu lly inverse struc­

ture, collision cascades were setup in Mg1n204 in the energy range of 0.4-10 keY. Fig. 

5.6 illustrates a typical cascade evolution and the surviving defects generated by a 0.4 

keY In PKA. The anion interstitials relaxed into a crowdion defect labelled E, which 

oscillated one-dimensionally along <UO> at t he end of the collisional phase of the 

cascade. The anion vacancy, F, created some local distortion pushing the first nearest 

neighbour tetrahedral In ion off its perfect lattice position. In analogy to the normal 

MgAI20 4 spiuel where cation split interstitials were centred about a tetrahedral Mg 

vacancy, tbe same defect structures in the inverse spinet were also centred about the 

tetralledral cation vacancy, with tbe interstilials occupying the neighbouring struc­

tural octahedral vacancies (an example is the defect G in fig . 5.6 (d)). 

(a) 202f5 (b) 2OO.9f5 (c) 

... 
5402f5 (d) 

E .. G.,,-
1 

Figure 5.6: Snapshots of a 0.4 keY cascade simulation initiated by a In along (123) 
in the the inverse spine!. Spheres represent interstitials and cubes denote vacancies. 
The red colour refers to 0 2- defects, blue is for Mg2+ defects while In3+ defects are 
coloured green. 
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5.4 Collision cascades in the inverse spinel 

0 , 0. 1. -.. , . H 
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Figure 5.7: Residual defects generated by 400 eV cascades in the irl\'erse indate spine!. 
(a) Alg2+ PKA along [2 1 OJ; (b) 0 2- PKA along [12 3J; (c) ln3 f PKA along [7 31]; 
(d) Mg2+ PKA along [1 731; (e) 0 2 PKA along [2 3 2]; (f) In3+ PKA along [23 2J. 
Cones represent CD defects (purple - M~n; grey - Jn~lg on the octahedral sublatliee). 
The bright blue sphere in (d) denotes a M~n antisite (on the tetrahedral sublatlice). 

The defects in fig. 5.7 for six different simulations show t hat in the inverse spinel. 

all cation split interstitials and crowd ions are centred around a tetralledral In vacancy. 

These are labelled G and H respectively. The results therefore indicate that irrespec­

tive of the spinel type and the degree of inversion in the structure. cation interslitiab 

prefer 10 be centred about a tetrahedral vacancy site, forming f'il her split interstitials 

or crowd ions. Crowdion structures were also observed on the anion sublattice and 

were seen to obCillate forth and back one-dimensionally. but did not diffuse over long 

distances (these are labelled E in fig . 5.7). The cascade collisions resulted also in a 

few antisite defects. which is a ~I~n defect . where the magnesium atom replaces an 

indium atom originally occupying a tetralledral site (one example can be found in fig. 

5.7 (d)). 

5.4.2 2 - 10 keY simulations 

As the energy of the initial knock on event was increased . the same defect structures 

obtained at the low 0.4 keV cascades were observed at the highf'r energies. Cascades 

in the inverb(, spinel were distinct from the no I'm al and half-inverse spinels bec,lubc 
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Effects of cation disordering on defect formation in spinels 

the resulting damage was made up of mainly anion crowdion defects and indium 

crowd ion defects. Those defects are apparent in figs. 5.8, 5.9 and 5.10 which show 

the damage imparted to the lattice at energies of 2 keY, 5 keVand 10 keY respectively. 

However, along certain directions, networks of cation interstitials and vacancies could 

be identified in the core of the cascade. 

There were some differences in the cascade morphology due lo the choice of In and 

Mg PKAs at the energy of 10 keY. Mg PKAs resulted in more subcascade branching 

and defect spreading as in the normal spinel, whereas In PKAs produced dense cas­

cade cores which took longer to annihilate. However, the types of defects were similar 

to those seen at the 2 keY and 5 keY energies irrespective of the PKA type. 

• 
(a) • 

. JI 

(cl 1 

• . " 

Figure 5.8: Damage di tribution at 2 keY for In PI<As in the illverse magnesium 
indate spinel along the following trajectories: (a) [1 0 DJ from a tetrahedral site, (b) 
[1 0 DJ from an octahedral site, (c) [1 1 1J from an octahedral site. 

5.5 Comparison of damage in the three spinels 

The final damage shown in figs. 5.11 and 5.12 result respectively from 2 keY and 5 

keY cascades in the normal magnesium aluminate, lhe half-inverse magnesium gallate, 

and the fully inverse magnesium indate spinets and are typical for these materials. 

The figures compare the spatial distribution of defects in the three compounds as a 

function of cation disorder. The defects in the normal spinel are more isolated than 

in the other two compounds. Selected regions. A in fig . 5.11 (b) and R in fig . 5.12 
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5,5 Comparison of damage in t he three spinels 
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Figure 5.9: Defect dis tribu tion at 5 keY for a In PKA directed along [5 1 1] (a) , a 
Mg PKA ini tiated along [1 9 5] (b) and an 0 PKA with t rajectory [3 7 1] (c) in the 
inverse spine!. 
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Figu re 5.10: Damage formed in the inverse spinel at the energy of 10 keY initiated 
by a In PKA along [3 4 7]. 

95 



Effects of cation disordering on defect formation in spinels 

(b), depict a considerable amount of rearrangement on the calioo sublattice in the 

half-inverse spine\. The defect in region A is made up of 6 cation inlerstitials and 4 

vacancies in a loop struct.ure. The region defined by the label R in (he half-inverse 

spine] contains one oxygen antisite defect OGa, which under normal conditions would 

be an energetically unfavourable defect. However, in this case, the anion antisite 

defect is surrounded by 3 Ga interstitials, offset from their normallatlice sites, wbicb 

paItially balnnce the charge. Figs. 5.11 (c) and 5.12 (c) for the inverse spinel cOl1taio 

mainly calion and anion crowdions labeHed B and C respectively. 

(a) c~ .. , ' ..... ,, '" 
" •• .f A ., 

. I 
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, ' 
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Figure 5.11: Comparison of damage created at 2 keY by 1Ig PKAs in spinels with 
varying inversion. (a) ormal magnesiulD aluminate and [2 1 0] direction, (b) Half­
inverse magnesium gallate and [7 8 9) direction - region A is enlarged on the top 
right. corner; (c) Inverse magnesium in date anel [1 3 5] direction - the arrows indicate 
antisites. 

Fig. 5.13 shows the peak damage and the remaining defects at. the end of 5 

keY cascades in the three compounds. The crystalline ordering around the cation 

interslitials reveal distinct characteristi.cs in each of the three spinels. Selected regions 

of interest around cation interstiLials are taken from the 5 keY cascades in fig. 5.13 

and are plotted with their nearest oxygen neighbours also shown in fig. 5.14. In fig. 

5.14 (a) for the normal spinel, typical cation spLit interstitials aligned along <I JO> 

are obtained. The same types of defects were seen in the half-inverse spinel, but these 

are connected to regions whereby cation interstitials move to t.etrahedral s.ites (see 
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5.5 Comparison of damage in the three spinets 
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Figure 5.12: Comparison of defects obtained from 5 keY cascades iniliated by 1\lg 
PKAs in spinels WiUl varying disorder. (a) Normal magnesium aluminat.e and [1 
5 7] direction, (b) Half-inverse magnesium gallate and [5 1 2] direction; (c) Inverse 
magnesium indate and [1 2 3) direction. 

encircled regions in fig. 5.14. (b)), reforming locally the spinel structure but offset 

from the original half-inverse system. Fig. 5.14. (c) depicts regions in the inverse 

spinel where th cascade has caused a depletion of cations from their tetrahedral 

sites, The interesting feature about these defects is that, three of the four empty 16c 

octahedral sites around each vacancy are now occupied by cation inter tilials. In the 

normal spinel , the split interstitials in fig. 5.14 (a) occupy only 2 of the four empty 

octahedral sites. This implies a slightly different and more complete post-cascade 

disordered rocksalt structure transformation in the inverse spinel compared lo the 

normal spinel. 

The evolution of the number of intersLitials with time for a 5 keY B3+ PKA (B 

= AI , Ca or In) in the three materials is shown in fig. 5.15. These show that the 

peak damage increases and occurs at longer times as we go from the normal Al spinel 

to the balf-inverse Ca spinel and the inverse In spinel. The immediate post-cascade 

annealing process also takes longer. The trend sbown in these figure are typical of 

all cascades initiated by ternary cations in these materials. 

The defect production by 10 keY cascades in all three materials is shown in fig. 

5.16, The least damage was observed in the normal spinel where isolated defects were 
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Figure 5.13: Cascades generated by a 5 keY PKA in the three spinels showing the 
displacement of ions when there is peak damage and also at the end of the collisional 
phase of the cascade. (a) 150 fs, (b) and (c) 9975 fs. normal MgAI20 4 spinel and Al 
PKA; (d) 250 fs, (e) and (f) 7250 Cs, half-inverse MgCa20. spinel and Ca PKA; (g) 
400 is, (h) and (i) 9001 fs, fully inverse spine!, MgIn204 and In PKA. (c), (f) and (i) 
are zoom-ins of the core of the cascades. 
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5.6 Post cascade defect distribution 

(a) (c) 

.. " C=a •••• 

Figure 5.14: Differences in the crystalline ordering around cation interstitials taken 
from regions of the 5 keY cascades in fig . 5.13. The red spheres denote oxygen 
atoms at perfect sites. blue spheres refer to Mg interstitials. greetl spheres denote B 
interstitials (B = AI, Ga or in) and the cubes denote cation vacancies. (a) The cation 
split interstitials in l\lgAh04 are similar to Lhose obtained at the low 0.4 keY cascades 
and are arranged as shown in fig. 4.10. (b) The regions encircled denote cation 
interstitia Is having tetrahedral coordination in the half-inverse MgG~04 spinel (c) 
The green cubes denote tetrahedral vacancies in the inverse Mgm204 spinel - around 
each tetrahedral vacancy, 3 cation interstitials fill up 3 of the 4 empty 16c octal1edral 
interstices. 

obtained due to subcascade branching. Figs. 5.16 (b) and (c) represent the densest 

cascades in the half-inverse spinel and in the inverse spinel at 10 keY respectively. 

Damage in the half-inverse spinel was characterised by more interstitial-vacancy net­

works sometimes forming closed loops as shown in region (4) of fig. 5.16 (b) where 

cations are displaced from their initial sites to adjacent sLructural vacancy sites in 

the crystaL Fig. 5.16 (c) in the inverse spinel shows that cation and anion crowdions 

typicalJy occur under irradiation at those energies which can sometimes form very 

close to each other (an example is shown in region (6) of fig . 5.16 (c)). 

5.6 Post cascade defect distribution 

In order lo have a betLer insigbL of the defect distribution and proportion of cation 

and anion defects that remain in the irradiated structures, the average number and 

species of the inlerstitials (solid lines), vacancies (dashed lines) and cation disorder 

(CD) defecls per simulation in the three spinels is shown ill fig . 5.17 (a)-(e). These 
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Figure 5.15: Comparison of the defect evolution (number of interstitials) with time 
in the corresponding 5 keY cascades shown in fig. 5.13 in (i) MgAb04, (ii) MgG8.20. 
and (ill) IIJgill20.I . The peak damage and the recombination process takes longer in 
the inverse spinets where a dense cascade core is fOlmed. 
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Effects of cation disordering on defect formation in spinels 

results must be treated with some caution since they are dependent on the precise 

definition of what forms a defect. For example the crowd ion is counted as 3 interstitial 

defects and 2 vacancies whereas the split interstitial is counted as 2 interstitials and 

1 vacancy. Notwithstanding this proviso, from this plot, magnesium aluminate spine I 

produced the least number of point defects as compared to the half and fully inverse 

spinels. For the normal and fully inverse spinels (as would be expected since there 

are more 0 ions) there are more displaced 0 ions than cations. This is in accordance 

with the threshold energy calculations which was found to be lowest for the anion 

sublattice in the normal spinel. There are slightly more displaced Mg ions than Al in 

normal spinel despite there being twice as many Al ions in the lattice than Mg. This 

situation is reversed in the fully inverse spinel due to the fact that in the first case 

tetrahedral sites are occupied by Mg2+ but in the second case these sites are filled by 

In3+. It thus appears to be much easier to displace ions from tetrahedral sites than 

octahedral. 

Figs. 5.17 (a )-( c) indicate differences in the number of cation interstitials and 

vacancies of the same species because of the formation of antisites/ cation disorder 

defects in the spinels. The difference is most apparent in the normal spinel, showing 

that there are more Al vacancies than Al interstitials due to the formation of more 

AIMg antisites than MgAI antisites. The same plot in the half-inverse spinel reveals 

an almost identical number of cation vacancies and interstitials remaining in the 

irradiated structure and these are comparable with the number of anion defects and 

cation disorder defects. This is due to the fact that cations tend to be displaced from 

their lattice sites around 0 defects, not that more cations are formed by the ballistic 

displacement. In the normal and fully inverse spinels, the number of 0 interstitial 

defects is equal to the number of 0 vacancies (red curves in fig. 5.17), but not in the 

half-inverse spinel because of the formation of a small number of anion antisites in the 

disordered cascade core. The highest number of anion defects was recorded in inverse 

spinel due to a preference for the formation of crowdion defects rather than split 
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5.6 Post cascade defect distribution 

interstitials. The average number of total interstitial defects for the 10 keV cascades 

in MgAb04 was 62, 148 in MgGa204 and 129 in MgIn204, with standard deviations 

of 7, 40 and 16 respectively. This indicates a wider spread of damage range in the 

half-inverse spine!. 

Cation disordering in all three compounds is the most common defect resulting 

from the dynamical cascades. These defects result from cations swapping from oc­

tahedrally to tetrahedrally coordinated sites or vice versa producing antisites in the 

normal spinel, but could also involve interchange of cations of different species over 

similar sites in the half-inverse and inverse spinels. The plot in fig. 5.17 (d)-(f) 

shows the average number of cation disorder defects per simulation distributed over 

tetrahedral and octahedral sites. In the normal spinel radiation creates antisites of 

the form Mg~l and AII;g, where the superscripts 0 and T refer to the octahedral 

and tetrahedral sites. Fig. 5.17 (d) indicates a slightly higher number of Al anti­

sites than Mg antisites created in the normal spinel at all three energies. This can 

be partly explained by the fact that during the cascade relaxation, the mixed split 

interstitial, Mgi-V~g-Ali", could form an AIMg antisite and a pure Mgi-V~g-Mgi 

split interstitial which could then move locally on the tetrahedral Mg sublattice be­

fore stabilising. In the half-inverse MgGa204 spinel, radiation causes a redistribution 

of cations as shown in fig. 5.17 (e). This indicates that the GaMg cation disorder 

defects are almost equally distributed on both the tetrahedral and octahedral Mg 

sites whereas the MgGa defects prefer octahedral coordination over tetrahedral co­

ordination. This implies that the half-inverse spinel (initially with an inversion of 

0.5) can become more inverse as a result of irradiation. In the inverse spinel, Mgr. 

antisite defects were seen, which were not present in the original lattice. This induces 

a partial reversion from the inverse to the normal spinel structure. However, the plot 

in 5.17 (f) also shows more ln~g and Mgfn cation disorder defects that remain in the 

structure than the antisites. These results show that every spinel accommodates a 

large amount of cation site interchange under irradiation which helps in maintaining 
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Effects of cation disordering on defect formation in spinels 

the crystalline structure. 

In order to investigate the preferential segregation of cation interstitials to certain 

sites, we filter out those interstitials that are trapped at structural vacancies and 

regain coordination four (tetrahedral site) or six (octahedral site) with the anions. 

The figures shown in table 5.2 represent the distribution of cation interstitials at 

tetrahedral or octahedral structural vacancies for a given energy. It should be noted 

that the percentages do not add up exactly to 100 % because not all the interstitials 

are located at those structural vacancies but can be trapped between other defects. 

A similar approach is employed to investigate the nature of the cation vacancies left 

over at the end of the cascades and is presented in table 5.2. This information reveals 

the extent by which the octahedral and tetrahedral sites are depleted of their cations 

under irradiation. 

Table 5.2: The percentage of cation interstitials occupying structural tetrahedral 
(Tetra) and octahedral (Octa) sites at the end of the collision cascades. The standard 
deviation is also included to show how this percentage is spread among the different 
trajectories for a specific PKA energy. 

Spine! 
2 keV 5 keY 10 keY 

Tetm Octa Tetm Odll Tetm Octa 
MgAI,O" 23.9 ± 1S.7 74.2 ± 18.7 21.6 ± 12.S 74.2 ± 13.9 19.9 ± 7.4 76.9 ± 7.5 

MgGa20 " 35.8 ± 12.S 50.1 ± 16.6 33.2 ± 9.1 52.S ± 7.9 33.2 ± 5.5 55.6 ± 7.0 
Mg1n20 , 17.7±9.9 62.2 ± 15.9 17.6 ± 9.1 66.5 ± 9.7 17.4 ± 3.5 67.2 ± S.9 

Table 5.3: The percentage of tetrahedral (Tetra) and octahedral (Octa) cation vacan­
cies remaining at the end of the cascade simulations. 

Spinel 
2 keV 5 keY 10 keV 

Tetm Octa Tetm Octa Tetm Octa 
MgAI,O, 54.1 ± 20.8 45.9 ± 20.8 50.9 ± 9.7 49.1 ± 9.7 52.2 ± 6.3 47.8 ± 6.3 
MgGa2O .. 44.4 ± 7.6 55.6 ± 7.6 48.4 ± 6.9 51.6 ± 6.9 48.4 ± 2.9 51.6 ± 2.8 
Mgln2O., 65.5 ± 8.7 34.5 ± 8.7 67.8 ± 8.4 32.2 ± 8.4 65.3 ± 5.4 34.7 ± 5.4 

Table 5.2 shows a clear difference between the percentage of octahedral and tetra­

hedral interstitial site occupancies in the normal MgAh04 and inverse MgIn204 
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spinels with more octahedral sites being occupied at all three PKA energies. However, 

this is smallest for the intermediate MgGa204 spinel which has the highest tetrahedral 

site occupancies among the three spinels of 35.8 %, 33.2 % and 33.2 % for energies of 

2, 5 and 10 keY respectively. Nevertheless, in all three spinels, the cation interstitials 

preferentially move to octahedral sites rather than tetrahedral sites under irradiation. 

The vacancy distribution shown in table 5.3 indicates that in the normal spinel 

and in the semi-inverse gallate spinel, both the octahedral and tetrahedral cation 

sublattices are almost equally affected. However, in one unit cell of spinel, there 

are twice as many occupied cation octahedral sites (16) than tetrahedral sites (8) -

one would expect more displaced octahedral ions (and hence more octahedral vacan­

cies) than displaced tetrahedral ions - yet both sublattices are depleted by a similar 

amount. Therefore, it ought to be easier to displace tetrahedrally coordinated ions 

than octahedrally coordinated ions. This observation was also recorded under neutron 

irradiation during which diffraction patterns in the irradiated sample were reduced 

by 20 % for the tetrahedral sites but increased by 8 % for the octahedral sites [23]. 

This is more evident in the inverse MgIn204 spinel where more tetrahedral vacancies 

than octahedral vacancies remain in the structure coupled with an increased octa­

hedral site occupancy (see table 5.2), at all three energies investigated. Therefore, 

the inverse spinel is more susceptible to undergo a rocksalt type transformation as 

compared to the normal and half-inverse spinels. 

5.7 Discussions and conclusions 

The defect production by irradiation in spinels with an inversion parameter of 0.5 

and 1 was investigated by molecular dynamics simulations and compared to a normal 

spine!. In all three spine Is, the normal MgAI20 4, the half-inverse MgGa204 and the 

fully inverse MgIn204 spinel, the onset of damage production resulted in simple defect 

structures consisting of split interstitials/crowdions and cation disorder defects. Over 
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the timescale of the collisional phase, a cation split interstitial could remain in the 

structure, diffuse on the tetrahedral sublattice to annihilate with a nearby vacancy 

in the structure, or form an immobile antisite/cation disorder defect. Oxygen split 

interstitials/crowdions were aligned along the <110> array of anions and could diffuse 

along that path with occasional orientation change to another <110> direction. 

The higher energy cascades in normal spinel only produced distinct point defects 

characteristic of the low energy cascades due to subcascade branching. On the other 

hand, dense cascades in the half-inverse and fully inverse spinels created complex 

damage zones consisting of chains of interstitials and vacancies on the cation sublat­

tice. In the half-inverse spinel, cation interstitials could occupy both tetrahedral and 

octahedral sites whereas cation defects in the inverse spinel were primarily Tn3+ de­

fects. Cascades spread out more in the normal spinel compared to the inverse spinels 

and relaxation also occurred more quickly in the normal spine!. 

The simulations showed that cation interstitials preferentially occupied octahedral 

sites irrespective of the spinel type. However, in the inverse spinel, the increased 

octahedral site occupancy was coupled with a depletion of ions on the tetrahedral In 

sublattice indicating that a faster structural transformation under radiation than in 

the normal spinel, with the half-inverse MgGa204 spinel showing the least propensity 

for this transformation. In the latter case, regions of the crystal could recrystallise 

among the point defects by forming cation chains of interstitials and vacancies with 

the interstitials residing at adjacent tetrahedral and octahedral vacancy sites. 

The process of defect recombination in this particular group of spinels is dependent 

on at least three factors: first on the presence of cation disorder, secondly on the 

nature of the chemical bonding in the spinel and thirdly on the steepness of the 

repulsive wall between the trivalent cations and the 0 ions. Isolating these three 

factors is not trivial in this work. Based on structural considerations only, one would 

predict a better damage recovery in an isotropic crystal as compared to an anisotropic 

one. The random distribution of divalent and trivalent cations in the inverse spinels 
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contributes to changes in bond lengths locally in the crystal resulting to some degree 

of anisotropy. This affects the damage recovery process as compared to the normal 

spinel which resulted the least number of surviving defects at the end of the cascade 

simulations. The second factor is attributed to chemical effects arising from the 

increase in atomic number of the trivalent 83+ ions from A[3+ to Ga3+ to In3+. It is 

known that the ability of a crystal structure to regain its crystalline ordering depends 

on the degree of ionicity or covalency of the material [77J. The hypothesis in Ref. [77J 

is that this is determined by the short-range term of the potential energy function. It 

was found that different damage recovery can be obtained depending on the steepness 

of the 0-0 interaction near equilibrium [78J. In our simulations, the short range 0-0 

pair interaction is the same for all three spinels, whereas the 8-0 interaction changes 

according to the trivalent cation. The repulsive walls for the 8-0 interactions are 

shown in fig. 3 .. 5 along with the forces near the equilibrium separation. The steepness 

of the potential curves is partially correlated with the remaining damage after the 

cascade in that the normal spinel, which has the least repulsive wall, shows the least 

damage. This is also a feature of cascades in metals where the cascade evolution and 

the resultant damage is highly dependent on the steepness of this curve in the region 

1-100 eV [79, 80J. The steepness ordering is also the same near equilibrium where the 

forces are plotted in fig. 3.5 (b). Thus there is also qualitative agreement with the 

hypothesis of Ref. [77J which associates damage recovery with this near-equilibrium 

steepness. However it is difficult to quantify this as damage depends on so many 

other features of the model such as the initial degree of inversion, other parts of the 

potential interaction regime, the relative mass of the ions and especially the barriers 

for defect recombination. 

Over the timescales studied, two diffusion mechanisms have been depicted in the 

normal spine I (I-D motion of the 0 split interstitial and the cation split interstitial 

moving on the tetrahedral sublattice). For the half-inverse and inverse spinels the 

crowdion/split interstitial defects oscillate locally but do not move long distances 
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after the ballistic phase is over. These preliminary results seem to indicate that 

defect recombination is easier in the normal spinel structure. The energy barriers for 

point defect diffusion and the associated mechanisms for motion are investigated in 

the next chapter. 
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Chapter 6 

Temperature accelerated dynamics 

on point defects in spinels 

6.1 Introduction 

As exemplified in the two previous chapters, molecular dynamics is ideal to investi­

gate the development and relaxation of a collision cascade on the time scale of several 

picoseconds. However, the response of a material to particle bombardment is de­

termined not only by the number and nature of the residual defects created by the 

collision cascade, but also on the long-time evolution of those defects. Over time 

scales greater than ps, point defects can diffuse within the crystal structure and can 

either annihilate via harmless interstitial-vacancy recombination mechanisms, or, on 

the other hand, they can aggregate and form clusters of defects. These diffusion 

mechanisms are often characterised by a sequence of infrequent activated events that 

move the system from basin to basin on the potential energy hypersurface. The time 

gap between successive jumps can be of the order of millions of thermal vibrations 

depending on the height of the dividing surface between the basins and cannot be 

investigated by conventional MD simulations. In order to access longer time scales so 

that these dynamical but infrequent events can be investigated, accelerated dynamics 
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methods such as hyperdynamics, parallel-replica dynamics and temperature acceler­

ated dynamics, have been devised. A review of each of these methods can be found 

in Refs. [81, 82]. 

The hyperdynamics method [83] is based on the formulation of a bias potential 

that raises the energy within the potential basins. This bias term has the effect 

of lowering the activation barrier for state to state transitions while preserving the 

relative probabilities for these transitions - thus the transitions occur at a faster rate. 

A boost factor in the time, dependent on the strength of the bias potential, is included 

at each integration step of the hyperdynamics simulations. 

The parallel replica method [84] exploits parallelism to span the time scales of a 

dynamical simulation. The first step involves replicating the system of interest on 

1'>1 processors. On each processor, the replica undergoes a momentum randomisation 

stage so as to remove correlations between replicas. Each configuration is then evolved 

independently using normal MD such that the probability of escape from the current 

basin becomes !v! times more likely as compared to a single trajectory. Whenever a 

transition is detected on any processor, all processors are notified to stop. At this 

point, the simulation clock is advanced by the accumulated time over all the replicas. 

The system for which the transition was detected is then evolved for a predefined time 

during which new transitions can occur. This time is added to the total simulation 

time, and the process is repeated using the new configuration. 

The temperature accelerated dynamics technique (TAD) [3] determines the state 

to state transitions of an infrequent event system by performing MD at a high tem­

perature which can then be used to determine the dynamics at the lower temperature 

of interest. In a simplified approach, the TAD method can be viewed as one that 

uses high temperature MD to determine a single diffusion event at a time. When this 

event is detected, the diffusion barrier can be calculated using the nudged elastic band 

method since the initial and final configurations are known. The simulation time of 

the event at the high temperature is extrapolated to the lower temperature of inter-
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est. The TAD method uses certain conditions to determine whether this detected (or 

attempted) transition is likely to happen at the lower temperature of interest. If the 

conditions are satisfied, then the transition is accepted and the new state becomes 

the starting point. The simulation proceeds in the same way as before by performing 

MD at a high temperature to determine possible escape paths from this new state. In 

this way, the state to state evolution of the system can be determined over a certain 

period of time. The diffusive behaviour of point defects can be investigated and at 

the same time, the corresponding energy barriers can be calculated. 

In this chapter, TAD was employed to study the diffusion of point defects in the 

spinel structure. The mechanisms and activation barriers for motion were determined 

using TAD. An overview of the TAD method is provided in the first section of this 

chapter. However, a complete derivation of the method can be found in the original 

paper by Sprensen and Voter [3]. The point defect configuratiolls obtained from the 

collision cascades were utilised as input for the TAD simulations to follow their long 

time evolution. The results for the normal magnesium aluminate, the half-inverse 

magnesium gallate and the fully inverse magnesium indate spinels are presented in 

the remaining sections of this chapter. 

6.2 The TAD method 

For an infrequent-event system of N atoms vibrating in a basin of the potential energy 

surface, the waiting time t, spent in that basin before escaping to the next basin, is 

exponentially distributed with a probability distribution given by 

f(t)dt = kie-kitdt, 
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6.2 The TAD method 

where, ki is the rate constant for the transition i. Under the harmonic approximation 

[85], the rate constant is given by the Arrhenius equation 

(6.2) 

Here, Ea is the activation energy of the process, v is the attempt frequency typically 

in the range of 1012_1013 S-I, and kB is the Boltzmann's constant. The temperature 

accelerated dynamics method [3] is based on the above assumptions. 

A system at a certain temperature Tzow, can move from one state to another 

through a number of possible escape paths. These events occur at a faster rate 

at a higher temperature Thigh. The TAD method performs basin-constrained MD 

(BCMD) at Thigh so as to explore the possible escape paths from a particular basin, 

and to filter out the transition that would occur at the temperature of interest. The 

BCMD method evolves the system from some initial state A, until a transition to 

another state B is detected, records that transition as well as the time of the event, 

and places the system back to its initial state A in order to find other escape paths. 

For each transition, the activation energy is determined using the nudged elastic band 

method [86] and the high temperature (thigh) waiting time is extrapolated to the low 

temperature (tlow) which is of interest using the equation 

t - t· eEa(l/knl1ow-l/knThiyh) 
low - htgh . (6.3) 

Both tlow and thigh belong to the waiting time distribution given in eqn. 6.1. For two 

different attempted transitions happening at thigh, 1 and thigh,2 where t high,2 > thigh, 1 , 

it is not necessary that tlow,2 > tlow,I' The chronological order can change at the low 

temperature as shown by the two solid lines in fig. 6.1. 
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Figure 6.1: Each attempted transition at the high temperature is extrapolated to the 
low temperature. The gradient of the line represents the negative of the activation 
energy. The high temperature MD simulation is continued until the high temperature 
time becomes thigh,stop, and the event with the shortest extrapolated time is accepted. 
(Adapted from [3]) 

The stopping criterion for the BCMD procedure is given by 

. _ n u Vmin low,short 1 (1/ ') (t ) T'ou./Th;gh 

th,gh,stop - Vmin In(l/o) , (6.4) 

where 0 is a control parameter, Vmin is an assumed minimum of the attempt frequency 

and tlow short is the current minimum escape time determined for Ttow· 0 denotes , 

the level of uncertainty that after thigh,stop no new transition with extrapolated time 

shorter than tlow,short would occur. 

At the end of the BCMD procedure, a list of escape paths and attempted escape 

times at Thigh for a particular basin is obtained. Out of this list, the transition with 

the fastest extrapolated time at Ttow is accepted and the system is moved to the 

state that this transition leads to. The process is repeated in this new state. By 

simulating a total time thigh,stop at the high temperature, the simulation time at the 

low temperature is advanced by tlow,short, yielding to boost factor of t1ow,shortlthigh,stop 

for the accepted transition. 

An important part of the method relies on the calculation of the activation energy 
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6.2 The TAD method 

for each attempted transition. This is done by using the nudged elastic band method 

(NEB) [86]. The NEB method constructs a number of images of the system with 

intermediate configurations between the initial and final states of the system. Starting 

with the initial state and ending with the final state, a continuous chain is obtained by 

connecting every successive image to the next via a spring interaction, thus mimicking 

an elastic band. An iterative procedure is used to minimise the force acting on the 

images so as to converge the elastic band of images towards the minimum energy path 

(MEP) between the initial and final states. The activation energy of the transition 

is then determined by finding the saddle point which is the position along the MEP 

with the maximum energy. 

The chain of images can be represented by the positional vectors [Ro, RI, R 2 , ... , 

RN], where Ra and RN denote the initial and final states respectively. The positional 

vectors of the N - 1 intermediate images are determined by linear interpolation of 

atomic coordinates: 

(6.5) 

The effective force F i , acting on each image is given by the sum of the spring forces 

along the tangent of the elastic band and the perpendicular component of the true 

force due to the interatomic potential V: 

Fi = FfllI - V'V(R;)I.L· (6.6) 

The force component perpendicular to the elastic band is given by 

V'V(R;)I.L = V'V(R;) - V'V(R;)· Ti Ti , (6.7) 

and the spring force along the tangent path is determined by 

(6.8) 
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where k is the spring constant and the term '1'; denotes the unit vector parallel 

to the elastic band's tangent at image i. In this way, the spring force does not 

affect the relaxation of the images perpendicular to the elastic band and the atomic 

configuration of the relaxed images satisfies 'V'V(R;)I.L = O. 

In general, none of the images in the relaxed configuration lands at or close to 

the saddle point and the saddle point energy needs to be estimated by interpolation. 

However, this estimation can sometimes underestimate the activation energy if two 

consecutive images lie on opposite sides of the saddle point. A variant of the regular 

NEB, called the climbing image NEB (CI-NEB), has been devised in order to get a 

better convergence to a saddle point [87]. The CI-NEB performs a few steps of the 

regular NEB, after which the image with the highest energy is identified. While the 

force on the remaining images is determined by eqn. 6.6, the force on the highest 

energy image, called the climbing image, is given by 

Fi = - 'V'V(R;) + 2'V'V(R;) . Ti T i. (6.9) 

This is the force due to the potential with the component along the elastic band 

inverted. In this way, the climbing image tries to maximize its energy along the band, 

and minimize it in all other directions. The remaining images reproduce the trajectory 

along which this maximisation is carried out so that the climbing image eventually 

converges exactly to the saddle point. Since no spring interaction is included between 

the climbing image and its neighbours, the spacing on either side of this image will 

be different. 

Both the NEB and CI-NEB methods do not have any restriction on the number of 

atoms involved in any particular transition and therefore make it suitable for collective 

jumps. The CI-NEB method was employed to find the energy barriers in our TAD 

simulations. The TAD code was obtained from Art Voter and Bias Uberuaga from 

Los Alamos National Laboratory, USA. The input variables used for the simulation 
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6.3 Normal spinel, MgAh04 

of point defects in spinels are given below. 

The TAD algorithm was set to record a transition if any atomic movement ex­

ceeding 0.3 A occurred. We assumed a minimum prefactor Vmin of 1012 S-1 and an 

uncertainty parameter 15 of 0.0.5. Typical temperatures of 300 K and 2000 K were 

assigned to lIow and Thigh respectively. The simulations were performed in systems 

containing 448 atoms with periodic boundary conditions along the three coordinate 

axes. Earlier work in MgO by Uberuaga et al. showed that the energy barriers were 

within 0.05 eV of the converged values when using a 512 atom cell as compared to 

a cell containing 1728 atoms [88]. A similar convergence is expected for the energy 

barriers computed in this work. The standard Ewald sum was used to calculate the 

electrostatic part of the potential. The CI-NEB method with 13 images and a spring 

constant of 2.72 eV / A 2 (0.1 Hartrees/ A 2) was used to determine the energy barrier 

for each attempted transition. The simulations were run long enough so that the 

diffusion paths of the point defects can be analysed. 

6.3 Normal spinel, MgAl20 4 

Table 6.1 shows the activation energies and the corresponding mechanisms for point 

defects to diffuse in the normal magnesium aluminate spinel. 

The oxygen split interstitial defect, O('-V 6'-0(', has the lowest activation energy 

of 0.29 eV for diffusion. It diffuses along the (110) direction via a one-dimensional 

interstitialcy mechanism as illustrated in fig. 6.2 (a)-(b). This mechanism allows the 

oxygen split interstitial to migrate very quickly along this path. The defect can also 

diffuse by re-orienting along a different (110) direction via two mechanisms. These 

are illustrated in fig. 6.2 (b)-(e). The 0('-V6'-0(' defect in (b) overcomes an energy 

barrier of 0.67 eV to move to the configuration shown in (c), while the defect transition 

from configuration (d) to (e) requires an activation energy of 0.64 eV. 

The complex nature of the oxygen split interstitial diffusion has consequences 
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Temperature accelerated dynamics on point defects in spillels 

Table 6.1: Activation energies (Ea) and mechanisms for point defect dillusion in the normal 
spine\. 

[ Defect [ E (eV) [Diffusion mechanism a 
0" V .. 0" i- 0- i 0.29 I-D along (llO) 

0.64,0.67 Re-orientation to new (llO) direction 
Mgi- VKI.- Mgi 0.56,0.74 3-D diffusion 
AI;" forms a split interstitial with l\lg atom under minimisation 

0.57 results in an AI~I. allLisite and a Mg split interstitial 

Vo' 1.49, 1.66 Direct (UO) hops with 2 possible mechanisms 
V" MS 0.68 Step 1: Intermediate divacancy VKIgl\lgi- VKIg 

0.09 Step 2: Mgi can move toward any of tbe two VKIo 
VIII 

Al 2.00 Step 1: Divacallcy formalion V~I-Ali" VIII 
Al 

0.33 Step 2: AI;" recombines with any of the two vacancies 
3.28 a Mg atom moves to the AI vacancy site 

(a) (b) (c) 

(d) (c) 

Figure 6.2: Diffusion of oxygen split interslitial in ~lgAh04' The defect overcomes 
an activation energy of 0.29 eV to diffuse along its axis, as shown in (a) and (b). 
Re-orientation mechanisms occur with barriers of 0.67 eV and 0.6-1 eV for transitions 
from configuration (b) to (c), and from (cl) to (e) respectively. 
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6.3 Normal spinel, MgAl20 4 

for the interstitial-vacancy recombination. If a vacancy lies along the same (110) 

direction as a split interstitial, both defects can effectively annihilate via the one­

dimensional split interstitial diffusion. However, if the two defects are not aligned, 

the oxygen split interstitial is still attracted to the vacancy such that it minimises the 

distance between the two defects given the constraint that it has to remain on the 

path along its axis. Once this distance is minimised, the split interstitial is trapped 

by the vacancy, but it cannot recombine until a longer timescale associated with the 

re-orientation barrier has passed. Assuming an attempt frequency of 1013 Is, this time 

will be about 5 ms. Thus, while the oxygen defects will essentially trap one another, 

eliminating their mobility, they will not necessarily recombine. This re-orientation 

mechanism has a much longer waiting time as confirmed by the residual defects of 

the collision cascade simulations, which did not see recombination when the split 

interstitial and vacancy were not aligned (for example in fig. 4.15 (c)). However in 

some cases where the anion split interstitial had sufficient kinetic energy, the split 

interstitial could annihilate with a vacancy via the rotation mechanism as shown in 

fig. 4.16. 

The magnesium split interstitial diffuses in the spinel structure via an interstitialcy 

mechanism by keeping the same configuration throughout the motion, i.e. the two 

interstitials always occupy structural octahedral vacancies around the tetrahedral 

magnesium vacancy. There are two diffusion mechanisms for the Mg;-V~Ig-Mgi defect 

with activation energies of 0.56 eV and 0.74 eV. The lower energy saddle involves a 

rotation of the axis plus translation of the split interstitial as shown in fig. 6.3, 

while the higher energy saddle, shown in 6.4, is a pure translation. The higher energy 

mechanism would yield a one-dimensional diffusion while the lower energy mechanism 

allows for isotropic diffusion. 

The isolated Al interstitial is unstable. It was never observed in the collision cas­

cades. The TAD simulation on an Al interstitial resulted in a split Mg-AI interstitial 

centred about a Mg vacancy upon minimisation of the defect. The resulting struc-
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(c) 

Pigure 6.3: Mgi-V~lg-~lgi split inlerstiLial diffusion in spine!. The defect moves from 
(a) lo (c) via lhe saddle shown in (b). The activation barrier for this process is 0.56 
eV. 

0 
0 
I 

~ 
~ .. 

0 
(a) (b) (c) 

Figure 6.4: Second diffusion mechanism for a Mg split interstitial. The initial and 
final defect configurations are along the same axis. The activaLion barrier for the 
mechanism is 0.74 eV. 
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ture u, metastable. It can oscillate about the AI interstitial which remains fixed. or 

it can transform to a pure \Ig split interstitial and an AI~I antisite with 1\ barrier of 

0.57 eV. bringing the system into a lower energy slate. In the laller situat ion, the 

two positively charged defects repel one another with the result that the 'Ig split 

interstitial is free to migrate. 

The oxygen vacancy has 12 near t oxygen ions which can take part in the diffusion 

proces as shown in fig. 6.5. Because of the oxygen dilatation in the spine! structure, 

the anion sublallice is slightly distorted, resulting in three different distances of 2.47 

A for the oxyg n ions number dl, 5 and 6 wilh the central 0 vacancy, 2.t>9 A for 

the ions numbered 7-12 and 3.27 A for the anions at 1. 2 and 3. In the pcrfect 

structure, these distances would have been equal to 2. 7 A. lIere, the oxygen vacan y 

can therefore make three different type;, of moves. It can move to sites!. 5 and 6 

with a barrier of 1.49 eV. ~Iotion in the intermediate range (7-12) has a larger barri r 

of 1.66 cV. Finally. diffusion to the furthest neighbours (1,2 or 3) never oc('urred. 

The path for diffusion was along (llO) with the sadd le point midway between the 

two vacancies. ror net diffusion to occur. hops to the intermediate neighbours must 

occur; otherwise. the oxygen vacancy just hops between the nellrcst set of oxygen 

positions. 

figure 6.5: Part of the normal spinel structure containing an oxygen vacancy (red 
cube) is shown with its 12 fir t n n. anions. The barriers for diffusion of the ('cntral 
vacancy to sites 1. 5, 6 and 7-12 ar 1..19 rN and l.G6 eV respectively. 
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Cation vacancy diffusion is very similar for both types of cations. First, there is 

an intermediate state of split vacancy formation , where the displaced cation sits at an 

interstitial position midway between the two vacancies. For example, the V~lg results 

in a split vacancy V~Ig-Mgi-VKlg , with the moving Mg ion occupying an octahedral 

site as illustrated in fig. 6.6 (c). The activation energy for this process is 0.6 eV. 

From this site, there is a small energy barrier of 0.09 eV for this ion to recombine to 

either vacancy. The barrier for the AI vacancy migration is much higher, 2.00 eV, so 

that AI vacancies are practically immobile at 300 1<. Likewise, the exchange of a Mg 

ion with the Al vacancy has a very high energy barrier of 3.28 eV. 

(a) (b) (c) 

Figure 6.6: ~Ig vacancy diffusion in normal MgAI204 spineL (a) The perfect lattice. 
The Mg vacancy in (h) overcomes a barrier of 0.68 eV to form lhe split vacancy in 
(c) where lhe interstitial occupies an octahedral sile. The ~Ig interstitial in (c) can 
recombine lo either of the two VK'g with a small barrier of 0.09 eV. 

In conclusion therefore, the diffusive behaviour of point defects in the normal 

MgAI20 j shows that the fablest diffusing species is the oxygen split interstitiaL Tt 

diffuses one-dimensionally along the (110) direction with a barrier of 0.29 eV and has 

a barrier of 0.6-1 eV to re-orient. The Mg split interstitial diffuses lhree-dimensionally 

with a barrier of 0.56 eV while the AI interstitial is not stab le and decays to an 

AI antisile and a ~Ig split interstitiaL Vacancy diffusion on both the oxygen and 

aluminium sublattices is much slower lhan the magnesium vacancy. 
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6.4 Half-inverse spinel, MgGa204 

6.4 Half-inverse spinel, MgGa204 

Unlike in the normal spinel where point defects diffuse via well-defined pathways, 

diffusion in the half-inverse and inverse spinels is much more complex. The environ­

ment around each oxygen ion in the normal spine! is identical, whereas in spinels with 

disorder, there are many different local environments around the anions. These sites 

are characterised by the over/under bonding value of the oxygen ion as described in 

section 2.1.4. As the level of inversion of the spinel is increased, more local environ­

ments become available. This is illustrated in fig. 6.7 showing the energetics of the 

oxygen vacancy as a function of the over/under bonding value in MgGa204. It is 

clear that the oxygen vacancy energy is strongly correlated with the local environ­

ment. Roughly, as the local environment goes from Mg-rich to Ga-rich, the energy 

of the oxygen vacancy increases. Thus, the oxygen vacancy strongly prefers Mg-rich 

regions. 

The variation of the vacancy energy as a function of local environment in the 

MgGa204 system with i = 0.5, employed for the TAD simulations, is illustrated in 

fig. 6.S. The figure shows that for the same type of ion, different vacancy energies 

are obtained at different locations in the lattice. This has important implications on 

the diffusive behaviour of point defects as discussed below. 

While in the normal spinel, defects diffuse throughout the simulation cell, defects 

in the half-inverse and inverse spinels are typically confined to just few sites and are 

unable to diffuse throughout the cell. Moreover, the same defect located at different 

sites has different barriers for motion depending on the initial and final states. The 

defect kinetics in the half-inverse spinel is summarised table 6.2 showing the energy 

barriers for motion and the associated mechanism. 

The oxygen split interstitial primarily moves by a similar one-dimensional mech­

anism along the (llO) and can re-orient to other (110) directions as in the normal 

spinel. However, it can also change to a different (110) alignment via a new rotation 
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Figure 6.7: Energy of oxygen vacancy states versus over/under bonding values for 
MgG~04 as a function of iJlversion, relative Lo the Inwest energy site. As the inversion 
is increased, more .local environments become available. There is a clear preference 
of the oxygen vacancy for sites that are under bonded, or J\Ig-rich. FigW'e cowtesy 
of Bias Uberuaga [89). 
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Energy ofvacanCl9s,ndlsordered MgGa20'-'l spinel 
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Figure 6.8: Vacancy energies ill the half-inverse spine!. V~lg are shown by the red 
circles, V 0' are denoted by the dark blue inverted triangles, and VG. are showll by the 
pink squares. Energies span up to 6 eV for the same defect but at di.fferent locations 
in the lattice. Figure courtesy of Bias Uberuaga. 
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Table 6.2: Point defect motion in the half-inverse spine\. A range of energy barriers is 
obtained for the same defect because of different cation environments in the spine\. The 
notation 'T' and '0' within brackets refer to tetrahedral and octahedral coordination with 
oxygen atoms respectively. 

I Defect Ea (e V) I Mechanism for motion 
O"_VO:"'U' 

I I 
0.09 - 0.89 1-0 motion along (110) 
0.51 - 0.99 Re-orientation mechanism to another (110) direction 
0.33 - 0.86 New rotation mechanism to another (110) alignment 

Mgi-VKlg-Mgi 0.15 - 0.57 3-0 interstitialcy motion 
0.09 - 0.60 Changes to new (110) orientation by a I-atom move 
0.56 - 0.69 (110) to (311) orientation about the vacancy 

Mg:-V'~. -Ga:·· I M , 0.23 forms Mgi-V~lg -Mgi + Ga~l. 
Mg:_VIII -Ga:·· 

1 Ca I 0.01 recombination of Ga;·· with V;:!a leaving pure Mg split 
G ···_VIII -G ... a i Ca ai breaks into Gai··-VKrg-Mgi under minimisation 

VKrg (T) 0.18 - 0.39 split vacancy formation with next Mg (T) atom 
0.18 - 1.07 VKrg (T) to next VKrg (T) site 
0.40 - 1.37 VKrg (T) to next VKrg (0) site 
0.62,0.71 split vacancy formation with next Ga (T) atom 

V;:!. (T) 0.09 results in a Mg'c. and VKlg (T) 
VKrg (0) 0.14, 0.32 V" -t V" -Mg:-V" Mg Mg IMg 

0.90 - 1.93 V" -t V" -G :··-VIII 
Mg Mg a1 Ca 

0.14 - 1.08 direct vacancy moves VKlg (0) -t VKlg (0) 
2.02 direct vacancy moves resulting in V;:!. + Ga~lg 

V;:!a (0) 0.63 Step 1: VKlg -Mgi-V;:!. split vacancy formation with Mg 
0.04 Step 2: split vacancy resulting in VK;. (0) + Mgc• 

Vo· 0.59 - 0.85 Motion towards Mg rich region 
2.05 - 2.33 Motion from Mg rich environment to Ga rich 
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6.4 Half-inverse spinel, MgGa204 

mechanism as shown in fig. 6.9. Here, the central vacancy of the 0 split interstitial 

acts as a pivot , around which the two anions rotate to align along an adjacent (nO) 

anion row with a different orientation. In this case the energy barrier to perform 

the move is 0.86 eV but barriers as low as 0.33 eV are possible for this move with 

a different local arrangement of ions. When the TAD simulation reached a time of 

14 ms at the lower temperature of 300 K, the syslem's energy was 0.63 eV lower as 

compared to the initial state due to the defect motion in the system. 

() 

(a) (b) 

Figure 6.9: Rotation mechanism for the O('- Vo'--O(' split interstitial in the half-inverse 
spinel, MgGa204. The aclivation energy is 0.86 eV for the transition from configura­
tion (a) to (b). 

The constrained defect motion in the half-inverse spinel is evident for the Mgi­

V~g-Mgi split interstitial. Only three distinct types of events were seen during one 

simulation of a Mg split interstitial in which 526 events were accepted. One event, 

shown in fig. 6.10 (b)-(c), has a barrier of 0.15 eV for motion of the split interstitial 

to a neighbouring site via a similar mechanism as in the normal spine!. The other 

two mechanisms, with barriers of 0.09 eV and 0.56 eV, resulted in the re-orientation 

of the split interstitial. The defect changes to a different (nO) orientation by the 

rearrangement of one interstitial from its current octahedral siLe the next unoccupied 

one as illustrated in fig. 6.10, (b) Lo (d) transition (Ea = 0.09 eV). In the third 

mechanism shown by the transition (b) to (e) in fig. 6.10, both interstitials move 

to adjacent sites along the (311) direction around the same vacancy. In this new 
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configuratioo, one interstitial occupies an octahedral site while the other interstitial 

occupies a tetrahedral site. 

(a) 

(d) 

o 
(b) (c) 

o 
(e) 

. ~ 

Figure 6.10: Motion of a l\lg split interstitial in the disordered MgGa204 spine\. 
(a) Perfect structure, (b) Mgi-V~lg-l\Igi aligned a long (110) with both Mgi filling 
octahedral sites. Three observed mechanisms are shown from configurations (b) to 
(c). (b) to (d) and (b) to (e) with corresponding barrif'rs of 0.15 f'V, 0 09 eV and 0 .. 56 
eV respectively. 

Cation split interstitials made up of Ga interstitials or/and vacancies were found to 

be only metastable. Split interstitial st ructures l\ l gi-V~g-Gai", l\lgi-V~.-Gai" and 

Gaj··-V~.-Gai·· fairly quickly decay to other defects. The first structure results in a 

Mg spHt interstitial and a Ga~lg defect after a fraction of a J.l.S at 300 K, accompanied 

by a decrease of 0.69 eV in the system's energy. The second defect decays much faster, 

after only 29 ps at 300 K, to a l\lg split interstitial after the Ca ion recombines with 

the Ga vacancy. with the new configuration lower in energy by 1.20 eV. The thi rd 

structure is not stable at all; upon mioimisation , it transforms to the first structure. 

which again decays to a l'vlg split interstitial and a Ga~lg. 

There is a strong electrostatic influence on the motion of the oxygen vacancy in 
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6.4 Half-inverse spinel, MgGa204 

the half-inverse spine!. The oxygen vacancy preferentially migrates towards Mg rich 

regions. An oxygen vacancy, starting with four Ca neighbours, very quickly moves 

via a sequence of transitions with activation energies of 0.78 eV, 0.59 eV, and 0.85 

eV, to a site with one Ca and three Mg neighbours and is essentially trapped there 

for the duration of the simulation. This final state is a lower energy by 4.06 eV. On 

the other hand, high activation barriers were required for the vacancy to move from 

Mg rich region to the Ca rich region. 

The Mg vacancy, when placed on an octahedral site, is essentially trapped there. 

It can either form a split vacancy structure with a nearby tetrahedrally coordinated 

Mg ion, or directly move to a neighbouring site, but always returns to the original 

structure. It is also able to convert into a CaMg+VCa with a barrier of 2.02 eV. When 

the Mg vacancy was placed at a tetrahedral site, it made several diffusive jumps via 

mechanisms similar to that shown in fig. 6.6, until it induced the formation of a cation 

disorder pair: Ca~!g+Mg'Ga. This was accompanied by the Mg vacancy moving to an 

octahedral position where it was trapped. The TAD time for this to occur was 6.4 11$ 

at 600 K. 

An octahedrally coordinated Ca vacancy could move via a two-step mechanism 

allowing a neighbouring octahedral Mg ion to form first a split vacancy defect with 

the octahedral Ca vacancy, before transforming to a Mgca + VK!g. Motion of the 

octahedral Mg vacancy could then follow as described above. The tetrahedral Ca 

vacancy also decayed to a tetrahedral Mg vacancy and a stable Mgca defect, a process 

with an activation barrier of 0.09 eV only. The mobility of the resulting Mg vacancy 

was similar to that of the isolated tetrahedral Mg vacancy described above. 

The conclusions from the TAD simulations on the half-inverse spinel is that defect 

mobility is significantly hindered compared to the normal spine!. While elementary 

motions are similar to those in the normal spinel, defects are essentially trapped 

by the disorder in the half-inverse spinel and cannot easily diffuse through the cell, 

at least on the time scales accessible with TAD. Often, point defects induce cation 
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mlxmg. This is especially true for Ga defects, which tend to decay to cation disorder 

defects and Mg point defects. 

6.5 Inverse spinel, MgIn204 

Defect motion in the inverse spinel is constrained in a similar way as m the half­

inverse spine!. The defects only move locally in a restricted way due to the disorder. 

Table 6.3 shows the main mechanisms for point defects to move in the inverse spine!. 

Table 6.3: Energy barriers and mechanisms for defect motion m the mverse spinel, 
MgIn20 4. 

I Defect E (e V) I Diffusion mechanism a 

O~I_V O:"'O~I_V 0:"'0" , , , 0.32,0.89 1-D diffusion back and forth 
0.80 - 1.33 rotation barrier to next (110) alignment 

I ... VIII I ... 
llj - In- Hi 0.07 ground state is In crowdion, Ini··-V;'~-Ini··-V;'~-Ini·· 

0.11 - 0.60 crowd ion to crowdion lllovelnent 

Vo· 0.60 - 1.36 different diffusion mechanisms 
V" M· 1.02 - 1.12 motion on the Mg sub lattice by direct hops 
V;~ (0) 1.24, 1.34 decays to V~!. and Mg;n 
V;~ (T) 0.23 ground state split vacancy V;'~-[ni··-V?~ 

The one-dimensional oscillatory motion of the 0 crowd ion structure, observed 

during the collision cascade simulations, is the main mechanism in the TAD simu­

lation. This motion is illustrated in fig. 6.11. Two of the three oxygen interstitials 

making the crowd ion has three In and one Mg nearest neighbours while the third 

oxygen (encircled in fig. 6.11) has four In nearest neighbours. The extra attractive 

forces between the one oxygen ion and the 4 In ions meant that more energy was 

required for the crowd ion to break that bond and diffuse as compared to a sliding 

mechanism over that bond. The latter mechanism is schematically represented by 

the transition from (a) to (b) in fig. 6.11 having an energy barrier of 0.32 eV, while 

the former mechanism, illustrated by the transition from (a) to (c), has a higher ac­

tivation energy of 0.89 eV. The crowdion could change to other (110) directions with 
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6.5 Inverse spinel, MgIn2 04 

energy barriers between O. 0 and 1.33 eV, but it. never left t.he immediate vicinity of 

its starting location over the ms time scales at 300 K. 

(a) (b) (c) 

o o 

Figure 6.11: Diagram illustrating the I-D motion of the O;'- V 6:'-O;'- V 0':...0;' crowdlon 
in the MgIn20 4 crystal. The defect is identified by the dashed ellipse while the 
continuous circle denotes the 0 interstitial with four nearest In neighbours. Ea = 
0.32 eV for transition (a) to (b) but Ea = 0.89 eV for traosil,ion (a) 1,0 (c). 

An 10 split interstit.ial defect immediately rela..'(ed to a typical crowdion struc­

ture, Ini" -V7,;-Ini" -Vl~-Ini", similar the defect shown in fig. 5.7 (d) and labelled 11. 

The local environment around the defect is illustrated in fig. 6.12 (b). The crow­

dion showed no llet diffusion over J.lS tirnescales but on ly hopped from one crowd ion 

configuration to another with activation barriers between 0.11 eV and 0.60 eV. The 

motion of two other types of cation split interstitials, namely t.he lni" -V;~-Mgi and 

the Mgi- V7,;- Mgi. also resulted in no net diffusion. 

The oxygen vacancy was typical of what was seen during the collision cascades for 

example in fig . 5.6 (d) and labelled Fi it displaces its nearest tet.rahedral In ioo slightly 

off its perfect site. The vacancy preferentially moved from In-rich environments to 

Mg-rich environments. just as in the baIf-i.nverse spinel. TillS diffusion occurred via 

barriers between 0.60 e V and 1.36 e V. 

In the inverse MgIn20 4 structure, all Mg ions reside on octahedral sites. The ~Ig 

vacancy moves only on the )"lg sublattice via direct jumps with a barrier of about 1 

eY. The octalledrally-coordinaLed In vacancy decays to an Mg vacancy and a M&o 

defect via mechanisms with 1.24/1.34 eV banier. Motion of the Jldg vacancy followed 
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r o 
(a) Cb) 

Figure 6.12: (a) Part of the inverse ~lgIr1204 spinel with 'T' denoting In ions with 
tetrahedral coordination. (b) Stable crowd ion defect where an extra In interstitial 
displaces tbe tetralledral ions to octalledral sites labeled '0'. The cubes denote In 
vacancies. 

whereas the cation disorder defect remained immobile. 

The tetrahedrally-coordinated In vacancy could move Lo an In split vacancy de­

fect with the In ion located at the octahedral intersLice midway between the two 

tetrahedral vacancies. The activation barrier for this proceas is 0.23 eY while the 

final configuration is lower in energy by 1.39 eY. The stability of the In ion at an 

octahedral interstice in the inverse spinel was also consistent with the arrangement 

in the In crowdion, and the observation Crom the collision cascades that indicate the 

preferential segregation of Tn ions to octahedral sites under irradiation . 

The results show that no net diffusion of point defects occurred in the inverse 

spinel over the time scales accessible to TAD. The simulations 011 the In interstitial 

showed that the defect formed a stable crowdlon defect which is a dominant defect 

seen in the collision cascade simulations. 

6.6 Discussions and conclusions 

The ki.netics of point defects in the normal spinel, in the half-inverse spine I and in 

the inverse spinel was examined using temperature accelerated dynamics. 'While in 

the normal spinel, point defects diffuse via well defined pathways, their diffusivity is 
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greatly inhibited in the spinels with inversion. Because of the disorder, each potential 

defect site has a different local environment and thus a different energy, leading to 

preferred sites for different types of defects. Over the timescales accessible to TAD, 

no net diffusion was observed in the half-inverse and inverse spinels. 

The most direct measurement for point defect migration was for irradiated MgAh04 

for which the shrinkage speed of dislocation loops was monitored and a diffusion bar­

rier for the rate-limiting (slowest) vacancy was estimated [90]. The migration energy 

of this vacancy was found to be 2.0±0.7 eV but the identity of this vacancy was not 

established. This corresponds to the value of 2.00 eV obtained for V':I' The barrier 

for V~g is significantly lower (0.68 eV) while that of Vo' is just slightly lower (1.67 

e V) than the experimental value. This would suggest that V':I is the rate controlling 

species for this process. 

The activation energy for self-diffusion of oxygen ions in magnesium aluminate 

spinel was found to be 4.55±0.69 eV [91]. In the same publication, this parameter 

was quoted as 3.73 eV for the self diffusion of the magnesium ion from the work by 

Lindner and Akerstrom [92]. These values include the formation energy as well as 

the migration energy and are not directly comparable to our results. 

It has been assumed in experimental analysis [93] that at cryogenic temperatures 

vacancy mobility is much smaller than interstitial mobility in MgAI20 4. TAD simu­

lations in MgO showed that interstitials diffuse quickly while vacancies are immobile 

at room temperature [88], in agreement with experimental estimates [63]. Similarly 

in Ah03, interstitials were found to be more mobile than vacancies [63]. However, 

in MgAI20 4, V~g diffuses with a barrier (0.68 eV) very similar to Mg; (0.58 eV) and 

only about two times larger than the fastest diffusing species 0;' (0.29 eV). Thus, 

the assumption that vacancy mobility is insignificant at low temperatures, may be 

erroneous for spinels. 

The mobility of point defects in ionising environments has been investigated ex­

perimentally in MgAl 20 4 by irradiation with ions of varying mass and energy [94, 95]. 
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It is found that changing the charge state of point defects by ionisation can have a 

significant impact on the defect dynamics. Ionisation-enhanced diffusion is one ex­

ample which can lead to the suppression of amorphisation. However, our model is 

unable to deal with different charge states in the system, and thus predicting these 

mechanisms is not trivial. 

The radiation tolerance of complex oxides such as spinels is mainly attributed to 

efficient interstitial-vacancy recombination mechanisms and the ability to accommo­

date disorder [62]. However, disorder also leads to reduced diffusivity of point defects 

as seen in the half-inverse and inverse spinels. At first glance, it seems reasonable that 

reduced defect mobility would be detrimental from a radiation recovery perspective 

as defect recombination will be inhibited. On the other hand, reduced mobility of 

point defects will necessarily suppress the nucleation and growth of defect clusters, 

which leads to enhanced tolerance (through reduced swelling). These effects are at 

cross-purposes and we do not know which, in fact, will dominate to determine damage 

evolution. In addition, because of disorder, different defect types tend to segregate 

to different (either Mg-rich or Ca-rich) regions in the material, further reducing the 

possibility of aggregation. 

The TAD simulations in the spinels with disorder were unable to reach the time 

scales for which net diffusion could be observed. By using kinetic Monte Carlo (KMC) 

much longer time scales can be reached. KMC was used our collaborator Bias Uberu­

aga to investigate the diffusivity of the oxygen vacancy in MgCa204 with inversion 

parameters of 0.05, 0.25 and 0.58 [89]. It was found that, as the level of inversion 

is increased, more types of local environments are available in the structure. These 

local environments become more and more effective, in trapping the oxygen vacancy, 

slowing its diffusion. The trajectory simulated by KMC in the cell with i = 0.25 at 

a temperature of 2000 K, showed that the diffusion path of the oxygen vacancy was 

pseudo-one-dimensional and that the defect could diffuse over a distance of about 

0.57 /-Lm in 0.8 s [89]. 

134 



Chapter 7 

Low energy cascades at 

MgO / A1203 interfaces 

7.1 Introduction 

Materials consisting of oxide-oxide or oxide-metal interfaces have a wide range of ap­

plications in engineering and advanced technologies. At elevated temperatures, these 

compounds can chemically react by forming intermediate phases at the interfacial re­

gion. This process can continue as reactants can diffuse from the bulk to the interface. 

It is therefore important to investigate the material's microstructural evolution under 

these conditions, so that any changes in the material's properties can be anticipated. 

Conversely, the solid state reactions between two solids can be utilised to fabricate 

materials with desirable properties. 

Spinel formation by solid state reactions between a rocksalt-structured (AO) and 

a corundum-structured oxide (8 20 3 ), is among the most widely studied systems. 

Among the processes investigated experimentally are: the formation of NiAb04 spinel 

from thin film deposition of NiO on (0001) oriented Al20 3 followed by thermal treat­

ment (fig. 7.1) [96, 97]; the production of dendrites of MgFe204 spinel at the in­

terfacial region of a Fe203/MgO system under the application of an electric field at 
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high temperatur s [96]; the ~lgAh04 formation (solid-gas reaction) at the surface of 

Alz0 3 in the prCl>('nce of J\JgO vapour products in a hydrogen atmoliphere at elevated 

temperatur [9]; the growth of a :\lgA12 0 4 interface between contacting MgO and 

Alz0 3 at different temperatures and pressures [99]. 

Figure 7.1: Cro~s section TE~I image of spinel formation at a NiOI Alz0 3 interface at 
1375 K. NiO was first deposited on Al20 3 by pulsed laser deposition, then the system 
was heat tr ated lo initiate the spinel reaction. 'ourtesy of ~l. T. Johnson et al. [96]. 

These solid state reactions occur via complex diffusion mechanisms which are 

thermally activated. In analogy to thermal activation, th formation of spinel at 

these interfaces might also be xpected under irradiation. Such an experiment is in 

the process of being analysed by collaborators at Los Alamos. In this chapter. we 

model the effect of low-energy displacive radiation 111 a system of ~IgO/Alz03 using 

molecular dynamics simulations. The crystal interface orientations are taken to be 

(Ill) for '.[gO and (0001) for Alz0 3. Displacement cBbCades in the energy regime 

of 0.6 keY were initiated in \[gO and in AI20 3 close to the interfac at different 

orientations. In this preliminary work, the low energy of 0.6 keY was chosen to 

initiate rearrangemE'llts at the interface because of the small system size investigated. 
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7.2 Crystal structures 

7.2.1 MgO 

MgO has the rocksalt structure which consists of a face-centred cubic 8LTangemenl of 

oxygen ions with Lhe Mg ions sitting at each of the octahedral sites. This arrangement 

can be viewed simply as Mg ions alternating with 0 ions along the three coordinate 

axes. The J\1g0 crystal can be cleaved to produce the (100) surface, as shown in 

fig. 7.2 (a), which has the lowest surface energy [100]. However, cleaving the crystal 

along (Ill) produces a crystal which has monolayer of Mg ions on one su rface and a 

monolayer of oxygen ions on the other as shown in fig. 7.2 (b)-(c). The (111) oriented 

crystal was used lo set up the MgO / AI20 3 system so that the anion layer in MgO 

matches that of the Al20 a crystal (se secLion 7.2.3). The interatomic potent:ial gives 

a lattice parameter of 4.21 A for MgO which is the same as the experimental. value. 

(a) (b) 

Figure 7.2: The structure of MgOj blue spheres denote Mg2+ ions and red spheres 
denote 0 2- ions. (a) (100) charge-neutral plane consisting of cations and anions. (b) 
(111) plane of Mg2+ ions. ( c) (111) plane of 0 2- ions. 

7 .2 .2 Ah03 

Aluminium oxide, or alumina, crystallises either as a-AhOa, ')'-AI20 a, or 1)-AI20a with 

a-A1 20 3 being the most stable phase. ')'- and 1)- alumina are widely used as catalysts 

and their structures are not very well characterised. The a phase of A b03 has the 
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orundum structure and is the only t hermodynamicaily stable oxide of aluminium 

, [lOll. Its structure consists of a hexagonal close packed array of oxygen ions where 

the Al ions occupy 2/3 of the octahedral sites. This structure is compli ated to 

visualise in 2-D as shown ill fig. 7.3 with the lallice parameters being a = 4.76 A 

and c = 13.00 A. These values are the same as the experimental lattice parameters of 

a-A120 a [102l. There are two nearest neighbour AI-O bond lengths of 1. 3 A and 2.02 

A around each octahedra. This is only a met astable phase using empirical potentials 

which give the bixbyite structure as the most stable phase, albeit with a small energy 

difference [103l. 

As in the MgO (111) crystal, the (l'-AI20 3 (0001) structure is composed of alternate 

layers of cations and anions as shown in fig. 7.3 (b). The uppermost layer forms 

hexagonal structures, as shown by the black spheres in fig. 7.3 (c), and ib similar 

to the !\[gO (lll) terminated surfa e, such that the two oxides can be brought into 

contact with ea h other along these r spective orientations. 

r (0001) 

(a) (b) (c) 

Figure 7.3: Bulk structure of A120 3; green spheres denote AI3+ ions and red spheres 
denoL 0 2- ions. (a) Hexagonal outline. (b) Side view. (c) Top view (the black 
spheres denote 0 ions on the uppermost layer). 
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7.2 Crystal structures 

The :o,[gO/ Alz0 3 system was set up from the individual lattice::; of ~IgO (111) and 

Q-AI20 3 (0001) with the interatomic interactions determined by the spinel potential 

as de::;cribed in section 3.2.4. The same crystal orientations are going to be used in 

experiments to look at the formation of a spinel structure between l\lgO and Alz0 3 

at Los Alamos. In our model , the AlzOJ lattice with a missing oxygen layer (Lo 

in fig. 7.3(b)). was placed above the oxygen-terminated ~[gO crystal as shown in 

fig . 7..1. The system's charge neutrality was restored by halving tbe charge::; of the 

Al ions in the topmost layer and the }'lg ions in the bollonll1l0st layer. To find out 

the lattice mismatch at the interface, the distance between two oxygen ions lying in 

opposite corners of the hexagonal unit (as shown by the black spheres in fig. 7.3 (c)) 

was measured in both oxides. Prom there, the lattice mismatch was found to be 8 %. 

Figure 7.4: The ~[gO/ Al20 3 system is constructed by placing the AlzOJ crystal on 
top of the ~[gO lattice (along the Z-axis). The dashed section denotCli the oxygen­
terminated layer of ;\1g0. shared by Alz03 . 

Both crystals were joined together by kpeping the lower ~[gO crystal fixed. and 
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by varying the position of the AIz03 crystal along the X-. y- and z-axes until the 

minimal energy configuration was reached. In order to obtain a stable configuration, 

no periodic boundary conditions were used and the simulation cell was held by 9 A 
of fixed atomic layers at the boundaries along the $- and y-a:xes. Tlte thickness of 

the fixed boundaries along the vertical axis was 3.5 A. The bonding at the interface 

was made optimal by thermalising four atomic layers above and four atomic layers 

below the interfacial region and keeping all other atoms fheed. This was done lIsing 

the Nose-Hoover thermostat, with the desired temperature set to 1200 K for 10 ps. 

Then. preserving the atomic velocities of the interfacial atoms, the whole system 

was damped until most of the energy was dissipated. At that point, tbe system 

could then be used for the production runs. However, before performing the collision 

cascades, the atomic positions close to the interface were analysed. It was fOllnd that 

some aLoms formed spinel-like tetrahedra at the end of the relaxaLion phase. This 

rearrangement is depicted in fig. 7.5 showing only cations Lhat have four oxygen 

nearest neighbours in the plane of the interface. 

Figure 7.5: Cations and anions forming spinel-liIm tetrahedra due Lo interfacial re­
construction after therrnalisation and damping in MgO / A120 3 . Only cations with 
coordination number four at the interface are shown. 

140 



7.3 Results 

7.3 Results 

The dynamical cascades were initiated in the MgO crystal with the PKA oriented 

towards the Ah03 region. We also investigated cascades originating from Ah03 and 

directed towards MgO. A simulation cell of dimensions 71 x 71 x 55 A 3 and made up of 

29,760 atoms was utilised for the 0.6 ke V cascades. Six trajectories were selected for 

each PKA, making a range of angles with respect to the interface. Each simulation 

started at the temperature of 0 K and was run for 8 ps. 

For the cation PKAs, a second PKA was initiated in the structure, at the end of 

the first cascade. This was done by preserving the energy of the first simulation in the 

system. The second trajectory was chosen so that the cascade could be started on the 

opposite side of the cell relative to the first PKA and towards the defects created by 

the first PKA. The simulation was monitored for another 8 ps. The final temperature 

in the system at the end of the first displacement cascade was 130 K, while this was 

260 K at the end of the second simulation. 

7.3.1 Mg PKAs 

Figs. 7.6(a)-(f) show the damage produced in the MgOjAh03 system when the 

simulation was initiated by a Mg PKA directed along [00 1], [5 7 14], [62 11], [10 0 

17], [1 0 1], and [1 1 2] respectively. 

The simulations show that no damage was left in the MgO reglOn except for 

the Mg vacancy, V~g, left by the PKA. However, when the PKA trajectory was 

perpendicular to the interface, i.e. along [1 0 0], the V~!g migrated to the interface 

where it formed an antisite, AIMg , as shown by a grey cone in fig. 7.6(a). The same 

simulation resulted in some local rearrangements of anions at the interface, while 

the oxygen interstitials in the bulk Ah03 formed split interstitials. More anion split 

interstitials can be identified in figs. 7.6 (c) and (e). 

One typical feature of these cascades is that cation interstitials in Al20 3 occupied 
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Figure 7.6: 0.6 keY cascade defects in MgO; Ah03 generated by Mg PKAs. The blue 
plane denotes the uppermost Mg layer while the green plane defines the first plane of 
Al ions. Arrows indicate cations sitting at octahedral sites. Interfacial regions in (b) 
and (f) contain at least one cation with tetrahedral coordination. 
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empty octahedral sites in the structure. These can be identified by arrows in fig. 

7.6. The Mg interstitials could also form antisites in the AI20 3 region as shown by 

the purple cones in figs. 7.6(a)-(d). The slight displacements of oxygen ions in the 

interfacial layer is due to the presence of irregular sites between the Al layer just above 

and the Mg layer just below it. It did not prove possible to classify this movement 

with any simple defect terminology. 

Among the anion defects in the region of space bounded by the solid outline in 

fig. 7.6(b), there are two Al vacancies and two Al interstitials. By visual inspection, 

it was found that one Al interstitial had four oxygen nearest neighbours forming 

a tetrahedral arrangement, while the other Al interstitial had six anion neighbours 

forming a distorted octahedral arrangement around it. The local re arrangements 

depicted at the interfacial region in fig. 7.6(f) include two Al interstitials trapped at 

tetrahedral sites. 

For each cascade, the atomic configuration at the end of the 8 ps was used as 

the starting configuration for a second 0.6 ke V Mg PKA cascade. The final damage 

resulting from the configuration in fig. 7.6(a)-(f) is shown in fig. 7.7(a)-(f) in the 

same order. The defects in figs. 7.7(a)-(f) result from Mg PKAs set along [02 11], [5 

'7 14], [6 2 11], [100 17], [I 0 1J and [I I 2J respectively. 

Figs. 7.7(d) and (f) show that the second cascade did not change the morphology 

of the initial damage and did not induce any interfacial reconstruction. However, 

more anion displacements occurred at the interface in figs. 7.7(a)-(c). The simulation 

initiated along [5 '7 14J by a Mg PKA also resulted in the V~lg diffusing to the interface 

as part of the defect labelled A in fig. 7. 7(b). The environment around defect A 

shows that the MgO structure has lost three Mg ions around the Mg interstitial; this 

structure was initially formed in the bulk MgO and it then migrated to the interface 

in a concerted motion. This indicates that around that cell, a spinel structure starts 

to form in MgO. 
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Figure 7.7: Residual damage in MgOj Al20 3 when a second 0.6 keY Mg PKA was 
initiated in the corresponding lattices shown in fig. 7.6. 
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7.3.2 Al PKAs 

The damage caused to the 11g0 / AI20 3 system when choosing Al PKAs, directed 

from the Ab03 region towards the I\1g0 region. is shown in figs. 7. (a)-(f) and figs. 

7.9(a)-(f). The defects in figs. 7.8(a)-(f) result from the first knock-on event while the 

damage caused by the second PKA to the configurations in figs. 7.8( a)-(f) corresponds 

to those shown in figs. 7.9(a)-(f) in the same order. The PKA trajectories for the 

first simulation were [00 I], [5 7 14], [6 2 I1J. [1 0 1J. [10 0 17J and [1 1 2J, while for 

the second simulation,the following directions were chosen: [0 2 13], [5 7 11 ], [6 2 

f1], [10 1J, rib 0 i'7J and [1 12J. 

An important feature of all the cascades is the formation of AI Mg antisites in the 

MgO crystal. These are encircled in figs. 7.8(a)-(f) and are also generated in fig. 

7.9(a)-(f). Once an Al ion penetrates the 1[gO region , it preferentially displaces a 

Mg ion to form an antisite, rather than occupying an interstitial site in 11g0. The 

displaced lIg ion can then sit at an interstitial site in the bulk 11g0. 

The arrows in fig. 7.8 denote cation interstitials with six anion neighbours. The 

two Al interstitials located by the bounded regions in fig . 7.8 (b) and (e) are centred 

around four oxygen neighbours in a distorted tetrahedral geometry. Three cations in 

the interfacial region in fig. 7.8 (d) also occupied tetrahedral sites in the structure. 

The defect structure labelled B in fig. 7. (e) consisted of three ~lg interstitials and 

one 0 interstitial around a Mg site. It was immobile over the 8 ps time scale. The 

defect then became El by getting an extra 0 and ~lg interstitials during the second 

knock-on event as shown in fig. 7.9 (e). The defect El was seen to dance in the lattice 

in a concerted motion similar to the mechanism observed for a hexa-interslitial in 

I\1g0 [75J. 

The first PKA did not create a large amount of anion displacements while the 

second caused some local anion rearrangements at the interfacial region. The damage 

created at the interfacial region in fig. 7.9(1)) con~isted of clusters of defeels. Among 

those identified are a vacancy cluster consisting of two Al and one Mg vacancies 
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around a central Al interstitial, and an anion cluster of three interstitials sharing one 

vacancy site. The Al defects shown in fig. 7.9(a) were mainly of the split vacancy 

type. The precise environment around t.hese defects is not well defined. 

7.3 .3 0 PKAs 

The damage incurred to the lattice by 0.6 keY 0 PKAs is shown in figs. 7.10(a)-(f) for 

the six simulations initiated in MgO and directed towards AI20 a along the trajectories 

[001]. [57 14], [6 2 11]. [10 017], [1 01] and [1 1 2J respectively. Figs. 7.11(a)-(f) 

show the damage created at the end of another set of six simulations initiated in AI20 3 

towards the MgO region along similar trajectories but in the opposite z-directiol1. 

Most of the trajectories initiated from the MgO region resulted in channelling 

across the i.nterface. These trajectories generally resulted in anion split interstilials 

to form in the AI20 3 crystal as illuslrated in figs. 7.10(a)-(d) alld ([). The densest 

cascade in the first set of simulations was obtained when the PKA was oriented along 

the [1 0 1] direction resulting in the defects shown in fig. 7.10(e). Here, the cascade 

propagated in the MgO region , in the interracial region and in the bulk A120 3, with a 

peak damage of 44 interstitials, 44 vacancies and 1 antisite after 75 fs. The surviving 

cation interstitials occupying octahedral sites in the structure are shown by arrows 

in the figures. Two cases whereby Al ions occupied distOlted tetrahedral sites are 

identified by the squared outline in figs. 7.1O(a) and (e). 

The anion PKAs originating from Al20 3 created typical defects in the MgO crystal 

consisting of isolated vacaIlcies and interstiLials. and di- vacancies and interstiLials. 

However, the presence of irregular sites at the interface acted as localised traps for 

ions undergoing a small displacement. Such situations are shown in figs. 7.11(b)-(f). 

Among the defects obtained are an anion cluster consisting of three vacancies and 

one interstitial , shown in fig. 7.11(c). and an oxygen iOIl sitting at an AI siLe in 

the disordered interfacial region of fig. 7.11(e). The least damage out of this set of 

simulations was generated along the [0 0 I] trajectory and is shown in fig. 7.11(a). 
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7.4 Discussions and conclusions 

Low energy cascades were performed in a system consisting of (111) oriented rocksalt­

structured MgO and (0001) oriented corundum-structured Ah03 in order to investi­

gate the formation of a spinel-structured interface between the two oxides. Growth 

of the spinel structure necessitates the presence of both octahedral and tetrahedral 

sites which can accommodate cation species. The first partial spinel transformations 

were obtained during the system preparation, after the interface thermalisation to 

1200 K followed by a gradual damping of the atomic velocities. It was evident from 

fig. 7.5 that some tetrahedral interstices (fourfold coordinated with anions) started 

to form at the interface with trapped cations. By performing displacement cascades, 

interlayer mixing was anticipated. However, it proved difficult to analyse the defect 

distribution in the interfacial region itself. The lattice mismatch between MgO and 

Ah03 resulted in irregular interstices with varying coordination with the anions. It 

was found that both cations and anions could rearrange themselves at those sites at 

the end of the simulations, but in a way that could not be classified. 

In the MgO structure, the interstitial sites lie in the centre of the unit cell and 

are eight-fold coordinated by four Mg ions and four 0 ions. It suffices that three Mg 

ions around that site get displaced somewhere else in the structure while the fourth 

Mg ion settles at the interstitial site so that a spinel-like tetrahedral site is obtained . 

. This is a bit like the reverse process of the rock salt transformation in spinel described 

earlier. Part of that transformation has been found during the 0.6 keY displacement 

cascades as shown by the crystal arrangement labelled A in fig. 7.7(b). This structure 

was formed in the bulk MgO a few angstroms away from the interface, and migrated 

to the interface at the end of the 8 ps. 

Another proposed mechanism that could contribute to the formation of spinel in 

MgO is the formation of Al~!g antisites. Every penetrating Al ion in the bulk MgO 

resulted in an antisite occupying an octahedral site, while the displaced Mg ion be-
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came an interstitial. The repulsive charges between the antisite and the displaced Mg 

ion would cause the latter defect to migrate away from the former. The over-bonding 

of the six oxygen ions around this Al antisite could result in an easier release of other 

neighbouring Mg ions. In the presence of oxygen interstitials, the Mg interstitials can 

form mobile clusters which could diffuse somewhere else in the MgO structure. 

Watson et al. [99] investigated the rate of spinel growth in the MgO/ Al20 3 system 

at various temperatures and pressures. It was observed that at the temperature of 

1500 K, the rate of spinel formation was too slow to be measured. The growth process 

itself is attributed to the interdiffusion of Mg and Al ions through the spinellayer, but 

the precise mechanism is unknown. In their experiment, they found that the amount 

of corundum and MgO consumed during the spinel growth was in a ratio of 3:l. 

The cascade simulations reported here were initiated at 0 K. The amount of energy 

imparted to the system might be too small (0.6 keY) in order to activate significant 

lattice reconstruction at the interface. Even the second cation PKAs could hardly 

create observable amounts of spinel. This means that more overlapping cascades need 

to be investigated at this energy and at higher energies. A systematic way of doing 

that could be to remove the energy out of the system after each cascade. 

Johnson et al. [96] found that under thermal treatment, NiAl20 4 spinel growth 

was more significant in nickel oxide as compared to A120 3. This was due to the 

presence of a twin boundary in NiO that acted as a nucleation site for the spinel. In 

our model, perfect MgO and Ab03 crystals were joined together, without any grains. 

A improvement to the existing model could be by modelling grain boundaries in these 

crystals so that a better picture of the diffusion process and the spinel formation can 

be obtained. 

An alternative approach is to investigate diffusion only in the MgO / Ab03 system 

without performing the dynamical cascades. This can be done by using accelerated 

dynamics techniques such as TAD or even kinetic Monte-Carlo simulations. Over 

longer time scales, the diffusion mechanisms unaccessible by normal MD simulations 
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7.4 Discussions and conclusions 

can thus be determined. 
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Chapter 8 

Conclusions and Future Work 

8.1 Conclusions 

Molecular dynamics was used to investigate the structural evolution of three Mg­

based spinels under the impact of an energetic projectile with kinetic energy ranging 

between a few hundreds of electron-volts up to several thousands of electron-volts. 

First, the threshold energy was determined along different crystallographic directions 

and for each sublattice in the normal magnesium aluminate spinel, MgAb04. It 

was found that, in general, anions could be displaced more easily from their sites as 

compared to cations, with energies as low as 27.5 eV. 

The energetic cascades in the normal spinel resulted in well-defined defects con­

sisting of split interstitials, isolated and pairs of vacancies, split vacancies and ring 

structures on the Al sublattice, and cation antisite defects. The cation split inter­

stitials consisted of two interstitials sharing one tetrahedral vacancy with the two 

interstitials close to octahedral interstices, while in the ring structures and split va­

cancy defects, interstitials could occupy tetrahedral interstices. The same typical 

defects observed at the low energies were seen at energies of 5 ke V and 10 ke V mainly 

because of subcascade branching and efficient interstitial-vacancy mechanisms. 

The formation of antisites resulted in some local distortion of the lattice due to 
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the amount of under/over bonding of the surrounding anions. The defect formation 

energies calculated from empirical potentials and ab-initio techniques [71], showed 

that antisites are the most favourable defect types in spine!. This is in accordance to 

the fact that spinel naturally exhibits various amounts of cation disordering whereby 

Mg2+ ions can interchange sites with AI3+ ions in the structure. Over the time scales 

investigated by the MD simulations, antisites were the predominant defects obtained 

at all energies. 

The half-inverse magnesium gallate and fully inverse magnesium indate were in­

vestigated to look at the impact of cation disorder on defect production by displacive 

radiation in compounds having the spinel structure. It was found that radiation 

damage became more complex and took longer to anneal in the spinels with non-zero 

inversion as the energy of the knock-on event was increased. Along certain trajec­

tories, different atomic rearrangements were observed in the half-inverse and inverse 

spinels as compared to the normal spine!. In the fully inverse spinel, a rock-salt type 

region started to form whereby a larger number of interstitials occupied octahedral 

sites around empty tetrahedral sites. 

The kinetics of point defects in the three spinels was investigated using temper­

ature accelerated dynamics [3]. The energy barriers and the mechanisms for defect 

motion have been elucidated for the normal magnesium aluminate spine!. The most 

mobile species was the oxygen split interstitial having an activation energy of 0.29 eV 

for diffusing one-dimensionally. However, in the spinels with inversion, the random 

distribution of cations induced local traps that hindered the diffusion process. Here, 

the defects were found to oscillate locally without diffusing over long distances in the 

structure. 

The results presented in this thesis has brought fundamental understanding of the 

creation of defects in the spinel microstructure and how these defects diffuse in the 

crysta!. Modelling the spinel system was more complex than simple oxides like MgO 

because of the presence of three distinct sublattices as well as structural vacancies in 
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the structure. The complexity of the system was increased with inversion. For the 

inverse spinels, in many cases the damage consisted of chains of vacancies alternating 

with interstitials, with the interstitials occupying structural vacancies in the lattice. 

Over the time scales accessible by TAD, no net diffusion occurred in the half-inverse 

and inverse spine Is, the defects being trapped by the anisotropy of the inversion. 

The results from the MD simulations have been published in [104], [105J and [106], 

while TAD results on the long-time evolution of point defects have been submitted 

for publication [89J. 

The last part of the work was to investigate the interfacial rearrangement brought 

about by low-energy cascades in a MgO I Ab03 system. The structure was set up 

by a thermalisation and relaxation process, during which spinel-like tetrahedral sites 

formed at the interface. During the dynamical cascades, some small displacements 

occurred at the interfacial region whereby ions could occupy irregular sites. However, 

no clear indication of further spinel growth at the interface was observed as a result 

of the low-energy displacement cascades. 

8.2 Future Work 

As a continuation of the work presented in this thesis, several further investigations 

can be made. The MD code was initially unequipped with a parallel algorithm for 

evaluating Coulomb forces. With the implementation of the parallel DPMTA library, 

it is now possible perform MD simulations on large ionic systems within a reasonable 

amount of time. The MD simulations have been successfully run on machines with 

parallel architectures, with tests carried out on a maximum of 32 processors. It 

would be interesting to fully use the resources of Loughborough University's High 

Performance Computing and Visualisation Centre in order to perform multi-million 

atom simulations in these materials so that higher energy PKAs can be analysed. 

Simulations involving multiple PKAs can also be performed in order to investigate 

154 



8.2 Future Work 

dose effects. 

An important part of the work was to study the long time evolution of point defects 

using the serial TAD code. However, radiation damage, as seen from the cascades, 

is characterised by regions containing more than one defect, mutually interacting 

with each other. Because of the time scale limitation of MD, it would be ideal to 

use the whole configuration obtained at the end of a collision cascade, and evolve 

it over longer time-scales using TAD. This approach might require larger simulation 

cells to be used. The largest reported cell used for a TAD simulation contained 1728 

atoms [88J. The simulations performed in the half-inverse and inverse spinels in a 

cell containing 448 atoms took about one month to run. The amount of computation 

would therefore require parallelisation of the TAD code. Another approach would be 

to carve out regions obtained from the collision cascades and investigate their long 

time evolution using the current version-of TAD. 

Experimental observations have attributed the amorphisation of magnesium alu­

minate spine I to be the result of an accumulation of point defects and cation disorder 

defects within the structure. This transformation can be investigated by constantly 

incorporating point defects into the spinel structure followed by relaxation using MD 

simulations. The different mechanisms for defect accumulation/cluster nucleation can 

be studied as well as their consequences on the stability of the crystal. The hardness of 

the material, before and after this procedure, can be investigated by nanoindentation 

techniques [107J and compared to experimental results [25J. However, the polarity 

of the free surfaces in spinel might be problematic for nanoindentation simulations. 

Ab-initio calculations showed that the Mg-terminated surface is more stable than the 

AI-terminated surface [108J. 

The simulations performed 1Il the half-inverse MgGa204 and the fully inverse 

Mgln204 showed that cation disorder considerably affects the defect evolution due 

to irradiation, as compared to the normal MgAh04. The MgAl20 4 spinel used in 

this work is perfect and has a zero inversion parameter. However, MgAl20 4 naturally 
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contains a number of antisite defects in its structure. Another approach to investigate 

radiation damage in MgAI20 4 , is to run the simulations again in structures that have 

different amounts of inversion. The results could then be compared with the perfect 

normal spine!. It would be expected that inversion would result in more complex 

cascades as well as a reduction in defect mobility. 

The effects of radiation on polycrystalline spinel can be investigated by including 

grain boundaries in the current model. The interaction of cascade defects with the 

grain boundaries could then be analysed. This approach could also be extended to 

the MgO / Ab03 system or even a MgO /MgAI20 4 / Al20 3 system consisting of a spinel 

interface between MgO and Ab03. In the latter systems, the grain boundaries could 

act as sinks for point defects whereby spinel formation and growth could be observed. 

Other techniques such as TAD or kinetic Monte-Carlo could be used to further analyse 

the mechanisms for diffusion in those systems. 

The ionic interactions were modelled using the standard pairwise Buckingham 

potential. With recent developments in this field, several modifications to the ionic 

force field have been proposed. Among the models found in the literature are those 

that use a variable charge scheme [109] and those that include many-body terms in 

the potential function [110]. Another technique for modelling atomic interactions 

is by using a neural-network [111] which has the advantage of not assuming any 

particular functional form in contrast to empirical potentials. Further work needs to 

be addressed to investigate whether these force field models can be adapted to the 

systems considered in this thesis. 

The methodology presented in this work can be used to investigate radiation dam­

age in several other promising materials for nuclear applications including bixbyites, 

fiuorites and perovskites. 
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