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1. Introduction. Main result. In the paper we deal with an inverse problem
for a quadratic operator pencil

A(λ)u = a(x, D)u− ib0λu− λ2u, (1)

Bu := ∂νu− σu|∂M = 0 (2)

on a differentiable compact connected manifold M, dimM = m ≥ 1, with non-
empty boundary ∂M 6= ∅. Here a(x, D) is a uniformly elliptic symbol

a(x, D) = −g−1/2(∂j + bj)g1/2gjl(∂l + bl) + q,

where [gjl]mj,l=1 defines a C∞-smooth Riemannian metric and b = (b1, ..., bm) and
q are, correspondingly, C∞-smooth complex-valued 1-form and function on M . σ
is a C∞-smooth complex-valued function on ∂M and ∂ν stands for the normal
derivative.

Let Rλ be the resolvent of (1), (2) which is meromorphic for λ ∈ C (see Sect. 3
and [1]) and let Rλ(x, y) be its Schwartz kernel. A natural analog of the Gel’fand
inverse problem [2] is

Problem I. Let ∂M and Rλ(x, y);λ ∈ C, x, y ∈ ∂M be given. Do these data
(Gel’fand boundary spectral data, GBSD) determine (M, a(x, D), b0, σ) uniquely?

Remark 1. Let Gλ be the Neumann-to-Dirichlet map Gλf := ufλ|∂M where

A(λ)uf (λ) = 0, Buf (λ) = f. (3)

Then GBSD means that Gλ are known for all λ.

Remark 2. By Fourier transform, u(x, λ)→ u(x, t), Problem I is equivalent to the
inverse boundary problem for the dissipative wave equation

uftt + b0u
f
t + a(x, D)uf = 0, (4)

Buf = f |∂M×R+ ; uf |t=0 = uft |t=0 = 0, (5)

where inverse data is given in the form of the response operator Rh;

Rh(f) := uf |∂M×R+ . (6)

This hyperbolic inverse problem and its analogs were considered in [3-5a]. Paper
[3] dealt with the inverse scattering problem, M = Rm, with gjl = δjl. It was
generalised in [4] onto the Gel’fand inverse boundary problem in a bounded domain
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in Rm; gjl = δjl. In [5] the uniqueness of the reconstruction of the conformally
euclidian metric in M ∈ Rm and the lower order terms (with some restrictions
upon these terms) was proven for the geodesically regular domains M . At last a
local variant of the problem with data prescribed on a part of the boundary was
studied in [5a]. As for the case b0 = 0 and self-adjoint studied in full generality in
[6,7].

In the paper we give the answer to Problem I assuming some geometric conditions
upon (M, g). The main technique used is the boundary control (BC) method (see
e.g. [8]) in the geometrical version [7].

Definition 1.(M, g) satifies Bardos-Lebeau-Rauch (BLR) condition if there is
t∗ > 0 and an open conic neighbourhood O of the set of not-nondiffractive points
in T ∗(∂M × [0, t∗]) such that any generalised bicharacteristic of the wave operator
∂2
t −∆g passes through a point of T ∗(∂M × [0, t∗]) \ O.

Theorem A. Let (∂M ;Gλ, λ ∈ C) be GBSD for a quadratic operator pencil (1),
(2). Assume that the corresponding Riemannian manifold (M, g) satisfies the BLR-
condition. Then these data determine M and b0 uniquely while a(x, D) and σ to
within a gauge transformation

a(x, D) −→ κa(x, D)κ−1; κ ∈ C∞(M ;C), κ|∂M = 1, κ 6= 0 on M.

2. Auxiliary constructions.. In view of the gauge invariance we can assume
that σ = 0. By λ-linearisation;

u→ U = (u, λu)t,

the pencil (1), (2) takes the form

AU = λU ; A = A0 +A1;

A0 =
(

0 I
A0 0

)
; A1 =

(
0 0

a1(x, D) −ib0

)
.

Here A0 = −∆g is the Laplace operator with Neumann boundary condition;

D(A0) = H2
ν (M) := {u ∈ H2(M) : ∂νu|∂M = 0}

and a1(x, D) = a(x, D) + ∆g. Operators A0,A with

D(A0) = D(A) = H2
λ(M)× L2(M)

are closed in H = [L2(M)]2. By the transformation λ→ λ + id; A0 → A0 + d2 we
get

||A−1
0 || < 1; ||a1(x, D)A−3/4

0 || < 1/2. (7)

The adjoint operator, A∗ is then

A∗ =
(

0 A∗

I ib̄0

)
, D(A∗) = L2(M)×D(A∗);

D(A∗) = H2
ν,b := {u ∈ H2; B∗u := ∂νu− 2bνu|∂M = 0},
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where bν = (ν, b).
Using A∗ instead of A we define operators Aad and A∗ad;

Aad =
(

0 I
A∗ ib̄0

)
, D(Aad) = H2

ν,b × L2.

Our goal is to use eigenfunction expansion corresponding to A,A∗ and Aad,A∗ad.
To this end we introduce operators T0, T = T0 + T1 where

T0 =
(

0 A
1/2
0

A
1/2
0 0

)
, T1 =

(
0 0

A
−1/4
0 a1A

−1/4
0 −iA

−1/4
0 b0A

−1/4
0

)
; (8)

D(T ) = D(T0) = [D(A1/2
0 )]2 = [H1(M)]2.

By (7) T ia bounded-invertible. We have

T0U = L−1A0LU ; TU = L−1ALU for U ∈ D(A3/4
0 )×D(A1/2

0 ); (9)

L =
(

A
−1/4
0 0
0 A

1/4
0

)
.

3. Abel-Lidskii expansion. From (18) T−1
0 ∈ Σp, p > m where Σp is the

Schatten-von Neumann class (see e.g. [9]). As T1 is bounded T = T0 +T1 is a weak
perturbation of T0. Due to the general theory of weak perturbations of self-adjoint
operators (see e.g. [1, Sect.6.2-6.4]) the spectrum σ(T ) of T is normal .

Let β > m be an even integer, τ > 0 and Γ - a finite contour in C, Γ∩σ(T ) = ∅.
Denote by P β

Γ,τ (T ) the modified Riesz projector for T ;

P β
Γ,τ (T ) = − 1

2πi

∫
Γ

e−τz
β

(T − z)−1dz,

and by P β
Γ,τ (T0) -the analogous projector for T0.

Let Γ be a contour in C consisting of two segments Imz = ±a, Rez ∈ [−b, b],
and four semiaxes Imz = ±cRez (see Fig. 1).

Fig. 1
Parameters a, b, c are chosen so that

i) σ(T ) lies inside Γ;
ii) Rezβ ≥ c0|zβ |, c0 > 0 for |Imz| ≤ c|Rez|.
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Theorem 1 (Abel-Lidskii convergence). There exist real numbers αN > 0,
N = 1, 2, ..., which depend only upon σ(T ) such that

Y = lim
τ→+0

lim
N→∞

P β
N,τ (T )Y. (10)

The convergence in (10) takes place in [Hs]2, s ∈ [−1/2, 1/2] when Y ∈ [Hs]2 and
in the graph norm of Tn when Y ∈ D(Tn), n = 1, 2, .... Here P β

N,τ (T ) correspond
to the contours ΓN obtained from Γ by cutting it by vertical lines Rez = ±αN (see
Fig.2).

Fig.2

Proof. Since T0 ∈ Σp, p > m and T1 is bounded the results of [1, Sect. 6.2-6.4]
(see also [10]) show the existence of α′N which depend upon σ(T0), σ(T ) such that

P β
N,τ (T ) s−→

N→∞
P β
τ (T ).

The proof of the strong convergence is based upon exponential estimates for (T −
z)−1, (T0 − z)−1. However since P β

N,τ (T ) remains intact under small deviations of
α′N it is possible to choose αN independent of σ(T0). Moreover the results of [1]
show that

P β
τ (T )− P β

τ (T0) = − 1
2πi

∫
Γ

e−τz
β

(T − z)−1T1(T0 − z)−1dz; (11)

||(T − z)−1T1(T0 − z)−1||s ≤ cs|z|−3/2, s ∈ [−1/2, 1/2], z lies outsideΓ, (12)

where || · ||s stands for the operator norm in [Hs]2. As s− limP β
τ (T0) = I and the

rhs of (11) tends to 0 when τ → +0 the statement follows for Y ∈ [Hs]2.
The last part of Theorem follows from the case s = 0 since for Y ∈ D(Tn)

TnP β
N,τ (T )Y = P β

N,τ (T )TnY.

Since A has only point spectrum and σp(A) = σ(T ) equation (9) yields that A
has normal spectrum.
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Lemma 1. Let U = (u1, u2)t ∈ H1(M)× L2(M) or [C∞0 (M)]2. Then

U = lim
τ→0

lim
N→∞

P β
N,τ (A)U,

where the convergenve takes place in H1×L2 when U lies in this space or in CN (Ω)
for any N > 0,Ω¿M when U ∈ [C∞0 (M)]2.

Proof. As Y = L−1U ∈ [H1/2]2 when U ∈ H1 × L2 Theorem 1, s = 1/2 proves
the statement for this case. As L−1[C∞0 (M)]2 ⊂ D(Tn) for any n > 0 and
D(Tn) ⊂ [Hn]2 this case also follows from Theorem 1 and the fact that L is a
pseudodifferential operator of the order 1/2.

Corollary 1. Let U ∈ L2(M)×H1(M) or [C∞0 (M)]2. Then

U = lim
τ→0

lim
N→∞

P β
N,τ (A∗)U, (13)

where the convergenve takes place in L2 ×H1 and CN (Ω) for any N > 0,Ω¿M ,
respectively.

Proof. As ||(T ∗ − z̄)−1 − (T0 − z̄)−1||s = ||(T − z)−1 − (T0 − z)−1||−s estimate (12)
remains valid for T ∗, T0 and s = 1/2 for z outside Γ. The same arguments as in
Theorem 1 show that

Y = lim
τ→+0

lim
N→∞

P β
N,τ (T

∗)Y in [H1/2]2.

As Y = LU ∈ [H1/2]2 when U ∈ L2 × H1 (13) follows. As for the case U ∈
[C∞0 (M)]2 the arguments are the same as in Lemma 1.

Using the representation

A∗ad = JAJ−1; A∗ = J∗Aad[J∗]−1; (14)

J
[
(u1, u2)t

]
= (u2 + ib0u

1, u1)t,

we come to

Corollary 2. The statement of Lemma 1 is valid for A∗ad. The statement of Corol-
lary 2 is valid for Aad.

4. Root functions and boundary spectral data.. Let µj := dimHj =
dimH∗j where Hj := Pλj (A)H; H∗j := Pλ̄j (A∗)H and rj := dimKer(A − λj) =
dimKer(A∗− λ̄j). Denote by Φj,k,0 = (φ1

j,k,0, φ
2
j,k,0)

t, Ψj,k,0, k = 1, ..., rj the eigen-
vectors of A,A∗ at λj , λ̄j , correspondingly, and by nj,k, nj,1 ≥ nj,2 ≥ ... ≥ nj,rj ,
their partial null multiplicities; µj = nj,1 + ...+nj,rj . Let Φj,k,l,Ψj,k,l, l = 1, ..., nj,k
be the root functions associated with Φj,k,0,Ψj,k,0;

(A− λj)Φj,k,l = Φj,k,l−1; (A∗ − λ̄j)Ψj,k,l = Ψj,k,l−1. (15)

It is possible to choose Φj,k,l,Ψj,k,l; j = 1, 2, ..., k = 1, ..., rj , l = 1, ..., nj,k so that

(Φj,k,l,Ψj′,k′,l′)H = δj,j′δk,k′δl,nj,k−l′−1 (16)
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(see e.g. [11; Sect. 2] or [12; Sect. 1.2]). The choice of Φj,k,l,Ψj,k,l when j is
fixed is non-unique. The group of admissible transformations form a subgroup in
GL(µj ,C) defined by conditions (15), (16) (see e.g. [11; sect. 2]).

Let U, V ∈ H. Denote by

F(U) = U := {Uj,k,l;Uj,k,l = (U,Ψj,k,nj,k−l−1)};

F∗(V ) = V∗ := {V ∗j,k,l;V ∗j,k,l = (V, Φj,k,nj,k−l−1)}

their Fourier transforms with respect to A,A∗, correspondingly. Using Lemma 1
and Corollary 2 we obtain

Corollary 3. Let U ∈ H1×L2, V ∈ L2×H1. Then their Fourier transforms U ,V∗
determine (U, V ) uniquely.

Due to the relations (14) the analogous results take place for Aad,A∗ad with basis

Ψ̃j,k,l = JΦj,k,l; Φ̃j,k,l = (J∗)−1Ψj,k,l. (17)

The basis Φj,k,l,Ψj,k,l makes sense to the following

Definition. Boundary spectral data (BSD) of the pencil (1), (2) is the collection
(∂M ;λj , φ1

j,k,l|∂M , ψ2
j,k,l|∂M , j = 1, 2, ..., k = 1, ..., rj , l = 1, ..., nj,k).

Theorem 2. GBSD determine BSD to within the group of transformations of the
biorthogonal basis which preserve properties (15), (16).

Proof. Given Rλ(x, y), x, y ∈ ∂M it is possible to find ufλ|∂M where ufλ is the
solution to (3). Consider Uf

λ = (ufλ, λufλ)
t. Then

(a− λ)Uf
λ = 0,

where a is an operator on H2 × L2;

a =
(

0 I
a(x, D) −ib0

)
.

Let e ∈ H2, ∂νe|∂M = f and E = (e, 0)t. Then

Uf
λ = E − (A− λ)−1(a− λ)E.

Uf
λ is a meromorphic function of λ with possible singularities only at λj ∈ σ(A)

and Uf
λ − Pλj (A)Uf

λ is analytic at λj . But

[Pλj (A)Uf
λ ]1|∂M =

rj∑
k=1

nj,k−1∑
l=0

Uf
j,k,l(λ)φ1

j,k,l|∂M .

By Green’s formula

(λ− λj)(U
f
λ ,Ψj,k,nj,k−l−1) =

∫
∂M

f(ψ2
j,k,nj,k−l−1)|∂MdS− (18)
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−(Uf
λ ,Ψj,k,nj,k−l−2).

By means of equation (18) (with different f) it is possible to find all λj ∈ σ(A) =
σ(A(λ)) as well as the boundary values φ1

j,k,l|∂M , ψ2
j,k,l|∂M to within a linear trans-

formation preserving (15), (16) (for details see e.g. [11; Sect. 3]).

Let uf (x, t) be the solution to (4), (5) and vg(x, s) be the solution to the initial-
boundary value problem

vgss − b̄0v
g
s + a∗(x, D)vg = 0, (19)

B∗v|∂M×R+ = g, vg|s=0 = vgs |s=0 = 0, (20)

which is associated with Aad. Let

Uf (t) = (uf (t), iuft (t))
t, V g(s) = (vg(s), ivgs (s))

t.

Then
Uf
t + iAUf = 0, V g

s + iAadV g = 0.

Lemma 3. For any f, g ∈ L2(∂M ×R+) BSD {λj , φ1
j,k,l|∂M , ψ2

j,k,l|∂M} determine
FUf (t) and FadV g(s) = Vad = {(V g(s), Ψ̃j,k,nj,k−l−1)}.
Proof. Part integration together with relation (15) for Ψ yields that

i∂t(Uf (t),Ψj,k,nj,k−l−1) = λj(Uf (t),Ψj,k,nj,k−l−1) + (Uf (t),Ψj,k,nj,k−l−2)+

+
∫
∂M

f(t)ψ2
j,k,nj,k−l−1|∂MdS.

As Uf |t=0 = 0 this equation proves Lemma for Uf (t). Taking into account (17) the
same considerations prove Lemma for V g(s).

Corollary 3. Let f, g ∈ L2(∂M × R+) . Given BSD and t, s ≥ 0 it is possible to
evaluate

(Uf (t), J∗V g(s)) =

= i

∫
M

[uft (x, t)v̄g(x, s)− uf (t)v̄gs (x, s) + b0(x)uf (x, t)v̄g(x, s)]dx.

Proof. The statement is an immediate corollary of the fact that Uf (t) ∈ H1 × L2,
J∗V g(s) ∈ L2 ×H1, Lemma 1, Corollary 1, definition (14), and Lemma 3.

5. Reconstruction of (M, g). Denote by Ls, s ∈ R the subspace in Hs+1 ×Hs

of the functions which satisfy natural compatibility conditions for the hyperbolic
problem (4), (5) (see e.g [13]) and by Lsad the analogous subspace for (19), (20).

Theorem 2 [14]. Let (M, g) satisfies the BLR-condition. Then

{Uf (T ); f ∈ Hs
0(∂M, [0, T ])} = Ls, T > t∗, s ≥ −1/2.
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Corollary 4. Let (M, g) satisfies the BLR-condition. Then BSD determine F(Ls),
Fad(Lsad), s ≥ −1/2.

Proof. The statement follows from Lemma 3 and Theorem 2.

Let Γ ⊂M be open, t ≥ 0. Denote

M(Γ, t) = {x ∈M : d(x,Γ) ≤ t}.

Lemma 4. Let U ∈ F(Ls), s ≥ 0, U = FU . Then for any Γ ⊂ ∂M, t0 ≥ 0 BSD
determine whether mg(suppU ∩M(Γ, t)) = 0 or not. Analogous statement takes
place for Vad.

Here mg is the measure on (M, g).

Proof. Consider U(t) = {Uj,k,l(t)} where

d

dt
Uj,k,l(t) + iλjUj,k,l(t) + iUj,k,l+1(t) = 0, t ∈ R, (21)

Uj,k,l(0) = U0;j,k,l, (22)

where {U0;j,k,l} = U0 ∈ F(Ls). Then U(t) ∈ F(Ls) for all t and U(t) = FU(t)
where

Ut(t) + iAU(t) = 0, U(0) = U0.

As s ≥ 0 Lemma 1 and Sobolev embedding theorem show that

u1(t)|∂M = lim
τ→0

lim
N→∞

[P β
τ (A)U(t)]1, (23)

where the convergence takes place in L2(∂M). In view of the Homgren-John theo-
rem [15] the fact that mg(suppU ∩M(Γ, t)) = 0 is equivalent to the fact that

suppu1|∂M×R ∩ (Γ× [−t0, t0]) = ∅. (24)

However φ1
j,k,l|∂M are known so that the statement follows from (21), (22) and (23),

(24).

Corollary 5. Let Γ ⊂ ∂M, t0 ≥ 0 and s ≥ 0. Then BSD determine subspaces
F(Ls(Γ, t0)),F([Ls(Γ, t0)]c), and Fad(Lsad(Γ, t0)),Fad([Lsad(Γ, t0)]c), where

Ls(Γ, t0) = {U ∈ Ls : suppU ⊂ cl(M(Γ, t0))};

[Ls(Γ, t0)]c = {U ∈ Ls : suppU ⊂ cl(M \M(Γ, t0)}

and analogous definitions are valid for Lsad(Γ, t0), [Lsad(Γ, t0)]c.

Proof. By Lemma 4 BSD determine [Ls(Γ, t0)]c, [Lsad(Γ, t0)]c. As U ∈ Ls(Γ, t0) is
equivalent to the fact that (U, J∗V ) = 0 for all V ∈ [Lsad(Γ, t0)]c the remaining part
of Corollary 5 follows from Corollary 3.
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Corollary 6. Let Γi ⊂ ∂M, t+i > t−i ≥ 0; i = 1, ..., I. Denote by MI the set

MI = ∩Ii=1(M(Γ, t+i ) \M(Γ, t−i )). (25)

Then BSD determine whether mg(MI) = 0 or not.

Corollary 6 is the basic analytic tool in the reconstruction of (M, g). For this
end introduce R : M → L∞(∂M);

R(x) = rx(y) = d(x, y), y ∈ ∂M.

It is shown in [7] that R(M) ⊂ L∞(∂M) has a natural structure of a Riemannian
manifold such that R : M → R(M) is an isometry.

Theorem 3. BSD of the operator pencil (1), (2) which satisfies the BLR-condition
determine (M, g) uniquely.

Proof. In view of the above remark about isometry between (M, g) and R(M) it
is sufficient to show that BSD determine R(M). Choose δ > 0 and a collection of
Γi, i = 1, ..., I(δ) such that diam(Γi) ≤ δ, ∪Γi = ∂M . Let

p = (p1, ..., pI(δ)), pi ∈ N, t+i = (pi + 1)δ; t−i = (pi − 1)δ. (26)

Denote by MI(p) the set MI (see (25)) with t±i of form (26) and correspond to
every p such that mg(MI(p)) > 0 a piecewise constant function rp(y) = piδ when
y ∈ Γi. Let Rδ(M) be the collection of these functions. Then

Dist(Rδ(M),R(M)) ≤ 3δ.

Taking δ → 0 we construct R(M).

6. Reconstruction of the lower-order terms.. Let x0 ∈ intM and

MI(δ) −→ x0 when δ → 0. (27)

Consider a family V(δ) ∈ Fad(L0) such that

suppV (δ) ⊂ cl(MI(δ)), V = FadV (δ), (28)

and for any U ∈ F(Ls), s < m/2 < s + 1 there is a limit Wx0(U);

Wx0(U) = lim
δ→0

(U,V(δ)),

where the inner product in the rhs of (28) is understood in Abel-Lidskii sense. Such
families exist, indeed it is sufficient to take C∞0 -approximations to (δ(· − x0), 0)t.
On the other hand since

(U ,V(δ)) = (U, J∗V (δ)),

the existence of the limit means that there is a limit W x0 ∈ [D′(M)]2 of V (δ). By
(27) suppW x0 ⊂ {x0}. Moreover as the limit exists for U ∈ Ls, s < m/2 < s + 1,
W x0 = (0, κ(x0)δ(· − x0))t.
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Lemma 5. Let BSD of an operator pencil (1), (2) be given and (M, g) satisfies
the BLR-condition. Then it is possible to construct a map W : M −→ C∞;

W(x0) =Wx0 ; W x0
j,k,l =Wx0(E(j,k,l)),

(where E(j,k,l) is the sequence with 1 at the (j, k, l)-place and 0 otherwise) such that

W(x0)(U) = κ(x0)u1(x0), U ∈ F(Ls), s < m/2 < s + 1;

κ ∈ C∞(M), κ|∂M = 1, κ 6= 0 on M. (29)

Proof. To prove Lemma it is sufficient to show the existence of Vx0(δ) such the
their limits Wx0 satisfy the following conditions
i. Wx0 6= 0;
ii. Wx0(U) ∈ C∞(M) when U ∈ F([C∞0 (M)]2;
iii. Wx0(U) = u1(x0) when x0 ∈ ∂M ; U ∈ F(Ls), s < m/2 < s + 1.

To prove the existence of such Vx0(δ) we can take adjoint Fourier transforms of
some smooth approximations to (0, δ(· − x0))t. On the other hand, conditions i-iii
may be algorithmically verified due to Lemma 3, Corollary 3, Corollary 4, Lemma
4 and Lemma 1.

Corollary 7. BSD of a pencil (1),(2) with (M, g) satisfying the BLR-condition
determine the functions κ(x)φ1

j,k,l(x); j = 1, 2, ..., k = 1, ..., rj , l = 1, ..., nj,k where
κ satisfies relations (29).

Proof. Since
κ(x0)φ1

j,k,l(x0) =Wx0
j,k,l,

and Φj,k,l ∈ Ls for any s the statement follows from Lemma 5.

The functions κφ1
j,k,l are the root functions for the pencil Aκ(λ);

Aκ(λj)(κφ1
j,k,l) := aκ(x, D)(κφ1

j,k,l)− iλjb0(κφ1
j,k,l)−λ2

j (κφ1
j,k,l) = κφ1

j,k,l−1, (30)

Bκ(κφ1
j,k,l) := (∂ν(κφ1

j,k,l)− σκ(κφ1
j,k,l))|∂M = 0, (31)

where
aκ(x, D) = κa(x, D)κ−1; σκ = σ + ∂ν [lnκ].

Lemma 6. Functions κφ1
j,k,l, j = 1, 2, ..., k = 1, ..., rj , l = 1, ..., nj,k where κ satis-

fies (66) determine aκ, σκ, b0.

Proof. By Lemma 1 finite linear combinations of κΦj,k,l = (κφ1
j,k,l, λjκφ1

j,k,l)
t are

dense in [CN (Ω)]2 for any N ≥ 0,Ω ¿ M . In particular for x0 ∈ intM the vec-
tors (κ(x0)φ1

j,k,l(x0),O(κφ1
j,k,l)(x0), λjκ(x0)φ1

j,k,l(x0))t ∈ Cm+2 span Cm+2. Then
equations (30) determine aκ and b0.

On the other hand for any y ∈ ∂M there is φ1
j,k,l such that φ1

j,k,l(y) 6= 0. Hence
equations (31) determine σκ.

Theorem A is now a corollary of Lemma 6, Lemma 7 and properties (29) of κ.
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Some remarks.
i. The BLR-condition is always satisfied for M ⊂ Rm with the metric gj,l = δj,l or its

C1-small perturbations (see e.g. [14, 16]);

ii. In particular the results of the paper are always valid for m = 1 even when GBSD are
prescribed at only one boundary point (see also [17]);

iii. Using the nonstationary variant of the BC-method (see e.g. [8, 18]) it is possible to
prove an analog of Theorem A when the data is the response operator Rh(t) of form
(6) for the problem (4), (5) in the case when (M, g) satisfies the BLR-condition and
t > 2t∗.
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