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ABSTRACT

This project is an attempt to supply the existing hardware with
adequate software, in order to develop a system capable of recognizing 3-D
objects, bounded by simple 2-D planes, which in turn are bounded by
straight lines,

Chapter 1 contains an introduction to pattern recognition and a survey
of 3-D recognizers. Chapter 2 describes the hardwarg and the process of
feature extraction, by the techniques of averaging, edging and isolatiom.
Chapter 3 deals with the trécing of boundaries and contains criteria for
the detection of vertices. An introduction to syntactic pattern recognition
is given in Chapter 4. The 3-D and 2-D recognizers together with an
introduction to PROLOG (the programming language in which they are writteﬁ)
are presented in Chapter 5. Finally, conclusions, results and suggestions
for further improvement are given in Chapter 6. j

The whole procedure is divided into three parts i) preprocessing,

ii) vertex-detection, i1i1i) recognition.



Preprocessing:— A T.V. camera pointed at-the object to be recognized,
takes a picture and sends it to a digitizer, which digitizes it and stores
it in a frame-store. The digitized picture is then sent to a microcomputer
system for further processing. The main figure of the picture is decomposed
to its 2-D sides and every one of them is averaged and edged.

Vertex detection:— The boundary of every preprocessed side is traced
by a follower and its vertices are detected and recorded according to a
number of criteria. At the end of the tracing, a vertex-array is formed
containing the vertex-coordinates for every 2-D side of the main object.
This array is processed by a minicomputer, in order to verify the real-
vertices of each 2-D shape and eliminate all those caused by noise or
distortion. Finally a number of clauses are prepared, for the next phase
of recognition.

Recognition:— The 3-D recognizer is based on the principles of
syntactic pattern recognition. The clauses formed in the previous phase,
are lists of the main components — primitives - which compose three basic
2-D shapes. These lists are tested against the structure of the basic
shapes, and if they are described by one of them, are classified as being:
a triangle, a quadrilater or other. The structure of a 3-D object is
considered to be a combination of triangleé and quadrilaterals. " Thus a
figure is classified into one of ten classes if it is described by its
corresponding structure. Otherwise the 3-D object is classified as other.
A 2-D recognizer similarly, performs a further classification of 2-D shapes.

The procedure was tested, both as a whole, and with respect to each of
its three main parts. As a whole it works perfectly in the case of 2-D

figures, and it has satisfactory results in the case of 3-D objects,

Although the last two parts, tested separatelx:\f?pe perfectly with every



2-D and 3-D object which they cover, there is some weakness in the isolating
technique in use, to decompose the 3-D object into its actual 2-D sides.
The latter requires very good lighting conditions and suitable camera

settings in order to accomplish its task.




Chapter 1

INTRODUCTION

1.1 PATTERN RECOGNITION

Pattern Recognition is a branch of a broader field called Artificial
Intelligence. Although some people working on it prefer not to define it,

(1)

a very simple definition of Pattern Recognition is:-

Pattern Recognition is the categorization (or c¢lassification) of input
data into identifiable classes via the extraction of significant features
or attributes of the data, from a background of irrelevant detail.

By defining the very important term of Pattern Class as, a category
determined by some given common attributes, an alternative definition of
Pattern Recognition could be:-

Pattern Recognition is the process of classifying sensory information
into mutually exclusive categoriesgz)

Recognition is regarded as a basic attribute of human beings, as well

as other living organisms. A pattern is the description of an object. Both

are very important for learning which is one of the most significant functions

leading towards development. During the second part of the 20th century



thefe is a tendency in humans to employ intelligent machines, in order to
relieve their brains from doing jobs tiresome and time consuming. On the
other hand, the memory storage has been quite a problem, especially
considering the increasing rate of information that is génerated. The
computer — taking into account its tremendous development - proved a very |
useful solution. - Its ability to store and process huge quantities of |
information at a very high speed, ppened new dimensions to human knowledge
and pushed forward all the sciences. fhe next step for the computer was
towards recognition and learning. This is why many sicences, irrelevant ‘
to computers at first sight like:- statisties, phychology, linguistics, .
biology, taxonomy, switching theory, communication theory, control theory, ‘

operational research etc. have contributed to the area of Pattern Recognitiom. ‘

l 1.2 APPROACHES TO THE PROBLEM OF PATTERN RECOGNITION - APPLICATIONS
[_During the past twenfy yéars there has been aréonsiderable growth of
interest in problems of Pattern Recognition. This interest has created an
increasing need for methods and techniques for use, in the design of Pattern
Recognition systems. Many different approaches have been proposed, most of
which deal with the decision-theoretic or discriminant method. Recently,
probably because of the picture recognition or scene analysis, the syntactic
or structural approach has been proposed, and some preliminary results from |
applying it, have shown it to be quite proﬁising. :]
The syntactic approach(s) attempts to draw an analogy between the ‘
structure of patterns and the syntax of the language, by emphasising the ‘
_ structural description of the patterns. Mathematical linguistics constitute |
a very useful tool because of its syntactic nature., However the syntactic ‘
lapproach contains other non-linguistic methods., The description of patterns ‘

is based on class distribution or density functions in the decision-theoretic




approach; syntactic rules or grammars in the syntactic one. The effectiveness
of each approach depends on the particular problem and often mixed approaches
need to be applied. It.is difficult sometimes to distinguish sharply

between syntactic and non-syntactic pattern recognizers.:

{:Another interesting point in most Pattern Recognition systems is the
processes that preceed the manipulation of the information by the computef.
An image which may be derived from any one of a number of sources, acoustic,
light or electronic, is broken down into a binary sequence or.matrix; For
example a camera produces a two—dimensional image which gives rise to a
matrix, The digitized information gained from that image constitutes the
pattern to be examined. Once the digitized image has been produced, it is
fed to a computer, which compares the incoming patterns with sets of stored
information in its memory and classifies them accordingly. An altermative -

" technique, derives the pattern into a number of main components, calle&
primitives, which are sufficient for the description of the main pattern.
This time the categorization of the pattern is achieved by comparing its
structure to those of pre-specified models. Both techniques involve computer
learning which can be achieved either manually or automatically.

The latest development of RAM's (Random Access Memory) and microprocessors
increased both the learning ability of the system and the speed of data
processing. The technique of parallel processing dedicates a singlé pixel
to its_own mitroProcessorgfi;}

The applications of Pattern Recognition techniques are numerous. Some
of them are:-

Design or program of machines that read printed or typewritten
characters. Most of the banks use an automatic pattern classification system
to read the code characters of ordinary bank cheques. Recognition of hand-

written characters or words used by the Post Office of some countries.




General medical diagnosis by screening electrocardiograms and electro-
encephalograms. Identification of fingerprints and interpretationm of
photographs used by the police. Identification of faults and defects in
mechanical devices and manufacturing procésses. Automatic analysis and
classification of chromosomes. Multispectral scanners located on aircrafts,
satellites and space stations need to process and énalyse the large volumes

of information they receive., Some interesting apﬁlications are crop inventory,
crop disease detection, forestry, geological and geographical studies,

weather prediction, classification of seismic waves and scores of others.

Sound recognition is also under development, moving towards recognition of

spoken words and oral communication between computer and humans.

1.3 A SURVEY OF 3-D OBJECT RECOGNITION SYSTEMS

This paragraph refers to some of the work done on the recognition of
3-D objects by computex systems. Most of the algofithms and techniques
given below are the first stage of a more sophisticated operation called
scene analysis.

Robert's Egggram:ls) This program models objects in a scene as part of the

recognition task, not as a separate process which has to be completed before
recognition can begin. The basic mechanism of this system is to describe
blocks in terms of unions of transformed primitive blocks (also called
medels). The primitive blocks he uses are a cube, a wedge and a hexagonal
prism. There are two main parts to the system, entirely independent.

a) producing a line drawing from a photograph

b) producing a 3-D object list from a line drawing.
A complete line drawing, in the form of lists of Iines and end-points,
provides the input for the modelling/recognition program. Each end-point

has pointers indicating which lines it is connected to in order of angle.




The first step is to find the polygons which make up surfaces of objects,

by tracking lines and jumping to adjacent lines at junctions. Convex

polygons with 3,4 or 6 sides -~ approved polygons -~ afe.looked for because

these océur in the 3 primitive blocks and thus could be used as starting

points in the modelling process. The second step is to match transformed
primitive blocks to part or whole scene blocks. The line drawing is searched
for a number of topological features which are the basis for the transformation
of primitive blocks. If a transformed model gompletely fits a group of
connected lines then the model is assumed to rePfesent the object. If not a
compound object construction procedure is used.

Yoshiaki and Saburo's‘program:£6) This program is.developed for the eye of

a particular intelligent robot and achieves the extraction of the line

- drawing of 3-D objects. The procedure consists mainly of two processes.

" First four line drawings of the same objects illuminated from four different
directions are sequentially obtained. Second, by applying 2-D logical

operations to these line drawings, a complete one is extracted. This method

is applicable to more than two polyhedrons in a.scene which is difficult by ‘ ‘
usual methods to represent, because of too small difference of light

intensities between the different planes or the effect of shadows.

(7

Yoshiaki and Motoi's program:= This is a recognition procedure with a
prog g P

range finder developed for the eye of the above mentioned robot. A range
finder projects a light beam through a vertical slit on the polyhedrons.
While the beam is moved in a field of view the picture of each instant is
picked up by a TV camera. Based on the 3-D position of the slit image, the
objects are recognised and their parameters are obtained. This method
determines not only the boundary of the polyhedroms but also the 3-D position
of their surface planes. Thus, recognition is reliable compared with one

based on the line drawing of the objects. 1In addition, this range finder




may be used to measure the 3-D position of any point for input to the usual
recognition methods. The recognition procedure is free from the effects

of the arrangements and shadow of cbjects.

(8)

Tenenbaum's program:="" This program deals with complex bbjects and is based

on the idea that a robot will not have to describe a scene exhaustively but
will have to find specific objects in order to carry out tasks. Vision is
considered to be a problem solving process using knowledge about the robot's
perceptual abilities and contextual knowledge about its world situation to
recognize objects, Each model describes an object in terms of its
distinguishing features. There are two classes of features used in the
models. The first is obtained from the results of applying perceptual
operators to instances of the object. This is performed by interactive
fashion. A user outlines part of the image, using a light-pen and tells
the program to use the result to update the model of the object. Colour
features are recorded in this way. The second class of features describe
the object in terms of simple shape characteristics, such as the ratio of
height to base area. The system uses sensory iﬁputs: brightness, colour
and range. When the system is told to find an object in a scene it proceeds
in two stages:—
a) acquisition stage, where the scene image is sampled in a search
for characteristic features of the object.
b) wvalidation stage, where each of the possible instances found at
the acquisition stage is checked in more detail.

Popplestone and Ambler's program:ig) This program is designed to form body

models automatically using range data. The input is provided by the striper,
a triangulation ranging device which enables the 3-D position of all points
visible to both camera and a light projector to be calculated. The object

to be modelled is placed on a turntable and images are stored from views



at several angles of rotation. The construction of the models takes place
in four stages:~

a) inspection, whichlcollects stripe data and information about the
ﬁosition and operation of the various parts of the striper system
and then reduces the amount of stripe data by segmenting each stripe
into a mumber of straight line sepments.

b) plane finding, where the information supplied by the segmenter is
used to indicate smoothly joined planes.

¢) cylinder finding, which tries to fit éylinders to groups of smoothly
joined planes.

d) body model building, where a body model is formed by the union of
intersections of two basic¢ primitives., These two primitives are
half~spaces and length cylinders. The planes found by the plane-
finder are represented by transformed half-spaces; cylindrical
faces are represented by transformed infiﬁite cylinders. It is
assumed that bodies will have only planar and cylindrical faces.

(

. 1 . \ ,
Shneier's program:-— 2 This system also uses the striper to provide the

input data. After finding plane and cylindrical faces it uses completely
different representation for objects than the previous one. The models for
individual objects do not exist as separate entities but are all part of a
global data-base which is a semantic net. The nodes of the net represent
faces of objects, and the links represent relations between faces. In
addition surfaces which are of the same type and dimensions are represented
by one node. The modelling operation is not totally automatic, the user
supplies a name for the object and a list of relations to be used when
constructing the model. The program creates the model, integrating it with

the existing data-base. The recognition process proceeds in two parts:—




a) find interpretations for the fragments of a scene

b) £find the best interpretation of the scene as a whole.
A range maé is processed to find some of the surfaces present in the scene.
The surfaces found are matched to nodes in the net and the results of these
matches are used to construct a scene graph which contains all the possible
interpretations of each surface. In a second stage a special constraint
analysis algorithm is used to find the besﬁ ovérall interpretation of the
scene.

11)

Nevatia and Binford'g_program:g This system also uses as input, only

range data, obtained by using laser-based triangulation ranging. The basic
‘principle is that bodies are segmented into simpler parts. Models are based
on descriptions of these parts and on the conmectivity relations between them.
The domain of objects modelled included toy dolls and horses, and hand tools.
Interestiﬁgly the same processing is used to generate the symbolic description
of an object for both modelling and recognition, The main primitives used
to describe objects are genefalised cones. Aftgr a first stage of segment-
ation, the program genérates a symbolic description of the object consisting
of ;-
a) connectivity relations, which are in the form of a semantic net
with nodes représenting parts and links the relations between them.
b) part descriptions, containing a summary of the size and gross shape
of the part which is used for quick matching and more detailed
description of the linear cone which is fitted to the part.
¢} junction description, consisting of a list of parts connected at
the joint in cyclic order and a note of the widest piece at the
joint,
d) global properties which ére the number of pieces, joints and

descriptions ‘of distinguished pieces (parts with special properties).




The recognition stage consists of the description codes of distinguished
pieces in the scene, which are compared with those of stored models. Those
compared successfully are taken on to the matching stage which is performed

by growing the graph starting from distinguishéd pieces.

SUMMARY — CONCLUSIONS

e Pattern Recognition is the process of classifying sensory information
into mutually exclusive categories.

e Many sciences have contributed to the area of Pattern Recognition.

e There are two main approaches to the problems of Pattern Recognitions,
the decision-theoretic or discriminant method, and the syntactic or
structural one.

e The applications of Pattern Recognition are numerous and spread over
a large area. Some of them affect every-day life.

e A survey of 3-D object recognition systems reveals that they follow

two basic stages:—
a) modelling

b) recognition.
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Chapter 2

PREPROCESSING METHODS AND
FEATURE EXTRACTION

2.1 INTRODUCTION

Preprocessing is defined as a method of representing a scene by a set

of numbersfl)

A visual scene might be divided into a raster of cells and
then the light intensity of each cell, converted to an electrical signal.

However an accurate representation of the complete scene, could well lead-

to a large set of numbers. Furthermore, the probability demsity functions

needed to represent the scatter of a pattern set produced by such pre-
processing, are likely to be very complex.

However, only the significant features, are extracted from the sensory
information, provided by the mass of complex data resulting from such
simple preprocessing schemes., These features would have either binary

values indicating their absence () or presence (1), or any numerical value
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indicating the intensity of the feature, The collection of feature values
for a scheme is used as the numerical representation, X, for the scene.
Feature extraction methods are a major element of the recognition process.
Unfortunately there seems to be no general theory to guide the search of
relevant features in any given recognition problem, The design of feature
extractors is mainly empiriecal, folléwing different ad~hoc rules, found to
be useful in special situations.

The primary input to a visual processor is a rectangular grid of cells,

g3 .

each one of which takes a value from ¢ to/IST- These values represent 16
gray levels from white to black respectively. Before any extraction of
features takes place from the grid, some preliminary operations need to be
done on the grid itself. Their mwain tasks include, speck removal, gap~
filling, thickening, thining, edging and isolation. The first part of the
following paragraphs gives a description of the used bardware. In the
second part a detailed analysis of the averaging, edging and isolating

operations, is attempted.

2.2 THE HARDWARE

The hardware consists of the following main devices: a T.V. camera,
a T.V. monitoer, a frame store digitizer and the appropriate interface, a

microcomputer system, 2 lineprinter and a V.D.U.

2.2.1 The Camera’

This is a SANYO video T.V. camera with a 12,5-75 mm zoom lense of

aperture range 1.8-22f.




zoom focusing
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fig.21

"It is situated on a tripod and is pointed at the object that is to be
recognized. The picture that is taken, is displayed on a T.V. monitor. If
the digitizer is interposed between the camera and the monitor, the picture

on the screen is a digitized representation of the actual picture.

2.2.2 The Digitizer ('Robot')

This is a device that digitizes the actual picture that is taken by
the camera, and stores it in a 16Kx4 bit memory frame store. There are 3

switches and 3 knobs on the front and two sockets on the back of the 'Robot!.

/
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REVEASE

fig. 2.2

Switch A is an "ON~OFF' switch. Switch B gives the actual (or digitized)

picture in its normal form, when switched to 'NORMAL' and the negative



.

picture, when switched to 'REVERSE', Switch C is a 'FRAME GRAB' switch,
which means that it causes the device.to split the actual picture into
218%x128 cells, and stofes it in the 16K memory, each time 1t is pressed down.
Knob A can be set to one of five bositions. At position 'TEST' a test
pattern of four stripes of different gray levels (those corresponding to hex
numbers ¢,7,8 and F)'. That helps adjusting the contrast and brightness by
using knobs B and C respectively. At position 'CAMERA' the digitited
picture of the object is displayed on thg scfeen. At position 'TRANSMIT'
the frozen digitized‘pitture that is stored in the memory is displayed on
the monitor. This setting has been designed to send the frame to a
telephone line. At the next position 'HOLD' the digitized picture displayed
on the screen is held. Finally position 'RECEIVE'.has been designed to
allow the device to reéeive a frame from a kelephone line. The transmit

and receive operations are not used at the moment, because the special
circuitry for them does not exist. Hence the effect of the first on the

screen, is the same as at 'HOLD' and that of the second; reception of random

garbage that fills the picture. A block diagram of the 'Robot' is shown in

Fig. 2.3a.
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The picture taken by the camera, is passed to the 'Robot' (inside the
dotted block). The analog signals which are received from the camera are
given to a Frame Grab Logic. This converts the analog signals to digital
ones and stores them in a 16Kx4 bit memory frame, whenever the Frame Grab
switch is pressed down. The memory is organized in an’128x128.byte matrix
and each byte contains an integer in the range ¢-15 (or ¢¢—¢f in hex). Each
byte is called a pizxel and the number that it contéiné pixel value. Every
pixel value corresponds éo one of 16 gray levels, which are used to represent
the light intensit& of that péfticular pixel. The whole of 128x128 pixels
constitute the digitizeé picture. From the memorf the picture is passed'
through a Picture Generator, which gives a visual representation on the
monitor, by converting the digital signals back to analog ones.

The link between thel'Robot’ and the microcomputer system is done by
a Parallel to Serial Cbnvérter, that sends the bytes serially through a
Serial to Parallel Interface to the micro. The format of each byte that
arrives to the micro is shown in Fig. 2.3b and it is the following:-

a)} the four low order bits constitute the pixel value, which is éﬁ

integer number from ¢ to 15.
b) the four high order bits are:-
bit four: the Frame Sync. It indicates a new frame when set (i).
bit five: the ILine Sync. It indicates a new line when set (1).
bit six: 1is not used.
bit seven: the logic OR of bits four and five, (b7=b4 OR bs)
The pixel rate in which the Robot transmits the pixels to the micro is too
fast and the picture can not be collected by program. So, a rate divider,
that divides the pixel rate by 3, has been interposed between the clock and

the parallel to serial converter. Thus every third pixel is transmitted

and since 3 is comprised with 16,383 (=16K) the sequence is:
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b, Py P, S
Py Pg Py Py oeee
Pl P4 P7 P1¢ cee

This covers the whole picture in exactly three passes. Every time a bit

seven is checked to indicate a new frame or line.

2.2.3 The Microcomputexr System the V.D.U. and the T.V, Monitor

This consists of a Z-80 microprocessor board with direct assembler
and 2K of memory on it, two 16K static memory boards, one 16K EPROM memory
board and one 8K dynamic memory board. There are also available, two 4K
non-volotile memory boards which were used during the development of.the
programs and an EPROM programmer which was used to blow the programs into
the 1K EPROM chips. All the boards are slotted in on a QUARNDON motherboard
which offers power supply, reset and restart buttons, single step switches,
and memory location and data LED's in HEX.

(3)

A special program (see Appendix 2)-transfers the digitized picture
to the two 16K memory boards. One of them is saved and the other is
processed by the program, that is located in the 8K dynamic memory board.
The program is loaded there from the 16K EPROM memory where it resides.
This is done\to allow the user to change the variables according to the
circumstances of the problem. The language that is used is the Z-80
Assembly Language. The assembler offers a 3K memory for the label table
but it does not allow forward references. Finally a number of function keys
provide the user with elementary operations such as: accessing of memory
locations and registers, and change of their contents, transfer and display
of data blocﬁs, and program execution. The arithmetic system used is the
HEXadecimal., Fig. 2.4a shows ;he connection of the used equipment. The

The input unit is an ordinary Newbury V.D.U. which operates at 480§ c/s

Baud rate., The T.V. monitor is a simple black and white CRT with

brightness and contrast control knobs.
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2.2.4 The Printer
This is a TPEND printer that operafes at 30¢ cfs Baud rate. Tts moving

head 1is a 5x%7 dot matrix_and it prints a maximum of 64 characters ﬁer single }
line. The printer is used to obtain a hard copy of the digitized picture. |
The idea is to give a visual representation by printing a character (or a
number of overprinted characters) for every pi#el relevant to its pixel value.
The maximum of necessary overprints is 3 and thus every line is the result of |
3 overprintings. For example the pixel value @F which corresponds to gray ‘

level black is depicted by overwriting the characters N,Z and $. The effect

of this is shown in Fig. 2.5.

Mo+ 24§ -

fig. 2.5

The problem of printing 128 characters, with only 64 possible in a

single line, is solved by printing the picture sideways and in two halves;

botton half and top half. The procedure is illustrated in Fig. 2.6a.
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fig.2.6
Of course the result is to have a picture different (prolonged) from the one
displayed on the monitor'due to the fact that the characters are rectangular
and the distance between adjacent characters of the same row are different
from those of the same column (Fig. 2.6b). A detailed description of the

conbinations of characters used is given in Appendix 1.

2.3 AVERAGING
As it has been mentioned before, the primary ipput to the visual |
processor, is a rectangular grid of cells, each one of which has a pixel
value between ¢ and 15, The objective of prepfocessing is to reduce this
grid of numbers, to a manageable set of features, relevant to the class—
ification of the scene. ' |
The original picture could be divided into 3 main sets of pixels. The
background-pixels, which are all :the pixels‘that do not represent ény part
of the main object. The latter are selected so that they all have the same
pixel value (preferably all black -pix.val=¢- or all black -pix.val.l5-)
and they are of high contrast with theimain object. The main object pixels,
which are all the pixels that represent the studied object and they can take
any pixel value in the range $-15. And the noise, which are pixels caused
by noise and can be found in any of the two previous sets. In this set can

also be included pixels that have been caused scome kind of distortion in the
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picture., The elements of the first two sets are necessary for the recognition,

while the elements of noise are not. The first of the preprocessing operations,

has the task to remove the undesired noise pixels and if possible correct the
pixels caused by distortion, leaving otherwise the background and main object
unchanged.
. (4) . . . . . .
Averaging is a simple operation, which can achieve gap filling,
speck removal, thickening and thining. It does that, by modifying each cell

of the grid representation accordingly, with respect to its neighbourhood.

2.3.1 How It Works

Evéry cell is made the centre of a number of surrounding cells, which
" are called window. The size and shape of the selected window, varies

according to the requirements and the main purpose of the operation.
Basically the window is a square or rectangle with sides formed by an odd
nutber of cells. The cell in the middle of the window is the one that gets
modified. Before getting into the complex case of 16 pixel values, the
function of averaging is examined on a picture‘with only two pixel values
i.e. black 1 and white §.

The number of pixels with value 1 within the window is sunmed up and
the result is compared to a prespecified threshold. 1f the sum exceeds the
threshold the middle cell is turned to black; otherwise it is turned to

white, i.e. it is set to §.

A || W72
% Y
%% W%
XA |thres2@ D1
|




Fig. 2.7 gives an example of the effect of averaging using a 33 ﬁindow
'with threshold 4.
fhe window is shifted'one cell across every time, so that it is centred
on the next cell and the operation is repeated until the end of the row is
reached. Then the window is moved one row below and the same routine is
followed until the whole grid is covered. Assuming a black background,
white specks surrounded by black neighbours are likely to be noise and they
are removed by being turned to black. This operation is known as speck
removal. The opposite opefation is blaék spots on the main object are
turned to white and thus removed. This is called'gap filling, For low
thresholds, white lines on a black background are thinned and black lines
on a white background are thickened. For high thresholds the effect is
exactly the opposite. The size of fhe window controls the extent of the
filling and removing operation;; Small windows produce little'change in
the scene, while larger ones destroy detail. By using different threshold

settings and different window sizes optimum effects are obtained.

2.3.2 Averaging in Pictures with More Than 2 Gray Levels

.When the gray levels are more than two the techﬂique has to be modified
so that it copes with the larger range of pixel values.

The sum of the window cells is similarly compared to a threshold @.
If the sum is greater than 0, then a quantity or intensification factor is
~ added to the pixel value of the cell in the centre of the window. Likewise
the same number is subtracted from it, if the sum is found less than the
thréshold 6. Small intensification factors cope with speckles of low pixel
value near the main object or randém noise. Larger intensification factors

are more effective when high contrasted edges are sought. Sometimes




consecutive averagings with constant threshold can clear up pictures with

‘great amount of noise and extract the main figure from a very grainy back-

ground {see application in Appendix 2).

FIF{FIF[6] AlF[FiF]1] FIF[FLF
2{F{FIF} TIFIFIF CiFi{F|F
FIFIFIF 3] FIFIF|F FIFIF]F
FIF]FlF]4] FIF[F|F FIFIF|F
actual picture - thrashold: 3F : 3F

intensification factor: § A

fig. 2.8

The example in Fig. 2.8 assumes 16 gray levels @-F hex and a threshold of
3F. In case b) with intensification factor 5 speckles 4 and 8 have been
removed and the gap of 2 has been filled. Speckle 6 has been virtually
repoved, considering that the next operation deals with pixel values greater
than’T. In.case ¢) the results are more obvious at the expense of weakening
the top-left corner,

It must be noted that if the value of the modified pixel becomes greater
than F or less than ¢, then it is‘set to F and @ respectively.

The above technique has very good results, when it is applied on
pictures, where the main cobject consists of pixels with only one gray level.
Once a suitable threshold has been selected, it remains constant throughout
the procedure. The problems arise when 3-D objects are represented on a 2-D
screen. Normally there are 2 or more areas with different gray levels.

This means, that if the threshold was kept the same for. all of these areas,
important edges might be destroyed. Fig. 2.9 shows an example of constant

threshold averaging with intensification factor 5 and threshold 3F. The
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éffect is that the front side goes from 5 to @, the top side goes from C
to F and the right side remains unchanged. The effect is that edges xw

and wz are intensified while edge wr completely disappears.

h-J
-
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sis{s|s{s{s|F[F] ¢ fololo|ojololF[F
SIS{5[5{S5|5]F ojojolofolofa
yBI5IE15]5T5], tlofojojolo

fig. 2.9

This indicates the need.of changing the threshold according to the
surrounding area. To get round this a new technique is adopted which is
called voting technique or of variable threshold.

According to this method the mean of the surrounding cells in the
window is taken as the value for the tbresholduand this is compared with
the value of pixel at the centre of the window. An intensification factor
is added to or subtracted from the pixel value of the centre pixel if it
is found less than or greater than the threshold respéctively. Otherwise
its value remains as it is. The advantages of this method over the
previous one are:i-

a) it removes the noise near the boundary of the object as before,

but it does not change the main pattern of the different areas.

b) it tends to set the pixel value of the centre cell to the gray

value of its environment, rather than change it if that environment

differs from a standard value. In Fig. 2.10 the voting technique

is demonstrated on the example of Fig. 2.9,
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fig. 2.10

The main drawback of this method is that although it achieves its
purpose in the middle of large areas, it alters strongly the pixel values
of cells near areas with high contrast (i.e. edges). This gives rise to
either thicker or double edges, which will certainly confuse the edging
operatér in the next stage.

As a result it is clear that averaging on a picture with a broader
spectrum of gray levels is not as effective as it is in the two level system.

This is because sometimes the neighbourhood of the centre pixel is misleading.

2.3.3 Masking the Main Object — Back to 2 Gray Levels

So far the averaging techniques that have been described could be
called intensification techniques, because they average the scene by
increasing or decreasing pixel values according to a constant or variable
threshold. In this paragraph a new technique, which tries to use the two
gray level operator is suggested.

As it has been mentioned before the representation of a 3-D object on
a 2-D screen is a combination of two or more areas with different gray

levels. The fact that the levels are more than two causes the problems that
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were discussed in the previous methods. Thus the idea is to isolafe each
area every time and treat the rest of the picture as if it were background.
Before proceeding to any operation the following assumptions are made:-
a) a shape is considered as a 3-D shape if it consists of two or

more areas with pixels, the values of which differ by a certain

amodnt, |

b} a nunber 6f pixels are ﬁonsideged to belong to the same side if

their values lie between certainllimits.

‘¢) a number of pixels less than a certain fraction of the whole
number of pixels constituting the main object,.are considered to
be noise.

d) pixels with the highest (lowest) pixel value, are considered as

background pixels,

Thus before épplying the averaging operator consecutive scannings
search for pixels with the same value (other than' that of the background).
Ihe;e are grouped together and their sum is stored in different locations
for each of the gray levels. Then the total of the pixels of the main
object is formed, by adding together all the partial sums. The pixel

values, the partial sums of which are greater than a certain fraction of

\

the main sum, are put in a special array. The others are simply turned to

background pixels. The conseéutivé elements of this array are tested. If

they differ by more than a certain limit theﬁlthey are kept, otherwise they

are repléced by the value below. Finally . every element of the array

indicates the pixel value of cells that belong to the same side. This area i

is turnedlto white and the rest is made black (background by convention). i
|

The averaging operator can be applied now with all the advantages of the 2

gray level scene. The same procedure is followed until the whole of the
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array has béén used, Thus every time the main oﬂject is masked, so that
| concentration is kept on one of its sides each time. Of course the contrast
: bétween the two sets, main object and background is the ﬁighest possible
‘ and this will make the edges easier to iﬂépect. The ﬁain concern is on

the selection of the limits, so that pixels that actually belong to

different sides are not put in the same group and vice versa. Another point

that needs to be considered carefully is the selection of the main sum
fraction with which the partial sum are compared. This must be such that
only the pixels, that are not many enough to be forming a side, are

eliminated as noise.
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(a) - (b)
fig. 2.11

Fig. 2.11 demonstrates the method. In a) the result of the masking is shown

and in b) the result of the averaging.
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2.3.4 Averaging in Practice

© The picture here is a7128x128 grid of bytes with 16.gray level
resolution, Black is chosen to be the background (pix.val.¢F hex) in
order to eliminate the shadow from the main object. The window is a 3%3
square and the threshold is taken equal'to 5%, Because of the size of the
window, the actual picturé becomes 126%126 because the first and last row

and the first and last columns are not used as centres of the window (Fig.

2.12a).
0 7F
7 [
i / shift left
D \

\ \
|0 R \ shift right
NV N

D \‘ | ~(b)

J N

3F 80 (a) 4000

fig.2.12

The first four bits of every byte contain information that is no longer
useful, once the picture has been collected. So a considerable saving of
'storage (16K) is achieved by shifting the modified pixel value four places

to the left. -After the end of the averaging the first four bits are shifted

*
this copeés with
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four places to the right. This means that the original picture is destroyed |
after every averaging. Thus a copy of the original picture is always kept

in the second of the two 16K memory boards, - I |

2.4 EDGING S : o w

The previous operatioﬁs of avefaging and intensification remove the
| ‘noise and present a picture thé main characteristic of which is areas of : |
cells withlthe same pixel value. ‘As it has been menti&ned before, assuming
uniform illumiﬁation, each one of these areas .represents a side of the
object. Every one of these areas is separated from its adjacent areas or
the background, by a single pixel line, which is the contour of the side.
Considering every side as a separate 2-D shape, every 3-D shape consists of
a number of 2-D shapes connected together. The contour of these sides is . |
the feature that distinguishes them from others with different contour and |
groups them together with those of similar contour. Edging is the operation
that extracts the contour of a shape. It preserves-centres of asymmetry |
such as edges, corners, junctions and ends of lines. The edging operator
sharpens ﬂifferencés and it could be seen as a two—dimensional derivative |
since changes about the centre element are counted.

Like in averaging, edging is examined separately on pictures with two

|
and more than two gray levels. '
|
|




29

2.4,1 How It Works

(6)

The edging operator is a square window, Cente;éd on each cell,
After a number of tests have been performed, the window is centred on the
next cell across until the end of the row is reached. Then the window
moves to the next row below and the operation continues until the whole of
the grid is covered. Considering a 3%3 window on a two gray level picture
(#,1), the operation is as follows:-

The 9 cells of the window .are numbered as in Fig. 2.14a. Next the

following (Fig. 2.14b) eight tests are performed,

j-th colmn ERE 111 1 0
X X111 0X X1
0 0 1 11
a b C d
i~th row

0 ¢ i 1t
X 11X 11X 11X

1111 111 1 0
e f g h

{a)

fig. 214 )

A one is scored if any of the combinations in Fig. 2.14b 'or the complentary
ones (where 1+f and #+1) occurs and the number of occurrences is summed and
stored in a tally. I1f the tally is greater than a threshold @, then the
pixel in the middle is set to be black (pix.val.=1), in the transformed
scene, Otherwise it is turned to white {(pix.val.=@). The threshold & could
be determined by first counting the total number of black cells in the

window and then setting the threshold to some fraction of this number.
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Fig. 2.15 demons?rates the effegt of edgihg 6n a square, using
different thresﬁolds. The result is that a éouble edge is Sbtained. The
ingside one is the contour of the sqﬁare and the ouﬁside one is caused by
the background. fhis double edge will cause problems to the boundary
follower (external loops) and as such needs to become éingle. This is
achieved by centeringthe window on black Eells'only. Thus the white cells
of the background that caused the outer edgé, will no 1ongef be used by
the operator and the result will be a single edge. Fig. 2.16 $hows the

result of centering the window only on black cells.
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2.4,2 Edging in Pictures with More Than 2 Gray Levels

In the case of more than two gray levels, the algorithm is modified,
in order to cope with the higher resolution picture, First of all, pixels

with values smaller than a certain limit are considered to be noise. This
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is reasonable, because pixels with relatiﬁely low value, will have been
;educed to such by the previou§ averaging¥intensification operatioﬂ. This
means that they were mainly noise and not elements of the main object; By
- introducing a threshold I, these‘pixels will belviftually eliminated from
the scene if their values are below this threshold. In fact the operator
will be centred on1§ on pixels with value greater tha; threshold I,

After this first thresholding\the algorithm performs the sequence of
tests., This time however, a one is scored if the absolute difference
between the valﬁe of the middle pixel and thé value of each ome of the three
opposite cells is greater than a threshold II. Wheﬁ the above condition is
satisfied for a certain nﬁmber of times, the middle pixel is set to black I
(pix.val.=F, in case of 16 gray levels). Otherwise it is turned to background.r
When the whole picture has been covered the procedure ends. The result is,

a two level #icture with white background and the boundary of the shape as
a single pixel line of black cells.

The above have good results when a single 2-D shape is represented in
the picture. In the case of 3-D objects the tﬁreshoids have to be altered
otherwise some of the sides will be eliminated as noise. The solution to
this is the masking operation which has been discussed in Sectioﬁ 2.3.3.

The edging operator follows the averaging operator every time a new side is

processed. Masking brings the prdblem back to two gray levels and everything

described in Section 2.4.1 applies in this case too.

2.4.3 Edging in Practice

Like in averaging the picture becomes effectively 126x126 large,
because of the size of the window. The same shifting left and right
technique, to store the modified pixel value is used again.

Finally, a point that needs special consideration is that of the
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selection of the tally. The sum will be an integer between ¢ and 8, i.e.
(< tally< 8, The problem is to find the lowest tally, below which the
middle pixel will not be marked'as a boundary cell. From various examples
it is deduced that the higher the tally, the more the‘gaps in the final

boundary. Fig. 2,17 demonstrates some of these results..
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fig.217

By concentrating on the three cells 1,2 and 3 it is seen that for
tally=1, the contour is followed perfectly, but fails to giﬁe a single
diagonal line, which is highly undesirable. For tally=2 a gap appears in
the cell at position 2. For tally=3 another gap appears at position 3.

In general since the operator is centred on black cells,?if the number of
white squares inside the 3x3 window is less than the used tally, there is
discontinuity in the boundary of final picture.

Tally=2 is the best selection because EPe gap in the original shape
will be)filled by the averaging operator (see §2.3.3) and consequently there

will not be such a case.
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2.5 ISbLATION(7)

In Section 2.3.2 a kind of iéolation operator was mentioned.. Below
a more effective isolation oﬁératéf is discus;e&.. |

This operator selects the‘conneéted figure iﬁ a scene and erases all
other parts of the scene not connected to it. In this operétion an
assumption is made that the figure is made up of blaék (pix.val=1) and the

: background is made.up of white (pix.val=@) cells. It begins by sglecting
an arbitrary black cell. A window is’cenfred on this cell ana all black
cells (including the originél one) inside the‘window are marked retained.

' The window is then centred on each retained cell in turn and new black cells
are marked retained by the same criterion, This operation continues until
no new retained cells are left to become window centres. Then each retained
ceil in the grid that has its corresponding cell in the transformed grid is
set equal to 1, All other cells are set equal to . Thus if the window is
3x3, -only the black cells connected (diagonally or adjacently) to the .
original cell are preserved. All other block {figure) cells are converted
to white (background) cells, Larger windowslailow the process to hop.across
small gaps in én othefwise connected figure.

The above described operator can be quified to cope with more than

J
two gray level pictures. 1In this case pixels will be marked retained if

they lie within an upper and a lower threshold.




SUMMARY ~ CONCLUSIONS

e Preprocessing is a method of representing a scene by a set of numbers .

e A §isua1 scené is divided into a grid of cells, the light intensity
of which is converted to an electtical signal and represented by a
four bit number.

e A T.V. camera takes a picture of an object that is digitized and.
stored in a 16K (128x128 pixel range) framestore. The picture is
presented on 2 T.V. monitor and through a special routine a-hard
copy of it is obtained by a printer. A microcomputer system
administers the previous routine as well as the following pre?
liminary operations.

e Averaging-intensification: the middle cell of a 3%3 window is
modified according to the relation of the sum of the 9 cells to é.
given threshold. The window operator scans the whole picture.

e It achieves gap filling, speck removai, thickening and thinning.

e Edging: the middle cell of a 3x3 window is turned to $ (white) or
1 (black), according to the differenceiof pixel values in a number
of combinations between opposite lying cells.

e It sharpens differences and presents the contour of the figure.

e Isolation: it selects one connected figure in a scene.

e Careful selection of the various threshélds in averaging and
edging provides better results.

e The preliminary operations clean up the scene leaving the dimensions

of it unchanged.
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Chapter 3

EDGE FOLLOWER AND VERTEX
DETECTOR

3.1 INTRODUCTION

One of the main problems on the digitized picture is the representation
of straight lines. The latter are important, because they are the main
components of the shapes to be recognized.. Once the 2-D shape has been
preprocessed, it is ;eft with only its contour, which consisté of straight
lines connected together. The objective of the next process, is to follow
this contour and identify the points at which the direction changes. In
other words, locate the vertices of the shape, The coordinates of the
vertices are stored in special memory locations and are given to the next
process which will check which of these vertices are more likely to be true
ones. The others, which could be called pseudo-vertices, will be dropped.
So fhe result of the procedure is a two-dimensional array of vertices -

representing X and Y coordinates respectively ~ which are the set of vertices

that determine the 2-D shape, to be recognized. This true-vertex determination

N
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is!w;itten in C and its last task is to form the necessary PROLOG unit
clauses, which will be used as data for the PROLOG recognition program.
The technique of this first part i.e., the vertex detection, is based
on a series of special tests, which checé the change of the pattern”
representing straight lines with different slopes. The second part, i.e.

the verification of the true vertices is based on the check of the distances

of the suspected or pseudo vertices from the equation of the straight lines.

3.2 BOUNDARY FOLLOWER

It is true from Analytical Geometfy that'fhe equatién of the.straight
" line is:-— ‘

y=ax +b : _ (1)
with x taking values infR, a is the slope of the straight line defined as
-a=%§, and b is value of coordinate y for x=§, i.e. yo. Thé equation of a
line segment A B is given by (1), with x defined on the domain (A,B)&R
and taking values in R ., Hence, every root of the equation (1) on (A,B)
is given by the function |

y=f(x) =ax+b (2)

which is conﬁinuous.

In the digitized picture however, a different representation of
straight lines takes place, because there is a definite number of points -
every pixel can be represented by its centre - and at fixed positions.
Hence, although the end points of a straight line segment can be determined,
they can not berjoined together —~ generally ~ with a number of points that

belong to the set of roots of the equation defined by them. This is

illustrated in Fig. 3.1 a and b.
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£ &=y
y B
dx
- dy
=%
a=b A
x

y= ax+b

(a) . - (b)
fig.31

It is easy to see that the only cases when the digital representation
coincides with the one given by the equation, defined by the two points,

is horizontal, vertical and 45° 1ines (Fig. 32a,b,c).

Ale] jB.
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s

(a) {b} {c)
fig. 3.2
So, before starting discussions on the technique of the boundary

follower, it would be wise, if a good study of different types of straight

line representation in a digital picture was made.

.3,2.1 Straight Line Representation in Digital Form

From the above it is obvious that the best approximation of straight
lines is by joining together horizontal or vertical segments which belong

to adjacent rows or columns respectively. Supposing that each pixel is
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represented by a point located at its centre; then by joining together this
point with its 8 neighbouring centres eight directions are formed. These
* are the possible ways in which one can move in order to find the next |

adjacent point of a straight line (Fig. 3.3a). : |

7
3
L 4
3

8
(al 1 8 ' 1

X, Yo Cx . X, ¥
£ig.33 ‘
\

The procedure that generates the right direction is given by the rule
of the least distance from the actual straight 1ine§1) For example, let
(xo,yo) be the coordinates of a point that belongs to the straight line €.
The two points with the least distances from ¢ are (xl,yl) and (xl,yO).

From Fig. 3.3b it is true that, r <p, or (because of the similar triangles}

1
b <a, and hence the point (xl,ib) will be preferred to (xl,yl). At this

1
point it is noticeable that, it would be converient if a name was given to
each of the 8 directions (Fig. 3.3a) so one could refer to that by it. The
easiest way is to start by calling a certain direction number 1 (in the
above the one across right was chosen) and continue clockwise, by increasing ‘
the numbers by 1. So in the above example the first move was a 'l'. Then,
because of a2<b2, (xz,yl) is the next point, and this is obtained by using
an '8' from the point (xl,yo). Next a 'l' comes up again, followed by ‘

another '1' and so on. ' ‘

From the above it can be seen that the straight line ¢ is approximated



by a pattern of wnit lines of standard direction of the form ...18118118...
It will be proved now, that this pattern remains unchanged with respect
to the same straight line (no distortion is assumed, qasé'which'will be
examined later on).

The example examined above is considered again, assuming tﬁat thé

pattern does not remain the same:-—

fig 3.4

Tt is true that the slope s of the straight line is ct. An assumption is
made that the pattern starts 18118118... and at the point Z' changes to
8111 (Fig. 3.4). This means that the distance a’>c' and thus a step '

is taken iﬁstead of an '8'. From the equal'triangles XtEhY and X' 2' Y'
(they have X ZY =% 2y = 1L, XZ=X'Z', and Z X Y=2'X'Y'=8) it is
.deduced that Y'Z'=YZ and b'=b. Similarly a'=a. But it is a'>b' and so it
should be a»b, which contradicts the original assumption that the patﬁern
at that point is ...118111... . . Hence it was proved that the pattern, which
represents a straight line remains unchanged through the line. Here it

must be pointed out that at the two ends of a straight segment it looks as
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if the pattern is slightly different. This is only due to the fact, that
the pattern is picked up at some point and there is no interest in the

pattern beyond these points, e.g. Fig. 3.5 shows this.

] ' ﬂ
5 f -

fig.35

ret

¥

The ﬁattern here is ...118118118... but because the main interest is in the
part from A onwards, the first bit BA is dropped and it looks as if the

pattern is 1811811811... . This will cause some problems later.

3.2.2 Different Kinds of Patterns — The Link

It was mentioned in previous paragraphs that the representétion of a
straight line on a digital picture is a sequence of horizontal and vertical
line segments, joined together. Here an attempt is made to analyse the
main features of this representation, in‘ordgr to use them as key points
for the location of the vertices, .

First, the length of a straight line segment or wnit is defined* as:-

the number of pixels in it minus one.

Length = no. of pixelsc-1

8- FE
. l | has length 6 (7-1)

12345 671

* ' .
If a cell belongs to two different units counts for both in the calculation

of the length.
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There has also been shown that the pattern remains unchanged with
respect to the same line. Next it is examined how the length of the

straight segments, which comprise the line, is related to the slope of the

segment.

B”_‘E1

b - 4

-4  Pn=dy tan=-g—
A . ':
et T Bt Stk Sl il o
i __l....}...-s....i.._lt__'_- - I.- - .--i....}....i._..l L4
“ ~ £
m = dx

fig. 3.6

The slope s of the straight line & is given by the quotient:- S=%§n In the
above example, in order to find the slope of each line segment the right
angled triangle ABC is formed (Fig. 3.6) and as dx and dy are used the

lengths fn and %m of its two sides BC and AB respectively., By taking the

max (2m, Ln)

min(on. in) then [p]is the

max{fm,2n) and the min(2m,%n) and forming p
number of pixels in every sﬁraight.segments - wunit - of the straight line

AB, If p is an integer then the length of the units is constant Ru=p-1
otherwise it varies-ffom fp] to [p]+1.: So the main pattern is a recurrence

of units with length fLu and fu+l, The units are comnected with joints of
length 1, which are called IZnks. The links remain the same throqghout the
whole line, and this is the feature that distinguishes between parts - units -
of the same line an& parts of another line {(change of direction i.e. location
of a vertex). So far the only units considered were horizontal ones

connected with diagonal links. Let the first quadrant be taken to examine

. . . . ' . o
how the direction of the links and the units change, by moving from @ to

9¢° (Fig. 3.7).
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fig. 37

© At ¢° the 1link degenerates so the pattern is a single unit of ones (or fives)
- the directions left to right and bottom to top are considered - Moving
towards 45° p approaches 2 and so the length of the units decreases until

it becomes P at 270_(p=1.9455 [p]=1 and Ru=[p]-1=¢). The units from 27° to
45° are of length § and 1 and the length of the link starts increasing
becoming maximum at 45° where the length of the units is $ only. From 45°
to 63° P is Tess tﬁan 2 and so there are some units of length one with the
only difference that the& are vertical this time, Finally from 63° to 9p°
one finds increasing vertical units connected with diagonal links. At 9¢°
the pattern is again one single unit without any links. Thus it is clear
that the three directions horizontal (8°), diagonal (45°) and vertical (96°)

are the only ones, in which all the points of their digital representation

lie on the same line. That means that the two representations digital and
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real coincide. Inside the sector 27° to 63° there are units of length omne
only, so one could consider the sequence of links as units connected with ,
horizontal or vertical 1iﬁks of length one. The threé'diréétions which
determine more or less the direction of the units are called dominant. 5o

the link can be defined as:~ a unit of length one, that connects the main

units which represent a straight line in a digitized frame,

3.2.3 Edge Following Operator

After the first three preprocessing operations, the only pattern in

. the frame store, will be that of the contour of the shape. On the screen

this looks like a - rather - continuous sequence of white pixels in a black
background. All that needs to be done now is to follow this contour and at

the same time detect and locate the vertices of the shape.

li-1,j-0 li,j-1) (i, j-1)

{i-1.j+) li,j+1) (i+1,j9)

fig. 3.8
| (2)

There are two main steps involved in the boundary following algorithm
described below.
'a) The search strategy.
The picture is scanned left~to-right, top-to-bottom until a white

cell is found. Because of the averaging operation there will not




be any single white cells and, the ones met will belong to the

boundary of our shape, This is considered as the starting boundary
point, and the position of this cell (is’js) is saved in tﬁe first
element ﬁf a boundary array.

b) The follow strategy.

The neighbours of a boundary cell are numbered as shown in the
Fig. 3.8. From the stérting point (is,js) found by the search
.strategy, the boundary of the shape is followed in such a manner;.
_ that the region within the boundary is kept always to the right
of the path being followed.

The neighbours of the currently considered boundary cell (i,j) are
now checked for the next boundary-white-cell. The checking begins with
neighbour n-2, with 1£n<8., Where n is the pumber that indicates which of
the neighbours of the preceding boundary cell, the currently considered cell
is, Every new boundary cell is marked with a number indicating its
direction. Thps all the white cells of the boundary are turned to n, 1<n<8,
apért from the ones being considefed as verticés, which are marked differently.
When a neighbouring boundary cell is found, it will become the next currently
considered boundary cell.

This following strategy is repeated until the starting point (is’js)
is again encoﬁntered. At this time it is likely that the complete boundary
has been traced. In order to search for a second boundary in the picture,
all the non-white cells are turned to black-background pixel value - and a
new scanning is tried according to the search strategy. When the whole
frame has been covered and there are not any white cells left, the following
operation finishes. An example of the route of the follower and the tesult

of the marked cells is given in Fig. 3.9.
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The idea of starting the following strategy not at n But.ét n-2 is to
cope with ﬁases 1ike the one below, where the n-féllower.would have missed
part B of the boundary out (Fig. 3.10). The n~folloﬁer aftér the last six
looks for a new six (same direction) and then for a seven which is in fact
the starting cell. On the other hand the n-2-follower looks for a four
and it finds it including part B in the boundary of the shape. The only
case in which the follower does not quite follgw the boundary is that shown

in Fig. 3.11.

——
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: /
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fig.310 fig. 3.1

The leftmost 'S' in the bottom row is not followed by any '3' (=5-2) meither

any '4' nor '5', but by a '6" and 2 '7'. In this case '7' will remain white.

but such a case is prevented by the previoﬁs operator of edging so actually
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there will be no such cell as the one at poesition '7°Y,
So far it has been assumed that the boundary to be followed is

continuous. This means that there are no gaps- black cells — in the path.

But what happens if one comes across such a gap, which occurred due to noise

or inefficiency of the two previous operators? The problem can be solved

by improving the follower, so that it copes with small gaps, within a circle

of radius 2v2 of the last boundary cell.

Supposing that (i,j) (Fig. 3.12), is the current boundary cell and

after a complete round, none of the eight neighbouring cells belongs to the

boundary. WNow say that the previous direction was '7', The operator is
centred on the (i,j-1) cell and it is applied once more. By doing this,
one checks if any of the Al cells is white — (i-1,j-1) and (i+1,j-1) have

already been checked in the previous round - and if one is encountered

-1,;'-11 [i,j+1) u+1.i-1

=" =
L. t-a

(i, j)
fig.312

continues from there. If not, cell B is the new centre and B1 cells are
checked, 1If it fails again a new attempt is tried on C by checking the C1
If this last search does not retrieve the next boundary cell, the follower
fails and the procedure stops there. A message "FAIL' indicates that the
system can not go any further, and the method can not recognize the shape.

After a successful application of the boundary follower the processor

's.
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halts and a message 'SEND' indicates that the array of data can ﬁe handed
over to the VAX mini-computer for further calculations. If the re-

application of the search strategy finds single white cells thé procedure
goes on until a whole string of them is encountered. When no more éhapes

are left an 'END' message appears on the screen.

3.3 VERTEX DETECTION AND LOCATION

The definition of a 2-D shape vertex, which consists of straignt lines
only is:—

the intérsection of two sides. The coordinates of the vertex are

given by the common solution of the equations of these two sides.

The objective of the vertex detector is to spot the vertices as the
boundary follower continues its operation; by using certain criteria. From
the definition,a vertex is the intersection of two straight lines, which
implies that these two lines have different slopes. So the main criterion
that indicates the presence of a vertex is the change of direction. lThe'
method-thaf is used here is:-

a) detect all the changes of direction and store the coordinates of

the points, where the change happens, in a vertex—array.

b) form the equations of every two adjacent points and check if the

rest of them lie within certain limits.

c) deleée the vertices that are within the above limits and storg the

ones left in a new array, in order to use if for the next stage.

3.3.1 Change of Direction Criteria

As mentioned before, the digital representation of a straight line,

is a sequence of equal length units, connected with links of length one.



So, it can be said that there are three main numbers which detérmine
.straight lines of the same direction. The number that shows the direction
of the unit,'thé'number that shows the direction of thé link and the.length
of the unit. One can refer to them as.Nu, NL and LU re§pective1y.TLWhenever
a change in any of these three is detected, a change of direction occurs and
a vertex should be indicated.

The above is the main and general criterion for the indication of
vertices. But before proceeding td the final expression of more specific
criteria.two other factors that might confuse the vertex detector must be
taken into account. These are ranaom noise and picture distortion, capsed‘
by the digitizer due to overheating of some chips, or caused by the camera.
These make the straight lines look slightly curved. As a result of that,
there are changes in the pattern, which in normal circumstances would suggest
change of direction and existence of vertices. In order to overcome this
ambiguous poilnt, two kinds of vertices are introduced, The omnes that occur
due to definite change of direction, which are called Certain-Vertices or
Beal-Vertices, and the ones that occur due to change of direction, but not
as clear as in the previous case, which are called Suspected-Vertices
Pseudo-Vertices. 'The coordinates of the vertices of the first kind, are
used to form the equations of the straight lines against which the vertices
of the second kind will be checked. If their distance from the straight
" line is within a certain tolerance, the pseudo-vertices are dropped from
the final vertex—array. Otherwise they become real-vertices themselves and
new equations are formed to include them, according to the new rearrangement
of the set of real-vertices.

The main criterion that indicates a real-vertex is that the current
N, and the next Ny differ by more than one direction numbers, i.e. they are

U

not adjacent.
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fig.313

In the first example (Fig. 3.i3a) NU=1, so if the next cell is different

to one and it is part of the same straight line there has got to be a link%
i.e. one of the '8' or '2', which is not - seven here —. The result is
that the last cell is marked as a real~vertex. Similar is the case
demonstrated in Fig. 3.13b. The vertex detector looks always one cell

ahead and at the same time saves the current NU and N It also saves the

Lt
address of the last cell in case where a vertex is to be indicated. The

poordinates of all the vertices which have been encountered are stored in
a vertex—array. A second array points at the real-vertices and thus the

next proéess uses only the vertices indicated by the pointers to form the
equations of the sides of the shape.

The second criterion for real-vertices is:-—

The N' that follows the link is of direction different from that of

U
the current NU. If instead of the expected link a new unit occurs, with
N6=NL but Ni#NL then a real-vertex 1is indicated.- A real-vertex is not
confirmed before any of tﬁe new Nﬁ or Ni is met. In the example in Fig. 3.14

*
noe suth cells . .
h such a case as the one in the figure does

‘*::::-h—_—is 3 SISIQJ not exist because of the way the edging
S5 ) '
[5]5]5

operator works; see also edging §2.4.2.
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NU=1 and NL=2. Then instead of the norﬁal N6=1, a N6=2 occurs and this
indicates a new unit., The first '3' could be just the new link N£ but the
occurrance of the second one confirms_the existence of a real-vertex. The
same could have happened if instead of a new unit the expected linkloccurred,
followed by the new unit., Of course it is assumed that NU¥N'.

The third criterion for real vertices is:-—

Instead of -the expected link g new unit occurs with N6=NL. In the
example in Fig. 3.15 after the last '1' of the last unit a link '2' would
be expected, but the occurrence of the neﬁ unit with N6=8 (%NL=1) marks
the existence of a real vertex at cell (i,j). Thérlast-two criteria are

slight variations of the main one and there is small difference between them

and the following pseudo-vertex criteria.

NEERENERE

2|1]1]1]1 (i)
2111} o
2
(i,j) 2
g B
AT 3
' 3 real vertex 2
3 2

fig. 314

real vertex 8

11 A N E

2111

{i.j)
fig.315

As it was mentioned before this type of vertices take their name from

the fact that they may have been caused by distortion of the straight lines

and not by actual change of direction. The first criterion for detection
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of pseudo-vertices is based on the feature that units of the same stfaight
1ine have lengths that differ by 1 at least. Thus if the length of the

new unit is différent from the expected one, a change of direction is
detected and a pseudo-vertex is indicated. This is true With the assumption
that NU=N' and N_=N'. In a genuine case one would have-two sets of units.l

jif L

In each of them the iEngths of every two elements differ by one, while the
difference between elements of the two sets is greater tﬁan one. In reality
though, units of the same straight line can have lengths with difference
" more than one. This means that the criterion was to be modified to cope
with the latter case. The modification is:-

when the link is met the length of the unit is compared to the average
of the lengths of the previous units (of the 'same straight line of course) .
Tf the absolute difference is greater than the 1/4 of this average, the last
cell of the previous unit is marked as a pseudo-vertex; otherwise the |
follower continues its path. In the example in Fig. 3.16, cell (i,j) is
the pseudo-vertex because the length of the new unit is 7, the average 2.5
and |7—2.51>2.5/4. Like the second criterion for real-vertices the verteX
detector is always one unit ,ahead.

The second criterion for the pseudo-vertices is:~-

the direction Nﬁ of thé next unit is the same as the current link NL'
and the direction NH of the unit after the next is the same as the current,

i.e. N =N", and N This criterion copes with the case, where the link

U U LNy
of the pattern changes slightly, or in other words a unit has taken the
place of the link. Of course if NG were different then NU, cell (i,3)
would be turned into a real-vertex. In the example in Fig. 3.17 cell (1,1
is deemed to be a pseudo-vertex since the link '2' has been extended to a

new unit of '2's. The same applies to cell (i+3,j+3) because after N&=2

a new N§=1 occurs, instead of an expected link N£=l or 3.
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fig.3.17 M3
The third criterion for the pseudo—vértiées isi—

the direction NU

of the new unit equals the.link NL of the current
one, and the link Ni of the new pattern equals the directioﬁ NU of the
current unit. This is slightly different from the previous one in that the
cell (i,j) is the start of a straight line with a completely new direction
from the previous line. That could be sufficient to mark (i,}) as a real-
vertex, but care is taken to make it cope with caées, where the unit length

is only one and the slopes are very close indeed. In Fig. 3.18 the two

cases are demonstrated clearly. It can be noticed that had the mew link

I

2111}

2[1[1[1]1

211
;_--h&_ﬁ_hh-““-—--ps eudo vertex L}J

2|1

fig.3.18

Ni been different from the current unit direction NU, the cell (i,j) would

have been a real-vertex according to the second criterion for the real-

vertices.
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The fourth criterion for pseudo-vertices is:-

the diréction Nﬁ of tﬁe new unit is the same as the current one NU,
but the link Ni is different from the current one NL. The reason for not
indicating a real-vertex here is, cases like the one in Fig. 3.1%b. Here

because of some unexpected distortion the difference in slope is not very

clear and it is wiser to mark cell (i,j) as pseudo-vertex-rather than as a

real one. 51|1

pseudo vertex 2|1

2]1]0.0)]s]
3 -

. 2|1
' : s[1[1h¢ R E
2[1]1 8l1]1 | 7
ZTT 1 pseudo vertex
{i.j)
(a) fig.319 (b)

Finally by definition, the first and the last boundary cells met by

the follower are marked as real-vertices. It will be seen later how a

virtual first vertex can be eliminated from the vertex-array.

3.3.2 General Discussion on the Vertex Detector

The vertex detector ié the main subroutine of the boundary follower,
and consists of several shorter subroutines which perform the operation.
.Everyrtime the follower finds a new cell that belongs to the boundary, the
vertex detector is called to do the following jobs:-—

a) Mark every new boundary cell with its direction number N. This

is done in order to be able to detect the change of direction by
comparing the new direction pumber to the old one. Three cells

of the same N constitute a unit and N becomes the direction number

of the unit NU.

b) Save the current NU

with the Nﬁ of any new unit. As new cells of the same N are met,

in a special location, in order to compare it

a sum of them is formed. This represents the length LU of the unit



which differs* by ome from N, is deemed to be the link direction

‘or link NL and it is saved.

whichris saved ;oo, for later comparisons. The first non—NU cell
\
¢) Mark the current vertex and save.it. Vertices unlike other common ‘
cellé, which are mérked with a one digit number from 1 to 8, are

marked with two digit numbers, The very first vertex is marked by
number 11 and then every real-vertex by adding 1§ to the previous
real-vertex. The pseudo-vertices are marked by adding 1 to the
previous vertex number. The position of the previous pseudo-vertex

is saved too, in case that it needs to be turned into a real-vertex

due to comsecutive changes of the NU by more than one.

d) Store the coordinates of the vertices and the pointers to the real

ones into the vertex—array and pointer-array respectively. (Fig.

3.20).
Lot} 25 00G]L4LBO
. 3F 02 .
- 12 T — ’
o .
: _——
— f,F
25 /
3F end marker
F-F real vertex

vertex-array pointer array

fig.3.2¢

The top-left pixel is taken as the 0,8 point and every cell is

determined by two numbers from ¢ to 7F (hex), that are the X and Y
coordinates of the éell. At the end of every array an end marker
is placed to indicate that there are no more elements left. ¥F hex
{or -1 decimal) 1is thé.end marker used here. The coordinates of
the first vertex are taken again as the last couple of elements in

the vertex—array before the end marker. The memory locations 4@@~47F

*

Here is meant positional difference and not arithmetic difference e.g. '8’

differs by one from '7' and '1', '2' differs by two from '4' and '8' etc.
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are kept for .the real-vertex pointer-array, The whole program is
written in Z-8p assembly language. A flow chart of the boundary

follower and vertex detector is given in Figs. 3.21-3.23,.

3.4 REAL-VERTEX VERIFICATION

The two arrays obtained by the previous operations are fed to a VAX
mini-computer for further processing, The result of this process is the
formation  of unit clauses, which will be the data for the recognizer.

The main objective of this phase is to eliminaté all the excessive verﬁices,
in order to be left with the genuine ones only. The whole procedure can be
divided into three main parts:—~

é) the elimination of pseudo-vertices

b) verification_of real vertices

¢} formation of unit clauses.

3.4.1 The Elimination of Pseudo-Vertices

It was said before that the pSEudo—verticés are caused by either cﬁange
of direction or by distortion of the pattern. Those belonging to the first
set need to be turned to real ones, while the vertices of the second'sét
need to be eliminated from the final database.

The two arrays of data which are given by.the vertex detection phase
are handed over to the new program of real-vertex verification and are
stored in two mew one-dimensional arrays. These are V[i] for the vertices
and N[i] for the pointers. The dimensions of these two arrays vary
according to the desirable maximum number of vertices, that can be allowed
in the procedure. At the end of each array -1 is placed as an end marker.

After the loading procedure, the elements of the pointer-array are checked,
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in order to examine if the end marker exists. If not the method fails and
a message is returned to indicate that the‘2—D shape has more vertices than
the'array elements. The shape is classified as other automatically by
default, but if an answer is wanted by the recognizer, the dimension of Nfi]
has to be increased sufficiently;

Next the coordinates of the first two real-vertices, pointed to by

the first two elements of the pointer—array are used, to form the equation

" of the first side of the shape. The equations for these two vertices are:

Y, = tan.x1 +b (1), y, = tan.x, + b (2)

and thus tan = (y.,~y.){x,—x,) (3) and
2717271 . .
with X, # X,
b= (k5,7 5,0/ (%%} ()
By calculating the slope and the constant factor of the equation for the
straight line determined by the two real-vertices, every vertex between
these two is checked to find out if it belongs to the same straight line or
not. Here again because of the digitized picture, a tolerance has to be
introduced, taking into account the idiomorphic structure of the quantized
straight line. Since a vertex can be, practically, approximated by any of
the nine pixels of a 3%3 square (Fig. 3.24a) and the largest distances from
the middle is that of the diagonal, the tolerance chosen is Y2. Pixels with

distance greater than this from the straight, are eliminated. The distance

of the point A from the straight line (Fig. 3.24b) is given by:

1 1 1
—_— e = -
x2 y2 d2

and a vertex is eliminated if d>Y2 or if max(ﬁ,y)>2. This is the condition

which is used here. x and y are the values obtained by solving the équations

¥ . t
y=tan.x +b, x=—2--b, with x and y_ being the coordinates of the n h pseudo-—
T tan n n

vertex between real-vertices 1 and 2 and tan and b, given from (3) and (4)

respectively.
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If the distance of some of the pseudo-vertices is greater than the
given tolerance, it means that some of them are real-vertices a#d a new
test should be tried according to the emerged new conditions. Supposing
that there are n pseudo~vertices to be checked against the equation of the

real-vertices Vi and Vi+ and m of them are found with distances greater

1
than dlim from the straight Vi’vi+1

maximum distance then, this is taken as a new real vertex and the original

. If vV is the pseudo-vertex with the
max ) -

is changed to V.,V and V V. .. The rest of
i’ max

straight line V.,V.
8 i’ i+ max’ i+l

1

the n-1 pseudo-vertices are checked against the equation of the real-vertices

between which are included in the array. If their distances are within the
allowed limit, they are ignored; - effectively. eliminated -~ otherwise the
same procedure is followed until all of the vertices are checked. The new
real vertex is marked as such by inserting an extra pointer to it in the
pointer-array and moving the pointers below by one‘position downwards (Fig.
3.26). The coordinates of every real-vertex met are stored in a new two—
dimensional array A[il[j].

and v, have digtances greater than

2 1

the }imit with d2>d1, while V3 is within tolerance. Two new straight lines

In the example of Fig., 3.25, v

e

are formed V. v. and v.V. and the new tests show none of the remaining vi,

1 2 2°2
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v, is a new real vertex. Thus v, goes into the final vertex-array. When

all the real-vertices have been used and all the pseudo-vertices have been

checked, the procedure ends.

vy

vy

Vy

</

Yy

3.4.2 TReal-Vertex Verification

new real vertex VILUHI*]

fig.3.26

|
m m |
n n ‘
t t ‘
i i
t
P J
|~ P -
\
|
|

Before the array of real-vertices, produced by the previous procedure

has reached its final form, two points must be examined. The existence of

nearby vertices and the very first vertex.

It has been mentioned earlier that points within the same 3x3 square

can be considered as one. This implies that vertices with distance less

other should be considered as the same vertex. It is common that the vertex

|
|
than 2’2 - max distance across the diagonal of the 3x3 square - from each |
|
|

of some - mainly acute-angles are approximated by patterns like the ones in

the Fig. 3.27. This happens because the averaging operator rounds the

sharp parts by removing the odd pixels. This of course causes the existence

of more than one real-vertex in a very small area due to abrupt changes of

direction. A solution to this problem is, to check the distances of the



64

¢
'

adjacent vertices against a certain maximum distance, within which the two
vertices are considered to be one. This is obtained by moving the elements
"of the array one position upwards and eliminating ~ by overwriting ~ the
first of the two neighbouring vertices. The aﬁove technique will take care
of the first and.last pixels which will be taken as one vertex - only one
cell apart - although both are marked as real-vertices.

The very first boundary pixel is always ; real-vertex except for one
case. The proof is the following;- -

Since the follower searches from left to right, top to bottom, the
very first boundary pixel will bé?the end of an ascending line aﬁd the

beginning of a descending ~ or an horizontal - one. Hence it is a real

vertex., But it fails when the ascending line is very close to the horizontal.

L

g—T“T__ first boundary cell
' real vertex
(1T RN

J

[ Sy

V2

Y1

[:[I” j H } bsV . [__J
fig.3.28

To cope with this after the test of adjacent vertices has been completed,
the equation of the straight line between the second and penultimate
vertex is formed and the first one is checked against it. Since it belongs
to that straight line it will be eliminated without causing any further
problems.

The existence of a pseudo~vertex in the above case will not cause any

problems if there are any pseudo~vertices between the first and the last
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real-vertices. If there is such a vertex, it will be below the first -
l )
otherwise it would have been the first —, The test for this PsV (Fig.3.28)

will be between V and Vl instead of V and Vz, but since Vl and VZ belong
to the same straight line, it will not make any difference to the f1na1

- result,

3.4.3 TPormation of Unit Clauses

This part prepares éhe data which will be consulted by the recognizer,
to make the final classification of the shape. The unit clauses created in
this phase are:—~ a) conn(cl,cl_
d) squine(cl cz,ﬂ), and e) angle(cl,k).

cz,cz) b) 11ne(clcz,n), c)_‘slope(c1 cz,m),

€ 3€ysCq aTe characters from the set ch={a,b,c,...,x,y,z}, and 2,m,n

are integer numbers.

a) conn(X,Y,Z):- The conn unit clause is the most important one because
it indicates the connectivity between the vertices and hence the structure
of the shape. The first and last variables refer to the vertices being
connected, while the one in the middle refers to the line that joins them.
For example 'conn{a,ab,b)' means that vertex a is connected to b by the
side ab. The direction of the comnectivity is important, so conn(a,ab,b)#

conn(b,ba,a).

Agg = Chig
conn(ChA¢,ChA CbA ,ChA )
Arg ™ Chdy
A2¢ +'ChA2 } Conn(ChAl,ChA1ChA2,ChA )]
) =A
Anﬁ + ChAn } conn(ChAn_l,ChA ChAﬁ,ChAﬁ) (Anﬁ 0¢)

A character array is associated with every vertex, by using the same

subscript. Successive vertices mean connected points and subsequently the
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- forming of conn unit clauses. The respective elements of the character
array ChA fill the places of the variables as shown above. Wﬂen a vertex
equal to the first is met, the end of the procedure is marked., Of course
the fact that the first and last vertices are the same, is deliberate.to
supply the'connectivity between. last and first vertex (ﬁhich would not have

been successive otherwise).

conn(a,ab,a).
conn(b,bc,c}
connlc,cd,d).
conn{d,da,a).

b .
fig.3.29

._ The example in Fig. 3.29 illustrates the order and direction of the

connectivity that gives rise to the respective conn's.

b) Line(X,n) and sqrline(X,m):- The first one is used to compare the sides

of the shape when equality is demanded. X is the.side concerned and n an
integer number representing the length of the side. The second unit clause
igs similar to Zine, but m is n2 and it is used when the theorem of Pythagoras
is needed. mn and m are calculated as the distances of conééﬁutive vertices

as shown below.

D, = A[i}[#]-Ali+1] [¢] (1)
D, = A[i][i]-A[i+1] [1] (2)

N n = s[i]
S[i] = D§+D2 v 9.5 m = (s[i])2

A[i1[#], A[i+1]1[@]: the ordinates of vertices i and i+l

A[i][1], A[i+1}[1]: the abscissae of vertices i and i+l




s[i] is an integer array and /gg:;g a real number, which means that §[i]
will be assigned the integer part of the square root. To round the number
correctly, @.5 is added to the square root. m is obtained by squa}ing n.
Both m and n have to be integer because in PROLOG (the language in which

the recognizer is written) only integers can be used. The X is filled in

by the same method as variable Y in 'conn(X,Y,Z)'.

c) Slope (X,8):~ Because of the use of a non-conventional system of co-
ordinates the slope S% of straight'line e (Fig. 3.29) is given by:~-

dx

§2 = tan B = dy

The slope is calculated by using bl and D2 from (1), (2) of the previous

calculations of the line (X,n):-

D
Tii] = -2 With D #¢ and hence
Dl 1
0[i] = =22 arctan T[i]+#.5 when D £
. 3.1416 ' 1
e[i] = 9¢° when D1¥¢

-‘+ -
This is the angle 8 in degrees that £ forms with the OX axis (clockwise is

taken as positive). © is also an integer and x is supplied as described

above. The 'slope(X,k)' unit clauses are used to indicate parallel lines.

dx

“'.Jllldy

{!
fig.3.29
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d) angle{(Z,%2):- This unit clause is used to indicate a non-convex
quadrilateral. Since the equality of anpgles of a shape is implied by the
equality of subtended sides, the angle unit clauses are of no other use.
Y is the character that determines the angle and 2 is an integer which gives
the amplitude of the angle in degrees. The amplitude a of an angle that is
left on one side of a line parallel to the OX axis and passing through its
vertex V (Fig. 3.30a) is given by:

a=l¢- ¢ )
with ¢ and 6 the slopes of the two lines of the angie as defined in the
previous section. In case of angle 8, the amplitude of R' is calculated by
(1), which however is equal to 8. The formula is different when the parallel

to OX intersects the angle (Fig. 3.30b):~

o = 18¢ - I b -8 ] (2) (angles measured

g '} X in degrees),

L
g
p \u o
~
19“\ / %
4 " 'P e ’ ‘P'
" --l‘*\
’,l ' \\‘ ( b)
J \

In a convex quadrilateral there are two angles that belong to the first
category at least, These can be found by comparing the abscissae of their
vertices. They are the ones with the minimum and maximum distance from OX
respectively. Thus.by finding the vertices with the smallest and biggest

. abscissae, the use of the adequate formula is chosen. 1In the case when

there are two maxima and two minima'the first and third angles are calculated

by formula (1). 1In both of the shapes in the example of Fig. 3.31la, the
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" angles a and ¢ are calculated by formula (1) and b and d by (2).

In a convex quadilateral (abcd) there is the following relation between
the abskissae of the vertices. |

If Vy(l) = min and Vy(2) = max, then Vy(3)>Vy(4) a;ways. This does
not happen in the case of non-convex quadrilaterals (a' b' c¢' d') and thus
is the condition for using formula (1) only for all fouf angles. Both (1)
and (2} calculate éngles smalier than 18¢°, and'so fail in the case of a
non-convex qQadrilatefal, because they éalculate the exterior of the real
angle (e.g. ¢' and c").. However this is easy to be checked by using the
known relation a'+b'+c'+d'=360° (3). If the sum is less than 36¢°, a non—
convex—quadrilateral is indicated. In the case of a"b"c"d", which is a non-
convex quadrilateral with Vy(3)>Vy(4) the formula for convex qﬁadriiaterals

is used, but the fact that (3) is not satisfied reveals it is non—conveX,

>

. b
min -

fig.3.31 (b)

SUMMARY — CONCLUSIONS

e The rePresentation of straight lines on a grid is given by sequences
of horizontal or vertical lines of pixels connected with diagonal
joints called links,

e The pattern that represents a straight line on a digital grid

remains unchanged throughout the line. Likewise the limit remains
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the same with respect to the same line.

The edge follower is a 3%3 square window centred on cells belonging
to the boundary of a shape. The eight cells round the middle cell
are checked for the next boundary cell using an n-2 sequence. A
recovery operator takes care of small gaps in the boundary.

The vertices of a shape are points at which a change of direction
is observed. -The change of direction is'implied by a change in the
pattern that representS'thé two sides of the particular vertex.
Such genuine vertices are called real—verfices.

Vertices caused by distortion of- the picture due to noise, the
camera, the screen or other reasons are called pseudo-vertices.
These may become real in certain cases.

A number of criteria checks the type of the vertices and forms two
arrays with their coordinates. The real-vertices are used to forﬁ
the equations of the sides of the shape. If any of the pseudo-
vertices are farther than a limit distance from these sides they
become real-vertices themselﬁes.

When all the real-vertices have been verified they form a final
array with their coordinates, which is responsible for the formation
of the data used by the next stage of recognition.

The data used by the recognizer carry information about the
structure of the shape — c¢omn — or its special properties such as
length of its sides, amplitude of its angles ete,

If the number of vertices identified by the vertex detector is too
large the method fails. In this case the shape is classified as

other by default.




71

REFERENCES

1. M.C.V. Pitteway:~ "Algorithm for drawing ellipses or hyperbolae with a
digital plotter', The Computer Journal, Vol.l{ﬂ, No.3, Nov. 1967.

2. S.A. Dudani:- "Region Extraction Using Bowndary Following", Rughes

Research Laboratories, Malibu, C.A., 'Pattern Recognition and A.I.',

edited by C.H. Chen, pp.217-22¢, 1976.




72

Chapter 3

SYNTACTIC PATTERN RECOGNITION

4,1 INTRODUCTION

This chapter examines a relatively new and promising approach to
pattern recognition, based on the utilization of concepts from formal
language theory. This apbroach is frequently referred to as Syntactic
Pattern Regognftion, although terms such as iinguistic pattefn recognition,
grarmatical pattern recognition and structural pattern recogﬁitioh are
often found in the literature.

The basic difference between syntactic pattern recognition and the
other approaches is that ‘the former explicitly uses éhe structure of patterns
in the recognition process, Analytical approaches? onifhe other hand, deal
with patterns on a strictly quantitiative basis, tﬁus‘ignoring inter-
relationships‘between the components of a pattern...From the viewpoint of
pattern description or moéelling, class distribution or density functions
are used to describe patterns in each class in the decision-theoretic

approach but syntactic rules or grammars are employed to describe patterns

M
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in the syntactic approach. The effectiveness of these approaches appears
to be dependent upon the particularrproblem at hand., Often a mixed approach
needs to bg applied. As a matter of fact, it is sometimes difficult to
distiﬁguish sharply between syntactic and non—syntactic‘;ecognizers. of
course the existencé of a recognizable structure is essential for the
success of the syntactic approach. For this reason, syntactic pattern
recognition research has been largely confined so far to pictorial pattern§
vhich are characterized by recognizable shapes, suéh as characters,
chromosomes and particle collisién photographs

The interest in syntactic pattern recognition may be traced to the
early 1960's, although research in this area did not gain momentum until
later in that decade. Even today, however, many of the major ﬁroblems
associated with the design of a syntactic pattern recognition system have
been only partially solved.

In the following paragraphs a general model of a syntactic pattern
recognition system is discussed, and some basic concepts of the formal
language theory are given. The two main kinds of recognizer are analysed

and some pattern recognition languages are mentioned,

4.2 SYNTACTIC APPROACH TO PATTERN RECOGNITION

The many different mathematical techniques used to solve pattern
recognition problems may be grouped in two generai approaches:— the decision-
theoretic (or discriminant) approach and the syntactie (or structural)
approach. In the decision-theoretic approach, a set of characteristic
measurements, called features, are extracted from the patterns. The
recognition of each pattern (assignment to a pattern class) is usually

made by partitioning the feature space. In some pattern recognition problems,



the syntactic or structural approach has been proposed., This approach
draws an analogy between the (hierafchical, or treelike) structure of
patterns and the syntax of languages. .Patterns are specified as being
built up out of sﬁbpatterns in various ways of composition, just as ﬁhrases
and»senéences are built up by concatenating words, and words are built up
by concatenating characperé. Evidently, for this approach to be advantageous,
the simplest subpatterns selected, called patiern primitives, should be much
easier to recognize than fhe patterns thepselves. The language that provides
the structural description of patterns in terms of a set of primitives and
their composition operations is sometimes called the pattiern recognition
language. - The rules governing the composition of primitives into patterns
are usually specified by the so-called grammar of the pattern description
language. After each primitive within the pattern is identified, the
recognition process is accomplished by performing a syntax analysis or

| parsing of the sentence describing the given patterm to determine whether
or mot it is syntactically (or-gtammatically) correct with respect to the
specified grammar, In the meantime, the syntax-analysis also produces a
structural description of the sentence representing the given pattern
{usually in the form of a tree structure).

The syntactic approach to pattern recognition provides a capability

for describing a large set of complex patterns, by using small sets of
simple pattern primitives and grammatical rules. One of the most essential
aspects of this capability is the use of the recursive nature of a grammar.
A grammar (rewriting) rule can be applied any number of times, so it is
possible to express in a very compact way some basic structural character-
istiecs of an infinite set of sentences. Of course, the practical utility
of such an approach depends on our ability to recognize the simple pattern

primitives and their relationships, represented by the composition operations.
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the structural information which describes each pattern is important, and
the recognition process includes not only the capability of assigning the
pattern to a particular class {(to classify it), but also the capacity to

describe aspects of the pattern that make it ineligible for assignment to

picture recognition or, more generally speaking, scene analysis. In this
class of recognition problem, the patterns under consideration are-usually
quite complex and the number of features required is oftem very large. Thus
the idea of describing a complex pattern in terms of a (hierarchical)
composition of simpler patterns is adopted. Also, when the patterns are
very complex and the number of possible'descriptions is very large, it is
impractical to regard each description as defining a class, Consequently,
the requirement of recognition can only be satisfied by a description for
each pattern rather than by the simple task of classification. Fig. 4.1b

|

|

|

|

|

|

another class. A typical example of this class recognition problem is
s |
shows the structural description of scene 4.la. |
|

|

|

scene A

: - / N\

object B background { (subpattern)

object}  objectE  floor M wall Nisubpattern)

fate face face fare face {subpatiern)

{a) | L T X Y Z
{b)

fig. 44

In order to represent the hierarcnical (treelike) structure information

|
|
|
of each pattern, that is, a pattern described in terms of simpler subpatterns
|
|
|
|



! Iﬂe vgrious relations or composition operations defined among sub-
patterns can usuaily be expressed in terms of logical and/or mathematical
operations, For e#ample, if concatenatiop is chosen as the only relation
(céﬁpésitioh opefatibn) used in deéc:ibing patterns, ‘then for the pattern
primitives shown in Fig. 4.2a, the réctangle in Fig. 4.2b would be
represented by the string aaaabbeccedd. More eﬁplicitly, if T+ is‘used
for.the head-to-tail éoncatenatibn 6peration,»th§ rectangle in Fig.‘4.2b
would be represented by a+a+a+a+ﬁ¥b+é+c+c+c+d+d,-and its corresponding
treelike structure would be that shown in Fig. 4.3.

_An alternative representation of the'ﬁt;uctural'information of a

pattern is a relational grakaB) Fig. 4.4b shows a relational graph

\.

(a) ( b)
fig. 4.2

a+a+a+a+b_+b+c+c+c+ c+d+d
fig. 4.3

of picture F in Fig. 4.4a. Since there is a one-to-one corresponding
relation between a linear graph and a matrix, a relational graph can also

be expressed as a relational mairiz. In using the relational graph for

pattern description, the class of allowed relations can be broadened to
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include any relation that can be conveniently determined from the pattern.
It is worth noticing thét: -
a) the concatenation is tﬁe only natural oéeration for one~
dimensional 1anguage's
b) a graph, in géneral, contains closed loops, whereas a tree does not.
With this generalization, richer descriptions can be expressed than with

tree structures.

picture F
d parkoi /- partof
f H {d /) ettt
€ circleG -"tet rectangleH

(a) part-of partof part-of partof
partof pari—of

d - -~ B
connected- ta &nnto conn-to W

fig. l..lg. . ( b) connec ted-to

‘However, the use of tree structures provides a direct chanmnel for
adapting the techniques of formal language theory to the problem of
compactly representing and analysing patterns containing a significant
structural content. Because of the adaptation of techniques from formal
language theory, the syntactic approach 1s also sometimes called the
linguistie approachk. Nevertheless, it is probably more appropriate to
consider that the techniques of formal language thecry are only tools for

the syntactic approach rather than the approach itself.



4.3 SYNTACTIC PATTERN RECOGNITION SYSTEM

A syntactic pattern recognition system can be considered as consisting

of three major parts, namely, preprocessing, pattérn description or

representation, and syntax analysis.

recognition refers primarily to the last two parts. A simple block diagram

of the system is shown in Fig. 4.5,

Usually, the term syntactic pattern

Input
pattern

Pre-processing

Pattern

Representation

Syntax

Analysis

Classification

& Description

A o o e S mm e e e e e weh s AR e R o e s em e R e -

Sample
patterns

fig.4.5

lL.earning

Grammatical

Inference

The functions of preprocessing include pattern encoding and approx—-

imation, and filtering, restoration and enhancement. An input pattern is

first coded or approximated by some convenient form for further processing.

For example, a black-and-white picture can be coded in terms of a grid (or

a matrix) of @'s or 1l's, or a waveform can be approximated by its time

samples. In order to make the processing in the later stages of the

system more efficient, some sort of data compression is often applied at

some stage.

Then, techniques of filtering, restoration and/or enhancement

are used to clean the noise, to restore the degradation and/or improve

the quality of the coded (or approximated) patterns. The output of the

preprocessor gives patterns of reasonably good quality.

Each pattern is

then represented by a language-like structure {e.g. a string).

(1

a)
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The pattern representation process consists of pattern segmentation,
and primitive (featufe) extraction. In order to represent a pattérn in
terms of its subpatterns, the pattern muét bé segmented, and the primitives
in it identified (or extracted). This means that, each’ preprocessed pattern
ig segmented into subpatterns and pattern primitives based on prespecified
syntactic or composition operations. Then, in turn, each pattern is
represented is identified with a given set of pattern primitives. At this
point, each pattern 1s represented by a set of primitives with specified
syntactic operations. For example, in terms of the concatenation operation
each pattern is reptesented by a string of (concatenated) primitives. The
decision whether or not the representation (pattern) is syntactically
correct (i.e. belonges to the class of patterns described by the given
syntax or grammar) will be ﬁade by the syntax analyser or parser. When
performiﬁg the syntax analysis or parsing, the analyser can usually produce
a complete syntactic description, in terms of a parse or parsing tree, of
the pattern, provided‘that the latter is syntactically correct. Otherwise,
the pattern is either rejected or analysed on the basis of other given
grammars, vhich presumably describe other possible classes of patterns
under consideration.

The simplest form of recognition is probably template mateching. The
string of primitives representing an input pattern is matched against
strings of primitives representing each prototype or reference pattern.\
Based on a selected matching or stmilarity criterion, the input pattern
is classified in the same class as the prototype pattern that is the best
match to the imput. The hierarchical structural information is éssentially
ignored. A complete parsing of the string representing an input pattern,
on the other hand, exﬁlofes the complete hierarchical structural description

of the pattern. In between there are a number of intermediate approaches.
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Fo; egample, a series of tests can be designed to test the occurrence or
nonoccurrence of certain subpatterns (or primitives) or certain combinations
of subpatterns or primitives. The result of the tests (e.g. through a table
look-up, a decision tree, or a logical operation) is uséd for a classification
decision. The selection of an appropriate approach for récognition usually
depends on the probleﬁ requirements. If a complete pattern description is
required for recognition, parsing is necessary. Otherwise, a complete
parsing could be avoided by using other simpler approaches to improve the
efficiency of the recognition process.
In order to have a grammar describing the structural information about
the case class of patterns under study, a grammatical inference machine is
‘required, that can infer a grammar from a given set of training patterns in
language-like representationglc) The function of this méchine is analogous
to the learning process in a decision-theoretic pattern recognition system.
The structural description of the class of patterns under study is learnt

from the actual sample patterns from the class. The learnt description,

in the form of a grammar, is then used for pattern description and syntax

analysis. A more general form of learning might include the capability of
learning the best set of primitives and the corresponding structural
description for the class of patterns concerned.

4.4 CONCEPTS FROM FORMAL LANGUAGE THEORY1P+2)

This section contains some essential ideas from formal language theory,
as related to problems in syntactic pattern recognition.

An alphabet is any finite set of symbols.

Asentence over an alphabet is any string of finite length composed of

symbols from the alphabet. For example, given the alphabet {§,1}, the
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following are valid sentences: {#,1,09,01,14,...}. The term string and word
are also commonly used to denote a sentence,

The sentence with no symbols is called the empty sentence. The empty
sentence will be denoted by 5o For any alphaBet V, V¥ will be used to
denote the set of all sentences composed of symbols from V, including the
empty sentence, The symbol v’ will denote the set of sentences V*—so. For
example, given the alphaﬁet v={a,bl, V*={so,a,b,aa,ab,bb,...} gnd
V+={a,b,aa,ab,bb,...}. |

A language is any set (nmot mnecessarily finite) of senténces over an
alphabet. |

A grammar is defined as a fourtuple:

G = (vN,v ,P,S) . | (1)

T

where: VN is a set of nonterminals {(variables);

VT is a set of terminals {constants);
P is a set of productions or rewriting rules;
S is the start or root symbol.

It is assumed that S belengs to the set VN and that VN and VT are disjoint

sets. The alphabet V is the union of sets V. and VT.

N
The language generated by G, denoted by L(G), is the set of strings

which satisfy two conditions:
a) each string is composed only of terminals (i.e. each sﬁring is a
terminal sentence. )
b) each string can be derived from S by suitable applications of
productions from the set P.
The following notation will be used. Nonterminals will be denoted by
capital letters:— S,A,B,C,... . Lower—case letters at the beginning of

the alphabet will be used for terminals:- a,b,c,... . Strings of terminals

will be denoted by lower-case letters towards the end of the alphabet:~
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VyW,Xy... . Strings of mixed terminals and nontgrmiﬁals will be represented
by lower-case Gréek letters:— ,B,Ys8y0ce &

The set P of produétions consists of expressions of the form a8
where o is a string in v’ and 8 is a string in V¥, The symbol + indicates
replacement of the string a by the string B. The symbol g'will be used to
indicate operations of the form yaégysd in grammar G, that is, g'indicates
the replacement of a by 8 by means of the production o+, v and § being
ieft unchanged. It is customary to drop the G and simply use ﬁhe symbolng

when it is clear which grammar is being considered. TFor example considering

the grammar G=(V

N,VT,P,S), where VN'—-—{S}, VT={a,b}, and P={S+aSb, S+ab},

if the first preduction 1is épplied m-1 times,
§ =aSh =aaShb »a>sb> =... a” g™ ¢
is obtained. Applying now the second production results in the string
am——lsbm—l - M E
the language generated by this grammar consists of an infinite number of
strings or sentences and can be expressed as L(G)={ambm|m;1}.

4.4.1 Types of Grammars(lb’z)

The grammars considered in this section as specific examples of
equation (1) of the previous paragraph. They are all of the general form

G=(VN,VT,P,S) differing only in the type of productions allowed in each.
An wnrestricted grammar has productions of the form o»f, where o
is a string in v’ and B is a string in V%,
A context—sensitive grammar has productions of the form ulAa2+016u2?
where o and &2 are in V¥, B is in V+, and A is in Ve This grammar allows

replacement of the nonterminal A by the string of 8 only when A appears

in the context qlAaz of strings & and oye
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A context—~free grammar has productions of the form A-+8,where A is in

N

variable A may be replaced by a string B regardless of the context in which

. s + .
V,and B is in V . The name context free arises from the fact that the

A éppears.

A regular (or finite-state) grammar has productions of the form A+aB
or A*a, where A and B are variables in VN and a is a terminal in VT'
Alternative valid productions are A+Ba and A»a. . However, once one of the
two types has been chosen, the other set must be ekcluded.

These grammars are sometimes called type @, 1, 2 and 3 gramnars,
respectively. They are also often referred to as pkrase structure gGranmars.

It is interesting to notice that all regular grammars are context—free
all context-free grammars are context—sensitive and all context—sensitive
grammars are unrestricted. As expected, unrestricted grammars are
considerably more powerful than the other three types. However, their
generality presents some serious difficulties in the theoretical and
practical applications of the parameters. This is also true of context-
sensitive grammars. There is also a major difference between type §, 1,2
and 3 grammars. A type 3 grammar is a finite machine and can be recognised
by a finite automaton, while the others cannot. They are recognized
though by other automata wﬁich can also recognize type 3 grammars. This
is very important for grammatical inference.

4,5 TORMULATIQON OF THE SYNTACTIC PATTERN RECOGNITION PROBLEM(z)

Using the concepts of the previous sections, the problem of pattern
recognition described in paragraph 3 can be regarded as follows. Suppose
that two pattern classes Wy and w,, are congidered. ZLet the patterns of
these classes be composed of features from some finite set. These features

will be called terminals and denote the set of terminals by VT. The term
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primitiveélis also often used in syntactic pattern recognition terminology
-to denote terminals., Each pattern may be considered as a string or
sentence, since it is composed of terminals from the set VT. Assume that
there exists a grammar G with the property that the language it generates
consists of sentences (patterns) which belong exclusively to one of the

1

classification since a given pattern of unknown origin can be classified

pattern classes, say @ This grammar can clearly be used for pattern

 as belonging to wy if it is a sentence of L(G). Otherwise the pattern is

assigned to Wy - For example, the context-free grammar G=(VN,VT,P,S) with

VNz{s}, VT={a,b}, and production set P={S+aaSb, S-aab }, is capable of
generating only sentences which contain twice as many a's and b's.
Considering a hypothetical two-class pattern recognition problem in which

the patterns of class W  are strings of forms aab,aaaabb, etc., while the.

1

patterns of w, contain equal numbers of a's and b's (i.e. ab,aabb, etc.),

2

it is clear that classification of a given pattern string can be generated

by the grammar G discussed above. If it can, the paglern belongs to g -

If it can not, it is automatically assigned to Wy - The procedure used to
determine whether or not a string represents a sentence which is grammatically
correct with respect to a given language is called parsing.

The above classification scheme assigns a pattern into class w, Strictly

2
by default. However, it-is possible that the pattern does not belong to

®, either. It may represent a noisy or d;storted string which is best
rejected, In order to provide a rejection capability it is necessary to
determine two grammars, G1 and G, which generate languages L(Gl) and L(GZ)'
A pattern is assigned to the class over whose language it represents a
grammatically correct sentence, If the pattern is found to belong to both

classes it may be arbitrarily assigned to either class. If it is not a

sentence of either L(Gl) or L(GZ)’ the pattern is rejected. Thus in the
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oy -M-glasé cése M grammars and their associated languages L(Gi)’ i=1,2,...,M.
An unknown pattern is classified into class Wy if aﬁd only if it is a
sentence of L(Gi)' If the pattern belongs te more than one 1aﬁguage, or
if it does not belong to any of them, it may be arbitrarily assigned to

(1d)

one of the ambiguous classes or rejected, respectively. A block diagram

of the syntactic recognizer is shown in Fig. 4.6.

x
h
—
(o)}
3
pet

— i v— m— — — — — —

. Refogmzer

4.6 SYNTAX-DIRECTED RECOGNITION(Z)

It has been indicated that formal grammars can be used for pattern
recognition by determining whether a given pattern represeﬁts a terminal
sentence which can be generated by any of the grammars under consideration
for a specific problem. The procedure that determines whether or not a

given pattern represents a valid sentence, in formal language theory, is




known as parsing. Basically, two main types of Parsing techniques will

be considered: top-down and bottom—up. By referring to a tree structure
the following analogies can be drawn, The top or root of the {inverted)
tree is the start symbol S. The terminal sentences (patterns) represent

(4)

the bottom or leaves of the tree. The top—down technique starts with

the root symbol S and, through repeated applications of the productions

of the grammar, attempts to arrive at the given terminal sentence; The
bottom~up approach, on the other hand, starts with the given sentence and
attempts to ar:ive:at the symbol S by applying the productions in reverse.

In either case, if the parse fails, the given pattern represents an incorrect
sentence and is therefore rejected.

It is evident that the parsing schemes described above are inherently
inefficient since they involve essentially an exhaustive search in the
applications of the productions of the grammar. However, it is séldom
necessary to carry a sentence of productions all the way through, since
partial results can be checked against the desired goal in order to determine
whether a given sequence of produétions has the potential to produce a
successful parse.

The parsing process can be further improved by employing the rules of
syntax of a grammar. Syntax is defined as the concatenation of objects.

A rule of syntax states some permissible (or prohibited) relations between
objects. TFor example the concatenation www never occurs in the English
language. In this terminology, a grammar is nothing more than a set of
rules of syntax which define the permissible or desired relations between

objects. A syntax—directed parser, therefore, employs the syntax of the

grammar in the parsing process.



4,6.1 Recognition of Graph-Like Patterns(z)
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The problem with the previous approach is that, scanning for the
brimitives or substructures of interest in a two-dimensional situation.
could be a formidable task for a machine. Today, the most successful
attempts in thig area have involved patterns which can be reduced to graph-
like structures, -
An interesting application of linguisitic concepts to pattern
recognition is the Picture Description Lanéuage (PDL)SS’s) A primitivé
in PDL is any n-dimensional structure with two distinguished points, a taii
and a head, as shown in Fig. 4.7a for twoFdiménsional structures, It is
worth noticing that a fairly general structure can be abstracted as a
directed line segment siﬁce there are only two points of definition.
A primitive can be linked to othe% primitives only at its tail and/or
head. On the basis of this permissible form of concatenation, the structures
of PDL are directed graphé, and can be handled by string grammars. The‘
principal rules for the concatenation of abstracted primitives_aré shown
in Fig. 4.7b. It is impartant to point out thét blank primitiveé may be
used to generate seemingly disjoint structures while preserving the rules

of connectivity. Also, it is often useful to consider a null point

primitive having identical head and tail.

-—-/
3 a+b
tail head ?} axb
2 a-b
b
abstracted
primitive a
<::::::} asbh

(a)
(b)

fig.hl
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When n—ary relations are involved, a graph-representable description
can be obtained by transforming all relations into binary ones. A unary
relation r(x) can be changed to a binary one r'(Xll) where A denotes the

*hull' primitive. The relation r(X Xn) (n>2) can be transformed into

1,-.-’

a composition of binary relations, such as:
| r, (Xl,r2 (Xz, ceesT 4 (Xn_1 ,Xn))
or into a conjunction of binary relations
Ty (Xy10%g ) Ary (yy s Xppdhen by O y5%5)
or into a combination of these. For example, the ternary relation TRIANGLE
(a,b,c) would be transformed into either one.gf the following equivalent
binary relations:-—
CAT(a,b)ACAT(b,ec)ACAT{c,a) or &A(b,CAT(a,c))
where CAT(x,y) means that head(X) is concatenated to tail(Y), that is,
CAT(X,Y)=X+Y and A(X,Y) means that the line X is connected to form a triangle
with the object Y consisting of.two concatenated objects.
Another grammar, which generates languages with terminals having an
arbitrary number of attaching points for c0nnécting to other primitives or

(8)

sub~patterns is the PLEX grammar. The primitives of the plex grammar

are called N-attaching point entities (NAPEs). Each production of the plex
grammar is in a context-free form in which connectivity of primitives or
subpatterns is described by using explicit lists of labelled concatenation
points (called joint lists}. Sentences generated by a plex grammar can be
transformed to directed graphs, by assigning labelled nodes to both
primitives and concatenation points or by transforming primitives to nodes
and concatenations to labelled branches.

An extension of the conceﬁt of string grammars to grammars for labelled

(9)

graphs are the WEB grammars. Labelled node—oriented graphs are explicitly

used in the productions. Each production describes the rewriting of graph
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@ into another graph B and also contains an embedding rule E which
specifies the connection of O to its surrounding graph (host web) when o
is rewritten, |

A further generalization of string grammars to graph grammars can be
done byrincluding non-terminal symbols which are not simple branches or
nodesgloo An mth-order non-terminal structure is defined as an entity that
is connected to the rest of the graph by m nodes. In particular, a. second-
order structure is called a franch structure and a first;order structure a
node structure. Then an mth—order context—freg grammar Gg is a quadruple

P,S) where V_ is a set of mth-order non-terminal structures:-~

N

Gg=(VN,VT,

nodes, branches, triangles,..., polygons with m vertices; VT ig a gset of
terminals:— nodes and branches; P is a-finite set of productions of the
form A+a, where A is a non-terminal structure and a a graph containing
possibly both terminals and non~-terminals (ﬁ is connected to the rest of
the graph through exactly the same nodes as A); S.is a set of initial
graphe, The expression A*B denotes that the two graphs A %nd B are
comnected by a pair of nodes, and N(A+B+C) denotes that the graphs A,B and
C are copnected through a common node N. Finally ANB denotes a non-terminal
subgraph consisting of a branch structure A with nodes X and Y connected to
the node structure N through Y and a branch structure B with nodes Y and 2
connected to N through Y. The subgraph is connected to the rest of the
graph through the nodes X and Z. TFig. 4.8a,b and ¢ illustrate the above.
Another interesting application of syntactic pattern recognition
deals with automatic classification of chromosomesg7) A context—free
grammar classifies a chromosome as being either submedian or telocentrie.

The primitives used in this application are shown in Fig. 4.9a; typical

submedian and telocentric chromeosomes are shown in Fig. 4.9b.
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ebabchab

abcbabdbcbabdb

fig. 49 (b}

In terms of these figures, operator '.' is interpreted as describing

simple conmectivity of parts as a chromosome boundary is tracked in the
clockwise direction,

(2)

4.6.2 Recognition of Tree Structures

In order to handle tree structures it is necessary to modify slightly
the concept of a grammar. A tree grammar is defined as a quintuple

G=(V P,R,S) (2)

ooV

where VN and VT are, as before, sets of non—-terminals and terminals,

respectively; S is the start symbol which can, in general, be a tree;

P is a set of productions of the form O*¢y, where § and y are trees; and
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R is a ranking function which denotes the number of direct descendants of
a node whose label is a terminal in the grammar. An example of a tree

grammar is illustrated in Fig. 4.10.

e 1 A A1
ANVANVANE
(a) l
g
(b) R(r}=2  R{)=21  Rie)=1

_mm:ﬂ Ricl=1
(c)

4.7 LEARNING AND GRAMMATICAL INFERENCE(IQ)

The use of formal linguistics in modelling natural and programming
languages and in describing physical patterns and data structures has
recently received increasing attention. Grammars or syntax rules are
employed to describe the syntax of languages or the structural relations
of patterns. In addifion to the structural description, a grammar can also
be used to characterize a syntactic source which generates all the sentences
(finite or infinite) in a language, or the patterns belonging to a particular
clasg. In order to model a language or to describe a class of patterns or
data structures under study more realistically, it is hoped that the
grammar used can be directly inferred from @ set bf sample sentences or a
set of sample patterns. This problem of learning a grammar bésed on a set

of sample sentences is called grammatical inference.
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The probiem of grammatical inference is concerned mainly with the
procedures that can be used to inferrthe sy?tactic rules of an unknown
grammar G, based on a finite set of sentences or strings, St from L(G),
the language generated by G, and possibly also on a finite set of strings
from the complement of L(G). The inferred grammar is a set of rules for
describing the g_iven finite set of strings from L{G) and predicting other
strings which in.some sense are of the same naturé as the given set. A

basic block diagram of a grammatical inference machine is shown in Fig.4.11.

source S = (1. % oky) inference inference
+ - [ ) [l Tiad | ’
grammat g algorithm grammar G,

fig.4M

The inferred grammar for St is considered to be good if it yields a
satisfactory result. In recent years some measures of goodness have been
defined in terms of complexity of the inferred grammar, and they have been

applied to grammatical inference problems.

SUMMARY — CONCLUSIONS

o The syntactic approaéh to pattern recognition provides a capability
for describing-a large set of complex problemﬁ, by using small sets
of simple pattern primitives and grammatical rules.

e A syntactic pattern recognition system consists of three major

parts: preprocessing, pattern description or representation and

syntax analysis.
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e Preprocessing functions include pattern encoding, approximation
filtering, restoration and enhancement. Pattern representation
consists of pattern segmentation and feature extraction. Syntax
analysis or parsing makes the decision whether or not the pattern
belongs to the class described by the given syntax and grammar.

=terminals,

e A grammar is defined as:- G=(V_,V,_,P,S) (VN=nonterminals, \Y

T? T

P=productions, S=start symbol). The commonest grammars are the:-
unrestricted, contex—sensifivé, contex—free and regular.

e An unknown pattern is classified into clasé Wy if and only if it
is a sentence of language L(Gi)’ i=1,2,3,...,M. Otherwise it 1s
rejected.

e The two main parsing techniques are top-—down and bottom—up. Top-
déwn starts with the start symbol S and attempts to reach the
terminals with repeated applications of the productions P. Bottom-—
up 1s the reverse procedure.

e A syntax directed parser employs the syntax of the grammar in the
parsing procéss.

e Picture Description Language is implemented as an application of

graph-like pattern recognition.

¢ In order to modify tree structures the ranking function, R is
introduced to the fourtuple of grammar.

e Grammatical inference deals with the problem of learning a grammar,

based on a set of sample sentences,
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(:_h_'a'p'ter | 5

'THE RECOGNIZER

5.1 INTRdDUCTION
After the pattern has been preprocessed and its main features have

been extracted, it is segmented into subpatterns called pattern primitives,
which are easier t6 recognize than the patterﬁ itself. Thus the strucéure
of the pattern is described by a pattern recognition language that is based
~on the set of primitives and their composition operations. The rules
governing the composition of the primitives into patterns is usually
specified by the gramar of therpattern description language. After each
primitive within the pattern is identified, the pétteru is ready to be
recognized., The recognition process is accomplished by performing a syntax
analysis or parsing of the sentencg describing the given pattern to determine
whether or not it is syntactically (or grammagically) correct with respect

to the specified grammar, TFinally the pattern is classified, i.e. it is

assigned to a particular class determined by the above mentioned grammar.
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The recognizer discussed in this chapter is capable of recognizing
three-dimensional objects that consist of simple straight-line two-
dimensional shapes. It functions in two stages. 1In the first stage all
the 2-D shapes, which are eventually the visible sides pf the 3-D object
to be recognized, are classified by a 2-D recognizer. Then, in the second
stage, a 3-D recognizer is called to classify the 3-D object composed by
the 2-D sides previously recognized. Both recogpizersrbelong to the top-
down type, i.e. they start with the start symbol (root of the tree) and
attempt to arrive at the given terminal sentence, by repeatedly appiying
the productions of a certain grammar. The grammar used is a string gramar
which means that the primitives or terminals are strings (of some special
form because of the use of PROLOG), with-concatenation as the main relation
between them. TFinally both recognizers are written in PROLOG.

The following sections attempt to analyse the function of the recognizer,
First an introduction to PROLOG is given for better understanding of the
special primitives used. Then the recognizer is examined in two parts,
the 2-D recognizer and the 3-D recognizér..

5.2 AN INTRODUCTION TO PROLOG(U

PROLOG is a simple and powerful programming language for non—numeric
apﬁlications. It was originally devised around 1972 for the purpose of
implementing a natural language question-answering system at the University
of Marseille. A PROLOG compiler/interpreter for the DEC-system—1¢ has been
produced at the University of Edinburgh.

The basic idea of PROLOG is that a collection of logic statements of
a restricted form (clauses) can be regarded simply as a program, and that

the execution of such a program is nothing other than a suitably controlled
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logical deduction from the clauses forming the érogram. A PROLOG program
can be regarded as a collection of statements of fact - the declarative
view, The program can also be understood as 2 number of procedure
definitions - the procedural view. The different clauses in a procedure
represent alternatife cases of the procedure. The appropriate clause (or
clauses) is selected by a pattern matching operation (unification, explained
later on) according to the form of the procedure call. Pattern matching
is the sole data manipulation operation. Data items in PROLOG are called
terms and may be thought of as complex record structures written in a
-textual, machine independent form, not involving the notion of reference
or,pointer; |

Prééedures:— A PROLOG program consists of a sequence of statements
‘called c¢lauses. Here is a simple example, consisting of six clauses:

descendant (X,Y):— offspring(X,Y).
descendant (X, Y):~ offspring(X,Y), descendant(¥,Z).
offepring (abraham,ishmael). offspring(abraham,isaac).

of fspring (isaac,esau). offaspring(isaac,jacob).

Clauses can be understood in two ways. Firstly, they can be interpreted
as statements of faet., For instance the first clause says that, whatever
may be the values of the variables X and Y, 'Y is a descendant of X if Y
is one of the offspring of X'. And the last clause says that 'jacob is
one of the offspring of isaac'. Note that the variables in different
clauses are considered distinct, even if they have the same name. The
second way to understand clauses is as pieces of progfaﬁ. Fach clause
corresponds to a case of a procedure. Looked at in this way, the first
clause can be read as 'To find a Y that is a descendant of X, find a Y
that is one of the offspring of X', and the last clause as 'When séeking

an offspring of isaac, return the solution jacob'.



98

The six clauses of the example serve to define two procedures, named
'descendant' and 'offspring'. Each clause consists of a head or procedure
entry point, followed by a (possibly empty) body. A clause with an empty
body is called a unit clause. A PROLOG program works as follows:—

To run the program, one provides an initial goal such as:-

descendant (abrahan, X) .
The result of exécuting this goél will be to enumerate descendants of
abraham and return them, one by oné, as values of the variable X. In order
to execute such a goél, the PﬁOLOG systemAmatéhes it against the head of
some clause and then executes the goals (if anys in the body of that clause, -
in left=to-right order. 1In seeking a match, PROLOG tries the‘clauses of
procedure concerned, in the order they appear in the program text. The
matching pfocéss, known technically as wunifZcation, succeeds if the goal
and the clause head can be made identical by f%1ling <n suitable values
for the variables. For example the goal 'offspring(¥X,ishmael)’ matches
the first clause for 'offspring' if X is given the value 'abraham'. The
variable X is then said to be Zustamtiated to abraham. When one solution
to a goal has been finished with, or when no match can be found for a goal,
the PROLOG system backtracks.That is, it goes back to the most recently |
executed goals, and looks for an alternative match. 1f backtracking ‘
generates more than one solution to a goal, the corresponding procedure is
said to be non—determinate. _ |

In the example above suppose that the initial goal 'descendant (abraham,X)' |
is executed. Through matching the goal against the first clause for
'descendant', PROLOG starts off by looking for‘the immediate offspring of
abraham, and returns successively X='ishmael' and X="isaac'. Then back-
tracking causes the second clause for 'descendant' to be used. This results

in the 'descendant' procedure being called recursively for each of the




99

abraham's offspring, giving further descendants, esau and jacob.

Structures:;— PROLOG data objects are called terms. Variébles and
unstructured constants are terms called atoms. lPROLOG also proviﬁes for
structured data objects called complex terms. An example is the binary
tree data type. The following procedure checks whether a particular item
is present in an ordinary binary tree

nl(X, tree(T1,X,T2)). )
in(X,tree(T1,Y,72)):~ before(X,Y),in(X,T1).
in(X,tree(T1,Y,T2)):~ before(Y,X},in(X,T2).

Here 'tree' is a functionof 3 arguments. It can be thought of as a record
type with 3 fields. The arguments stand for the left subtree, the item
at the root node, and the right subtree. The first clause says that X is
present in the ordered binary tree <Tl,X,T2>, for any values of X,Tl and T2.
.The last clause says that X is present in the ordered binary tree <T1,Y,T2$
if Y is before X and X is present in T2, for any values of X,Y,T1 and TZ.
Another, very commonly used data type is the 1¢s¢. For example, the
PROLOG procedure for concatenating lists is:—

concatenate([),L,L}.
concatenate({X|L1],L2, (X|L3}):~ concatenate(L1,L2,L3).

From a practical point of view, PROLOG enables the programmers to
write clearer, more concise programs, with less effort, and with less
likelihood of error. The language could perhaps be summed up as pointer
manipulation made easy.

PROLOG has been put to practical use in a number of areas outside pure
research. Examples include a package for doing algebraic symbol crunching,
an architecturél design aid to assist in planning the layout.of a building,
a system to help predict the properties of organic compounds, and the

implementation of a compiler (DEC-1¢ PROLOG). Appliéations within



Artificial Intelligence research include programs for plan generation,
equation solving, natural language analysis, and solving mechanics problems.
All the above are large and complex programs which would probably never
have got written at all with the available manpower, were it not for the

relative ease of writing them in PROLOG.

5.3 THE 2-D RECOGNIZER

Although this is basically part of the recognizer of 3-D objects, it |
could also be viewed as a separate program capable of recognizing 2-D shapes. Y
The 2-D recognizer has as its input sets of priﬁitives representing 2-D T
shapes and classifies them into one of the following three classes:-

a) triangle

b) quadrilateral

c) other
Once the shape has been assigned to one of the first two classes a further
classification is obtained by using relatiéns between the features of the
studied shape. TFor example a triangle Witﬁ_twélequal sides is an Zsosceles—
triangle or a quadrilatefal with two pairs of parallel sides is a parallelogram
etc. Each of these primaryor secondary classes is considered as a separate

goal and is subject to a different grammar. In Fig. 5.1 the function of

the 2-D recognizer is shown, in the form of a tree structure.

<72-D shape >

L triangle> < quadrilateral > < other >
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5.3.1 Triangle

A triangle is defined by three straight line segments connecting
together three points which are not in the same straight line. The three
straight line segments are called the sides of the triangle and the points
are called the vertices of the triangle. From the definition of the triangle
it is obvious that sides are its main components. These can be represented
by bredicates of the form:- conn(A,AB,B). Where. A and B are the two vertices
connected by the side AB and conn stands for cénnect, which is the relation
between A and B. Thus a triangle is considered as the structure that
consists of the conjunction of three conn predicates, expressing the |
relation between its three vertices and three sides. For example triangle
(a,b,c) is given by the following clause:-

triangle(A,AB,B,BC,C;CA):—conn(A,AB,B),conn(B,BC,C),conn(C,CA,A).

by substituting variables A,B,C with a,b, and c respectively.

Predicate conn is considered as directed and thus comnla,ab,bl?
eonn(b,ba,a). By convention the clockwise rotation order is used, because
that is the direction in which the boundary follower wofks. The purpose
of keeping a certain direction is to cope with ambiguaus situations where
two 2~D shapes have common sides (more in the 3-D recognizer).

Every triangle is considered with respect to one of its vertices as
a point of reference. Thus if for example the data is:~ connﬁa,ﬁb,b).,
conn(b,be,e)., conn(e,ea,al)., the question ’shape(b,X)'. will be answered
by 'shape (b, triangle)’., which means that 'there is only one shape connected
to vertex b, and this is a triangle'. If other alternatives are sought,

the answer will be that 'there are not any'. However, if the question is

*
',! is the symbol for logic AND and ';' the symbol for logic OR in

PROLOG(Z)



put more generally 'shape(Y,X)', that is 'name all the triangles connected

to any of the vertices' the answer will be 'shape(a,triangle)', with
'shape(b,triangle)' and 'shape{c,triangle)' as the alﬁerﬁatives of the
first answer. The actual triangle is one and the two alternatives represent
the same triangle with respect to a different vertex each time. This of
course may.prove confusing when the data represent more than one triangle
(or shape in general) connected with common vertices or even sides (3-D
case). In the last case it is undesirable that a triangle once identified
as such, is takeﬁ under consideration again within the same frame. This is
achieved by using the predicate assertl(a trigngleﬂA,X;ELI;C;Z))Sz) wﬁich
adds the unit clause a triangle(A,X,B,Y,C,Z) at the end'of the database.

By modifying the definition of the triangle as follows the two previously
mentioned problems are solved.

trian(4,X,B,Y,C, 2}) i~ conn(A,X,B),conn(B,Y,C),conn(C,Z,4),
not{atrian(4,X,B,Y,C, 2)),
not (atrian(B,¥,C,Z2,A,X)},
not (atrian(C,2,A,X,B,¥)),
assert (atrian(4,X,B,Y,C,2}).

Referring to the same example mentioned above, the assert predicate will

add to the data the unit clause atrian{a,ab,b,be,c ca), which will effectively
remove trian(a,ab,b,be,c,cal from the data (since not(atriaﬁ(d,ab,b,bc,c,ca))
will become false) énd hence the same triangle will not be taken into

account when alternatives are asked for. The extra two not(atrian(...)})
predicates will prevent any recycling, and so to the original question
'shape(Y,X)' will be given only one answer, 'shape(a,triangle}’. (it is

'@ because comn(a,ab,b) happens to be the first unit clause in the data).
After the recognition of the same frame has been completed a special clause

called Tnit 2D (see Section 5.4) will retract all atrian's from the data
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to allow the next frame to be recognized correctly. Fig. 5.2b shows the
tree-like structure of the definition for the triangle, and a illustrates

- the example of 5.3,1.

£ trian(A X,BY,C,Z})>

connlc.ca,a)l connfa,ab,b)

conni{bbcc) 0

<conn (A, X,B)> <conn(B,Y,C)> <conn{C,ZA)>

trianla,ab,bbc,cal.

a) tig.s2 B

5.3.2 Quadrilateral

A quadrilateral is defined by four co-planar points every three of

which are not in the same line, connected together by four straight line

segments. In othgr words a gquadrilateral consists of four vertices and
four sides. By using arguments similar to the ones in the case of the
trianglé the definition of the quadrilatgral couid well be, a sequence of,
four consecutive comn's with the apprOpriéte nothQMadriZ(...))'s and an
assert{aquadril(...)) at the end. This is correct, apart from the fact
thét, since the Z;D recognizer is deemed as a part oflthe 3-D one, two more

things must be taken inte account. Fig. 5.3 explains these two cases.
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(a)

(b) ()

not(conn{DMB))
- A [
/ 8
D
not{conniAN,C)), c C(#B c ‘
A#D \
|

fig.5.3

Since a quadrilateral is considered as a 2-D shape, there should not
be any straight line segment representing either of its diagonals. This
implies that such clauses as comn(4,N,C) or conn(D,M,B) or the symmetric |

ones eonn(C,L,A) or eonn(B,K,C), should not exist in the database, Thus if

triangles connected by a common side rather than a quadrilateral. Supposing
now that the following clauses exist in the database:-

any of the above cases exists then the shape will be interpreted as two
1) econmn(a,ab,b). 2) comn(b,be,e). 3) connle,ca,al. ‘
4) econn(b,bd,d). 5) eonn(d,de,c). 8} ecomn(e,eb,b). ‘
Considering the suggested definition of the four conn'’s, there should not
be any quadrilateral because of the conn's no.2 and 6. But the following

combination may give rise to a false quadrilateral:-—

(1) ... conn(A,W,B),conn(B,X,C),conn(C,Y,D},conn(D,2,4) ...

conn{a,ab,b).,conn(b,ba,al., connla,ab,bl.,conn(b,ba,al.
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which is a quadrilateral according to the definition (1), since there is
neither connfa,aa,a) nor eonn(b,bb,b). Thus care must be taken that A#C .
* .
and B#D.
After this discussion the definition of the quadrilateral becomes:-

quadril (A, W,B,X,C,Y,D,2) : - conn(A W,BJ,conn(B,X,C},conn{C,¥,D),
eonn(D, Z,4),

not (conn (A, X,C)),not(eom(C,L,A)), (A\==C),
not (conn(B,M,D)) ,not (conn(D,N,B)}, (B\==D),

not (aquadril (A, W,B,X,C, Y, D, 2) ),
not (aquadril (B, X,C,Y,D,2,A,W) },
not(aquadril (C,¥,D,2,A,W,B, X},
not(aquadril(D,Z,4,%,B,X,C,Y}),
assert(aquadril(A,W,B,X,C,Y,D,2)).

The tree~like structure of the definition for the quadrilateral is

illustrated in Fig. 5.4.

<quadril (AW,BX,CY.D,Z}>

— | N

Conn{AW,B) Conn(B,X,.CH {conn(CY,DP &onnlD,ZA) Conditions)

conditions :-  {onn{AKCH {conn{C.LAD {conn(BMDY (conn(D,N BY
(A:0) (BD

fig.54

As in the case of triangle, the operation Zmit 2D will. clear all the aquadril

*A#C can be expressed in PROLOG by "A=\=C' which means that integer
expressions A and C are not equal, and A\ ==C' which means that A and C
are not identical. Here the second expression is used to denote that
vertex A and vertex C are not identical or in other words they do not

coincide. Obviously the second expression is stronger than the first one.



106

clauses, preparing the 2-D recognizer for the next application.

5.3.3 Secondary Classes for the Quadrilateral

So far the only unit clauses used were the conn’s,. denoting the basic
structure of the main figure. These are enough to méke a first classification
of the 2-D shape to one of the primary classes, that is triangle or quad-
rilateral. If a further classification is required, then the other unit
clauses related to the 2-D shape supplied by one of the previous procedures
(Section 3.4.3), must be used., These unit clauses are:- IZne(X,X),
sqriine(X,L), slope(X,M) and angle(X,N). The comparison of unit clauses
of the same type for a quadrilateral can reveal equal sides and angles,
parallel sides, and right angles. Before examining each secondary class
in detail the definition of some of the operations between the unit clause
is given.

equalline(X,Y):~ line(X,M),line(Y,N),equall (M,N).

This says that two lines are equal if the integer numbersM and N that
represent their length satisfy the clause equgll(M,N). The latter is true
if the absolute difference of the two numbers is smaller than two. Similarly
equal2(M1,N1} is true if the absolute difference between the two numbers
(which in this case are the squares of the previous ones M and N) is smaller
than four.

paral(X,Y):— slope(X,M),slope(Y,N),equalslope(M,N).

Two sides are pa.rallel if their slopes (aefined by 3.4.3c), satisfy the
clause, equalslope(M,N). This is true if the absolute difference between
M and N (in degrees) is less than three degrees.

rect(X,Y):—- slope(X,M),slope(Y,N),right(M,N).

Finally two lines are perpendicular if right(M,N} is true, i.e. if the
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absolute difference of. the two slopes differs in absolute value from
_ninety degrees less than three degrées.

| The secondary classes have in common the fact that they are all
quadrilaterals in the first place and-then, dépending on the relations
between their sides ‘and angles are one of: a) parallelogram, b) rectangle,

¢) square, and d) rhombus.
|

paréng(A, W,B,X,C,Y,D,2):~ .quadril (A, W,B,X,C,Y,D, Z),paral'(W, Y),paral(X,2). ‘

a) parallelogram:~ A parallelogram is a quadrilateral with its
opposite sides parallel to each other in pairs. Thus the definition of a

parallelogram 1s:—

A parallelogram and its tree-like structure is given in Fig. 5.5.

y <paralgrm {AW,BXCY,DZ)>
A

D
B/ CD
DA/ BC
L B

(quadrit (AW,BX.CY.0ZD{paraliW,Y)) (paral (X.Z )
(b)

(a)
fig.5.5

b) rectangle:~ A rectangle is a parallelogram with two of its sides
perpendicular, i.e. forming a right angle. The definition of a rectangle
is given by:- - |

‘vectan (4, W,B,X,C, Y, D, 2) :~ paralgrm(A,W,B,X,C,Y,D,2) ,rect(W,X).

Fig. 5.6 illustrates a rectangle and its tree-like structure.
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9
=

- <rectan(AW,BXCY.DZ D>

AB /1 CD _
DA N BC '
- AB L BC

(par_'algrm(A.W,BX.E,Y,D,Z))(recHW,X))
(b)

[ ]

B

(a)
fig.5.6

e) square:— A square is a rectangle with two adjacent sides equal.
Its definition is:-—
square (4, W,B,X,C,Y,D,2) :~ rectan(A,¥W,B,X,C,Y,D,2),equalline (¥, X).

A square and its tree-like structure is shown in Fig. 5.7.

D A .
AB=/CD <squar{AW.BXLY.DZP>
DA=/I BC
A8 L BC / \ |
C B :
(a) Grectan( AWBXCY.DZI) Gqualline(W,X))
a ) .

(b)
fig. 57 -

A

d) rhombus:- A rhombus is a parallelogram with two adjacent Sides
equal. The definition of the rhombus is:-
rhomb (A, W,B,X,C,Y,D,2) :- paralgrm(A,W,B,X,C,Y,D,Z),equalline (W,X).

Fig. 5.8 illustrates the rhombus and its tree-like structure.
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B A <rhomb(AWBXCY.DZ>

ABI=(CD :
' DAJ=BC
( B

(paralgrm{ AW, BX.CY.DZ) {equalline (W,XD

b) .
fig.58 (o)

This was the 2-D recognizer examined as part of the 3-D recognizer.
At the end of this chapter there will be a section examining the 2-D
recognizer as an autonomous system, capable of recognizing single (unconnected)

2-D shapes.

5.4 THE 3-D RECOGNIZER

This is the second part of the recognizer, and its task is to recognize

simple objects compbsed of sides which the 2-D recognizer can identify.

Before attempting to describe how the 3-D recognizer works, it would be
helpful if the representation of 3-~D objects on a 2-D picture was examined
first.

"It was said in the previous sections that a 2-D shape is a combination
o? a number of sides and vertices (three and four respectively) connected
together in a particular way. Since the shapes are considered to be planar,
a 2-D representation of them would be sufficient to describe exactly their
structure. In other words a 2-D shape is by definition whatever its
structure tells that it 1s and nothing else.

On the other hand a 3~D shape is a composition of 2-D.shapes (in this

case triangles and quadrilaterals) joined together by common sides - edges -—.
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Thus. if a.one-to-one correspondence was tried between a 2-D and a 3-D sghape
this would be:

" points(vertices) + straight line segments(sides) + 2-D ghape

i |

straight line segments(edges) + 2-D straight line shapes(sides) + 3-D shape

1t is obvious that the best space for a perfect representation of 3-D shapes
would be the three dimensional space. But even in this case the fact that

some 2-D sides prevent the observer from having a direct view.of all the |
other sides, makes it difficult for him to categorically identify the object.
Actually he may neéd to either move or move the object itself in oxder to
give a definite answer. The difficulties increase when an answer is attempted
from a 2-D representation of a 3-D shape. Acéually the 2-D representation
of a 3-D object looks like a combination of 2-D shapes gonnected together by
common sides. The difference is that these 2-D shapes are not what they
appear to be, but they represent the visible sides of the 3-D object as
these are seen from a particular angle. Taking into account the factor of

perspective; things become more complicated., For example a 3-D shape

composed by a triangle ABC and a trapezium ADEB could well represent a prism

or a square-pyramid (Fig. 5.9). Depending on the angle of view, perspective

A D A D A
| - —=
/ -
F,/ -7
¢ E ———=L_ &S\
\.\ ""--.__
B B

S S

E - -
{a) (b} | (c}
fig.59




“could make the actual-parallelogram ADEB (Fig. 5.9b) look like a frapezium

(Fig. 5.9a). On the other hand siﬁce there is no clue about the invisible
side of the particular sﬁape two possible solutions could be the ones shown
by Fig. 5.9b and c. Considering all these pbssibilities, the 3-D recognizer
tries to classify tﬁe given representation making a number of assumptions
each time. These assumptions will be seen in detail when every class is
examined.

Another interesting point is that the question given to the recognizer
is:~ 'shape(a,X)', that is the.given,object is examined with respect to its
vertex (3D-vertex) 'q'. Since the way the vertices of the 2-D shapes are
marked depends on the order that they‘are met in the picture, many
possibilities can occur for each 3-D ;hape. The idea is that the first
triangle met is marked as ABC then the second one is marked DEF. Now if
BC and EF are fhe common sides of'tﬁe two triangles then EF is substituted

by BC and the whole 3-D shape becomes ABCD (Fig. 5.1¢). The two iriangles

A B A

—

fig.5.10

are now ABC and BDC. The condition that checks if two points are near
enough to represent the same vertex is their distance to be less than three

(units of length). If this happens the letter that represents the vertex
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of the second shape is replaced by the one representing the vertex of the
first one. In the example above F becomes B and E becomes C.

The classes that will be discussed in the following sections can be
-grbuped into three larger groups. The first group contains 3-D shapes
consisting of triangles only, the second group examines 3-D shapes consisting
of both triangles and quadrilaterals and the third one looks at 3-D shapes
consisting of quadrilaterals only. A main assumption for all three groups
is that all the existant 2-D shapes comprising the 3-D object have at least
one common vertex.

Finally every time a new alternative is tfied the clause intt 25 clears
all the qtrain'’s and aquadril’s. This is defined:-

init 2D:— retractalllatrian(A;B,C,D,E,F}),rectractall (aquadril (G,H,I,d,
| K,L,M,N)).

5.4.1 Definitions

a} tetrahedron:- is the 3—D shape that consists of four 2-D sides
each one being a triangle (Fig. 5.1la).

b} square-pyramid:— is the 3-D shape that consists of five 2~D sides
four of them being triangles and the fifth - called basis - being a square
(quadrilatefal in general). (Fig. 5.11b).

e) trunc;tedwtrianéular—pyramid:— is the 3-D shape that consists of
two triangular bases and three quadrilaterals (Fig. 5.11lc). It is basically
a tetrahedron with a small tetrahedron missing from its top.

d) triangular-prism:— is the 3-D shape that consists of two triangular
bases and three parallelograms (Fig. 5.11d).

e) truncated-square-pyramid:— is the 3-D shape that consists of two
quadrilaterals as bases and four more quadrilaterals (Fig. 5.1le). It is

a square pyramid with its top being cut off.
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-- - -f) - square-prism:— is the 3-D shape that consists of two quadrilaterals |
as bases and four parallelograms for the rest of its sides (Fig. 5.11£}.
g) parallelepiped:— is the 3-D shape that-consists of eight sides all
of them being parallelograms (Fig. 5.11g). |

7y, rectangular-paralZelepipeé:— is a parallelepiped with all six sides

%) rhomboid:— is parallelepiped with its six sides being rhombuses
Fig. 5.111).

Jj} ocube:- is the rectangular-parallelepiped with all of its six sides

being squares (Fig. 5.11j).
A

|
being rectanglés (Fig. 5.11h).
\
|

5.4.1 Group A (triangle-triangle)

The first member of this group consists of two triangles joined by a
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common side. This combination is most likely to represent a tetrahedron,
but it could possibly be a square-pyramid, or something else. There are
three different cases in this type of connection which give rise to the
following definition:-

shape3D (4, tetrahedron):— tetra(A,B,C,D).

strian(C,B,D),
tetra(A,B,C,D):~ init2D, trian(A,B,C)*, trian(A,C,D), }!, not shape,not |
shapestA,square-pyramtd)} := tetrald,B,C;D).

shape3D(A,other)

The three cases are illustrated in Fig. 5.12a, -

(b}
fig.512
Fig. 5.12b shows the cases of square-pyramid and other respectively.
Clause notshape is defined as:-
notshape: - not(trian(4,B,C)),not(quadril(D,E,F,G)).
and makes sure that no other triangle or quadrilateral is connected to the

two original triangles.

* R . . . .
Here, a shorter form for the predicate 'trian' is used instead of trian

(A,X,B,Y,C,2) for simplicity reasons. A similar simpler form is used for

'quadril' too.
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Clause otherl ensures that the two shapes are not connected to anything
other than.each other, and its definition is:—

otherl(A,B,C,D):~ conn(I,J,K), (K\==4), (K\==B),R\==C), (K\==D).
(1)

The use of '!' (cut operator) is to prevent other alternatives to

be sought if the goal before it fails.
The next three cases define again a tetrahedron or an other.

trian(A,D, B) trian(A,C,D)

tetral(A,B,C,D):~ init2D,trian(4,B,C}, tman(A C,D), trian(A,B,D), tman(C s
B,D)

trian(A,D,B),trian{A,D,C), trian(B,
D,C)

: notshape,not(otherl(A,B,C,D}).
shape3D(A, tetrahedron)

shape3D(4, other) := tetral(A,B,C,D).

(3)

fig.5.13

Fig. 5.13a illustrates the three cases and 5.13b the other. In the last
two cases of tetral the extra triangle stands for the base of the
tetrahedron. For example the comn's in the last case will be:-

1) comm(a,b} 4} conn(b,d} *7)  connfa,d)
2) eonn(b,e) *5) conn(d,c) 8) econn(d,b)

23)  connfe,a) 6) connle,b) 9) conn(b,a)l
1,2 and 3 constitute trian{a,b,c), 4,5 and 6 constitute trian(b,d,c)
7,8 and 9 constitute trian(a,d,b) and 7,5 and 3 constitute an extra trianfa,d,e),
;hich would not give a tetral because of the notshape clause.

The last member of this group is the combination of three triangles
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one next to the other, with .the one in the middle having one side in
common with the outside ones. This can be a square—pyramid or something

else according to -the follomng definition:- -
[trian(A,C,D), trimn (A,E E), (E’\ B)’ . ‘
trian(A,D,B), trian(4,C,E), (D\ =-E)
trian(A,D,B), trian(A,E,D), ((\==

trian(C,B,D), trian(C,D,E), (A\==E)
_ pyrcmi (A,B,C,D,E):~ init2D,trian(A,B, C),J trian(4,D,B)},trian(C,B,E), (E\==D) F!, ‘
trian(C,B,E) ,trian(A,C,E), (A ==D)
trian(C,B,D), trian(D,C,E), (A==

trian(A,D,B), trian(D,E,B); ((\==

\trian(C,B,D),trian(B,F,D), (A ==E)] |

notshape,other2(4,B,C,D,E).

shape 3D (A, square—pyranid)
shape3D(A,other)

}:-— pyram(A,B,C,D,E).
other2 (A, B, C,D,E) i~ conn(I,J,K), (A ==K}, (B\==K), ((\ ==K} , (D\ ==K}, (\ ==K},

The nine cases are illustrated in Fig. 5.l4a and the case for other in Fig.lib.

a a

by L Ly
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5.4.2 . Group B (triangle-~quadrilateral)

.The first member of this group comnsists of square—pyfamids according

to the definition:-
trian(A,C, DJ trian(A,D,E}, trian

pyraml(A,B,C,D,E) :~ init2D, trian(A,B,0), trian{C,B,D), trian(C,D,E), fr:f’tg;zw
(E A L),
trian(B A,D) trian(B,D,E),trian
(B,E,C),
quadril(B,C,D,E) .
quadril(E,A,B,D) %, notshape,not(other2(A,B,C,D,E}).
‘ quadril(A,D,E,C) '
shape3D (4, square-pyramid)
shape3D (A, other) }"" pyrami(4,5,C,D,E)

The quadril stands for the base of the square-pyramid. Fig. 5.15a shows

the three casés and 5.15b the other.

(a)
f1q. 515

The second member contains the combination of a triangle connected-
with a quadrilateral by a common side. This can be a truncated-triangular-

prism or a square pyramid or something else defined as:-

quadril(A,D,E,B))
trian(A,B,C), !, {quadril(4,C,E, D)

quadril(B,D,E,C)

truntripyr(A,B,C,D,E):— initzb, », [ notshape,

trian(D,C,E)
quadril(4,B,C,D), !,

trian(B,E,C))
not{other2(A,B,C,D,E)).
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shape3D(A, trmmeated-triangular-pyramid) | .. -
shape 3D(A, square—-pyranid) :-truntripyr(4,B,C,D,E}.
shape3D(A,other)

Fig. 5.16a shows the 5 cases of the truntripyr and Fig; 5.16b the two

alternatives square-pyramid and other.

fig. 516

If instead of quadril, paralgrm is used in the above definition

similarly the 3-D shape triangular-prism, is formed,
skape3D(A, triangular-prism) ;= triprism(A,B,C,D,E)}.
as shown in Fig. 5.16¢.
The second member of this group contains combinations consisting of
two quadrilaterals and a triangle. The result is interpreted as a

truncated—triangular—pyramid according to the definition:-




(quadri1(4,B,C,D), ?,1

trmmtripyrl(4,B,C,D,E,F) :~ init2D,4

trian(4,B,C), !,
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(quadvil(C,B,E,F),trian
(D,C,F),
quadril(A,D,E,F),trian
(D,C,E),
quadril(D,C,E,F),trian
L (C,B;E),
quadril(B,A,E,F),trian
(C,B,F),
quadril(C,B,E,F),trian
' (B,AyE),
quadril(A,D,E,F),trian
' (B,A,F),
quadril(D,C,E,F),trian

quadril(B,A,E,F),trian
(A,D,E),

.

(quadril(A,C,D,E),quadril
(B,A,E,F),

quadril(B,A,D,E},quadril
(C,B,E,F),

\quadril (C,B,D,E) ,quadril

(A,C,E,F), |

notshape,‘ not(other3(A,B,C,D,E,F)).
other3(4,B,C,D,E, F):~ conn{I,J, K}, (A ==K), (B\==K), (C\==K), (D\==K}, (E\==K), (F\==K)

shape3D(A, truncated-triangular—-pyrantid)
shape3D(A, other)

} ;- tmmitripyrl(4,B,C,D,E,F).

The 11 cases of #runtripyrl are shown in Fig. 5.17a and other in 5.17b.
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If in the place of .quadril,.paralgrm is used, another class is defined by:-
shape3D(A, triangular-priem) :~ triprisml(4,B,C,C,D,F).
shown in Fig. 5.17c. . |
For tﬁe classes triprism and triprismi definition for other is not
necessary since these are special cases of truntripyr and truntripyrl

respectively, which include a definition for other.

5.4.3 'Group C (quadrilateral-quadrilateral)

The first member of this group contains combinations of two quadrilaterals
connected by a common side. The result is class truncated-square-pyramid to

be formed, which is defined by:-
quadril(C,B,E,F)
quadril(B,A,E,F)
trunsqrpyr (4,B8,C, D, E,F) :~ initéD, quadril (4, B,\ c,D), quadril(A,D,E,F) [? Iy
quadril(D,C,E,F)
notshape,not(other3(4,8,C,D,E,F}).
shape3D (4, truncated~square-pyranid)

shape3D(A, other) :— truntripyr(4,B,C,D,E).

Fig. 5.18a shows the four cases and 5.18b the other.

i

(b}
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By substituting the quadril's with paralgrm's, rectan's, rhomb'e and

squar ’éi the following classes arise respectively:- ‘

shape3D(A, square~prism) | ' ‘

shape3D(A, triangular-priem)} :~ sqrprism(A,B,C,D,E,F). : ‘

shape3D(A,parallelepiped) '

shape3D (A, rectangular-parallelepiped) : — rectparalgrm(A,B,C,D,E,F).

shape3D(A, rhomboid) :~ rhomboid(A,B,C,D,E,F).

shape3D(A,cube):- cube(4,B,C,D,E,F). '

These six new classes are illustrated in Fig. 5.19.

N 27y
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Finally the last-member of this group is-three quadrilaterals connected -

according to the definition:-

‘trunmsqrpyr (A, B, CsD, E, F,y G) :~ init2D,quadril(A,B,C,D),!

(quadril(B,A,E,F), quadri 1)
. (C,B,F,G)

quadril(A,D,E,F),quadril
’ : (B,A,F;G)

quadril(D,C,E,F),quadril

~

. (AJDJF:G) .
, quadril((,‘_, B,E,F),quadril

(D,C,F,G) |

‘ notshape,not(other4(4,B,C,C,E,F,G)).
otherd (A, B,C,D,E,F,G) 1~ conn(I,J, k), (A\==K), (A\==K), (A ==K}, (\==K), (E\ ==K},

shape3D(A, truncated-square—pyramid)
shape3D(4, other)

}: - trunsqrpyri(A,

(A ==K), (\==K).

B,C,D,E,F,G).

Fig. 5.20a shows the four cases of trunsqrpyrl and 5.20b of the other.

-
-

I Ly
- -
rd

il
-
”

(a) fig.5.20

If instead of quadril, paralm and rhomb is used

above definition, four more classes ‘are formed:-

(b)

respectively in the

L]
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. .ehape3D(A,parallelepiped) :— parallelepipedl(A,B,C,D,E,F,G).
ghape3D(A, rhomboid) '
shape3D (A, rectangular-parallelepiped) y— rhomboidi(A,B,C,D,E,F,G).
shape3D(A, cube)
Fig., 5.21a illustrates these classes.,
A coubination of one quadril and two paralgrm's defines a square-prism.
A combination of one rectanand two paralgrm’s defines a rectangular-
parallepiped.
And a combination of one squar and two rhomb's defines a cube.
In all of these definitions it is important in what order the different
types of quadrilaterals appear and thus there are 12 cases instead of & of

the original definitiom.

Fig. 5.21b illustrates a representative of each case.

fig.5. 21

As in the previous group B, every one of the combinations just mentioned
will be interpreted as other since they are subcases of the general forms
trunsqrpyr and trunsqrpyrl which include the interpretation otherin their
definitions.

Finally any combination that does not belong to the classes examined

by the three groups, is classified as other.
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5.5 "THE 2-D RECOGNIZER AS AN AUTONOMOUS "SYSTEM

As an autonomous system the 2-D recognizer can recognize single or
unconnected 2-D shapes and classify them into one of the foll&wing classes:~
triangle, quadrilateral, and other, Its main difference from the 2-D
recogniéer as part of the 3-D recognizer is, that the former can produce
some further classifications in the case of triangle and a few extra ones
in the case of a quadrilateral. Another main difference is the use of 7nit2D
in the definitions of the secondary classes. This is necessary because,
for example a triangle after its,identification is effectively removed from
the data by use of the gssert predicate, and thus a second use of it is
impossible. This means that a definition such as:~ shape(A,isosceles):-
trian{4,X,B,Y,C,Z), equal pair(X,Y,Z), would fail. This is because a
triaﬁ(a,ab,b,bc,c,ca)-has already been met, and since at?ian(a,ab,b,bc,c,ca)
has been asserted to the data, the first goal of the body would fail.

According to this 2-D recognizer, a triangle is isosceles if it has a
pair of equal sides:-—

shape (4, isosceles):~ initELLtrianﬁA,X;B,}iC;Z),equal patr(X,Y,2).
or it is equilateral if it has all its three sides equal:-

shape (4, equilateral) :- initBD,trian(A,X5B,Y;C,Z),equalliﬁefx,f),equglline
or it has a right angle if the theorem of Pythagoras is applied among the(XQZ).
length of its sides:-

shape (A, vight angled):— init2D,trian(A,X,B,Y,C,2),right(X,¥,2).
or finally it has an obtuse angleif the theorem of the obtuse angle is
applied among its sides:-

shape (A, 0btuse angled):- init2D,trian(A,X,B,Y,C,2),0btuse(X,¥,2).

On the other hand a quadrilateral is non—conver if the sum of its

angles is less than 36¢° (see also 3.4.34d),
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- ghape (A, non~convex) :~ tnit2D, quadril (A, B, C,D),non-convex(4,B,C,D).
or it is a trapeziwm if it has one pair of opposite sides parallel:

shape (A, trapeziwm) :— init2D,quadril(A,W,B,X,C,Y,D, 2}, { (paral(W,¥) ,not
((paral(X,2)))}; (paral (X, Z),noyt:(paral(w,l')))) .

or finally it is an isosceles trapeziwm if it is a trapezium with equal
non-parallel sides.

shape (A, trapeztum) : — trapezCA,h;B,X;C;I;D,Z),((equaline(X;Z),not |
equalline(W,Y)); (equalline(W,Y) ,not (equalline(X,2)))).

As other is classified any shape that is neither a triangle nor a

guadrilateral:-

shape(4,other):— init2D,not(trian(4,B,C)),not(quadril (D,E,F,G)).

5.6 A COMPARISON OF THE 2-D AND THE 3-D RECOGNIZER

The 2-D recognizer examines combinations of 1-D sides to define its

classes while the 3-D one examines combinations of 2-D sides.

The conn predicates in the 2-D recognizer correspond to a single 2-D
shape, wh%le in the 3-D one they correspond to more than one 2-D shape.

A shape recognized by the 2-D recognizer is classified as other if it
does not belong to anylofrthe other classes. In the 3-D one, every 3-D
shape can be classifiéd as otherbecause there are invisible sides. |

The question 'shape(A,X)' refers to any of the vertices of the shape

'a' is preferred to 'A'. This

in the 2-D recognizer, while in the 3-D one 'a
is because there is more than one way of connection between the 2-D shapes.

In the 3~D recognizer 4 types of other are used to prevent 2-D shapes,
non-recognizable by the 2-D recognizer, to be taken as noshape. Every one
of them corresponds to a different number of visible vertices of the 3-D
object. ' |

The 3-D recognizer allows multiple classifications, because of the

ambiguity in the interpretation of some 3-D shapes.
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. The complete recognizer written in PROLOG is presented in Appendix 4. |

|

|

|

SUMMARY —~ CONCLUSIONS

. Thé recognizer can be split into two interrelated parts, the 2-D
recognizer and the 3-D recognizer.

e The 2-D recognizer examines the structure of 2-D shapes, consisting
of 1-D side combinations and classifies them into one of the classes:—
triangle, quadrilateral, other.

e The 3-D recognizer examines the structure of. 3-D shapes, consisting
of 2-D side combinations and classifies them in some of the classes:— -
tetrahedron, square-pyramid, truncated-triangular-pyramid,
truncated—-square~pyranid. -

e By using relations among the main components of the 2-D shapes
further secondary classifications are made:-—
triangle (isosceles, equilateral, right angled, obtuse angled)

quadrilateral (non-convex, trapezium, isosceles-trapesium,

parallelogram, rectanglé, rhombus, square).

o These give rise to further classifications of the 3-D shapes:-
triangular-prism, square-prism, parallelepiped, rectangular-parallel-
epiped, rhomboid, cube.

s The 2-D recognizer is mainly part of the 3-D one but it can be used

on its own with some minor modifications.
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Chapter B

CONCLUSION - DISCUSSION

6.1 INTRODUCTION

In the previous chapters the successive stages leading towards.the
recognition of 3-D shapeé have been examined separately. This éhaptef
attempts to describe how the whole process works and to draw some conclusions
from it. The process is divided into four parts:— the function of the
hardware, the preprocessing programs, the real-vertex verification programs
and the recognition programs. The effectiveness of each one of them is
examined and a number of suggestions for further development is made.
Finally, the last paragraph contains figures and photographs which illustrate

some results of the project.

6.2 THE PROCESS AS A WHOLE

The process starts by pointing the camera at the object which is to be

recognized. The object is normally white (or of some light colour) and is
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piaced against a -black background. Once in focus, the brightness and
conﬁrast knobs are adjusted until a satisfactory picture appears on the T.V.
monitor, If the'abject is very small, the zoom facility of the camera i#
used to magnify it appropriafely. A spot light, illémingtes the object
from one ;ide or above, in such a way that its shadoﬁ disappears and the
different faces (sides) of it, have different gray level representations on
the screen. This is very important, since a successful récognition is very
much dependent on the condition that different sides are ;epresented by
pixels of'different gray values {normally fwo 1eve1s apart; although this
depends on the parameters of the isolation procedure). With all the above

adjustments carefully made, a frame is grabbed by pressing the 'FRAME GRAB'

switch of the ROBOT. TFrom this point the programs are ready to run. By

giving the appropriate commands {'MAIN$G' for the micro and "a.out' for the
VAX) the two programs start and.do the following:-

The micro transfers the digitized picture into locations 4@@@-7FFF and
starts the preprocessing 0perationsf First it saves a copy of the original
picture in locations APP@-DFFF in order to use it later. The first transfer
lasts about 3 seconds. Then the picture is scanned and all the pixels of
different pixel values, are summed up and stored in locations 3¢$-31D
(every sum is stored in two bytes). The pixels of the background are not
taken into account. The above found sums are added £ogethér to form the
nurber of pixels which constitute the main object, and this value is stored
in location 32@. The next process selects the gray levels with partial sum
over 67 of the entire number of the main object pixels, which are saved in

locations 160 onwards. However there is a condition, that a gray level is

saved, only if it differs by two at least from the previcus saved gray level.

At the end of this procedure an end marker FF is placed at the end of the

array of significant gray levels. TFor every ome of these values uatil FF is
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~reached.the. following sequence of operations is performed. The original
frame is masked so thét the current significant gray level value is turned
to white (#) and all the other pixels to black (#F). The obtained picture
(which is an isolated face of the objgct) is then averaged and edged and the
edge 1s followed, If the following is successful, two arrays are formed,
one for the coordinates of the detected vertices (4@@-47F), and one of the
poinfers to those of the previous addresses tﬁat contain real vertices (488
4FF). 1f the procedure of edge-following fails and the recoverer can not
pick up the edge again, then the procedure is ended wifh a message FAIL

on the screen. In this case the object can not be recognized and is by
default classified as other. After a successful edge-following a message
SEND appears on the screens and it signals that the two arrays for one side
of the object are ready to be handed to the VAX minicomputer for tﬁe
verification phase. At this point it should be mentioned that all the Jjust
traced cells of the boundary (all different from ¢) become black, except

for those being white. This copes with the case of two disjoint sides with
the same pixel values. After this the follower is called again,land this

is continued until no more white cells exist on the picture (sinéle pixels
are not taken into account). Next the original picture is loaded back to
4PPE-7FFF and it is masked according to the new significant gray level. The
same sequence as before is then followed until FF is met. This is signalled
with an END message on the screen.

On the other side, the program in VAX is waifing for data, i.e. the
values of the arrays which determine the vertices of each side of the object.
When that data has been received two new arrays are created V[51] for the
vertices and N[16] for the pointers. The end of these two arrays is marked
by the end marker -1. If there is no end marker at the end of the pointer

array N[16] the procedure fails and a message: '2-D shape with more than 15
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vertices, algorithm fails' is given on the écfeen. This suggests autométically
that the 3-D object is classified as other. On the éther hand if V[51] has
got no end marker, é meésage: 'too many vertices, augment dimension of V{[]'
indicates that V[51] is not enough to contain all the coordinates and needs
enlargement before the procedure is resumed., Finally, e@ery time a new set
of arrays arrive, a counter is kept and when more than 5 are received, a
message:— 'solid with more than 5 sides, algorithm fails' is printed on the
scréen. This means again thét the object is classified as other, TFor each
one set of arrays a corresponding set of clauses is formed and are written
in a file named data which is created in the first round. It is obvious
that before every application of the whole process this file needs to be
deleted, so it does not contain ény 01d clauses. When the first value of
N[51] is the end marker the end of the procedure is signalled by a message:=-
'end of procedure’.

The final phase, is the phase of recognition. This is done by entering
PROLOG first. Then the two recognizers 2D and 3D, and file data are
consulted., Finally a goal 'shape 3D(a,X)' is given. If the object is
described by any of existing structures then a message:— '**(top)PROVED:
shape 3D(a,cube)’' will be a possible answer. By typing ';' each time at the
end of every answer, all the alternatives will be obtained. When there is
no alternative an answer 'mo' signals the end of thé procedure, If the
first answer is other then the 2-D recognizer can be tried by typing:-
*shape(A,X)'. 1f the shape is a recognizablé 2-D one, the correct answer
will appear on the screen, otherwise a message:~ '*#*(top)PROVED: shape(a,
other) ' will be fhe end of the recognition phase. Of course alternatives
can be sought in this case too by the use of ";'. Fig. 6.1 presents a

flowchart of the whole process.,
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6.3 DISCUSSION

First of all, it should be pointed out that the objective of this
project is the development of a system that recognizes simple 3-D ijects,
by combining efficiently the developed software with the existing hardware.
The latter consists mainly of a number of elementary, unsophisticated and
relatively inexpensive equipment, which often need the support of the software
to perform their tasks., In the following discussion.the'function of the main
phases of the system is examined ﬁitﬁ respect to their further development
and improvement, keeping the cost as low as poséible.

The hardware, as it stands, is quite inflexible because there is no
comnunication between the processor and the camera or the lighting. fhis
means that once set, no further adjustments can be made to the scene to
obtain different views of the object or more detailed shots of some ambiguqus
" parts of it. Basically, a great deal of human factor is involved in the
setting up of the scene, and there is no automation in the various adjustments.
What it is suggested in this case is a mechanical arm with pan and tilt
facilities which is directed from the processor-itself. This éan move the
camera so that shots from different angles are taken and they are either
combined or the most descriptive is kept. When ambiguous areas exist, where
the detection of an edge is not very easy, the mechanism should be able to
move the camera closer to these areas, so that a clearer shot be tzken. An
automatic zoom control could do that. The information of the different shots
will be processed so that a more perspective image of the object be obtained.
This could be the first part of a modelling process that gives a very
descriptive model of the object with even the hidden parts of it. A more
sophisticated technique could perhaps involve two cameras takiné a stereoscopic
view of the object. The quantization of the picture into 128x128 pixels,

could be increased to 256%256 or 512x512 for better quality of picture. The
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resolution (16 gray levels) is sufficient. The ROBOT should be modified so
that the processed image is transmitted to the T.V. monitor for a faster and
more precise representation of it. ' The EPROM of the printer can be re-
progfammed so that a special set of 16,character5'rep¥esent the 16 gray
levels of resolution. Thaf saves time by avoiding multiple overprintings
and at the same time gives a better visual impression to the human eye.

The main advantage of using the microcomputer system is that the programs
can be written in;o EPROMs and occupy very little space., For exaﬁple, a

microcomputer s&stem adequately programmed could be part of the visual

‘'system of a robot. On the other hand there are drawbacks, such as limit-

ations in memory and slower processing. It takes 3¢ seconds for the micro
to transfer a frame from the ROBOT to its own memory. The longest of the
preprocessing operations is the edging; it takes about 3} minutes to be
completed! Finally the programming is done in Assembly, which is a low

level language. The latter has the only advantage that it copes easily and

efficiently with bit manipulation, but in general it has limited capabilities.

Arithmetic operations are performed in the Hexadectmal mumerical system (not
very familiar) and multiplicatioﬁ and division have to be written by the
programmer as separate routines. ‘There are no array facilities and no
trigonometric and other common functions. Finally the code is not very

clear for everyone to follow. A weakness of the preprocessing phase is

‘that its effectiveness depends very much on a good original picture. The

different sides of the object have to be very distinct from each other and
this means perfect illumination and sufficient contrast between them. This
weakness can be overcome by introducing a spatial différentfation i.e. an
operation in which the 2-D difference of light intensity at each pixel

1

and the direction of the gradient are calculated by a special 3x3 array.
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This involves some trigonometric functions and thus a more powefful language
is required.
The program in C is a transit phase between the use of the micro and
the final ph#se of recognition, Basically it deals with some operations
which would take a very long time for the micro to perform. Thus they speed
up the process and prepare the unit clauses which will be the data for PROLOG.
A further development of this phase could be éo supply the program with a
routine capable of draﬁing lines. This would give the process the adéantage |
of drawing the figures, that would act as more prééise models gxtracted from
the original picture. The latter combined with the mechanical arm facility
mentioned earlier, could cope with the invisible sides of the object and
their representation on the drawn figure.
Both the 2-D and 3-D recognizer are written in PROLOG. A major
- advantage of this is that the structure of PROLOG makes easy further
modifications so that more specific classifications can be obtained. On
the other hand the programs can be made capsble of recognizing more
complicated objects. This is achieved by simpl& adding the necessary
clauses that cope with the new figures at the end of the program. Minor
-alterations have to be made though, in order to mzke the two programs
compatible, The 2-D recognizer copes with all the possible straight line
shapes with maximum number of vertices four apart from the ghape in Fig.
6.2a (which is taken as two triangles with a common vertex). The 3-D
recognizer, deals with most of the ogjects that are combinations of
recognizable 2-D shapes. Every object consists of four triangles or thrgg
quadrilaterals at wmost., This leaves out the cases of Fig. 6.2b and c.
The effect of perspective view and the invisible sides make the task of-.the

3-D recognizer more difficult. Thus the last alternative of every case is other.
: \
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(a) {b) {c)
fig.6.2

Of‘course that could be avoided if the mechanical arm was used to move the
camera round the object in order to see all its sides.

A very interesting point arises from the comparison of the present
grammar with the PLEX grammars. The latter use as primitives entities
(1ine segments) with N-attaching points, i.e. they treat the 3-D shapes as
é set of interconnected line segments, according to their rules. The present
grammar gets round this by treating the 3-D shapes as combinations of inter-
connected 2-D shapes. 1In other words it interprets a concatenation of 2-D
shapes as a 3-D object. The advantage of this is that the only primitives
it uses are the conmn's, which are the same for both 2-D and 3-D, while a

plex grammar would use .napes with 2 and 3 attaching points respectively.

6.4 RESULTS
This section contains some results from a number of applications omn
2-D and 3-D shapes.
a) @ square:~ The actual frame (the gray levels are in reverse order) as
is shown in Fig.3. Some noise can be observed above the top-left cornmer and
near the left~hand side of the shape, in the fgrm of two white stripes

parallel to it. Finally there is some distortion near the bottom~right

corner. Fig. & shows the shape after the averaging-intensification operator
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has been applied on the original picture. The results are obvious. The
noise has been eliminated, the white gaps have been filled and the rough
part of the right-hand side has been smoothened-up. The edge operator

leaves the boundary of the shape as shown in Fig. 5.

515""---""-----.--c--.-n.----t--u.-hh-u-u-.-n---u--o--uu.-n.n.--n.-.o.---_t.u-.-.-u-n.-.n.u‘---.-.------.__."".‘gl
3 12 2
228
“e 42 H
23 &,
24 3
S---.‘-----\l-!--'-- - - 32 §
41 - memEaLeE ctenmtnsamsaseaan S T 1
FIGURE 5
The explanation of the little gap near the botton of the right-hand
side is given in 2.4.3. The follower marks the 11,21,31,41,51 as real-

vertices and 12,13,22,23,24,32,42 as pseudo-vertices. It also copes with
.the gap of the boundary between 23 and 24. All the pseudo—vertices are
eliminated because they are within the prespecified tolerance and 51 is
also eliminated for being too close to 11. In more detail the vertex-—
detector marks 11 as the first rear-vertex and continues until it comes
"across 13. At this point 12 was not marked as anything becauée it was
just the link of two units. By applying the first criterion for pseudo-

vertices both 12 and 13 are marked as such. 21 is marked as a real-vertex
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according to the first criterion for real=-vertices. 22,32,42 are marked

as pseudo-vertices for the same reason as 12 and 13, and, 23 and 24
according to the fourth criterion (§3.3.1). Finally, 51 is the last
boundary cell and as such is a real—vertex. These four real-vertices give
risé to the following list of unit clauses and answers f£rom the recognizer:-

connl(a,ab,bl.

"~ line(ab, 88).
slope(ab, 91).
sqriine(ab, 7921).

conn(b,be,e).
line(be,78).
slope(be, 1).
sqrline(be, 6484).

comnle,ed,d).
lineled, 89).
slope(cd, 89).
sqriinefed, 7921).

conn(d,da,al.
line(da, 81).
slope(da,1).
sqriine(da,6561).

angle(a, 84).
angle (b, 9¢).
angle(c,92).
angle(d, 88).

shape 3D(aq,X).

70+

shape (4,X).

A% (top) PROVED : shape(a,quadrilaterall ;
*% (top) FPROVED : shape(a,parallelogram) ;
*% (top) PROVED : shape(a,rectangle) ;

no.

The actual shape is a square but because of some distortion in the
digitized picture adjacent sides ab and be are not equal {(within the

tolerance of eguall) and thus the final classification is: rectangle.

b) a triangle:— The picture of the shape is given in Fig.6. The

procedure is similar to the previous case and the unit clauses with the

answers of the recognizer are given below:-
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FIGURE 6

connla,ab,b).
1inelab, 106).
slopelab, 76).
sqriine(ab,11236).

ecomm(b,be,c).
line(be,62).
slope(be,6).
sqriine(be, 3844).

conn(e,ca,al.
linelca,182).
slope(ca, 114},
sqriinelca,10474).

anglela, 34).
angle(b,74}.
anglefc, 76).

shape 3D(a,X).
no.
shape(4,X).

*% (top) PROVED : shape(a,triangle)
no.

The lengths of ab and ca are not quite equal and thus it is not an

isosceles~triangle.




c) a non—convex—quadrilateral:— Fig.7 shows the actual picture of the

shape and the answers of the recognizer are given below:~

comfa,ab,b).
linef{ab, 103).
slope(ab,71).
sqrline(ab, 10609).

corm(b,be,c).
line(bo, 49).
slope(be, 43).
sqrline(be, 2401).

connle,ed,d).
lineled,67).
slopeled,148).
sqrline(ed, 4489).

conn{d,da,al.
line(da,116).
slopelda, 124).
sqriine(da, 13456).

anglel(a, 49).
angle(b, 28).
anglele,185).
angle(d, 28).

shape 3D{a,X).
no.

shape (A, X).

** (top) PROVED :
** (top) PROVED :

no.

FIGURE 7

shape (a,quadriiaterall ;
shape (a,non—convex—quadrilaterall ;
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Here the fact that the sum of its four angles is less than 36¢

classifies it as non—convex.

d) a tetrahedron:- The picture of the object is shown in Fig. 8. First
the left-hand side is preserved and the other is masked to background
(Fig. 9a). Then the right-hand side is processed (Fig. 9b). Finally the

unit clauses obtained and the answers of the recognizer are given below:i-

FIGURE 9
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conmn((a,ab,bl. conn(a,ae,e).
Line(ab,84). line(ae, 61).
slopefab,89). -+ slopelae,55).
sqriine(ab,§400). _ sgrlinelae,2721).
conn{b,be,el. conn(e,eb,b),
line(be, 51). line(eb, 45).
slope(be, 22). slope(eb, 138). .
sqriine(be, 2601). sqrline(eb, 2025},
connle,ca,al. comm(b,ba,al.
line(eca,76). line(ba,80).
slopef(ca,128). - slope(ba,89).
sqriinel(ca, 5776). sqgrline(ba,6444). .
angle(a,37). angle(a, 34).
angle(b,67). angle(e,97).
angle(e,76). : angle(b,43).

shape 3D(a,X). .

** (top) PROVED : shape 3D(a,tetrahedron} ;
** (top) PROVED : shape 3D(a,other) ;

no. .

e) a triangular-prism:— The object is shown in Pig. 10 and the answers of '

the recognizer are as follows:-—

FIGURE 10




143

connfa,ab,b). conn{b,bf,f).

line(ab, 52). line(bf, 52).

slope(ab, 25). slope(bf,64).

sqrline(ab, 2704). sqriine(bf,2704). .

conn(b,be,cl. conm(f,fe,el).

line(be, 58). line(fe,54).

slope(be,118). slope(fe,175).

sqrline(be,3364). sqriline(fe, 25¢7). |

com(e,ed,d). conn(e,cb,b). ‘

line(ed, 50). 1line(eb, 58).

slope(ecd, 42). slope(eb,118). ‘

sqriline(ed, 2509). sqrline(ch, 3364), |
\

eonn(d,da,al. angle(b, 54).

line(da,43). angle(f,69).

slope(da,113). angle(c,57).

angle(a,88).

angle(b, 87).

angle(e,76).

angle(d, 109).

gshape 3D(a,X).

*#% (top) PROVED : shape 3D(a,square-pyramid) ;
** (top) PROVED : shape 3Df{a,truncated-triangular-pyramid) ;
** (top) PROVED : shape 3D(a,other) ;
Because of the perception, parallelogram (abed) is not represented as such

on the 2-D picture and thus the object is not classified as a triangular-

prism.

d) a truncated-square-pyramid:— Fig. 11 shows the actual object and the

answers of the recognizer are given below.

FIGURE 12




eonnia,ab,b).
Iinelab, 94).
slope(ab,y).
asqrline(ab, 6470).

eonn(b,be,el.
line(be, 67},
slope(be,117).
sqriine(be,4489).

connle,cd,d).
lineled, 54).
slope(ed, f).
sqriinel(cd, 2500).

conn(d,da,al.
line(da, 64).
slope(da, 90).
sqriine(da, 3600).

angle(a, 90).
angle(b,83).
angle(c, 117).
angle(d, 88).

shape 3D(a,X).

%% (top) PROVED :

eonnid,de,d).
tine(de, 54).
slope(de,d).
sqrline(de, 2500).

connl(c,eg,g).
line(cg,42).
slopeleg,75).
sqriine{cg,1764),

eonn(g,gh,h).
line(gh, 50).
slope(gh,@).
sqriline(gh, 2507).

connl{h,hd,d).
line(hd,42).
slope(hd,75).
sqrline(hd,1764).

anglelc,75).
angle(g,105).
angle(h,?5).
angle(d, 195).

*% (top) PROVED : shape 3D(a,other) ;

Nno.

conn(b,bf,f).
line (bf,91).
slope(bf,83).
sqriine(bf,8281).

eorn(F,jg,q).
line(gg, 32).

slopelig, 164).
sqrijg,1024).

conn(g,ge,c).
line(ge,42).
slopelge,75).
sqriine(ge,1764).

eonnfe,eb,b).
line(ch,67).
slope(eb,117).
sqriine(cb,4489).

angle(b,34),
anglel(g,103).
anglel(g,85).
angle(c,138).

shape 3D(a, truncated-square~pyramid} ;

From various attempts to recognize 2-D and 3-D shapes the following

general conclusions can be drawm:-

a)

b)

c) Objects with fewer sides are easier to recognize than those with more

The 2-D shapes are easier to recognize (because of the high contrast

144

between the main figure and the background) and unless there is slight

distortion in the digitized picture, the results are perfect (within

the limits of the 2-D recognizer).

The 3-D objects are harder to recognize if the lighting conditions are

not absolutely right.

the same side may be represented by more than two gray colours, which

A common feature of the digitized picture is that

means that it is taken as two different sides (because sides with gray

levels differing by two are considered as different).
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sides. For example a tetra with 2 sides is easier to be recognized

than a pyram (3 sides) or a pyraml (4 sides),.

SUMMARY - CONCLUSIONS

e The wholeprocess consists of the following précedures:—

a) Manual set up of the scene and adjustment of hardware.

b) Programs in Assembly rum on the micro, including selection of
significant gray levels, isolapion of faces, averaging, edging,
boundary following and vertex detection.

¢) Programs in C run on the VAX, including verification of real
vertices and formation of unit clauses,

d) Programs in PROLOG run on the VAX, including the 2-D and 3-D
recognizers.

s Some suggestions for further developﬁent corresponding to the four
phases above are:-

a) TIntroduction of a mechanican arm with pan and #Zl1% facilities,
larger frame, reception of the processed image on the T.V.
monitor and modification of the printer's character EPROM.

b) Spatial differentiation of the picture.

¢) A line drawing routine.

d) Additional clauses for further classification.

e Compared with PLEX grammars the 3-D recognizer merits in the fact

that it uses the same primitives for both 3-D and 2~D shapes.
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Appendix 1

CHARACTER SELECTION FOR IMAGE PRINTING

The visual representation of the 16 gray levels of each pixel-value,
is obtaired by three successive overprintings of characters taken from the
printer's character set. TREND's printing head uses a 5x7 dot matrix, and
its character set consists of 64 elements, including space. These are 1¢
numerals, 26 letters and 28 symbols. The number of overprintings arises
from the fact that 3 is the minimum number of the existing characters that
are necessary to be printed one on top of the other in order to obtain the
last gray level, which is black. This corresponds to a matrix full of dots.
Conventionally the first gray level is white for space or blank and takes
value @. The above makes obvious the way the other intermediate levels are
obtained. The principle is to fill the grid with enough dots to give the
human eye the right impression, according to the gray level that they
represené. Another constraint is that the number of dots has to be between
@ and 35 (=5x7):

F

¢ 2 no of dots £ 35
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The list of 64 alphanumericals and symbols islgiven in Fig. Al.2. A
first examination shows that some characters are more suitable than others
due to their properties of symmetry. For example '+' has four axes and a
centre of symmetry while 'F' has none. An obvious method to set uﬁ the
1ist wéuld be to find every new combination by adding a constant step to the
no, of dots which répresents the previous one. Since 35%15 = 2,3.the step
is determined to be between 2 and 3. This is more or less followed although
some times step 1 or 4 is used instead. This is due to the fact that
combinations with dots more symmetrically and equally spaced are freferred
to others with the same number of dots but 1ess.symmetric. For example,
for no. 6, represented by 14 dots a comﬁinatién of *(', ') and ":' was
preferred to say 'K' and two spaces. Finally in very close cases a personal
decision was made by placing stripes of different combinations one mext to.
the other. The combination that gave the best impression to a smooth

transition from one level to another was preferred. Fig. Al.1l illustrates

the 16 combinations.
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Appendix 2

PROGRAMS IN 'ASSEMBLY LANGUAGE' (Z~8()

These consist of the following programs:-~

MAIN:- This program calls 4 subroutines to perform the preprocessing
operations on the digitized picture.

COLL:~- This transfers the picture from the framestore of the ROBOT
to the memory locations 4@@@-7FFF* of the microcomputer system. It first
initializes the serial interface by loading its status word with 43 (master
reset) and 52 {(clockrate divided by 64) and prepares the micro to receive
start receiving data by setting the data word (FF@B) to 1. Then subroutine
INPUT is called to start inputting data into the micro, The data are not
stored at consecutive locations because of the difference in rates discussed
in 2.2.2. Thus the first pixel is stored in 40@1 the next in 4@@3 etec.

until the end of the frame is met (location 8¢@¥). Then the next pixel

* :
All the addresses and data values mentioned in this chapter are in the

hexadecimal numerical system.
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goes to 4PP2, the other to 4@@5 and so on. When the whole frame has been
transferred the procedure stops.

INPUT:- This is the subroutine, which loads the pixels into the micro.
It first tests the last bit of status word FFPA to see if.it is set and if
yes, it loads accumulator A with a byte from the data word FF@B.

RCTF:~ This subroutine corrects a hardware fault in the ROBOT, which
reverses the pixel-values from @8 to @F, i.e. gives pixel-value @8 for
black and vice versa. |

PRGM:- This subroutine calls all the procedureé responsible for the
preprocessing and boundary following, which will be discussed later.

TRND:- This subroutine prints the equivalent of the digitized
picture on the TREND printer. First it forms a set-up table with the
1imit values of the picture to be printed at locations 49 and 42 and the
base address of the character-set (representing the 16 pixel values) at
location 43. Then it calls PICT to print the picture. Since this is dome
in two parts, bottom and top respectively, a nmew look-up table with limit
values is formed. CRLF subroutine leaves two blank lines between the two
parts. '

PICT:- This subroutine performs the three over-printings that form
the final visual representation of the digitized picture on a piece of
paper. Basically it comparés the pixel-value of each pixel with a number
between @ and ¢F‘and calls OUTP to print out the appropriate character
from the special set stored at locations 8B@¢-8B2F. Before the second and
third pass, an offset of 1 is added to the location of the first pass so
that each time a new character (actually the second and third of the set
for this level) is printed. After the thifd pass, a new line starts and
the pfocedure continues until the whole picture is printed out. The

procedure can be modified to print the average of two lines in order to
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give a more or less square picture (because the height of the character
=2 x its width).

OUTP:— This subroutine outputs one character on the printer everytime
it is called., It first tests the first bit of the serial interface status
byte if it is set, i.e. a charactér can be output. If the character is
different to control S (13 ASCII) then it outputs it via register B.

A detailed form of the above is given in Li;ting A,

At this point it should be mentioned that subroutine PRGM is chosen in
such a way that can be supplied with additional calls of more than one
subroutine, At present it calls only FPROG, which performs all the pre-
processing operations on the picture. The subroutines called'by PROC
follow a general form, which is:- At first they are divided into major or
priﬁary and minor or secondary subroutines. The primary subroutines are
longer and call a number of secondary ones to perform their tasks. The
latter are generally shorter and can be divided into two categories too.

In the f%rst belong those that perform minor operations such as comparisons,
additions etc. and they are used-to make the primary subroutines easier to
follow. In the second belong subroutines that are crucial because they
perform major operations such as detection of vertices, determination of
coordinates ete. In the following the function of the primary subroutines
wili be discussed with emphasis only on the important secondary subroutines.
It must be made clear that due to four character labels, the same labels
have been used more than once. In case of confusing labels the real address
can be used as a lead to the right subroutine. In the meanwhile care has
been taken that all the subroutines called by the same primary subroutine
are grouped together. Finally, apart from the labels of main subroutines

AVRG and EDGE, labels within the range 20@¢-2FFF and 3@@@-3FFF are irrelevant.
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PROC:- This subroutine first calls WORD which stores the message
'SéND’ in locations 5¢-53. Then it calls PRCG which finds the sums of
pixel values different than the background (@F) and stores them in locations
3¢p~31D. These locations have been previously zeroized by calling ZERC from
WORD. Next, SUM is called to form the sum of all non-background pixels and
store it in location 32¢. Then subroutine SLCT is called.

SLCT:- This divides the sum in 32 by 16, i.e. finds the 6% of the
main object pixels and stores it at 32¢. Then it checks every partial sum
of the pixel-values against the value in 32@. (TEST) to find out how many
of them exceed the 6% of the main object pixels. The ones‘that satisfy
this and differ by two at least are stored in locations lbﬁ onwards. The
end marker FF is placed at the end of this list.

Then PROC cails MOVE to save tﬁe frame in locations A@PP -DFFF. It
looks for the first pixei-value at 16¢ saves it at 15¢ and if it is not FF -
in which case it stops by giving a message 'END' on the screen (OUIB) - it
calls the following subroutines:-

ISLT:- This scans the frame and turns to @F (black) every pixel with
values different than the current value at 15¢ or that plus one. The
result is to isolate an area of cells with pixel-values the same or one apart.

LOAD:;~ This reloads the frame into 4®¢¢—7FFF.and calls DATA to Set
a look-up table of values ﬁsed by subroutine EDGE. These are loaded into
locations 1¢@-14F. Listing B presents all the subroutines discussed above.

AVRG:- This subroutine performs the averaging operation. It calls
JINTL to set the starting address of the operation (in 2¢¢#) the starting
value of the index register IY {(in 2¢2) the final value of Y (in 2¢4) the
step for the first address in a new row (in 2¢6) and the step for the last

address in a new row {in 2¢¥8). Finally it calls OLD which initializes EDGE
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(will be discussed later) and zeroizes I¥. IY is used as a row index of
the two dimensional array. Then FRST sets the top left pixel of the 3x3
window (in 218), the test value for the top right pixel of the window (in
212), the test value for moving the window one row down (in 218), and the
test value for the bottom right pixel of the window (in 21A). The above
mentioned locations are used to keep the new values of the window as.it
scans the pieture. Then UPDA loads register HL (2 bytes) with the current
test top right pixel addreés index register IX with the top left pixel ]
address and IY with the new row value, béfore the window moves another row
down. A little loop finds the sum of the 9 pixels of the window (SUM);
Subroutines LOOP and STEP check the limit values of the window against the
test values and DO makes the appropriate settings to move to the next row
(within the window). Then MAIN is called to do the main task. It compares
the above found sum with a value decided by the user (here 4B). If the sum
is greater than it, @F is added to the current pixel-value, if it is less
then the same quantity is subtracted from the pixel-value. Finally in case
of equality the current pixel-value rémainé unchanged, It can be seen that
this routine works in both 2 gray level and 16 gray level occasions, because
in the second case the intensification factor cap be changed accordingly:
Subroutine SHFL shifts the pixel-value four places to the left for reasons
mentioned in 2,3.3. Subroutine ONEF checks if the end of a row is reached
and if not ROW does the appropriate settings to move to the next pixel
across. Subroptine TWO checks if the end of the frame is reached and if
not CLMN does the appropriate settings to move the window to the next row.
Finally when the end condition is reached subroutine SHFT shifts the pixel-
value back, four places to the right (2.3.3).

EDGE:— 1In this a 3%3 window is used like in AVRG and thus INTL is

the same as before. This procedure performs 8 tests in order to find the
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boundary pixels, thus 8 sets of 5 key values are loaded into locations
16#-14F (see LOAD of listing B). These 5 key values are:- the first pixel
of the window, the test value to the last of the 3 pixels in each test,
the pixel opposite to the 3 in the test, the step (if necessary) to find
the last of the 3 pixels, and finally the test value for the starting of a
new row. INIT -saves the address of the first key value (1¢#) at 21A and
21E, the operand of the first instruction of STRT at 21C and the address
that contains the address of the first key value at 22¢. Finally éeroizes
pointer 24@. NEW loads the first 5 addresses of the first set of key value
into 219-218, to be used as indirect addressings to the first set of key
values (STRT). ZERO looks for the first ¢ pixel value, masks it (MASK)
and performs the first test 1,2,3:6 (numbering of pixels in 3x3 window as
in Fig., 2.17) via PIX (wvhich finds the minimum distance between the pixel
values of each of 1,2 and 3 and 6 respectively) and LOPA (which determines
the sequence of the cells for the fifst test). THLD is used only in the
case of 16 pixel value edging. PNTR counts the successful tests and in
case of two'of them the window is moved for another try., MODF modifies
the pixel, if needed, and TWIC does the second test 7,6,5:2, The next two
tests are made by substituting LOFB in place of LOPA and changing the JF,
IB by JP, IIA respectively. These are 1,8,7:4 and 3,4,5:8. The rest are
combinations of LOPA and LOPC (1,2,8,:5 and 2,3,4:7) and LOPA and LOPC
(8,7,6:3 and 4,5,6:1) respectively, 'TSTA checks if the end of a row is
reached, WNDA shifts the window one cell across and WNDB a row below.

REPT uses a number of known subroutines and CHNG in order to update the

table of key values in the case that not all the tésts need to be performed.

TEST checks if the whole of the tests has been performed. OLDA and OLDB use
OLD in order to put EDGE back into its original form before a new columa,
or row starts respectively. IAST increases the row index IY by 1 and,

SHFT is the same as in AVRG.
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FOLW:- This subroutine follows the boundary of the shape and saves
the coordinates of the detected vertices. First it calls INT for the usual
initializations. The address of the first pixel to be examined is stored
at 20, the address of the last pixel in a row is stored at 22, the step
for the first pixel of a new row is stored at 2¢4, the last value of the
row index IY goes to 206, the step for the last pixel in a row is kept in
20A, and the test address for the end of the procedure is stored at 212.
Finally the initial addresses for the verﬁex array (40@) and the pointer to
real-vertex array (48@) are kept in 322 and 324 respectively. The first
boundary pixel met is marked by placing 11 in it and NAI calls CORD to find
its coordinates and ADRS to place a pointer on it. ZER0 zeroizes addresses
IPpP-32¢ which will ﬂe used by the next subroutines. CYCL follows the
boundary and will be examined in detail later on. Subroutine FF places
an end marker FF at the end of the two arrays mentioned above and calls
to printout an 'END' message. A4A calls UNIC which turns to @$F every

marked boundary cell and calls FOLW again looking for a new boundary. TESA

and 7TESB look for the end of a row and the end of the procedure respectively.

WINA moves the search a pixel across and WINB one row below. The procedure
ends if no boundary pixel is met.

CYCL:-= TFirst of all, locations 30¢-31¢ are dedicated to:- 3¢#:
direction of unit (NU), 3¢1: length of the unit (LU), 3¢2: direction of
link (NL), 3¢3: mean of length (f;), 3¢5: a flag used in LINK (indicates
whether the last vertex was real or not), 3@8: direction of last vertex,
3pA: address of previous vertex, 31§: address of current vertex. CYCL
performs the circular search of 3.2.3b. First looks for a boundary cell
(BLAC). RA to RF perform the ci;cular displacement of the pikel. CICL

is also called by DOES and DONT for a look ahead search. In this case a

flag is set (reg.C) to indicate a simple exit (CMPR). 1If the very
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first vertex is met (MET) and the flag is not set the cycle ends, marking
the last pixel as a vertex (CHCK). 1If no boundary value is met after a
complete cycle, a recovery operation (RCVR/is called. The latter works

éé in 3.2.3b. In normal cases (flag=@), vertex detector is called (YES).
The main subroutine VXDT is illustrated in Fig. 3.23 together with LIVK,
DONT and DOES. SAVE saves the current NU in 3¢A, and calls LNTH. The
latter calls CHSL, which compares the new LU with f; and if ILU-iE]>£ﬁ/4
the end of the last unit is marked as a vertex (PREV). AJST subtracts 8
from values greater than 8 and adds 9 to negative values of NU so that the
cycle is kept. VRTX.marks a pseudo-vertex by adding 1 to the previous one
(stored in 35@¢) and saveslits coordinates (CORD). CRTV marks a certain
vertex by adding 11 to the previous one, and saves both (BOTH) its co-—
ordinates and a pointer to it, PFinally PRV(C marks the previous pseudo—
vertex as a certain—vertex when two successive changes of the limk occur.
Subroutine FAIL prints out a message 'FATIL' when the recovery operator
fails to find the best boundary cell.

Listing C contains all the above mentioned subroutines.
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Appendix 3

PROGRAMS IN 'C’

These include two main operations:—
a) the Real Vertex Verification and
b) the Formation of Unit Clauses.
The whole program consists of a main routine and 16 subroutines. Nine of
the subroutines are called by the main and the rest of them from other
subroutines. In the following, the function of every subroutine is
described in brief with special emphasis on their difficult points.
‘main:- This is the main routine of the program, which basically is
rESpénsible for printing out messages according‘to the various results,
and calls the nine primary subroutines that do the two ogerations mentioned
‘at the beginning. The nine subroutines, according to the order they are
called are:~
init:- This initializes the character arrays ChA[2¢],ChB{28],...,

ChE[2¢], by loading them with 'z', and the final Real Vertex Co-ordinate
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Arrays A[20](2],B[2¢](2),...,E[20][2] by setting fhém to §. Finally it
zeroizes some pointers and flags.

move:~ This moves the vertex-array from locations A[2§][2] to
locations B[2¢][2]to C[28][2] and so on. This is necessary because locations
'”A[Zﬁ][Z] are always loaded by the vertex—array of the new array. The old
one has to be stored for later comparisons. A flag f 1indicates which
case to be used. | |

load:~ This loads the new vertex—array into V[51] and sets pointer f
accordingly for the next call of move.

;keck:- This checks if the vertex-array V[51] and the pointer—array
N[16] have got an end marker -1, and sets flags.FI and F2 accordingly.

truvert:— This is the subroutine that checks the distance of every
vertex from the equation formed by the real-vertices and accordingly
eliminates the ones with distance greater than a certain Iimit; In doing
this it calls three subroutines which are;-

equat:— This forms the equation using the coordinates of the real-
vertices, by calculating tang and b:-

tang=y 57y /557, with o,41
b=(x2 ’*yl-ml *yg)/(xg—xi)

When X=Xy then tang is set to 1 because it can not be set to infinity
and it should not be set to zero by default,

tolernce:~ This checks if the distance of every one of the pseudo-
vertices is within the prespecified limits. If both m2¢x1 and tang#f the
tolerance is given by the maximum of the absolute differences between the
co~ordinates given by the equation and those of the pseudo-vertex. If
24T, and tang=te, then the tolerance is given by the absolute difference
of the abscissae. Finally if tang#f, the tolerance is given by the absolute
value of the two ordinates, This is why tang was set to 1 in the previous

subroutine.
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store;~ This stores the coordinates 6f the verified real-vertices
into the new vertex—array-A[Zﬁ][Z]._

newligt:- This creates a new list of pointers N[i], by inserting
in the old list pointers to the pseudo-vertices with distance from the
equation greater than the limit.

adjacent:= This checks if two adjacent true-vertices within the
vertex-array A[2@][2]: are near enough to be coﬁsidered as one.

first:- This decides if the first real vertex is to be eliminated
due to the case dispusged in Section 3.4.2,

elassify:— This calculates the(primary elements of the 2-D shapes
such as angles, 1ength$ of sides etc., and uses the following four sub-
routines to prepare the unit clauses for the procedure of recognition.

angle:— This calculates the angles of the 2-D shape according to
the formulae of paragraph 3.4.3d.

vertex:~ This loads the character array ChAfi] with the appropriate
lower-case alphabetic character from cfi}.

predicate:— This forms the unit-clauses which are to be used by the
PROLOG program and writes them into file 'data’.

commvert:— This uses subroutine doitto check if the Z;D shapes that
are faces of a 3-D one have common vertices or not.

doit:— This checks if the distances of every vertex of each 2-D
shape from those of everyone of the others are near enough to be considered
as common., If so, it uses the same alphabetic charactér to represent them,

The 'C' programs are presented in the following listing.
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ACVIT IO 50, -CUi103I=DLiTE)=ELilL31=0}

i
T e

-a

1 vl debdie ok
o dournloe bitigebatoly o st xTer Ly, TadeY e TLLLT VIS0
T double Fihe(lysgrtid-atan(d; ‘
4 int sl G
S odinh ALZOTORYSBIZOIL2T 02008200 (LT ELZOILZIN
Gooint Frd s arhaFLaF2 Ry IANTI4T 8501029520149 51 0143 9NIL&DS
7oohar oinel={t At b el T d T e gt T T i T g TR T L e T
b B B T = R TLAG R TR R TR N T S R A S L Y R AT S TR TR
% char CHACZQISChRCZCIsChCIZ0NIChT 20T «ChELZOT S
1 mailnin
11 A it lawms
1z inik(l;
12 Foarli=Gri (2051 H+0
1¢ begins 1f{Ff!=0) wmovaid;
1= ifoFr)
) L printfitselid with wmars than T sidas o
N algorithm F21lsvh")3
IR gotwo 2nds
1 }
20 laad()s
21 if¢f==-1) gotg end;
22 printFiNF=idA\nTsf3 3
2= check()s
24 if(Fi==1)
25 { printf{"20-chap:z with more than 1S vertices
24 algovrithe f31l1s\n")3
27 goto stops
] ¥
s i (Fe==1)
o i oTrintfL"t00 wany v, tices » augaent diuwension
21 af VIIhn"i: :
So gotc stopsd
33 }
Ia #I=NVI03S
35 wi=vI133
& RI=EVINLLITDE
37 vi2=VINT1)+11]3
= I=03%
39 forfty=15(NE3I'=—1)33++2
490 truvert{l;
41 stored)s
a4z ATIICO]= -13%
43 adjacent ()}
44 first(is ' )
4% classify(i :
45 Forfl=031{(=1431++)
a7 { fordm=0im{=1§im+t+) _
43 printf("Af¥dIl%d) = “d\n"s1ymsACIITmdD S
Ay ¥
A0 Aato begind
51 end: printf("end of real vertex verification phase
5z unit clauses in <(dakta)\n");
533 stop? printfiend of proczduvraindg
4 3
55
94 init o)
a7 A Farfi=031(207i++)
s { ChALL1=ChBLil=Ch{ | sChDLi1=ChELil="2"}
57 Fort3=03 j{Zigr+d
S0
1

tiy

-+
aw
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mave ()
£ LF{F==4)
{ For{i=03i{(Z05irr2

{ ChECil=ChDI[:13

' ChDLiY=ChC(Cils

ChCLil=ChB{ils

ChBLi1=Cha&LD1D)5

fFor(3=071) (23 3++)

{ . ELi3f33=DLiTlg1s
DLiYC3i=CL11L335
ECile33=RLilL3]s
BLiIC311=ALiJ L 313

£ far( 1*n11( VR I Lo
{ CHDTi3=ChC{113
ChCLi1i1=ChH{i]}
ChBLil=ChAlLil]
For(y=03) (23 3++2
{ DEiJCyI=CE1iTI0338
CLil{33=pL110373
BLiJL3I=ACilL 1}

23

=051 (Z031+%)

{ ChCfi1l=Chp{113

ChELiIl=CRrALCID S

For(J=0ijiZig++

{ CLiliEgyl=sLilf31}
BLiJL33=AFLilC3]%

b l!

¥
b2
+ .
else ifF(fF==1)
{ for(i=031{Z207i++}
{ ChB{il=ChALil3
fort =033 {25 3++)
BLilLj1=ALi10j15

-

118

turtrs
by

load 2
{ int 1+vI[B133

printf("type coordinates of vertlces rowin“d i

St F O UHARE RN LA L AR LA AN LR ARY TN

AT RISV VYA A PSP A VAV A VA

AvliNlsavills&viZl+&v 3T v8vIidT1&vISIs&v LT 18VvE7TI+&VvIGT+&VITT
Avli0)38vl13+8vI1219&VvI1I3IH&vI14198VvI1519&VvE161+8&vI1T7]1+8&v 12D,
EXVE 3 B0 [P AVE ety B I AVE el W IR AV el IPRAVE ihelod IR AVY 5. & R AVE gedoh RN AV 4275 IR AVE Snl I I

seant ("7 x/xZAVx?x”x”x?x/xVx%x%x%x%xﬂx%x%x%x%x%xkx%"s
LAVE A 1):VL..:'/1vuV|:.J“]1&V[ 11y AVvISRY A& VvITZ1AVvITZAT 1 &vIESYI&VvIEAD
VA A IO AVE W d el BV AVE A IR AV S e B I I vflijauvtd 71 +&vIA3]y&vd41,+,&vEd5D,
AvTAAT S a7 T SvIi88 T &VvIATI v & I3000 H

My intF{'typa pointers to oertain vertices nowin"li

PR T RO A & S N T AT AR SN B NRE A AR N AL SN A ' AN
"LL{iJB.L«{U_?J_E___#_-_;_..;;L#_lL!}u N(‘ﬁ]vuw[‘ ] HI'T'”';
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127 GNERY s ANIPT 4 ANTIOT s EHI 13,5l 2l »QNILTT23NILATANILIRIS
130 For€i=031i4{(5151+4+) VYI{il=viili
131 Foprdi=ii{(3131i++)

122 PFCVELD =00 printf( vEzdl = %“S.2F\n"sisVI2]03
133 fFENEOTI==0) print B0l = Ad\n" NLO1);
134 Forei=031(1aiid+) ‘

35 {FONL1Y! =00 priakfO"NT%d] = Zd\n",1iNLil)5s

134 PFCVIDIt=—-1) f=Ff+l4
137 gl = <13
1358 returnd

139 72

140
141 chsckO

14z L Fi=13
143 forti=0nii(iasitt)

144 L iF(N[iI]==~12 Fi=0;

145 ]

146 FZ=13

147 Forci=0314{3131++)

143 { PFiVIil==—11 FZ=03

1479 ¥

15 rEturrd

131 1}

152

123 equat)

154 { A=nZ-n13

155 Y=wiZ-yli
1354 iFCXT=0)

137 { Ctang="Y/X3

152 b= ({u2#y 1 -xi4y2Y/(ui-ul)s3

1359 }

140 alse

i&1 { tang=13

142 b=03
1483 3

144 returns

1A 1}

1464

147 newlist()

1623 { int L3

1&7 L=733

170 for¢ iNC3I'=~133++)5
171 fard $32Li3—--D
172 NLg+13I=N[)13
173 N[ +11=NL313

i74 NL3I=R3

173 returni

176 %

177

178 stored

179 int Kij

1350 K=13

151 ALKILOTI=x13

122 ACKI[1=y1}

183 [=K+11

1324 raturni

125 )

134

127 tolapence)

1223 davsble DusDys .

137 PFOEX =028 Ctang!=02) ' .

190 { ystang ¥/ Lid+bi

12

B

RS AVE TR B I S A A TS T

-
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174
195
1?46
1727
192
199
200
203
202
203
04
CZ03
2046
207
208
209
- 210
211

o212

213
214
213
216
217
Z13
219
220

e
-

ey

Y S a4

T
Al an

L L B B
SN e B ]

-
s
-
234
T
Z5

2346

- 237

TG

JFagh g
239
240
241
242
247
244
245
" za6
247
‘248
249
250
251
252
253
2%

LTS

printfc"Dx=

}

}

alse

retu

Eroavaorb O

{

start:

loop?

int
doub
2ua
ma M=
i=ML
ifFCi
L

W

—

Ay
I

-
[\j]
i

il

adjacent ()
doubla K1sK2+L19L 23

{

int

Dy=fab

tol=(Dx(=Dy 7DDy
Ly DY =ES .2 f kol =nS IF ANy DR Dystol)

ifiX==0)

s(y-V0i+t1:

H

ftol=fabs(VLil-x1)3
2lse ifltang==0)
tol=Fabs(VIi+li—-yv1l}i "

Mk}

Flagi
1l maxi
tCas
0.03
J-11+25
(ML333

tolernce(}s

if(tpl
{one:

¥
flag=1
if(tol
{

¥

(=2,
1=1i+23
goto loopi

3

Y=man)
maA=tols
xZ2=VIl[il}
y2=VTi+113
R=1i1}

goto ones

1F(VLil=
returns

if(flag!
storal)
K1=xZ3
yi=y2i

==13

=11

"
L]

2Z=VINLj+11135
y2=VINL)+13+113

returns

newlist
flag=03
gato st

Lo

€33

arth

For(l=0iACLl+1IC0T!I=—151++3

{

Wi=ALl
R2=AaLll

JTOI-ACI+11L00T5
JC1I-AC1+1301]3

L1=K1#K13
L2=KZ*KZ3

ifisgnr
{

EOLI+LLZY (=2 0%sgrE(2.0))
Forim=13ALa+1]00) ' =—15m++)
{ ALILOI=Alm+1TCOT

AlmlltI=ALwm+1301] %

}
AlwmICOI= 13

A
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257 B
253 ratusrng
239 1}
250
26y first(n
262 { int Noj
263 For(i=0fATiJE0]1=~13i++2}
264 No=1i-2}
T246%  printfitNo=ud\n"iNal;
2464 o x1=AL11L00)s y1=AC131C113
2467 HZ2=ALNOIE0]] yI=AINeIl[133
ZAZ printf 0 v l=AT 2 f i n2=n . . 2 F iy l=US, 2f y2=AT0. . 2F " e xt e K2yl ey 3
269 gauat ()’
270 i=03
271 VEi3=AL01L01% VIi+11=ATl01EL11;
272 tolernce (s

273 printfi"u=ta. 2Ffy=US 2F VLUdI=UD . 2F VIAd+1] =48 2F \n" axnsysdis v 1]+
274 printfi"tol=%5.2FfF\n"stoll1

275 ifitol (=2.07 .

274 { for(i=0sAlil [0l !=-1ii++)
277 { ALLILO]I=ACi+1]E073
2783 ALITIL11=ACi+13 0113
279 >

280 ALL-21L01=AL03LG]3

=31 PLi-21013=AC03L011]3

22 }

2383 alzs r2turnji

234 >

283

2846 classify()

227 { dousle D1+DZ5

228 Foarl{i=01(AL1I+1J00T=—105i++)
289 { Ci1=ATil{0I-ALi+11{01}

270 De=ALi3[1]1-A0i+13 0113

271 STil=sqrt(D1#D1+DZ+D2)+0.53
292 TLil=A{D1'=02(3&0/(2*3. 141623 (atan(D2/D13)):120)3%
273 1FCTLid¢0y TLil=TEL1+120)
294 S1{11=TL(i3+0.33

295 S2li11=5011*8Cilj

296 b '

297 R=13

angls(li
vertex()si
comaveért ()3
predicate()i

returnd
}
angls()
{ int maxAi

maxA=ALTII01]3
for(i=15i(R-17i++)
maxBA={makAY=ALi+11 011 maxAsACi+1301])3
Anl0)=abks(81L0]1~S1CR-13>3%
for{i=1y1(Rii++)
{ IFCCRIZIASCCALEIENTI(=ALL—-1]C13)8&CAC11C11¢{=ACi+11[113)3
P CCALIIMLY=ALi-12283CALIIT1Y=A0i+110123M
AnCil=abs(8510i-11-51{il);
glae 1fFCALII01]==maxA)
AnCil=ahbs(S10{i-13-351C0il);
lee Anl{il=120-3abs(81L11-61C0i-1173}

1

}

raturns

[
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S
I22 vertz==0
323 A For(i=03ALi+11003!'=-151++)
324 L ChALil=cfk];
R k=k+13
. 326 >
-327 }
Ted '
327 predicat=24)
330 FILE *outs’
NS out=fopen(“data"s+"a")s
L AEZ Farti=0tALli+11L0)'=—151++3
133 { TFCCALI+1IT0T =AE0I 00140 (ATL+11 013 =AT0IT1T )
374 { forintflouty"connilecrdoiosie) . An"y
335 ’ CHALLIISsCHALI1+ChALIi+11,ChALLI+1123
SIL fprintf{out:"line(Ycie+%4d) . \n"y
33 ChALLi1+ChALI+13.:5011) 3
332 fprintflout:Yslopeticic Z4dl.An"s
337 ChAalil»Chali+13,81C011)5
40 fprintflouts'sqrline(dciayid) . \n",
Fal ChALi1+ChALiI+1]82013)3
342 ¥
-347% else
244 { Fprintflouts"connl{4csfhees%el . An",
345 CHAL11+CHAL1IIsCRALOI sCHALEDT ) 3
346 fFprintflouty“iine(dckey%d) . \n",
o347 ' Chalil«+ChALO] 581105
~34AE forintfiouty“slapetlickeidlr.\n">
349 CHALiITIChATOISS1LidY5
350 fprintfiout+"zsgrlinede¥c %d)l . \n",
351 ChALilsChALO] 5201101
352 >
S RT3 >
258 fFor(i=03i{Rii++D :
355 fprintfiouts“angletic id) .\ »ChALidAnliT)}§
304 fclosef{outls
35 raturn:
Iae 3}
Iny
JI&0  commvert () :
351 L AFCETQIEDY 1=0)
362 { doit (A1BrChAChE) S
C3A3 doit(AsCsChAYChC? S
364 doit (AsDsChAsChDY 3
. 345 dait(ArE+ChAsChE) S
I&b doit (B .C+ChEIChCY 3
SAT doit (B1DyChBYChDY
3468 doit(B:ELChEB>sChE) 3
IEY doit (CyDsChCsChDY 3
270 doit (CyEChC-sChE) 3
. 371 . return’
372 T
373 glse ifFIDLAGICOT =0}
374 { doit{A18:ChAChE);
375 doit tAYCHChAICHCY I
374 dait (A+Dr1ChAYCHDY §
377 dait (ByCsChBIChC) ;3
37& : doit(B:DsChBEhD)
379 doit(CyDHIChCChD1
Ia0 returns
a1 b
g2 alse 1F(CLOI00I=0)
323 { Hoit fB«CrChEsChC:

-~ i Y P I T T T SO o S S



I8 doit(AsCrChAIChC '3

AT T orzturnd
137 }
S 3as glse if{(RBIGICOI'=0)
CRRY { doit(ARIB+ChACThRY S
390 returns
391 : ¥
392 else returnd
392 3
374
- 399 doit (WaUsChldsChUD
R int WIZOIL21-YEZOIL2] S
A A char *ChWdy%CnlUs
378 1 int K1eRKZsLEaL23
97 fard j=05U03+11 003 I=~133++)
4090 { For(i=QiWLi+13EQY=-15i++)
201 { R1=WLi3E0I~-VUL3L013
402 ' KE=WCi1013-UL330115
- 403 ' Li=K1x%K13
- 404 Z=KI*K2Z5
. 4405 ifFlsqrtlli+LZ) {(=2.0%¥sgqrt(Z2.0))
4aa ChWCil=ChUL3335 "
- 407 ¥
403 ¥
409 retuing

410 ¥
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Appendix | 4

PROGRAMS IN 'PROLOG'

These are the two recognition programs 2-D FRecognizer and 3-D

Recognizer. The following is a listing of the two programs, which have

been presented in detail in Chapter 5.




NONCNE N~

S0

-3 -
d
Fy

=
%

L]

=

e

init2b:-retractallCatrian(AsBsCoDrvErF)daretractall(aquadril (GeHrl v JeKaLaMiNI Y,

shape(Xstriangle)i-trignCXeSa¥YaTaZold, ’ ’
tr:an(X;SnV:T|Z‘U)l—cuﬂn(Kt5|Y)\cnnn(Y;T|Z)‘conn(Zchx>|nnt(atrlan(K|SuY¢T121U))qnq:kanrxan(Vngzqu\x‘S)),
notlatrian{Z UsXsEr¥sT))vassert(atrian(XsSaYrTrZs),

shape(Xvisosceles)i-init20striani{X151¥a1TaZvUlvequalpair(SaTl).,
equalpairiXsYsZlt-equalline(X Y},
equalpairi{XsY1ZI)i-equallinel(Ys1}.
equalpair(Xy¥yZ)t-pqualline(X 1),

equalline(X 1Y) t=line(X M rline(YsyN)sequall (MiN).

equaliiX »¥) =N is ¥X4M is ¥Yih=HMat,

equall{X ' ¥)r=CXOY) s LN is X-YiN=(2. ,
equall(XsY)t=(X{(Y)r 4N is Y-XIN=(2,

shape(Xiequilateral)i=inite2Ditrian{XsS:YeyTaZUdrvequalline(TyU)requalline(S5.T).

shape(Xrright-angled)!=initZDrtrian{X »Ss¥Y T+2+UWvright(S:TyLI,
right (Xs+¥s2)i-sqrline(Xil)rsgrliinedYi+Mirsqrline(Z 1N)spythag(LisMiN},
pythag(X Y 1Z)t~aqual2{X 1 ¥+2).

pythag{X Y+ 2l t—equal2(Y»I+X),

pythagtXsYsZ)i=mqualZ {2 X+Y),

equall(XsY)i-N is XM is YiN=M,!,

equalZiX Y i=XY¥s!aN jis X=YyN={4.

equUAlZ X Y)i=X(Y1!sN is Y=XyN={4,

shape(Xabtuse=-angled) i=initZDitriantXaSa¥ 1 THhZ W yobtuse (STl .
obtu=9(X1YqZ)‘—squxne(X,L)qsquxne(\vM)vsqr}1ne(Zquuobttheor(L|M N) .
ophittheoriXs¥sZ) =N i XaM is Y+ZNIMy!+P is N-M:P) 4.
obtthearfXiYeZ)i=N is YiM is X+ZyNYMr 1P is H=-MF) 4,
gbtthaariRi¥YsZ) N i Z+M is X4YaMIMa 4P is N-M.P} 4,

shape(H»qUadrilateral)=-quadr11rwnRrX-S-YsT-Z-U).
quadriliWsRIX3SsYaTHZ ) I-connil. R|¥)'canan-SaYJvconanrTuZ)|:nnnlZaUsH)‘&X\==2)a(Y\=-u)-
noticonnildsOrYddwynot {conn{X oy I ynotfeonniUsPyldsanoticaonni 2 s¥aXd )y
notCagquadril (WeR+XOSsYyThZ M danot(aguadril (iSiT v 2avUcksRI D
not(aquadril(Y s TrZolhWyR Xs8) dwnotlaquadril {2 yUiWiRIX4SeTe T
, assertlaquadril(WsRs X 1S Y T2 UMD,
shape(Winon-convex—quadrilateral)i-nonconvquad (WsR+ XS YT ZaU) .
nonconvQuad (WaR 1 XsSs Y T2y i=init2DvquadriliWsRySs¥sTa 2y ynonconvex (WiXaYr 2.,
nonconvex iy XaYsZd t=angletkrK)rangletX1L)sangledYiMdvangle(ZsN) rtwol B0 (K LeMaNY,
EWwolE0CHIXsYa2)i=N ig WHX+Y+ZIIN{ZEQe I 9R 18 JE0=-NsR)J.

shapelWitrapesium)i=trapez (W+RaXsSsY T Zo ), ~

trapez(W+RsXaSeY o Ta 2o U i—initElrquadril (MR XaSeYaTsZoldy ((paral{RsTIsnatiparal (Ssu) )i
(paraliSylidsnotiparal (ReT22 3,

paralixs¥lit-stopefXM)sslopeiY i N)equalslopelMihy.

egualelapedXsY3I-X0¥s!yN is X=-YiN={T,

egualslcpalXa¥Y>Xi=X{Ys'yN is Y-X+N=(J.

equalslopel(Xi¥Y)i=-N is XM is YiN=M, !,

007

shapetliscsceles—traperium)i~trapez(WiRy x.s;v-T.Z-U);(Cequall:netR'T)snot(parultS-UJ;..
(equalline(S«U)tnoti{paral CRATINI).,




86 shape(Wiparallelopramdt=paralgrmiWsRiXs52YsT o2l ,
57 paralgrnlMaRsXaSaYaTeZ oW 3-initZDiquadril{WsRyXaSa¥sTaZ o) sparal (ReT)iparaltSells.,

59 shapelUsrectangledi-rectan(WasRsXaGaYaTaZoUY,

&0 rectand{WsRyNaSaYrTaZayUd i=paralgroflWiRiXsS ¥+ TaZyU)arect (R15) .

61 rect(¥s¥l:i-slope(XrLd)sslope(YsM)aright (LiM},

&2 right{Xa¥itaX3¥ataN s X-Y:90=N.

L3 ragntiXyYri~x4¥s 9N i Y<Xy»50=N,

od raght{Xy¥YYI=X)¥Yy! N fs X=YaN(RU+ 'R 18 90-N+R=(3, .

£5 right (Y1 I=X{Y¥+! N {8 Y=X:N{F01 'R is FO-Ni1R= (3. ’ i ) B
. &6 rightiXsY)z=X) ¥t sN 18 X-YiN}Y0s!yR is N-90+R= (3.
. &7 right (X YIi=X(Ys!sN is Y=X1N)90+!yR is N-R0R={(3,.

LB right (X Y2i-X=Yy 'R {s 90,

70 shapel(Wssquare) t~squarl{ltRiX«SaYaTeZ U,
71 squartWiReXaSaYaTeZad t=rectan(WsRe X+ Sa¥eTa Ul vequallinetRi5).

73 shape(Wsrhombus)i=rhamb (WaR+ XS Y TaZoll),
74 rhoab(U ReXsSaYeTaZ el s=paralgrniWaRe X SeYaTrZ W) vequalline(R15).,

74 shape(Nsptherdt—=init2DwnptitriantAs X Ba YO Z) ) snot(quadril (ReSaThU1 VW 01P) ),

102




B RO IR LR A S

{tnit2Di=retractalllatrian(AiBaCyDiEsF) ) rretractall (aquadril (Sl IvJaKsL 1 MeNY)

triant(XsSiYeTr2 sl i-connl{d 1 Se¥drconni{YsTsZIrconnll U
notlatrianiZ «UeXiSeYs T)}-assart(atrxan(!-S.Y:T:Z;U)).

equalline (X ¥l i=-lina(XsMdslinatY:N)requali(tid),
equali(X:«¥Y2s=N 18 XM is YiN=M !,

equal bl s¥I:~{Xi¥)s N is X-YN=<(2Z,
equalicXeYII-CX Y2l N Qs V=X N=(2Z,

skdanotlatriantXa S Y T2l dnotcatrian(Y e ToZ Wy X287 20

quadriliH iR Xy Sa¥aTaZ e tmconn{lsReXdaconniX EaYiconn{¥ sy TaZdaconn{Zylabd s (XAE=Z) 1 LY \==H)

paralgrnfd R XeSs¥aTaZrldi~init2Dquadril (U« R X Sy Yo T v sparal(RaTIaparal (81D,
paral<iiYit-slppe(XsMIrslope{YiN)requalslopeMiN).,
"equalslope(XiY)i~X)YeleN is R=YN=(J

notteonni{WiDeY2d)snoticannd{ XSy I)dsnatinonntt Py dynotloanntZsVeXd s

notlaguadriidWasReXaSyY s TaZsld Y rnot (aquacril (X+SsTeYs Il RI Ty
ot {aguadri I Yy TaZ Uy R XS )y notlaquadri T2y ReXeSaY1T) )y

asseart{sguadri i CW R XsSaY e TaZoU)),

equalzlopelX1¥Ii~X4YataN 15 Y-XiN={J,
egqualslopeX¥)1~N is XiM is Y N=Ma !,

rectan{WiBs X S TaZ e t~paralgrndWsRa% Sy Y s ToZ Ul s rect (Rs5) .,

rect (Xs¥)i~glope(Xil)vslopelYsm)aright (e,

right (XY I~X)Ys!taN
right (XsYJ2~-X{¥s! N
right{XpY2i~X3Y st
PIght (X Y23 =X {Ys !N
right (XA i=Xi VYol N
rightiX»¥Y)i=X{Y+ !N
right {X,¥)1-X=¥s14R

BRuar(Hs Ry Xa S Y TeZad f=rectantlsRy£aSa¥a Te 2y sequallingdRi8) .,

rhoub {WiIRe XSy Ta 2 t=paralgrulliRe XS Y TaZ Ul vegqualline(Ry 5D,

notshapei-not tEriandAERCDsErFY) daynot Cquadrid (GoHe Ty T Kok M) D,

shapeID(Artetrahedron) t-tetra(AiBiCyDI, o ‘

tetrs A B CrD) i~init20rtrian (A X BaY 1L Z00triantCoaVsE« WDl s banotshapernot (otherl ta«BaSe 0D D,

tetratAB L D) t~init20vtrian(AsXsBaY CaZdvtrian(Ay Vs Cata Dol v tynptshapesnot lotherl LAVE DY ).
tetra(a-B-c|D}l~initZDntrian(A.va»Y;C|Zlatrian(AaV’DnU|B|N>u!qnatshape-uct(a:herltA'B:CvD)).

is
is
is
is
is
is
isg

X=¥190=N.
Y=Xs¥0=N,
Y=-YaN(IOs 4R
Y=X1N{90s 1R
X=YsHIF0 'H R
Y-XaNY?Oy L 4R
90,

is
is
is
18

{0

FO~-

N-
N=

shapelD{A+tetrahedrondi~tetral (A 1BCaD) .

tetral CACE LoD i-imitZDatrian(A X B Yo Ce2 2 et ritan (AR Dy Sa B ThaE rianch iy CvaDnU)o'-nutahapecnmttnthe.liasﬁau.D)
et ral (A By CADY t=init 2Dt riantRs X Ba YO DIt rdantm Ry SaD T et rtantAsE el sbs Gl st rian CrthhBeVadally !y

=Ny A= (3,
NeR=(3J.
20+R={3.
GO R={3,

notshapesnpt(atherl tARCL0) D,

Rt ral lAGEs I i mind 2Dt rian (AKX BaY L2 +ErianCAIRs DS B TI ot r1antAEsDaF s LoBlatriary BalaD Vel 'y

natshapesnot (otherl CAVEB«L DD,

othert LAYRCID) t=conn(laJ K s CHAESAY » (KAa=B1 s (KA ==E) y (KA ==D)

0z



&3
89
S0

92

(=}
94
45
86
57

ks
100
104
102
103
104
105

shapeXD(Arsquare~pyramid) t=pyram(AvB CiDsEd.

pyram(AsBsLHDaEX t=initZDitr1an(RIRB1SsCaTdrtrianCA W LU D) st rian(A Xy DaY1E12) 1 Ev=x8)>
notghapesnotiotherZ{AEsCrDyEY 2.,

pyramCArBCaDE)t-init2ZDstrian(AyRaBaSiCyTIatriantAy v DaVaBad strianCAr X CaYsEaZ by Du==Edy
notshapeynoti{other2(AyB«CD1Ed) . . .

pyram(AYB s CaDvE) 1=init 2Dyt rian(AYRIBAECa T atrianfAsUsD Ve Bl striantAsXsEaY D7) 0t ChmxzEdy !

natshapesnotiother2(AtE1C1DyEY ).

pyram{RsByCoDIEI—inttZDyt rianCAReBaSCoT) vt rian(CrUsBaVeDsWl st riantCox D Y+Es 7))y AN==E D ¢!

notshapernotiother2(AyEC1DIEY) .
pyrem(AyBICyDEI t=initZDrtrianlARaBaSaCa T st rianCA U DV Evk) st rianfCo kv BaY Er 2) s 1 EN==2000
notshapesnptCother2(AYByCVDIEDD .

pyram (P E CeDvEX Sminit ZDyt rian(A R B S DT vt rianfCr BV DD st raanCA L Cy Y Ea Ty = alr

natshapernotiother Atk CHDED) .,
pyrdm(ﬁvB-ClﬂiE)=-inlt2Dttrian(ﬁnﬂ1915‘C|TJltrianfﬁ|UvC1VQD|N)1trLan(D|K|C|Y|EvZ)|(D\==EJ|
notshapernot(ather2C(AYBCrDEY Y,
pyramfADB-C|DtE)S-initED:tPian(ﬁ-R:BoSrEfT)ttrian€R|U101V|BrH)vtrian(D;XinY|B|ZJv(C\==E)'
‘ notshapeinotiother2(ABICI1DIE)).
eram(A|B|CiD|E)I-iﬂit?Dltrian(ﬂ|R1315vC|T)|tPian(ClV131U|D|N)vtrt&nﬂBsXvE1Y1sz)!kﬁ\==E)r
notshapasnotiother2(A1B+C1DEY ).,

shapeZl(Arsquare-pyramid) i=pyramli{AsB CiDIE),

pyraml(R|Bich!E):-init:thPian(ﬁtSvB!T|C1U3!tPian(ﬁ!I‘C|JsD¢K)!tPlan(ﬁ!L1DsM!E1N}Itrlan(ﬁlptE|O|E1R31

quadril (B WiCiXsDrY1E1 ) st anatshapernaot(athar2(AsBsCrD1EY I .

pyraml(RvB!C|D'E):-1nit201trian(Q-5|BlTiClU)rtrian(CsI|B‘JuD|K)1trian(C1L|D!M|E|N)1tridh\E1PvA|@oC1R)|

Quadril(EvWsAXsByYsDeZ} v ! ynotshapesnpt(athar2 (A BsCoD,EY Y,

pyraml(ﬂ;B-CsDeE):-initZDutrian(ﬂ-S;B;TuC-U)’trianCBnI|R1JuDyK)’trian(B‘LaD»HuEnN)vtrlantﬁnP{E'D-C|R)u -

Guadril{A WD X ErYaCrZ) vt anctshapeinot(othar2 (A BICHDvE} Y,
shapa:D(Avsquare-pyram;d)=-tetra(A-BuC|D).
nther:tn'EvC|DsE)=—conn<l-J»K)s(K\==n)1(K\==B)1(K\i=C}'CK\==D)-(K\==E}.
shapell(Arsquare~pyramid) i-truntripyr{RsB1C1D1E).,
shapelD(Astriangular-prism)i~sqrprism(A1Bi1CrD1ENF) .

ihapeZD(A‘truncated-triangular-pyramid)t-truntripyrfﬁaB-CyD:E).

truntrigyrtﬂuB;CvD'E):-initznstrtantnnX’B-chsz>|!.quadriltA|R-DnS|E'T-B|UJ-!1notsnape-nntrutherzlR-B'C-D|E}J.-
truntripyr(ﬂ:ﬂ;ﬂnD-E)l~in1t2D-trian(ArX:B:Y,C:Z);!vquadril!A:R:C;S;E,T-DvU)n!:nutshape,notfcthethA-B;C»D-E)i.
truntr;pyr(A|B|CsD,EJ=—initZDntrtan(A’X|B|Y-C|I)-!1quadril(B|U-D|RvE|SrCsT)-!snctshspe-ncttuther?fﬁfBIC'D:EJ?.
truntripyr(A-B1D:CvE):-initZquuadrilCAlRiBlSlC'T|D|U)-!:trianiﬂvst'Yvaliu!nthshapEvnnt(utherEiA'EuC.D'Eb>.
truntripyr(ﬂ-ﬁ.CuD,E)=*init2Daquadril(AlR;BsS}CuTnDlU)|!striaﬂ(B-XnE-Y'C-Z)’E‘notshape»nnt(uthevi(ﬂ.a-C:n-EJ).

cherSCA!B:C|DnEIFJ!-conan'JuK3|(K\==ﬁ)v(K\==B)y(K\==C)|(K\==D)o(K\==E)le\==F).

shapa:D(Autruncated—triangular-pyramid)=-truntripyr1(A:B;C-DrEsF}.

truﬂtripyrl(HlB!CuDlElF):-initZquuadriI(Q|R|B:S|CIT'DnU)!T|quadrilLCvHvB'IiElY’Fvi)|nflantD1K|C|LvF|MJ|!|

natshapesnot (otherI(A+BICIDIEIFI ).

truntripyrl(A1B|CrD-EsF)=—lnit20rquadri1(AvRquSrc|T|D»UJ‘!‘quadril(A‘NsD|X|E1Y!Fr£):t»tantD-KuC|LnE-HJ'!-

notshapesnot{otharI(ABCID(EF)).

truntripyrl(A|B|C|DvEtF)=-1nlt3D1quadril(ﬁsR|B|SstT-D|U)v!-quadril(D:H|C|X'E:Y;F|Z)ntrlan(C|K|BqL|E|H)|!'

nokshapeinot{otharI(RiByCsDEF) 3,

truntripyrl(RIEICIDvElFJ=-xﬂlt20lquadr1I{RlRiBr5|C|TvDIU?v!|quadrilfoNvﬁvKlElYfFlZ)!CP!&H(ﬂ!K!B|L'F|H)1f!

nu§5hape3not(DtherS(AthC'D'EvFJ{.

14074
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145

149
150
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154
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156
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158

15%

truntr;pyrl(AvﬂvC'DnEsFJ'—init anuadril(ﬂuRuB S+CaTDy U)u.uquadriltc HYB X E Y Fa ZJ|tr:=n(8|h'A‘LsE|Miv!-
notshapesnot (other3(AIBICHIDVEVFI ),

truntrlpy?l(ﬂ\B1CtD\E|F3i-inttZD|quadrll(R|R18t5|C TiD e trquadril Al DX EnY i FrddetirianiBe 19:L|F|H)l!|
notshapesnot(other3(R4BCHDIEFD),

truntripyri (A BsCHDWEWF)i=~initZDyquadril (AYR1BaSHC TanU)l!|quaGP1l(DvH|C|X|E|Y|FvZ)1tr1an(Q'K1D|L|F|H)l!’

. notshapesnot(other3(A1B.CiD1E+F) ).,

truntripyri(A: 5sCy DrExF)i=init2Dquadril (AYRBeSHCHa TPy v fvquadril (B N!AlX!EIY FrZYstrian(AsKsDiLsEsMI!
natshapgiynot{otherS{A+B\CHD1EWF) Y.,

truntripyri(AYBsCrIvEsF)i=initZDy trtan(A|R|B|S1CuTJ:!lquadriltﬁtuscsK|DvYoEsZ)vquadril(B-K19|L1E|H|F|N)v!
naotshapesnot{otherJ(A B:CsDVEVFY) .,

truntripyrI(A‘B:CwnnE'F)=—in£t20|tr£an(ﬂ|RaB'SvC|T)s!1quadri1(B-NvﬁanDrYnE-ZJ|quadr11(C|K|BoL1E MrFaN) s 1y
notshapesnot{other3(A1B+CrD1EFII,

Eruntripy riAsBACHDEr I I =init 2Dt riantArRiB S LTI v quad ril (T yWaB e Xy DY E  2) vquadri L LAKICHLIEI MaF NI v by
natshapesnot (other3(AsB1CIDENF)) ., .

-

‘shapesn(n-triangular-prism)=~tr1prism(A|B-CvD|E).

triprisalAIBICDEYI=init2Dstrian(AsX+BaYeCaZd v laparalgem (AR DISHENTBrUd v lanotshapesnot(other2(AsB1CrDIED}), |

triparism(AVBsCAD'EXI-init2Dstrian(Ar1XsBa¥YaCyZ)v rparalgrm{AsRsCHSHIE+TiDrUd) st anatshapernot(other2fAyBaCaDIES),

triprisatAyBrCoDIE)i=init2DstriantA s XsBeY1CrZ)otrparalgrm(B+UsDrRENSICrT) v vnaotshapernotCother2{AB+CrBIEN) . !

triprism(AYEsBICHE) t~init2Drparalgrm(ArR1BeSCeTaDid o tatrian(DsXsCaYeErvZ) ' ynotshapesnot{ather(AsB+CrDE) ),

triprism{A 1B CrDHEY1~1nit2DsparalgrmCAYR1BsS4CyToDv v lrtrian(BiXyEnYyCi )y ynotshapeinot(other2(ArBsCrDIE) ), ¢ _

shapelD(Artriangular-prism)t-trirplsmiCAyBsCeDIEVF). ) . S .

trirpismitA1BICIDIEsF) t-init2DvparalgraCAsRyBIE 1 CaT DU taparalgralCoHiByXsErYaFrZ)vtrian(DsKaCoLaFatd s
notshapesnot (atherICA1BCiDIELF)),

trirpismi (AyEyCsDVEsFYi=init2hparalgrm(AsRaBrySaCyTaDa) +taparalgrm{Atb Dy XsEaYaFsZdatrian(Dy !C!LIE Mawts
natshapeinot(otherICAYB1CHDErF) ).

trirpismiCAyBICHDIEVF) I=init2Dparalgra(AyRyBriSCaTyDoWd v taparalgrmDoWsCaXoEaY FeZdatrian(CaKsBalsEaM) !y
notshapesnot(otherI{AYB1CaDIEWF) ).

trxrp;sml(h|ﬁ:ﬁ D+EVFYt=initZDparalgrm(AR+B1S CaTaDeUd s typaralgrm(BiWsAsXsEvYaF1Zd vt rian(CoKaBaLFsMIs !y
notehapesnot(otherI(AyByCrDIEVFI I,

trirpisml{AyBICsDHEsFIi~init2hsparalgrm{AiR1BaSCaTeDi s trparalgralCoiaBaXaEsVaFeZlatriantBi K1 AL EdMI vl
notshapesnot (otherI(A+B1C+DENF)) .,

trirpisml(Auﬁ'CaDcEsF)3-init2Dvparalgrm(AuR|B'EucsT-D|U)1!|paralgrm(AsN|D|x.E-Y'Fszb|trian(BuKsA|LoF.M>u!.
notshapeinot (other3(AIByCiDIEVFID,

trirpismli¢AsBICIDIEFII=init2Drparalgrn(A+RyB1SiCHT D taparalgra(DiksCoXaEnYaFr)atrianCAsKaDiLoF Mty
‘natshapenot (other3(ATBICYDENFI ).

trirpisnl CAYEICHDIEsFYi=init2Dvparalgrm(AIR1B15Co Ty Dy taparalgeratBaliAyvOEsYrFaZd vt rian{AKaDrLiEsMIv !y
notshapesnot (otherI(AIByCaDIENF) ).,

trirpisnl (A BrCiDsEVFIt—initZDetrian(AsRIBISCiT) v typaralgralAskh C-X.DnYuE.l)'paralgrm(Bs KeBsLsExMaFaNY s 1y

notshapeynot{btherICAIByCaDIESFI I,
trirp15m1(ﬁyB|CvD|E|F)=-!n)t ZDvtrianCARIEYS+LaT) v toparalgra(BiNAr KDY EvZdeparalgrm(CoRaBaL sErMaF NI o 2y
nutshapennnt(ctherECA yBaChDYENFD ).
trirpisil(ArBrC D ErFY s-init 2Dt rianCA iR ByS+CoTI 0 typaralgra ol BaXs Do YvErZ) spavalgratAsKeColsEaMaF NIy
notshapesnot (other3I(AYE C+DENF)), B

-

shapeID(Astruncated-sguare-pyranid) i-frunsgrpyrfAsBsCyDIEVFD .

trunsqroyr(AByCeDIEIF) i=init20iquadrilCAVRYB S L TH Dy W quadri bW B dsEsYaFr2dy anofshiapesnotiotne: Juab By EaF 0o,
trunsqrpyr(AuBszD-E|F)=-1nit201quadril(A-R-BuS-CnT|01U)|quadr:I(B‘Nqﬁux'E'Y-F-Z)q!-nctzhape‘nnttothu.?lé-L-L.B.E‘F-¥;
trunsqrpy rCAVTEICIDIE R i=init2Diquadril (AR BsSH Gy TiD W aquadril (A D X4 EsYsFaZ7)y ynotehapernotiaothe "ol DLy U EWF )Y,
trunsqrpyr(A\BqC\DqE|F3=-init20|quadr1l(A-RvsaS'CquD»U)‘quadriltD‘Hnﬂo)»E'\»F|231!-nctshapeunoL(ctherBféninh-D-E»Fﬁt.

702

Otherd A B CrDEsF G s=conn (I Jr KD s tKA==A0 s KA ==B) 2 (KA==00 0y (KA==D0 y (KM= =R s (RA==F ) 2 (A ==0) .
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190
193
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154
197
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ehape3D(Ast runcated-square—pyramnid) i=trunsqrpyrl (AvBIC+DVEF1G),
trunsqrpyrl(HyBsCuD’E|FsGJ3~initEquuadri1(AerB:X;C;YrDrZ):quadrilfE-H,AsLsinnnF'N)vquadril(CuRanSanT‘G-U};En
notshapeinot lotherd CATEChADAEWF5) ).
trunsgrpyrl (AYEsCHDIEZF Bt~ init2Dsquadril (AW B Xala Y D122 squadr il (A DILsE M FaN) souadri 1 (R R AISHFTaG-UYy |
notshapesnot{otherd (A+BICIDIEsFGI) .
trunsqrpyrl(A|B|C|DnE|F G)l—xnit“quuadrll(RthBnXuE YiDrZlvquacril(DsKsCol v EvMiF NI vqQuadriI {BIRDsSHF 1 TaGrlid o1y
" notshapasnot(atherd(AYBICHDIEFaG) ).
trunsarpyrl CAVESCIDAE P i-init2Diquadril (AW By X Ca Y Dy v quadril (O O B L Ea i FaND s quad i DD Ry CaSaFaTaGa il s 1y
notshapernnt(ntherd(AyBHCyDyEsFyG) .
1 :

shapelltArsquare-prism)i-sgrprism(AsBiCaDeEF).

sgrprisatfyByCiDyE P i —init2DyparalgrntAsFaBrSsTHrTaD W rparalgrm(Cya B Xy EsYaFs2d s Tynotshapernot{otherZ Ry B+CHD-ExF) ).
sqrprisam{AsBrCaDEsFl)i=init2Dvparalgrm{AsR+BaSaCiThDsUdvparalgrm(BebrArX+EeY 1Py iy tynotshapesnntfother JuR By CHD-EZF Y)Y,
sqrprism{AyB,CHDsEyFIt—initZDyparalgrmlAsRaB+SaCyTyDa sparalgrm (AW DX ErYsFrZ) s Tenotshapesnot (otherl (A 2.0y DaEWF I,
sqrprism(AqB|C|D'E1F)=—init2D»paralgrmEAuR-E151CvTaD|U)’paralgrmcbqw'CsK-E‘YeF|Z)n!‘nutshape:nntfgther:fﬁeB.CnD~E.F}3.

shapeIDlArequare-prismii-sqrprisml(A'BICIDIEFaG).

sqrprisnl (AIBICHYDIEsF 1 Gl i=IinitZ0quadril (AW Be X CaY1Dr 22 eparalgralBeH A LiE M FaNI sporal 0rmiCsRsBrSsF s TaGaid v 1
notshapesnot (otherd (AYB1CiDYEAFIGY ),

sorprisml(AsBrCIDrEsFsB)~initEhrquadril (A+WBeXHCoYaDy D sparalgraCAsKaDyLaEsMiF NI v paralgrulBiReAsEF T8 ator )y
notshapeshot (atherd (AVBICHYDWEsFrG) ).

sQrprisal(AyBICyDEF B i—init2Dyquadril (RyWyB X Gy YDy ZdyparalgrmlDiKyCalaEsMy Fqu-pufélgrm(ﬁ»RnD:SvP|fsg|U»p‘|
notcshapernot (otherd (AsBACaDsEsFaB) ).

sQrprisml(AYEICIDYE R B) i =inatZ0yquadrii(A W B, XvaY‘D-I)vpal'algrmftqhtﬁlLuEur‘quN)npar Igrin(DrsRICaSaF 1451 Uswt
notshapesnot{otherd (A1B+1CsDiE1F15)).

sqrprisml(AYB IS DaEAF G i-init2DspavalgralA W B XsCo¥aDr I oquadril (B yKsArLsEsMiFsMdaparalgrntCyRyErSaFaTad3 Urs !ty
notshapesnot (otherd (AYBICDAEaFaG) ).

sQrprisnlCAYEYCaDAEeF G i~init2DparalgralAileByXaCa Yy DIZJ!quadl‘i](ﬁlKiDquElNquN)upara'lg\“ml'E RyAySHyFaTeGallrs 1y
notshapesnot (otherd (AYRICIDIEIFIGI) .

Eqrprisml(RerC:DrEroG) =~in1tZDsparalgruCAsWs B XaCa Yy D2V aquadrilrDyKy LiL‘C‘M!F\N)‘pGFE]QFm’hl ReDaSrFaTaGalde
noteshapesnotiotherd (AyByCyDIEYEGI) .,

sGrpv1sn] CATBICID v EsFa B i~init20paralgrolf s Be ¥ oY D ddoguadril(Cals Ryl nE;N-F1N:-psralgrmrD-ﬁ|C|EanT|GaU!a!~
notshapeynot totherd tA B CaDsEVFaGa) .

sgrprismiCABiCy D-E-FvG)"1nit°quaralgrm(A|H BanC;YsD-Z)-paralgrm(BquAanE-MvF N)1quadril(C'RstS'F-T|G|U)'!.
notshapesnot(otherd (RAyH1CryDAEVFeBY ).

sqrprisml (ArBACaDVvEVF B I-init20paralgra (A WiBa X CrY Do) vparalgrmi(Ay th!LIEIH‘FlN)lquadfil(ﬂiﬂ RrSaFaTaGalre 'y
notshapernot totherd (MIBYEYDEWFIB)),

sQrprismlCAsBsCyD EvFaBdi-init2Dvparalgrm{A W By XaCe¥Y D Zdsparalgrm(DaKaCobs E|H»F|N)»quadrilrﬁgﬂ DaSsFaTaBalida 1y
notshapernot Cotherd(ABr+CrDsEVFr G}

sQrprisml(AyBrsCoiDvEsFaMd) t=init2Dparalgrm(A W By XsCe Y D 2) rparalgra{CiKiBably EuM|F|N)uquadril(D'R|C|S.F1T|G‘U)-!v
notshapesnot (etherd(AyBCyDIEFIE)) .

shapeID(Arparallelepiped)t-sqrprism(A+BsCaDIEVF) .,

shapelD(Asparallelepiped)i-paralepdl (AVE2E1DErF G,

paralepcdl CAVBrCrDyEnFIG) f-init2Dvparalgrm{Ar1WeBs X1Cr Y 1DrZ)1paralgemiBeKsAtLsEsMiF N 1paralgrmfCeRiBrS+FrTeB Uy !y
notshapesnot(otherd (AWBYCeDYEAF (D)),

paralepdl (AyENCDEsF1G)3-init2Diparalgrm(ArisBaXoCo¥yDaZdrparalgrafAsKeDalsEvMaF NI vparalgralBrReAsSFs TG lisn s
notshapernotlotherd(ArBrCIDyEFaIG))

paralepdl (AyBrCsDsEAF1BI i—init2Dyparalgrm(AsWsBa X2y YnD!Z)lparalgrmtnnh-CsL-E-M'FnN)sparalgrmtﬁlﬂnbsScFuT Galddy o
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Appendix 5

AN APPLICATION OF THE AVERAGING-INTENSIFICATION OPERATOR

A spin-off of this project was the application of the averaging-
intensification operator on digitized pictures. The Department of
Mechanical Engineering working on digitized pictures taken from vibrating
surfaces, needed a technique to obtain a clearer picture showing the
fringes caused by vibration. The equipment that they used was similar to
this described in Chapter 2 of this project, i.e. a camera to take the
picture, a digitizer, and a tele-screen for projection. The only difference
was that the result of the processed picture could be seen on the same screen.

So far the technique used was the voting technique in a 16x16 window.
The results were not very satisfactory, beéause the window was very large
and the middle pixel was modified according to a rather ununiform area of a
not very clear - grainy - picture. Actually the modified picture turned
out to be as grainy as the original, 0f course the main 6bjective was ta
distinguish the 'dbrk' fringes from the rest of the picture, in order to

illustrate the effect of the vibration.
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The suggested method was that of.intensification with constant
threshold in a 3%3 window, This time the result was slightly better but
- not very encouraging, because the fringes were still not distinetly shown.
But after a second and third successive intensifications with the same
threshold, the dark fringes started appearing-due to the fact that the
gray levels were pushed towards the two exXtremes. Eventually after a
number of applicatioﬁs only black and wﬁite pixels remained. A simple -
two level — averaging then was enough to smoothen the picture.

Fig. AS5.1 shows the original digitized picture. The fringes are easy
for a human to détect but not foF a compute?. Fig. A5.2, the picture has
been intensified with a constant threshold 7. The black area of the
fringes and the bolt in the.middle are more distinct mnow. Fig. A5.3, the
picture ;fter some successive intensifications show clearly now the
existance of the fringes (upper half) compared with the original (bottom

half).

Fic, A5.1
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