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Summary 

Laser induced damage caused by the interaction of 

intense optical radiation with matter is one of the most 

serious problems encountered in the operation and design 

of high energy laser systems. The most widely used 

technique to detect damage is to simply irradiate and 

visually inspect the sample for signs of damage. This 

method although valuable does not provide real-time 

damage monitoring and has limited quantitative 

capabilities. 

In this project three sensitive real-time monitoring 

techniques of the early stages of laser induced damage 

have been investigated. In the first the damage was 

monitored using the photoacoustic effect, in which the 

damage is related to the acoustic signal generated in 

the optical component and detected by a piezo-electric 

transducer attached to the sample. In the second 

technique "the mirage effect", a He-Ne laser beam was 

used to probe the refractive index gradient in the air 

above the sample surface generated by the absorption of 

the pump laser radiation, in this case the laser light 

absorption and the onset of damage was related to the 

deflection of the He-Ne beam. In this mirage method, 

both parallel probing and glancing reflection have been 

used. Finally laser induced scattering was used to 

detect the onset of damage. In this technique a He-Ne 

laser is reflected off the sample surface. The specular 
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reflection is blocked by a stop and only the scattered 

light is collected by the detector. Damage is correlated 

to the increase in the scatter of the He-Ne laser beam. 

Damage experiments have been carried out in the infra­

red (C0 2 - 10.6~ml and U.V. (KrF - 248nml. 

It has been shown that it is possible to detect 

the earliest stages of the onset of damage giving 

information about parameters such as the spot-size 

dependence on highly reflecting laser mirrors and thin 

film coated components. 
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CHAPTER ONE 

Review of Laser Induced Damage 

in Optical Materials 
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1.1 INTRODUCTION. 

The development and application of high-energy 

lasers during the past decade has generated profound 

interest in the behaviour of optical materials under 

intense illumination. These optical materials, have 

been in performance and power density limiting elements 

in high power and high energy laser systems since the 

early days of laser physics. The demands imposed on 

optical materials when they are incorporated into laser 

systems operating at high power levels, represent a new 

class of problems for the manufacturers of optical 

materials. 

Properties that are wholly negligible at low power 

levels, like weak absorption and the presence of minute 

inhomogeneities can lead to catastrophic material failure 

in the hostile environment of a laser operating with high 

pulsed energies. By the late sixties, it was clear that 

the advance of high-power laser systems was being impeded 

by the limitations imposed by material fai-lure, Marker et. 

al (1) (early in 1963) was the first one to report damage 

to transparent dielectrics and the production of a spark 

in air by focussing a pulsed ruby laser. 

For many years the subject of laser induced damage 

in optical materials remained largely an empirical or 

engineering science. Although a vast amount of theoretical 

and experimental effort was expended in study of damage 

processes, quantitative reproducible breakdown thresholds 
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with unambiguous theoretical interpretations have been 

obtained only during the last few years. The situation 

was similar to the progress made in understanding DC 

breakdown in electrical insulators. There too, the 

field developed largely by engineering trial and error 

and basic quantitative understanding was not achieved 

until reproducible experimental results on well prepared 

materials were obtained(2). The difficulties in DC 

breakdown experiments were manifold; the influence of 

electrodes, space charges, the risetime of the voltage 

pulse and the origin of the first few electrons to start 

the avalanche. The experimental data in DC electrical 

breakdown was fully explained by the theories of electron­

avalanche and Seitz(3) estimated that the electron density 

should build up to 10 8 1010cm-3 for the breakdown to 

start. It will be shown later in this review that the 

same theory "the electron-avalanche" is capable of 

explaining laser induced damage in optical materials. 

In the beginning of laser damage studies, an 

experiment might begin and end with only one single firing 

of a ruby laser, it was not surprising therefore that 

there were many difficulties in laser induced damage 

which often prevented the establishment of reproducible 

results, among these difficulties were: 

1. Irreproducibility in the spatial and temporal 

behaviour of the laser. 
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2. The presence of absorbing defects. 

3. In transparent materials the phenomena of self­

focus sing often determines the damage threshold. 

The damage itself begins with an overpopulation of 

loosely bonded electrons, this population may be quite 

undetectable: by the conventional techniques .of spectroscopy. 

By way of linear and non-linear optical processes, these 

electrons are freed and energised by the large _opical 

field in the laser pulse, the electrons will then rise 

from the valance band (the bound state) to the conduction 

band (free state) and produce more electrons by collision. 

This process leads to a large charge build up. The 

resulting phasma is highly absorbing and channels even 

more energy from the laser pulse into the material in 

the form of heat, then, if the temperature is raised to 

the point of melting, damage occurs to the optical 

material. 

Damage to optical materials can be divided into the 

following: 

1. Single pulse damage. 

2. Continuous wave damage. 

3. Multipulse. laser induced damage. 

Continuous wave (cw) damage mechanisms differ from 

those of single pulse damage in that the time constants 

of operation are substantially different. In the case 
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of pulsed operation, the time constant is short and 

the electric field effects predominate. While in the 

operation of a (cw) laser, the time constant is so long 

that the damage phenomena are controlled by thermal 

effects. More correctly, for pulse time constants in 

the picosecond and nanosecond regimes, the electric field 

predominates. However, when the pulse regime is fn the 

microsecond level, thermal effects begin to become 

ascendant. With the advent of highly repetitive pulsed 

systems both single and (cw) damage mechanisms become 

important. Since single pulse damage is the subject of 

the experimental work reported in this thesis and is 

considered to be the most important one, both continuous 

and repet.i tive damage will not be considered any further 

in this review. 

The description of single pulse laser induced damage 

throughout materials which it has been studied, divides 

into three material classes; these are dielectrics, 

metals and thin film coatings. The following section 

will outline the experimental methods used to perform 

laser induced damage before the physical processes 

involved in laser induced damage in the three materials 

classes are dealt with. 

1.2 METHODS OF PERFORMING DAMAGE STUDIES. 

It is generally appreciated by many workers in the 

damage field that in order to get reproducible results, 
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careful mode control of the laser must be backed by 

careful measurements of both the temporal and spatial 

profile of the damaging pulse. The typical arrangement 

for the measurement of a damage threshold is shown in 

Figure 1.1. 

Laser 

Figure 1.1: Geometry for laser induced 

damage measurement. 

Damage tests may be performed at the focus or away 

from it depending on whether the laser energy is large 

enough. A laser pulse is focus sed by a lens, the sample 

is positioned so that the first surface lies in the focal 

plane of the lens if the surface damage threshold is to 

be measured. For bulk damage the focal plane is positioned 

inside. the material of the sample. In order to calculate 

the damage threshold of the sample, the sample is irradiated 

by a series of pulses of different energies. The intensity 

of each pulse must be measured. In order· to determine the 

laser intensity present in the interaction region, three 

parameters of the laser pulse must be measured, these are; 

the energy in the pulse E, the interaction area A, and the 
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pulse duration T. The intensity I (sometimes called 

the fluence), the rms optical electrical fields E, the 

energy density F and the power p are given by: 

I = ne
o

cE 2 = F = E = E 
T A TA 

( 1.1) 

where n, eo' c are the refractive index of the medium, 

the permitivity of free space and the velocity of light 

in the medium respectively. The measurement of the total 

energy of the laser pulse can be carried out using 

calibrated photodiodes and calorimeters; these can offer 

accuracy of up to 99% but must be pre-calibrated against 

standards (4) . The pulse duration measurement is a more 

difficult task where short pulses are concerned. Generally 

a combination of a photodiode and an oscilloscope are used 

to measure the pulse duration. The third parameter to be 

measured is the spatial profile of the laser pulse; many 

methods are available to do this, for example, it can be 

measured by scanning a pinhole across the beam where the 

profile is required. The signal is recorded at each point 

and the intensity is plotted as a function of position. 

The profile can also be measured by reflecting a weak 

replica of the main pulse by a beam splitter. The replica 

is then allowed to travel to an optical path equivalent 

to that of the damaging pulse and ending at a recording 

medium, e.g. photographic film, or a T.V. camera. Two 

dimensional data then can be obtained from the processed 
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film or some form of video store. A third method for 

spatial profile measurement is to use a 'photodiodes array, 

this technique is in fact the basis of some commercial 

instruments (5) . 

1.3· LASER INDUCED DAMAGE MECHANISMS. 

In this section the physical mechanisms which are 

responsible for laser damage in dielectric materials will 

be presented first. Breakdown mechanisms in metals and 

thin film coatings will be considered later. 

In dielectric materials the following mechanisms 

are operative. 

I. Electron-avalanche. 

In the electron-avalanche model of laser induced 

damage of dielectric materials, a small number of 

initiating electrons drift upward in energy in the 

conduction band through the interaction with the laser 

electric field but are retarded by energy loss to phohons. 

Each electron undergoes a random walk of progressively 

increasing kinetic energy until it attains some threshold 

energy El' where El is the energy at which the electron 

generates a second conduction electron. The electron 

then falls to the bottom of the conduction band. If an 

exciton has been created, its rapid photoionization 

injects a second electron into the bottom of the conduc.tion 

band. The process is repeated until a sufficient electron 
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18 -3 density-of around 10 cm has been created to damage 

the sample. This damage is associated with Joule 

heating. 

The rate of energy gain from the laser field is 

given by the fOllowing-relation(6). 

( 1 .2) 

where w is the frequency of the electric field, Tk is 

the electron relaxation time, m* is the effective mass 

of the electron, e is the electronic charge and E is 

the electric field in the laser beam. The rate of energy 

loss to the lattice phonons is given by: 

[dE) hw 
dt L= ~ 

where wp is the average ph on on frequency, Ti is the 

relaxation time for large and small angle scattering. 

( 1 .3) 

Damage occurs when the gain exceeds the loss, i.e. 

when 

( 1 • 4) 

The electrons which initiate the avalanche are 

called the starting electrons. Most theories of electron-

avalanche breakdown in solids at laser frequencies usually 

10 -3 assume the presence of an electron density of 10 cm 
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when the laser is turned on. In addition to this 

assumption, the temperature dependence of the lattice 

constant and phonon frequencies have not been considered. 

For these reasons the avalanche theory.gives over­

estimated results, for example, the calculated breakdown 

field for sodium chloride is 9.0MV/cm(6) at 10.6~m which 

is a factor of 4.3 times larger than the experimental 

value(7) of 2.1MV/cm. 

In order to overcome this difficulty Vaidyanathan 

et. al(B) has suggested that breakdown may also arise 

from multiphoton absorption in which many photons 

(depending on the magnitude of the energy gap) are 

required to raise the electrons from the valance band 

to the conduction band. Vaidyanthan noted however, 

that neither the electron-avalanche nor the multiphoton 

ionization models can satisfactorily explain the 

experimentally observed damage threshold when considered 

alone. He suggested that it is more appropriate to 

combine the two mechanisms together. In spite of that, 

the combined mechanism failed to explain all the 

experimentally observed features of laser induced damage 

to dielectric materials. The combined. model gave 5.0MV/cm 

for the breakdown field in sodium chloride at 10.6~m 

which is still a factor of 2.5 larger than the experimentally 

determined value. 

Sparks has shown that the experimental data contradicts 

the assumed presence· of initial electrons since the 
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calculated conductivity for an electron density of 

10 8 - 1010cm-3 will lie in the semiconductor range 

rather than the insulator range .. Moreover, the 

-14 
conductivity for most insulators lies between 10 to 

10-22ohm.cm(9) and if we take the value of 10-14 as 

a lower limit and substitute in the conductivity equation 

-15 -1 taking the value of 2 x 10 sec for Tk we get for the 

electron density 

The probability of finding an electron in the focal 

volume will be proportional to N V, where V is the inter­c 

action volume. For good focus sing V is about 10-10cm3 , 

therefore 

This negligibly small probability of finding an electron 

in the interaction volume indicates .that there is not a 

sufficient electron density to initiate the electron-

avalanche. In order to overcome these difficulties, 

Sparks et. al(10) introduced.modifications to the theory 

of electron-avalanche, these are 

1. The phonons with which the electrons interact are 

not restricted to those in the first Brillouin 

zone as in the previous theories. 
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2. Both acoustic and optical phonons are included in 

the interaction with electrons. 

3. The electron-phonon scattering rate depends on 

the energy of the electron. 

4. The starting electrons are not initially present 

and they must be generated by the laser pUlse. 

5. The lattice constant and the phonon frequencies 

are both temperature dependent. 

With these modifications, the agreement between 

the experimental value of the breakdown threshold with 

those calculated was quite satisfactory. A comparison 

between the experimental values and the theoretical 

values are shown in Figure 1.2. The calculated breakdown 

thresholds are in good agreement with the experimental 

values for A > 1~m. The new theory, however, failed 

for wavelengths less than 1~m unless multiphoton 

absorption is considered as an additional mechanism 

causing the breakdown. Since the electron-avalanche 

theory is now accepted as a fundamental mechanism for 

laser induced damage and with the foregoing discussion 

in mind, we are now in a position to explain in some 

detail the electron-avalanche theory. The evolution 

of the avalanche breakdown is composed of three stages. 

A. The Liberation of the Initial Electrons. 

There are sever'al sources for the initial electrons, 
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12r---------------------------------------------, 
1.06 "m, 293 K 

10 

LiF NaF NaCI 

Material 

Theory D 
Experiment [11 

KCI KBr 

Figure 1.2: Comparison of the experimental(11) 

breakdown .thresholds in some dielectric 

materials. at 1.06~m compared with the 

theoretical values (solid line bars) • 

(after ref.6). 
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one could be a shallow traps which result in chemical 

imperfections, oxides, colour centre etc., for example, 

the F-centre which is comprised of an electron localised 

at a cation vacancy is located within 1 - 3 eV of the 

conduction band of the host lattice. In sodium chloride, 

the F-centre lies about 2 - 4 eV below the conduction 

band. Hence two photons from Nd lasers (2.33 eV) can 

generate an electron in sodium chloride by two photon 

absorption. But, at 10.6~m (0.112 eV), the 2.4 eV 

transition would require 21 photons. It is likely that 

less exotic channels provide the initial electrons at 

10.6~m,such as thermal emission from submicroscopic 

metal collids or inclusions. In general then, the 

supply of the initial electrons is of a varied origin 

and the exact quantities of the initial electrons made 

available will depend on several factors: the damage 

threshold, the pulse duration, the photon energy of 

the laser pulse and the energy gap of the impurity. 

Finally, as further evidence that the initial electrons 

causing the avalanche have to be generated, Yoshiyoki 

et. al(12) measured laser induced breakdown in KC1, KI 

and LiF. He applied a DC bias to the sample in order 

to collect the charge induced by the laser pulse. The 

results showed that the collected charge increased in 

proportion to In (where I is the laser intensity and n 

is a constant) at power levels below the breakdown 

threshold. In the pre-breakdown region, however, the 
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collected charge increased exponentially with increasing 

laser intensity leading to final breakdown. From these 

results, the mechanism of laser induced breakdown in 

alkali-halide crystals was concluded as follows: free 

electrons from shallow donar levels such as colour 

centres are accelerated by the laser electric field and 

cause electron-avalanche, which is analogous to the case 

of D.e. breakdown. 

B. Electron Multiplication and Plasma Production. 

The second stage in the breakdown process is the 

multiplication of the initial electrons in the strong 

optical light wave. Energy is supplied to the generated 

electrons which, at the same time, undergo inelastic 

collisions with the lattice at a rate of 'k-1 producing 

more electrons and so the avalanche proceeds. The 

exponential growth of the electron density can be 

described by the following equation(7). 

where N is the number of starting electrons per unit o 

volume, E(t) is the laser pulse electric field and n 

is the probability per unit time for an electron to 

undergo an ionizing collision, this is equivalent to 

(1 .5) 

the probability for an electron to reach the ionization 

. 18 -3 
energy. Breakdown occurs when N exceeds 10 cm·. 



16 

At this density the energy deposition rate by absorption 

of laser light becomes so high that the temperature rise 

of the lattice is significant and consequently a plasma 

is formed. Experimental evidence showed that the plasma 

build-up time is indeed very short. For example, Anthens 

( 1 3) and Bass used a streak camera with 6-psec resolution 

to observe plasma build-up in the breakdown of silica by 

25psec, 5.32nm laser pulses, they measured a build-up 

time of < 10psec (this time may even be limited by the 

resolution of the camera itself) . 

C. Transfer of Heat from the Plasma to the Lattice. 

The final stage of the breakdown process follows 

the production of the plasma. The plasma absorbs energy 

from the laser pulse and the rate of absorption Wet) 

at time t is given by the following expression(6) : 

I E (t) 1
2

N (t) 
w (t) = . 2 2 

1 + W Tk 

The temperature of the lattice can then be calculated 

by simply integrating equation (1.6) to give 

1 IT T(r, z, t) = C _",w(r, z, t)dt 

where C is the heat capacity of the dielectric. In 

( 1 .6) 

(1 • 7) 

this stage the major heating of the lattice will begin, 
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the plasma channels energy from the laser to the 

lattice. It is evident that the thermal properties 

of the sample are important in this stage. Associated 

effects such as thermally induced stress and crack 

production may be important in some other materials 

as well, such as thin film coatings. 

11. Superposition of stress waves(14). 

This mechanism for damage in transparent solids 

essentially involves cumulative compression of the 

elastic field with a large growth of the stress amplitude. 

The mechanism assumes that there is a small absorption 

even in transparent materials and when a very large 

amount of energy is transmitted through the material 

some will be absorbed. Even though the absorbed energy 

is very small compared to the total energy transmitted, 

it is absorbed in a short time compared to the elastic 

relaxation time of the material. The absorbed energy 

and consequently thermal expansion raises the pressure 

in the absorbing region. As the pressure relaxes, 

rare fraction waves move. through the material and under 

some conditions may be superimposed to give very large 

stress even though the original ampitude was very small. 

The solution of the wave equation for an assumed 

cylindrical region of absorption indicated that a 

rarefraction wave of increasing amplitude would move 

inward from the bouridary of the cylinder. Bullough 
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and Gilman(14) estimated that for a 1GW.cm- 2 laser 

pulse the pressure could reach 10 newtons.cm- 2 for an 

-1 absorption coefficient of only 1cm . 

Ill. Absorption of defects. 
. ( 1 5) 

Some workers have explained their results in 

terms of defects in the host material as a primary source 

of laser induced damage. The principle assumption in 

this mechanism is that the presence of defects will 

lead to an increased absorption of the incident light, 

accompanied perhaps by a hypersonic pulse, so that 

pressure and thermal stresses result in expansion of 

the material around the defect and possibly heating to 

the point of thermal destruction. 

IV. Interband absorption. 

Another possible damage mechanism is the interband 

optical absorption which would have the same effect of 

producing electrons in the conduction band with subsequent 

electron-avalanche and breakdown. This mechanism is not 

readily distinguished from that of multiphoton absorption 

but, the effect is quantitatively the same. 

1.4 SURFACE DAMAGE. 

It is a generally observed phenomena that the 

damage threshold at the surface of transparent material 

is lower than that of bulk material. It was widely 
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believed that the mechanism of damage at the surface 

of transparent material would be a distinctly different 

process from that in the bulk(7). However, recent 

evidence(7) suggests that the damage mechanism at the 

surface is the same one causing damage in the bulk. In 

the majority of cases the apparently lower surface damage 

thresholds were due to the chemical contamination of the 

surface(7). Surfaces can be cleaned by, for example, 

argon ion bombardment and the damage threshold can be 

raised significantly, approaching the damage threshold 

of that of the bulk(17). The lower damage threshold is 

also due to the presence of surface imperfections 

resulting from the polishing process in the form of 

grooves, cracks or pores(18). Typical dimensions of 

these imperfections are smaller than a wavelength, since 

the surfaces of the component have been prepared and 

selected for optical quality. For such small dimensions 

the electric field configuration in the neighbourhood of 

these physical imperfections shown in Figure 1.3 can be 

calculated by means of electrostatics. Bloembergen(18) 

has indicated that the interaction of the incident laser 

electric field with the imperfect surface results in the 

enhancement of the-electric field at these defect sites, 

the magnitude of the enhancement is given by the following 

equation: 

E = enh 
1 (1 .8) 

1 + 1 
L 
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where L is the depolarisation factor which depends on 

the geometrical shape of the defect. Thus for a sphere 

L = ~ , for crack L = 1 - ~.~ (where c is the width of 

the crack and a is its depth) and for a cylinder L = ~. 

The electric field enhancement therefore would be 

E = enh 

E = enh 2 
n + 1 

incident laser beam 

E o 

E o 

for sphere 

for cylinder 

for a crack 

I~ 
crock ~ 

A;d// ' / / 

SPheric.a», 'ire, , 
" / 

Figure 1.3: Representative geometries for electric 

field enhancement near pores, scratches 

or cracks. Typical dimensions are r = 0.1~m, 

c = O. 1 ~m and a = 1 ~m (after ref.18) . 
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The magnitude of enhancement at the sites A, B, C 

in Figure 1.3 for a CO 2 laser wavelength substrate 

materials are listed in Table 1.1. 

TABLE 1.1 

Material 

NaC1 

Ge 

CdTe 

ZnSe 

KC1 

Electric field enhancement factors for CO 2 

laser substrates. 

Refractive Sphere Cylinder Crack 
Index 

1. 50 1 .23 1 .38 2.25 

4.00 1.45 1 .88 16.00 

2.69 1 .40 . 1 .76 7.76 

2.40 1 .38 1 .70 5.76 

2.45 1 .38 1 .71 6.0025 

It is obvious that a crack will cause the greatest 

enhancement especially for a large index material. Since 

it is the interaction of the electric field which causes 

the damage to the surface via absorption and the subsequent 

avalanche, the defect sites are susceptible to early 

damage. In terms of the incident laser intensity the 

damage threshold is reduced by the square of the 

enhancement factor and thus for.a crack in germanium 

for example, the damage threshold could be reduced by a 

factor of 256. 
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As mentioned earlier the damage threshold at the 

surface could be increased and made equal to the bulk 

damage threshold by extremely fine polishing and one 

would not need to eliminate cracks and scratches with 

dimensions less than 10-6m. However even with this 

small dimension there would still be enhancement in 

the electric field, but the region of enhancement is 

so limited that the avalanche cannot fully develop, if 

the diffusion time of the carriers out of the edge 

region is shorter than the duration of the laser pulse 

the damage threshold will be increased, compensating 

for the decrease in damage threshold due to field 

concentration. 

The implications for coated surfaces are serious. 

From microscopic examination it is known that most 

coatings faithfully replicate the contour of the substrate, 

so the coating will experience an enhanced electric field 

also. Either the coating itself will damage at a lower 

intensity or the substrate will be damaged. Experiment­

ally(19) the damage threshold of three AR-coated germanium 

deposited in the same run showed that the sample with 

visible polishing scratches failed at 70% of the damage 

threshold of the other two which did not have any visible 

scratches. 

Another peculiar aspect of laser induced to 

transparent materials is that when a transparent 

dielectric material is exposed to a collimated beam of 
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laser light, the exit surface will damage at a threshold 

level less than the front surface. Crisp et. al(20) and 

co-workers have showed that this is due to the effect of 

Fresnal reflection. At normal incidence to the dielectric 

surface, part of the incident laser beam is reflected and 

part is transmitted. At the front surface the reflected 

wave is 180 0 out of phase with the incident wave and the 

transmitted laser intensity is related to the incident 

intensity by: 

4 
I 

(n + 1)2 0 

where n is the refractive index of the dielectric 

material. At the exit surface, the reflected wave 

suffers no phase shift and so the intensity at the 

exit surface is related to the intensity of the 

incident wave at the entrance surface by: 

I = 4n 
( )

2 

exit (n + 1)2 

(1 • 9) 

(1.10) 

Thus the ralio of intensity inside the dielectric medium 

at the exit surface to the intensity inside the medium 

at the entrance surface is: 

= (1.11) 
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Experiments (21) carried out on ED-2 laser glass 

(n = 1.55) yielded an average ratio of about 1.5. 

Furthermore, experiments carried out with an intense 

laser beam incident at Brewsters' angle where no 

reflection is expected to occur, the damage level for 

both the entrance and the exit surfaces was the same. 

1.5 THEORY OF LASER INDUCED DAMAGE IN METALS. 

When an intense beam of laser light interacts with 

a metal surface at normal incident, a fraction of the 

by (22) •• incoming beam is absorbed, this fraction is given 

a = 1 - R (1.12) 

where a is the absorption coefficient and R is the 

reflectivity of the metal. The absorption coefficient 

can be calculated from the measurement of the optical 

constants or the complex refractive index, n, 

A 

n = n - ik 

The reflectivity at normal incidence is therefore 

given by: 

R = (n - 1)2 + k
2 

(n + 1) 2 + k 2 

and the absorption coefficient is given by: 

(1.13) 

(1.14) 
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(l = 4n (1.15) 22· 
(n + 1) + k 

In general nand k for metallic surfaces are 

functions of wavelength and temperature. For 

0.4 < A < 1. IJ,m; nand k are relatively slow1.y varying 

functions of A. At longer wavelengths, nand k both 

increase rapidly with A and (l decreases. Thus the 

absorption of laser light by metal surfaces at normal 

temperature is almost an order of magnitude larger at 

visible wavelengths than at infra-red wavelengths. In 

practice this assumption cannot be relied on because of 

the formation of oxides or the presence of surface 

contamination. When this is the case the value of 

absorption coefficient in the infra-red can be increased 

substantially by cleaning and polishing. 

With this brief introduction in. mind we can now 

proceed for further discussion of laser induced damage 

to metals. 

Generally, understanding the interaction of laser 

radiation with metals is very difficult because of the 

variety of damage mechanisms and the involvement of 

many parameters in the interaction region. A simple 

flow chart shown in Figure 1.4 indicates the power 

balance at any instance in time during the interaction 

of intense laser light with metals. The absorbed energy 

will be converted to heat, thus, the temperature of the 
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Incident radiation 

Reflection Transmission to Scattering 

loss metal surface loss 

Absorption by metal 

Radiation Vaporization 
loss Metal surface heating of material 

Thermal diffusion 

Liquification of 
metals 

Figure 1.4: Power balance at any time during 

the interaction of intense laser 

light with a metal surface. 
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interaction spot will be raised substantially. The 

energy absorbed by the metal is equivalent to a flow 

of heat into the metal surface. The response of the 

metal to this heat flux can be calculated by solving 

the three-dimensional. heat transfer equation(23): 

aT 
pC at = a (KaT) + a 

ax ax ay 
a (KaT) + az az A(x,y,z,t) 

(1.16) 

where K is the thermal conductivity, p is the density, 

C is the specific heat and A is the heat flux. Most 

solutions to the heat transfer equation have ignored 

the temperature dependence of the thermal parameters 

presumably because inclusion of the temperature 

dependence makes the equation non-linear and therefore 

solutions would be very difficult to obtain, although 

numerical solutions are possible in a limited number 

of cases when the temperature dependence of K, p and 

C are known. Ignoring the temperature dependence of 

the thermal parameters especially the absorption 

coefficient has resulted. in large errors in the 

theoretical value of the damage threshold in metals. 

In addition, most theories have neglected the contribution 

to the absorption coefficient from the interband 

transitions. Sparks et. al(24) pOinted out that for a 

pure metal the absorptance increases by a factor of 
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5 - 6 typically as the temperature is increased from 

room temperature to the melting point. Sparks 

calculated the increase in the absorptance using Drude 

theory and the experimental value of the DC electrical 

conductivity as follows:-

The electron relaxation frequency is given by: 

2 2 n e P o 
m 

where m and e are the electron mass and charge 

respectively, n is the electron density and Po is the 

resistivity, the Drude expression for the absorption 

for frequencies in the range Tk ' W , is 

the plasma frequency of the metal) is given by: 

A '" 

(1.17) 

(1.18) 

Since Tk is strongly dependent on temperature (10) 

in the positive direction, therefore, the absorptance 

of metal increases in the same ratio as the temperature 

rise from room temperature to melting point. Sparks has 

obtained the exact solution for the heat-flow equation 

assuming the following temperature dependence for the 

absorptance. 

where Ts is the surface temperature, a is the room 
o. 

temperature absorptance and a
1 

is the contribution to 

(1.19) 
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the absorptance due to the temperature increase. 

Sparks calculated the laser intensity in a pulse of 

duration , required to raise the surface temperature 

of a metal to the melting point Tm to be of the 

following form: 

(IT) = u 

"0"1 

where u is a solution of the transcendental equation 

+ 1/a
1 

If we compare equation (1.21) with the clasical 

(1.20) 

(1.21) 

equation in which the absorption is independent of the 

temperature, i.e. 

T - T 
(IT) = m 0 

2" 
(1.22) 

o 

we see that the dependence of the (I,) melt threshold 

on the material parameters K, C and, is identical except 

for the multiplication factor. The major difference is, 

u , this factor represents the temperature average 
"'1"0 
from T to T of the quantity T - T 12" in equation o m moo 

(1.22). Using equation (1.21) Sparks found agreement 

between +16% and -17% for copper and between +14% and 

-12% for aluminium for 100ns long pulse at 10.6~m. 
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1.6 DAMAGE TO THIN FILM COATINGS. 

Today, thin films are extensively used in optical 

devices from the extreme UV to the far IR. They play an 

important role in a variety of applications, for example, 

highly reflective mirrors, protective layers for front 

surface mirrors to increase their durability and 

effeciency single and multi layer coating, both antire­

flecting and high reflecting for optical components in 

laser systems especially those employed in the inertial 

confinement fusion experiments, besides many other 

applications. Laser induced damage in thin film coatings 

is a very complicated process, this is due to the fact 

that many parameters are involved, furthermore optical 

thin films are often the most damage sensitive components 

of high power laser systems since the absorption 

coefficient of most films range from 10 to 100 cm- 1 

while for the same material in the bulk form the 

absorption is several orders of magnitude sm~ller. The 

high absorptivity of thin films is generally attributed 

to impurities which are included during the deposition 

process or infiltrated during exposure to the environment. 

Experimental work(25) has indicated that the laser induced 

damage in thin films can be more than an order of magnitude 

lower than that for the same material in the bulk form. 

There is a wealth of literature dealing with laser 

induced damage in thin films from a variety of stand 

points. This information had led to improved coating 
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and an empirical understanding of the damage mechanism 

in thin films. 

Three mechanisms are generally used to describe 

damage in thin films, these are: electron-avalanche, 

multiphoton ionization and impurity induced damage. 

Unfortunate1y, each of these mechanisms is subject to 

uncertainties which make accurate calculations of 

absolute damage thresholds impractical. Both avalanche 

and multiphoton ionization calculations require 

complicated parameters such as material band structure 

and electron effective mass which are often not available 

for many dielectric films. On the other hand, the 

impurity model requires a detailed knowledge of type, 

size and distribution of impurities in the host material. 

These are essentially unknown at the present time. 

However the impurity model is considered to be the 

most accepted theory to explain many of the observations 

associated with laser induced damage to thin films. The 

model most frequently used for impurity damage is that 

of spherical absorbing particles embedded in the host 

material. The impurity absorbs the incident radiation 

and its temperature rises, which ultimately produces 

melting, vaporization or stress fracture of the film 

material around the impurity. If the impurities are 

metallic, then, an approximate solution can be obtained 

for the thermal equation. The solution had been obtained 

by Hopper et. al (26). and the temperature in the host film 

material is given by the following equation. 
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T = 3QI f_1_ erfc 
{q-m 
l 

r - a 

2v'D
h

, 

1 
q+m 

1 
2 

( 
(g-m) (r-a) (q-m) Dh ') 

exp 2a + 4a2 q-m 

[
r - a (q-m) v'Dh T p} 

· erfc + 2 + 
2v'D

h
T a 

. 2 

[ 
(g+m) (r-a) (q+m) Dh T) 

· exp 2a + 4a2 

[
r - a (q+m)~)) 

· erfc + 2 
2,tD

h
T a 

1 
q+m 

erfc r - a 
2ID

h
, 

(1.23) 

where Cp is the specific heat of the impurity of radius 

a, Kh is the thermal conductivity of the host material, 

Dh is the diffusivity of the host material, Q is the 

absorption cross section, I is the laser intensity, 

Ch is the specific of the host material, T is the laser 

pulse duration, 
3Ch 

q«q 4) ) , and is the q = C-' m = - r 
p 

radial distance from the impurity boundary. Equation 

(1.23) which is known as the Hopper equation, has been 

used to describe laser damage in films containing 

metallic impurities. 

Recent research(27) has shown the impurities in 

fluoride thin films can also be oxides. For example, 
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thorium fluoride (ThF 4 ) contains Th0 2 or ThOF2 . Oxides 

and other dielectric materials typically have a very 

small coefficient of thermal diffusivity in which case 

the use of the Hopper equation is not valid. The exact 

solution to the thermal equation has been obtained by 

Goldenberg and Trantor(28), their result for the 

temperature in the host film material is given by: 

3QI 

11 
K 1 [1 _ r~) 2ab r T = 41TK a 
---.E+ "6 - --
Kh r p a 0 

[
_y2T) (siny - ycosy) (sin ry/a) 

exp 2( 2 2 2 Y Y (csiny - ycosy) + b Y . 2 ) d Y) • 
s~n y 

(1 .24) 

In this equation y = c = 

b = ~ 
p 

It is interesting to compare the exact solution of 

Goldenberg with the approximate solution of Hopper, 

to do this, the temperature of the impurity-host 

boundary is set at some temperature and then the 

required energy density is plotted as a function of 

the impurity radius, Figure 1.5 shows the results for 

metallic impurity while Figure 1.6 shows them for 

dielectric impurity. As expected the agreement is 

good for a metallic impurity but the Hopper solution 

fails for dielectric impurities. It is. obvious from 
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Figure 1.5: Comparison of Goldenberg and Trantor's (G.T.) 

solution of the thermal equations for metallic 

spheres in dielectric medium to the soluiton of 

Hopper and Ulhmann (H.U.) (after ref.16). 
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Figure 1.6: Comparison of Goldenberg and Trantor's (G.T.) 

solution. of the thermal equation for dielectric 

impurities in dielectric medium to the solution 

of Hopper and Ulhmann (H.U.) (after ref.16). 
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the figures that the damage threshold is quite sensitive 

to the size of the impurity; a small change in the 

radius of the impurity can have an appreciable influence 

on the damage threshold. If, on the other hand, the 

film contains a continuous distribution of particle 

sizes (which is most probable) with the maximum diameter 

equal to the film thickness then the damage threshold is 

determined by the size of the impurity which has the 

lowest damage threshold. It should be noted that 

equation (1.24) was derived assuming that the absorption 

cross section is constant, this is only valid if the size 

of the impurity is much greater than the wavelength of 

the incident radiation. However, in the case of thin 

films the impurity size is limited by the thickness of 

the film, therefore, the impurities sizes are of the 

same order of·the wavelength of light or smaller. For 

these sized impurities the absorption cross section can 

be derived from Mie scattering theory(29). In this case 

the absorption cross section which depends on the complex 

index of refraction il, the radius of the impurity and the 

size parameter q which is given by: 

q = 

A o where Ah = is the wavelength of radiation in the n
h 

(1.25) 

host, nh is the real part of index of refraction of the 

host material and Ao is the wavelength of radiation in 
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free space. It is clear that the optical properties 

of the host influence the absorption of radiation 

through the wavelength dependence, this influence will 

be seen by the imputity through the size parameter. 

An exact solution to the integral in equation (1.24) 
D T 

does not exit. However, when -1- > 1, the integral is 

a (30) 
dominated by the exponential quantity and to a good 

approximation the remainder of the integral can be 

replaced by a power series in y2; defining IT as the 

damage threshold then equation (1.24) can be reduced to 

the following form: 

I (1.26) 

where Tm is the melting point of the film. The scaling 

in equation (1.26) agrees remarkably well with the 

experimental data(30,31). Furthermore, equation (1.26) 

is interesting because it not only verifies the (To); 

dependence previously suggested(31) but also predicts 

that the damage threshold scales linearly with the 

temperature and with the square root of the product of 

specific heat and thermal conductivity of the host 

material. A comparison of equation (1.26) with the 

numerical integration of equation (1.24) is shown in 

Figure 1.7. 
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Figure 1.7: Damage Threshold as a Function of 

Host Conductivity: TH02 - Impurity 

(after ref. 30) .• 

In conclusion the following pOints can be drawn 

from the impurity model. 

1. The size of the impurity and its optical properties 

govern the absorption of radiation whereas the 

thermal properties of the host are most important 

in establishing the damage threshold. 
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2. The damage threshold is proportional to the square 

root of the product of the thermal conductivity and 

the laser pulse length. 

3. The damage threshold increases with thinner films 

because of the exclusion of larger, easier to damage 

impurities. 

4. The damage threshold decreases with decreasing 

wavelength, this behaviour is expected since Mie 

absorption increases as the wavelength is reduced. 

5. The damage threshold is relatively insensitive to 

the thermal properties of the impurity but, varies 

with the thermal properties of the host material. 

6. Other damage mechanisms like electron-avalanche and 

multiphoton cannot explain some aspects of the damage 

in thin films, for example, the increase in the 

damage threshold for thinner films. 

7. The damage threshold of thick film decreases more 

slowly with decreasing wavelength than in thinner 

films, this is because at long wavelengths the 

larger, easy to damage impurities are excluded in 

thinner films (the largest allowable impurity size 

consistent with the physical. geometry governed by 

the smallest dimension of the film, i.e. the 

thickness) giving a much higher damage threshold. 

At shorter wavelengths the smallest impurities 

present are damaged. 
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However, the impurity model has some failings 

which can be summarised as follows: 

1. The impurity model assumes that the impurities are 

embedded in the host material to the extent that 

they never see the boundaries of the film. Obviously, 

this cannot be true if the sizes of the impurities 

are comparable to the film thickness. 

2. The model assumes the impurities are perfect spheres. 

In fact, the impurities could be of various shapes 

and randomly orientated.. In this case, the incident 

radiation would see a distribution of particle shapes. 

On the other hand, when the impurities are columnar 

structures, they are no longer randomly orientated, 

in which case the absorption may be sensitive to the 

angle of incidence of the laser pulse. 

1.7 LASER INDUCED DAMAGE DEPENDENCE ON LASER AND MATERIAL 

PARAMETERS. 

One of the most interesting and certainly one of the 

most frustrating aspects of measuring laser damage 

thresholds is that the result of such measurements are 

dependent on enormous range of parameters. Vari·ables are 

introduced throughout the life cycle of an optical element; 

during fabrication such as impurities, polishing, cleaning 

during testing wavelength, pulse duration, spot size, 

statistical variation and in-between storage, handling and 

cleaning. 
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In the following sections some of the most important 

parameters on which laser damage depends will be explained, 

this explanation will apply to all optical components 

unless otherwise specified. 

1. Pulse Duration. 

I - Dielectric materials: Applying the theory of electron-

avalanche which 

are in order of 

assumes that the initial electrons present 

16gm-3 Fradin(33) found that the breakdown 

threshold in dielectric materials scales inversely with 

the pulse duration. Thus by taking the logarithm of 

equation (1.5) we get: 

~n N = fn(E)dt ~ 18 = nT 
No 

-1 n ~ 18T (1.27) 

In support of this relation Al-yassini and Park (39) 

have verified experimentally that for 10 ns pulse an 

18 19-3 electron density of 10 to. 10 cm is produced in 

BSC-2 glass. Figure 1.8 shows the breakdown threshold 

in NaC1 by laser pulses of durations between 15 ps and 

10 ns. 
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Figure 1.8: Experimental relationship between the 

breakdown threshold electric field 

strength and the laser pulse duration 

for alkali-halides (after ref.35) . 

Many workers have attempted to derive general 

relations for the pulse duration dependence of the 

breakdown threshold in dielectric materials. The work 

of Bettis(36), for example, predicts that the breakdown 

threshold will scale with T- t , this scaling agrees with 

the notion of diffusion propagation in the breakdown 
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event. Radial growth of diffusion phenomena has a 

functional form of (0,)', where 0 is the diffusion 

coefficient. Nesterov et. al(37) showed the same 

relationship, i.e. ,-t apply for pulses between 15ns 

and 1.8~s for damage on the surface of sapphire. 

However, Sparks et. al(10) has predicted that the breakdown 

threshold is weakly dependent on the pulse duration and 

the threshold scales with ,-1/6 rather than ,-t. 

II. Thin film coatings: The pulse duration dependence 

for thin film coatings according to the different theories 

can be summarised in Table 1.2. 

TABLE 1.2 Pulse length dependence in thin 

film coatings. 

Model Pulse Length Dependence Ref 

Avalanche 
, 

38, 39 R.n, 

Multiphoton 0.88 at 1.06~m 40 , = 

0.5 at 0.26~m 40 , 

Impurity 0.5 30 , 

It can be seen that the avalanche ionization predicts 

an almost linear laser-pulse length dependence. In the 

case of multiphoton ionization, a strong pulse-length 
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dependence is predicted at longer wavelengths. Lastly, 

the predicted pulse length dependence from the impurity 

model fits closely to a T' curve. 

III - Metals: The T' scaling predicted by elementary 

heat flow considerations, neglecting the temperature 

dependence of the optical components, is well known(41). 

It has demonstrated theoretically(24) that the T' law 

also applies when the temperature variation of the 

absorption coefficient is taken into account. 

2. Spot-size. 

The first reported observations of the spot-size 

effects, the apparent increase in the surface damage 

threshold with decreasing spot-size, was reported nearly 

twelve years ago by DeShazer(42) and his co-workers. 

They studied the damage threshold of. a coated surface 

of glass as a function of the irradiated spot-size. 

They found a general decrease in the damage threshold 

as the spot-size is increased, up to 150~m. Above 150~m 

diameter the damage threshold remained constant as the 

spot-size was further enlarged. They explained this spot-

size dependence as an increasing probability of en-

countering a defect as the spot-size is increased. 

They assumed that the distribution of defects can be 

described by a Poisson function and the diameter at 

which the damage level remains constant was correlated 
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with the determination of the average defect separation 

from micrographic observation. They further noticed 

that the mean separation between defects decrease as 

the deposition rate of the film in<;:reased. Figure.1. 9 

shows the spot-size dependence in zr0 2 films as a 

typical example. 

Bettis et. al(36) also presented a model for the 

o 
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Figure 1.9: Spot-size dependence for a single 

half-wave thick film zr0
2 

on glass 

(after ref.42). 

spot-size dependence, the model was later extended 

to bulk damage. The starting point of the model is 

the assumption that the surface damage threshold 

corresponds to the investment of a critical amount of 

energy in a plasma layer at the surface of the material. 
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Using the expression for the classical inverse 

bremsstrahlung absorption, they argue that the plasma 

absorption increases linearly with increasing laser 

power density, so the heating rate goes like p~, where 

Po is the incident power density. Thus, they arrived 

at a scaling law that the threshold electric field is 

proportional to the inverse square 

or the damage threshold in (J/cm2 ) 

root of the spot-size, 

-1 
scales as (spot-size ). 

Furthermore they provided considerable eVidence from the 

literature that for a given material the quantity (TAI 2 ), 

where A is the interaction area, and I the laser fluence 

is constant for a given material. 

The spot-size dependence was further investigated 

by Tang et. al(43). He re-examined the bulk breakdown 

threshold of alkali-halides using a CO 2 laser emitting 

92ns bursts of mode-lacked pulses of 2.5ns long separated 

by 8ns. The damage threshold was recorded for both single 

bursts and N -,on - 1 interactions, they found the same 

scaling law applies. Soileau et. al(44) suggested that 

the bulk damage threshold should be a function of the 

spot-size because the probability of having a starting 

electron present decreases as the interaction volume is 

decreased. Foltyn(45) presented an interesting approach 

to the spot-size problem based on the statistics of 

laser induced damage. He predicts that single pulse 

damage thresholds can often be interpreted to make the 

resultant damage threshold independent of the spot-size. 
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He suggested that if the damage threshold is defined 

to be the highest-energy density at which the sample 

could not be damaged then, the damage threshold is 

independent of the spot-size, but, if the damage 

threshold is defined as the average of the highest 

energy density which causes damage and the lowest energy 

density which does not cause damage, then the damage 

threshold is a function of the spot-size. It was 

assumed, however, that damage is a defect related and 

data for optical coatings showed that many assumptions 

Foltyn made are justified. Foltyn's expression for the 

damage probability is given by: 

2 
TrWoY o 

P = 1 _ [~:h) 2 (1.28) 

where Io is the peak fluence at the beam centre, Ith 

is the defect damage fluence, W is the beam radius at o 

1/e2 amplitude and Yo is the defect density. Figure 

1.10 shows the results of testing identical reflectors 

at three different spot-sizes. 
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Figure 1.10: Results of testing identical reflectors 

at three different spot-sizes (after ref.45). 

Since damage threshold in this model is defined as 

the maximum energy at which no damage occurs for all 

irradiated sites, i.e., the zero percent crossing of 

the damage probability curve, therefore changing the 

spot-size will not change the damage threshold. Only 

the slope of the damage probability vs laser fluence 

is affected as shown in Figure 1.10. 

To conclude this section it should be noted that, 

numerous and often conflicting reports of the spot-size 

effects have been reported and on several occasions 

scaling laws have been proposed. A careful assessment 

of the spot-size effect must be undertaken keeping 

other parameters constant in order to understand this 

effect in more detail. 
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3. Frequency dependence of laser induced damage in 

transparent materials. 

The relationship between breakdown threshold ata 

frequency wand the corresponding DC breakdown threshold 

according to the theory of electron-avalanche is given 

by (7) : 

(1.29) 

The experimental (46) breakdown thresholds for 

sodium chloride at 10.6, 1.06 and 0.694~m with a 

nanosecond pulse duration are 1.92 ± 0.2,2.3 ± 0.5 and 

2.2 ± 0.4MV/cm respectively. Essentially there is no 

increase in the breakdown threshold between 10.6~m and 

0.694~m in alkali-halides. Thus, up to the electromagnetic 

angular frequency of ~ 3 x 10 15Hz. The behaviour of the 

breakdown threshold is observed to be quite similar to 

the behaviour for DC fields. The reasons for this 

behaviour ~ver such a remarkable frequency range are:-

1. The electron collision time 'k in dielectric material 

must be very fast < 10-15 sec. 

2. In experiments up to 0.694~m, the photon energy 

is not a sizable fraction of the material bandgap. 

Eg. Figure 1.11 illustrates the frequency. dependence 

of the breakdown threshold E as predicted by the 
w 

theory of electron-avalanche. 
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Figure 1.11: Frequency dependence of thresholds for 

breakdown by electron-avalanche and 

multiphoton ionization (after ref.7) 

The dashed curve outlines the frequency dependence 

of the tunnelling mechanism(47) which has a threshold 

value of 3 x 107v/cm in alkali-halides at the low 

frequency limit. As the photon energy approaches that 

of the material bandgap, this tunnelling evolves into 

multiphoton ionization. Experimental data shows a 

frequency dependence rise in the threshold only as the 

wavelength is reduced to the visible part of the spectrum. 

This implies that the value of Tk would be around 

-16 
5. x 10 sec. Sparks, however, has indicated that Tk 

is extremely unlikely to be this small, and, as 

mentioned earlier, Tk cannot be considered to be 

independent of the electron energy. Therefore, different 

effective values of Tk should be used at different laser 
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frequencies. The dependence of Tk on the frequency 

is shown ·in Figure 1.12, and the comparison between 

the calculated values of the breakdown fields at1.06~m 

for several alkali-halides (taking into account of the 

energy dependence of Tk ) with the experimental values 

is shown in Figure 1.7. 
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Figure 1.12: Dependence of electron relaxation 

frequencies on electron energy 

(after ref.6). 

4. Manner of irradiation. 

It is well known that N - on - 1 experiments yield 

h·igher damage thresholds compared with 1 - on - 1 

experiments. Bass and Leung(48) have indicated that 

for pulsed 10.6~m laser induced surface damage in 

transparent materials the damage threshold depends on 
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the manner in which the sample is irradiated and whether 

a site is irradiated several times. Starting at very 

low intensity and increasing the intensity a few per-

cent on successive shots until damage occurs, the threshold 

is often higher than if each site were irradiated only once. 

The increase in the surface damage threshold in an 

N - on - 1 experiment might be due to either a cleaning 

of the surface by the laser at low intensities or 

smoothing out the sharp edges of polishing scratches by 

some form of "laser polishing". 

If sharp edges are removed and "V"-like scratches 

become nearly cylindrical, Bloembergen(18) predicts a 

ratio of damage thresholds for N - on - 1 to 1 - on - 1 

given by: 

Ratio (1 .30) 

Thus, for sodium chloride were n = 1.49, this ratio 

would be 2.59 and for potassium chloride with n = 1.46, 

the ratio is 2.54. The experimental ratios(48) 

3.06 and 2.36 respectively. Later studies(43) 

are 

have 

also indicated that the same behaviour applies for bulk 

damage, but the justification is less convincing. 

5. Gas Pressure. 

Kovalev and Faizullov(49) have found that with a 

lowering in ambient gas pressure, there takes place a 

decrease in the surface breakdown threshold in IR-optical 
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materials under CO 2 - TEA laser radiation. Breakdown 

thresholds measured in vacuum have shown to be 1.5 to 

2 times smaller than those observed at atmospheric 

pressure. The observed influence of the ambient gas 

pressure on breakdown threshold may be explained by 

making the assumption that the evaporation of absorbed 

water (which was found by the same authors(50) to be a 

major factor in lowering the breakdown threshold in 

IR-optical materials) from the surface takes place 

before the breakdown. Their results of the effect of 

the gas pressure on the breakdown threshold of sodium 

chloride is shown in Figure 1.13. 
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Figure 1.13: Effect of ambient gas pressure on 

the breakdown threshold of NaC1 

(after ref .49) . 
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The same observation was made by Kardch et. al(S1) 

for metals, but the decrease in the damage threshold 

was not the same as that for sodium chloride. Further­

more, Kardch has also indicated that the damage threshold 

in dielectric and metal components depends on the 

electron.egati vi ty of the ambient gas, for example, N 2 

or SF6 , the more electronegative the gas, the higher 

the damage threshold. 

6. F-centres in dielectric materials. 

An F-centre is an electron bounded to a negative 

ion vacancy as shown in Figure 1.14. They are present 

in all dielectric materials naturally and acts as a 

source of electrons during laser induced damage. The 

F-centres are generally located nearer to the valance 

band than to the conduction band. 

~----__________ e 

Figure 1.14: An F-centre in sodium chloride. 
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Yoshiyoki et. al(12) studied the effects of F-

centres in KC1 and found that the damage threshold 

decreases with increasing the density of the F-centres. 

He also indicated that this decrease is greater for 

shorter wavelengths since the ionization rate of 

F-centres is larger for more energetic photons, this 

is shown in Figure 1.15. 

_ 1.0 
E 
u 
>: 
~ 

KCI (Harshaw) 

o : 1.061' 

• : 0.69431' 

Figure 1.15: Breakdown fields in KC1 for ruby and 

glass lasers as a function of F-centres 

(after ref.12). 

However, Braunlich et. al(53) has indicated that 

the presence of defects in the form of F-centres, Vk 

and H-centres influences the kinetic processes involved 

in laser induced damage in alkali-halides and act as a 

drain on the free electrons and holes produced by the 

: 
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laser field and as a consequence, the rate of temperature 

increase of the lattice by free carrier absorption is 

reduced. Thus the damage threshold is increased. 

It should be pointed out here, that the exact 

influence of these F-centres in laser induced damage 

in alkali-halides cannot be known for sure without 

calculating the probability of a hole capturing an 

electron. This probability is now known at the present 

time. 

7. Non-normal incidence. 

In section 1.5 the theory of laser induced damage 

in metals was outlined assuming that the laser beam is 

normal to the metal surface under test, in this case 

the two components of the electric field vector Es 

(field perpendicular to the plane of incidence and Ep 

field parallel to the plane of incidence) are both 

parallel to the metal surface and the laser beam 

absorption at the surface is independent of polarization. 

For non-normal incidence, differences in the surface 

absorption arises for Es and Ep radiation as explained 

below. 

The intensity reflection coefficient of an 

electromagnetic wave at an angle of incidence a with 

respect to the normal to the surface is given by(22) : 

R 
P 

= fi - 2ncosS + cos2 s 

fi + 2ncosS + cos2 s 
(1.31) 
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2 n cos e - 2ncose + 1 
R s = ==--=::::""2~-"::":;=='---'----'-

n cos e + 2ncose + 1 

Accordingly the abosrptances A and A are just s p 

A = 1 - R s s 

For metals at infra-red wavelengths where n » 1 

and K » 1 equations (1.31) and (1.32) can be further 

simplified to become: 

Rs 

R 
P 

= 1 _ 4ncose 

n 

4n = . 
n cose 

If an angular dependent absorption coefficient 

A(e) is defined by 

A(e) = 1 - R(e) 

then we have from (1.35) and (1.36) 

A (e) 4n cose A (0) cosS A (1 aT) cose = = = + 
s . 0 

n 

A (e) 4n A(O)/cose Ao (1 aT) / cosS = = = + 
p . 

n cose 

where A(O) denotes the normal incident absorption. 

(1.32) 

(1.33) 

(1 .34) 

(1.35) 

(1.36) 

(1.37) 

(1.38) 

(1.39) 
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Therefore for a metal surface at .an angle of incidence 

e to the incoming laser pulse, the calculation of 

surface damage threshold must be modified in two 

respects. First, the surface fluence must be reduced 

by the factor cose due to the increased area now 

irradiated. Secondly A(e) must be modified to include 

electric field components both parallel and perpendicular 

to the metal surface. With these modifications equation 

(1.20) can now be corrected to include the non-normal 

incidence: 

(IT) s 
u 

hKC = 
cos 2e " 0"1 

(1.40) 

(IT ) 
u 

hKC = 
P " 0"1 

(1.41) 

Therefore, for the p-polarization the damage threshold 

is independent of the angle of incidence. For 

s-polarization, the damage 

2 -1 (cos e) and experimental 

this simple model. 

threshold increases as 

evidence(33) has confirmed 

Presumably the above treatment for non-normal 

incidence will also hold true for dielectric and thin 

film coatings although such an observation has not so 

far been reported. 

8. Laser damage to ~etals at low temperature. 

In order to investigate this aspect of laser 
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induced damage to metals we need to re-examine 

equation (1.20). The parameter u is given by the 

function(19) : 

where 

For values of u ~ 1 

f (u) 

and I is the laser fluence. 

= 
T 

m + 1 la 1 

Therefore the ratio of damage threshold for a sample 

at initial temperature T1 to that at temperature To 

is given by: 

This ratio is always greater than one since at lower 

(1. 42) 

(1.43) 

(1.44) 

(1.45) 

temperatures a decrease in the absorption takes place. 

For example, for eu at T1 = 139°K and To = 276°K this 

ratio is 
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1356 ) t 
2 x 139 1 .258 

1356 ) t 
= 0.948 = 1. 32 

2 x 276 

The experimental(54) value of this ratio is exactly 

1 .32. 

Although operation at very low temperatures is not 

desirable, in some critical applications, for example 

at the uv wavelengths where the damage threshold of 

most metals is very low, operating at low temperatures 

may be necessary if metal mirrors must be used. 

9. Other parameters. 

In addition to the parameters discussed above, 

there are others which affect laser induced damage 

such as surface roughness, refractive index, method of 

fabrication etc. These parameters will be discussed 

briefly: 

1. Surface roughness:- The damage threshold has been 

found to vary as E = a-m where a is the rIDS surface 

roughness and 0.5 < m < 0.75 for a typical example 

such as fused silica(55). This relation was found 

to hold for a values from 335A to 13.75A, for example 

reducing the roughness on conventionally polished 

fused silica in the same range increased the damage 

threshold tbr~5h~Y~ by a factor of 6.3 in the 

breakdown field or 40 times in fluence. For bulk 
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damage thresholds a value of 0 equal to the lattice 

spacing was seen to fit the general curve. However 

subsequent study(56) of the surface damage threshold 

by 150ps, 1064nm pulses suggested that a surface 
o 

roughness < 100A rms might be less important in 

determining short pulse thresholds. 

2. Refractive index:- It has been noted that generally, 

materials with a high refractive index exhibit 

rather low damage thresholds in comparison with lower 

index elements. Bettis et. al(57) showed that the 

threshold for transparent materials and for thin film 

coatings should vary as -¥-- ' where N is the number 
n -1 

density of the material and n is the refractive index. 

This scaling describes well the variation of the damage 

threshold for optical surfaces ranging in refraction 

index from 1.38 to 2.49 and similar agreement was 

noted for thin film coatings deposited on fused silica 

substrates. In addition, the surface roughness was 

found to modify the damage threshold by a factor of 

e-m Figure 1.16 shows the damage thresholds for 

several half wave films on fused silica and of several 

optical glasses. 

3. Fabrication:- It is soon obvious that fabrication 

is the largest contributing factor in .the non-

reproducibility and ultimate damage resistance of 

high power optical elements. The major problem is 
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Figure 1.16: Damage thresholds for a) several half-

wave films on fused silica and b) the 

damage thresholds for some optical glasses 

as a function of refractive index (after 

·ref.57). 
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to produce low scatter, low absorption, damage 

resistance surfaces with good optical figure. 

Many techniques exist for surface finishing, and 

these varied techniques have produced mixed results. 

For example, standard lap polishing produces well 

finished surfaces having a good optical figure but 

the surfaces are often quite highly scratched and 

have high absorption. Chemical etching(58), on the 

other hand, produces scratch free surfaces which are 

laser damage resistant and with low surface absorption 

but with poor optical figure. Chemical/mechanical 

techniques have also been used to produce good optical 

figure surfaces with less scratches. Ion polishing 

has been employed to improve the surface finish of 

glass/metals and some dielectric materials, further­

more ion polishing of some thin films minimize 

contamination at the film-substrate interface and 

greatly improve the adherence (59) . Single point 

diamond turning is a relatively new technique and 

proved to produce good optical figure on surfaces of 

metals(60) and dielectrics(61). Surfaces produced 

using this technique have been shown to have high 

damage threshold and low absorption. 

The liquid phase of the grinding suspension 

can also affect laser damage. Bilibin et. al(62) 

has indicated that for KC1 samples, ethylene is 

better than a saturated KC1 solution since the 
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former gives rise to a lower destructive layer 

depth and therefore higher damage threshold. 

4. Cleaning:- There are a number of cleaning methods 

ip general use for optical surfaces. Surfaces can 

be cleaned by low pressed air or nitrogen or a 

variety of chemical solvents, these methods do not 

degrade the surfaces. On the other hand, prolonged 

ultrasonic cleaning can severely degrade optical 

surfaces, because ultrasonic cleaning can reveal 

sub-surface structures introduced during the grinding 

process as shown in Figure 1.17(63). However a brief 

cleaning for a period of a minute or two can lead to 

an improvement in the optical surface by the removal 

of surface dirt. 

1.8 EFFECTS ASSOCIATED WITH THE ABSORPTION OF LASER 

RADIATION AT A SOLID SURFACE. 

1. Self-focussing. 

The phenomena of self-focus sing in transparent 

materials can be explained as follows; under certain 

conditions an intense laser beam passing through a 

material can propagate with out' appreciable spreading. 

This occurs because the high electric field associated 

with the laser beam increases the index of refraction 

of the material. Since the laser beam is most intense 

at its centre the increase in the index will be maximum 
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a 

b 

Figure 1,17: Effect of ultrasonic cleaning on 

Zirconium mirror a) before cleaning 

and b) after 45 minutes of ultrasonic 

cleaning (after ref.63). 
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at the centre of the beam; therefore, the propagation 

at the centre will be slowed down relative to the edges. 

Thisfocussing effect may trap the beam and prevent it 

from spreading, causing extensive damage to the material. 

However, it is possible to avoid self-focussing if the 

laser power is kept below the critical power for self­

focussing, given by(7) : 

(1.46) 

where c is the speed of light, A is the laser wavelength 

and n 2 is the intensity - dependent contribution to the 

index of refraction given by: 

(1.47) 

where n is the refractive index of the material. 

2. Stimulated .Brillouin Scattering. 

Brillouin scattering involves an interaction between 

the optical field'of the laser and the acoustic field of 

the crystal lattice. The electric field associated with 

the laser pulse produces electrostriction which in turn 

exerts a stress in the material and drives an acoustic 

wave which under appropriate conditions can induce 

damage to the dielectric material(64). 
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3. Plasma production. 

A plasma is produced by vaporization of some of-

the target material or by some impurities on the surface 

of a solid. There have been many investigations of 

plasma production using a variety of techniques including 

optical interferometry, optical spectroscopic measurements, 

mass spectroscopy and charge collection. A wealth of 

experimental data has emerged from these measurements. 

Much of the work has been motivated by the possibility 

of producing high temperature plasma in which a thermo­

nuclear reaction could occur(65). Since here we are 

investigating the relation between plasma production 

and laser induced damage to solid surfaces, attention 

will be directed towards this aspect rather than the 

plasma itself. 

The plasma ignited at a solid surface has two 

components (66) , one is short-lived and supported in 

the ambient atmosphere by the laser beam itself; the 

direction of this component is along the laser beam, 

the other component extends normally to the surface 

and results from the vapourization caused by the de-

position of energy at the surface. A plasma that 

results from a surface explosion would be expected to 

extend in a direction normal to the surface and not 

depend upon the angle the laser hits the surface. In 

optical components the occurrence of surface plasma has 

been taken as an indication of laser induced damage to 
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that surface. The connection between the surface plasma 

and damage was not established in the early work of 

laser interaction with solids, whether or not the plasma 

is a result or a cause of the damage or whether it is an 

independently occurring phenomena was not determined. 

. (67) 
This led Fersman and Khazov to suggest that the 

surface damage is caused by the plasma interaction. 

On the other hand, Giuliano(68) has carried out a number 

of experiments in an attempt to establish the connection 

between surface damage and plasma production. In one 

experiment the sample was irradiated well above damage 

threshold and the plasma was observed as the power was 

gradually reduced, each time exposing a fresh area of 

the surface. Giuliano observed that the plasma is 

reduced in brightness and size as the power is reduced 

until a point is reached at which the plasma is no longer 

visible. Despite the absence of a plasma Giuliano was 

able to detect damage in the form of a number of micropits 

when the sample was carefully examined under the microscope. 

From these experiments he concluded that, while it may be 

true that some of the features seen on the surface of 

material that has been subjected to damaging laser radiation 

might be caused by the interaction of the plasma with the 

surface, the primary cause of the damage is not the plasma, 

but rather the plasma is a result of the mechanism or 

mechanisms whatever they may be that give rise to the 

surface damage. 



68 

4. Ripple Formation. 

Many workers studying the interaction of laser 

beams with solids are familiar with the striking periodic 

damage patterns that can be produced on various surfaces 

when the power of the beam is at or near the damage 

threshold. These periodic structures or ripples have 

been documented since the early days of IR laser 

development (68) . Ever since they have been observed 

in laser induced damage to surfaces of 

dielectrics (69,70,71,72). semiconductors (73,74,75) .and 

metals(76,77), as well as dielectric thin films(78). 

A variety of explanations for the observed effect 

have been offered ranging from the constructive inter-

ference of the incident beam with a surface scattered 

wave originating at a scratch(68), short fields 

associated with surface defects(69) acting as dipole 

radiators, to surface melting with reinforcement by 

positive feedback from the induced surface grating(79) 

In all of these theories the spacing of the surface 

ripples depends on the incident angle and the laser 

wavelength through the relation 

1 
As = 1 ± sine (1.48) 

where e is the incident angle measured from the surface 

normal and A is the wavelength of the induced ripple. s 

In addition, these ripples are orientated perpendicularly 

to the polarization of the laser beam. Table 1.3 
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A listing of laser materials and 

the laser induced ripple spacing. 

Material 10.6~m 3.8~m 2.7~m 1 . 06~m Ref. 

Cu ). 80 

Mo ). 79 

A1 ). ). 81 

Ag ). ). 78,81 

KC1 )./n )./n 81 

NaC1 )./n )./n 81 

Si ). ). 79,81 

KBr )./n )./n 81 

ZnSe ). ). ). 81 

Ge ). ). 68,79 

Si0 2 
)./n )./n 81 

SiF2 
)./n 81 
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summarises some of the materials for which ripples have 

been observed; note that for semiconductors and metals 

the ripple spacing is the laser wavelength whilst for 

dielectrics the spacing is A/n where n is the refractive 

index of the dielectric. 

1.9 METHODS OF RAISING SURFACE DAMAGE THRESHOLDS. 

In actual systems, damage usually occurs first at 

the optical surfaces. Surfaces are characterised by a 

high concentration of impurities, defects and inhomogenities. 

Thus the resistance of an optical component to damage can 

be greatly improved by careful elimination of these 

defects. Many methods exist for raising surface damage 

thresholds such as ion polishing(52) , acid treatment (82) , 

laser polishing(83) and baking. 

Ion polishing which has been applied most notably 

on glasses, metals and hard substances like sapphire, 

depends on using energetic ions to remove a few atomic 

layers from the surface leaving behind a very clean and 

defect-free surface. Ringlien(82) treated ED-2 glass 

with hot 0.4 normal nitric acid which resulted in 

-2 raising the surface damage threshold from 150J.cm 

to 470J.cm- 2 . Care must be taken in the acid treatment 

method to choose an appropriate acid which will not 

alter the optical quality of the surface, for example, 

nitric acid will not attack the silicate structure of 
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the glass and therefore can be used on glass but not 

other materials. 

Recently it has been shown by Temple(83) that the 

damage threshold of mechanically polished fused silica 

surfaces can be increased to a value comparable to the 

bulk value by carbon dioxide laser polishing. Two 

possible explanations were given for the observed 

increase in the surface damage threshold of fused silica 

by laser polishing, first vaporization of the absorbing 

impurities from the mechanically polished surface and 

secondly healing of the surface and subsurface micro­

fractures introduced by conventional grinding and 

polishing processes. Laser irradiation was also used 

by Swain et. al(84) to raise the surface damage threshold 

of BK-7 glass for 1ns1064nm pulses. Swain indicated 

that laser cleaning is more easily accomplished using a 

pulse of longer duration and the maximum fluence at 

which the cleaning can be performed is that just below 

the 1 - on - 1 damage threshold. 

1.10 DAMAGE THRESHOLD DEFINITION. 

The laser induced damage is sUbject to a variety 

of definitions. These can range from the minute changes 

in the morphology or the optical properties of the sample 

detected by Nomarski microscopy, catastrophic damage 

creating a plasma, to evaporation and complete flaking. 

The lack of a standard definition for the laser induced 
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damage threshold and because of the individual approach 

of each laboratory testing laser induced damage as well 

as the lack of complete specification of the experimental 

conditions has led to differences in the reported data. 

How the final figure has been derived also produces 

controversy·, as well as its units, i.e. J.cm- 2 ,. GW.mm- 2 or 

-1 
MV.cm . 

As an example, the laser induced damage could be 

defined as the energy density which produces damage 50% 

of the time(43). Another definition(85) is the 

characteristic threshold energy Eth and the threshold 

fluence such that: 

1 Emax(ND) 
= 2' 

+ E . (D) ml.n 
A = ~. (Imax (ND) 

where Emax(ND) is the highest nondamaging energy and 

E . (D) is the minimum damaging energy a·nd A is the ml.n 

+ I . (D)) ml.n 

(1.49) 

area of the incident beam on the sample taken as the 

1/e2 points of the incident intensity. A corresponding 

spread is then defined as 

s = 
Emax(ND) - Emin(D) 

(1.50) 

which is primarily defect dominated and determined 

from a series of shots on the sample. Example of data 

reported based on this definition is shown in Figure 

1.18. Of course a defect free sample would have S = O. 
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Hack(86) , on the other hand, defines the damage threshold 

as the minimum energy density required to cause damage 

while Reichelt(87) defined damage to be the energy 

density which causes flash (plasma) at the surface. 

This definition is not adequate because later evidence(66) 

has indicated that damage can occur without plasma . 

• ------
lHRESHCILO- 2 •. 5 ~]H Dol" FLUfNCE- 12.0 
SPOl SI2£- l~ SPREAO- 1,8 

• • 12 11 2. le la .2 "8 s. 
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Figure 1.18: Laser induced damage data plotted 

in terms of energy density. 

In addition to these definitions Bass and Barrett(88) 

observe that precisely defined damage thresholds do not 

exist. They found that at a particular energy density, 

laser induced surface damage to ten different materials 

could be produced with some probability per pulse, P. 

The measured value of P is obtained by measuring the 

number of pulses which produce damages at a given site 

divided by the total number of pulses used to irradiate 

that site. Accordingly damage threshold was defined as 
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the energy density which corresponds to the 50% damage 

probability. 

When damage is defect dominated, the 50% damage 

probability overestimates the minimum damage threshold 

unless 

1. the mean separation of the defects is small compared 

to the laser spot size and 

2. the majority of the dominant defects fail at the 

same energy density. 

Failure of the 50% damage probability to satisfy these 

two requirements is indicated by its spot-size dependence. 

In some practical situations, using large spot sizes 

are unavoidable and in this case it is appropriate to 

direct attention to the lower end of the damage probability 

distribution, i.e., to the energy density where the damage 

probability first departs from zero, in this case damage 

threshold is defined as the absolute damage threshold. 

Two approaches to determine the absolute damage 

threshold have been proposed. One of these has been 

reported by FOltyn(45) in which the damage threshold is 

defined as the energy density corresponding to the zero 

percent crossing of the probability curve. Defining 

damage threshold in this way will make the damage 

threshold independent of the spot size, the presence 

of defects will merely affect the slope of probability 

curve, the higher the defect density the steeper is the 
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slope of the probability curve as shown in Figure 1.10. 

However Foltyn assumes that all defects are degenerate, 

i.e., that all defects fail at the same energy density. 

Since in practice this situation does not exist, Foltyn's 

definition is of limited usefulness. 

To overcome this d-ifficulty Porteus (89), based on 

the concept of Foltyn's definition, used a distribution 

of nondegenerate defects, where the defects generally 

fail at different energy densities. Figure 1.19 shows 

the damage probability distribution for a degenerate 

defect ensemble for a Gaussianbeam, the degenerate 

nature of the defects is indicated by the positive 

curvature of the probability curve over the extended 

range. As ex?ected,the damage threshold for degenerate 

defects is less than the damage threshold of non-

degenerate d~fects. 

I 
~o.s 

0'"---+--;'2 -~3 
1.110 -

Figure 1.19: The damage probability distribution 

for degenerate defects for a Gaussian 

beam. I is the damage threshold and 
a 

IO is the peak energy density. 
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CHAPTER TWO 

Piezoelectric Transducers 
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2.1 INTRODUCTION. 

In Chapter one some effects associated with laser 

solid interaction are discussed. In addition to those 

effects, two more phenomena often occur, these are, 

the generation of both acoustic and thermal waves inside 

the solid and in the air above the solid surface. These 

two waves differ in two important aspects, firstly, 

acoustic waves have larger wavelengths than the thermal 

waves and, secondly thermal waves are diffuse waves 

that.travel only one to two wavelengths before their 

intensity becomes negligibly small. A schematic of 

these two waves is shown in Figure 2.1. 

focussed laser 
beam 

thermal wave 

acoustic 
wave 

Figure 2.1: Schematic representation of acoustic 

and thermal waves duE! to the interaction 

of a focus sed laser pulse with a solid 

surface. 
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A great deal of interest, both theoretical and 

experimental has been shown to these two phenomena 

and now a wide range of applications exist. 

While acoustic waves have been used to study the 

mechanical and elastic properties of solid materials(1), 

thermal waves have been used to measure very low 

absorption coefficients of optical materials used in 

high-power laser systems(2) and for thermal imaging(3). 

These waves can also be used to detect the onset of 

laser induced damage to optical materials. 

Laser induced damage in optical materials can be 

detected, for example, by monitoring the amplitude of 

the acoustic wave generated in the sample due to the 

absorption of laser energy by attaching a suitable 

piezoelectric transducer to the sample surface. In 

the case of thermal wave& the damage can be detected 

by probing a thin He-Ne laser beam through the refractive 

index gradient generated near the sample surface and 

then monitoring the deflection of the He-Ne laser as 

a function of the energy of the damaging pulse. These 

two schemes of damage detection have been studied in 

this work and will be the subject of Chapter three 

and four respectively. 

For detecting the damage using the acoustic wave 

we need a sensitive transducer with a wide bandwidth, 

this chapter will explain in a simple way the basic 

principles of ultrasonic transducers, their types, the 
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material used in constructing them and the various 

parameters affecting their performance. Finally, the 

development of two sensitive transducers used to detect 

the onset of laser induced damage in optical materials 

will be discussed. 

2.2 INTRODUCTION TO PIEZOELECTRIC MATERIALS. 

Piezoelectricity is the phenomena related to the 

production of electric charge'when certain materials 

are deformed. Piezo is derived from a Greek word 

meaning to press and piezoelectricity is pressure 

electricity. Piezoelectricity appears only in 

insulating solids with no centre of symmetry. The 

effect was discovered by the Curie brothers in 1880 

who observed that when certain materials are deformed 

electric charges are produced at.their surfaces. 

Later the inverse effect was observed in which the 

same materials deformed when placed within an electric 

field. The piezoelectric effect soon found an important 

application in World War 11 in SONAR for detecting and 

locating submarines. However, the main application of 

piezoelectric materials is the field of piezoelectric 

transducers, these are force sensitive devices and 

therefore they are used for the measurement of physical 

quantities related to force such as pressure, stress or 

acceleration. The main attraction of piezoelectric 

transducers for measurement of these parameters is 
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their high mechanical input impedance (stiffness). 

Another advantage of piezoelectric transducers is the 

possibility of designing instruments with very small 

dimensions. Piezoelectric materials have found an 

important application in the field of non-destructive 

testing of materials in ultrasonics and the measuring 

of very small displacements in the picometer range (4) . 

Because piezoelectric materials are highly structured, 

any deformation will depend on the alignment of 

crystallographic axes with respect to the applied field. 

It is therefore possible to cut and section crystals in 

such a way that the deformation maximizes a thickness 

expansion or shear distortion. Taking quartz, for 

example, plates cut normal to the x-axis (X-cut) 

maximize thickness expansion, while plates cut to the 

y-axis (Y-cut) maximize shear distortion. These plates 

can then be used as a basis for design of longitudinal 

and shear wave transducers. The main disadvantages of 

piezoelectric transducers are their lack of steady­

state response associated with charge leakage and the 

limited working temperature range in piezoelectric 

materials; this is in the neighbourhood of 200-250°C(5) 

Although some piezoelectric materials have a Curie 

temperature as high as 576°C (for quartz)', the loss 

of insulation resistance above,. say 200°C sets a further 

practical .limitation. 
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2.3 PIEZOELECTRIC MATERIALS. 

Piezoelectric materials for use in transducers 

can be divided into four main groups. These are: 

A - Natural crystals. 

i) Quartz, Si02 : is the most commonly used 

material employed in piezoelectric transducers, especially 

pressure sensors. The crystal structure of quartz can 

be described as a helix with one silicon and two oxygen 

atoms alternating along the helix, thus forming a 

hexagonal plane of view of the crystal cell as shown 

in Figure 2.2a. Silicon atoms carry four positive 

charges and the oxygen atoms two negative charges, in 

the unstressed arrangement all the charges are compen­

sated and there is no net field. If, however, a force 

is applied to the crystal in the x-direction the balance 

is disturbed and the cell becomes polarized as shown in 

Figure 2.2b generating an electric charge on the two 

faces A and B (longitudinal effect). A force in the 

y-direction (Figure 2.2c) causes a distortion and thus 

a polarization of the crystal cell which leads to a 

charge whose polarity is opposite to that of Figure 

2.2b, on the same crystal faces A and B (transverse 

effect). The main application of quartz is in transducers 

for the measurement of fast-transient pressures and 

accelerations. 
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Figure 2.2: a) Simplified crystal structure of quartz, 

showing arrangement of atoms in neutral cell. 

b) Quartz cell loaded in the x-direction. 

c) Quartz cell loaded in the y-direction 

(after ref.5). 

ii) Tourmaline: This is a naturally occurring 

semi-precious stone which has more limited use than 

quartz for pressure transducers, its main use is to 

measure hydrostatic pressure in fluids since tourmaline 

a 
is the only material to haver large volume expansion mode. 

iii) . Rochelle salt: This is the only piezoelectric 

material that is being grown on an industrial scale 

because of its continuous leading role in applications 

such as gramophones and microphones. In addition, 

there are several other naturally occurring piezoelectric 
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crystals, notably, ammonium dihydrogen phosphate (ADP) 

and lithium sulphate, these piezoelectric crystals are 

artifically grown and have a more limited use. 

B - Ceramic materials. 

These are polycrystalline ceramic materials principally 

barium titanate (BaTi03·) and lead zirconate-titanate (PZT). 

These materials have high dielectric constant (1000-5000). 

They can be visuallised as consisting of dipoles within 

domains of spontaneous polarization which can be partially 

aligned by applying a strong external electric field of 

-1 
about 2 KV.mm ,as shown in Figure 2.3, at a temperature 

just below the Curie temperature (Curie temperature is 

the temperature at which the piezoelectric properties 

disappear). 

(a) 

Figure 2.3: Barium titanate; a) unpolarized, 

b) polarized (after ref.5). 
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After cooling and removing the polarizing field 

the dipoles and domains cannot easily return to their 

original random positions and the material remains 

polarized. There is however gradual depolarization 

with time but this can take several years. In fact 

ceramic materials have largely superseded the single 

crystal materials for transducer use. The main advantages 

of ceramic materials are: 

1 - They have high coupling coefficient. 

2 - Remachining of the material is possible after poling. 

3 - Any damage to the material can be repaired by repoling. 

4 - Ceramic materials can be cast and machined into various 

shapes to suit a particular application. 

C - Polymer materials: Many organic materials such as 

wood, silk and bone exhibit piezoelectric properties, 

unfortunately the piezoelectricity in these are too small 

to be used for practical devices. Polyvinylidene 

fluoride (PVF2 ) is a polymer material which exhibits 

piezoelectric properties comparable to the single crystal 

and ceramic material. This material can be used for 

transducers and recently(6) PVF
2 

transducers have been 

developed with a flat response and useful bandwidth 

of up to 20 MHz, depending on the thickness of the PVF 2 

material. A particular advantage of the polymer 

material is its flexibility which allows the construction 
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of complex transducer shapes without machining. In 

many applications, for example, the ultrasonic energy 

has to pass through a liquid couplant before being 

detected by the transducer and in this respect a polymer 

is much more efficient than a ceramic material since the 

acoustic impedances are more nearly equal. These polymer 

materials are also suitable for use in studies involving 

the determination of the elastic properties of the 

optical materials used in laser systems and for the 

determination of their laser induced damage thresholds. 

D - Composite materials(7). 

The majority of piezoelectric materials have high 

acoustic impedances and are not well matched with the 

acoustic impedances of most of the couplants used to 

attach piezoelectric transducers to the structure under 

study. To overcome these difficulties a piezoelectric 

material such as PZT can be combined in some way with 

other material to produce a material with more suitable 

properties for coupling. However, the problem of 

producing composite piezoelectric materials with useful 

properties is considerably more complex than a simple 

mixing of the materials and the production of these 

materials still involves many problems. 

2.4 PHYSICAL PRINCIPLES. 

Suppose we have a piezoelectric crystal of cross 
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sectional area A, and thickness £ with electrodes plated 

on its opposite faces. Let a voltage V be applied across 
V . . 

the electrodes to produce a field, E = ~ and a constant 

tensile stress, T, be applied to the surfaces of the 

crystal. If S is the resultant mechanical strain and, 

provided that changes occur within the elastic limit, 

we have 

s = Ts + Ed (2.1) 

D = Td + EE (2.2) 

where D is the electric displacement, s is the elastic 

compliance of the material defined as 1/Y, Y being the 

Young's modulus, E is the permittivity of the material 

and d is a coefficient to be defined later. 

On short circuiting the electrodes so that E = 0, 

equations (2.1) and (2.2) may be written as: 

S = Ts (2 .3) 

D = Td . (2.4) 

Hence· the electric displacement, D, becomes equal to 

the dielectric polarization, P, i.e., the charge per 

unit area. Thus, 

P = Td (2.5) 

d is called the "d" coefficient or the piezoelectric 

strain constant and is defined as the charge density 

output per unit applied stress under short circuit 
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conditions. If, on the other hand, the stress, T, is 

removed; equation (2.1) becomes 

S = Ed (2.6) 

The "d" coefficient may thus be defined alternatively 

as the mechanical strain produced by unit applied field 

under conditions of no load and ::is expresse.d '"either in 

coulomb newton- 1 or meter volt-1 . In the absence of 

the piezoelectric effect, the term d disappears from 

equation (2.2) and we have the known relation 

D = EE 

In addition to the "d'.' coefficient, two other 

constants, the "g" and "h" coefficients are sometimes 

( 2.7) 

used to describe the behaviour of piezoelectric crystals. 

The "g" coefficient is the electric field produced per 

unit applied stress and the "h" coefficient is the 

electric field produced per unit strain, in both cases 

under conditions of open circuit, i.e. 

E = gT ( 2 • 8) 

E = hS (2.9) 

The unit of "g" coefficient is volt meter newton- 1 

and the unit of the "h" coefficient is newton coulomb- 1 . 

Up to now, it has been assumed that the changes 

in E, T, Sand P have been in thickness direction of 

the crystal. In general. one must take into account 
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variation which may occur in any direction. A stress 

applied to a solid in a given direction may be resolved 

into six components; three tensile stresses T1 , T2 , T3 

along the x, y, z axes -respectively and ·shea r , 

stresses T4 , T5 , T6 about these axes. Therefore the 

correspondi'ng components of the strain are, 5 1,52 ,53 , 

54' 55' 56 and equation (2.3) can be rewritten in 

general as: 

5. 
~ 

5ince c .. = 1/s .. , c .. being the stiffness of 
~J ~J ~J 

the material, equation (2.10) can be written in the 

following form: 

This gives 36 values of c ij as follows: 

(2.10) 

(2.11) 

(2.12) 
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From the principle of conservation of energy it 

can be seen that 

= c .. 
J~ 

and (2.13) 

so that the number of these constants are reduced to 

21. Symmet-ry of axes will reduce this number still 

further. 

Another common relation is the coupling coefficient 

K, this coupling coefficient represents the square root 

of the mechanical energy converted to electrical energy, 

to the input mechanical energy and-vise versa. The 

value of the coupling coefficient can be represented 

by the following relation: 

(2.14) 

For frequencies well below the mechanical resonance 

frequency of the crystal, the coupling coefficient is 

simply a measure of the efficiency of the crystal as 

an energy converter. The value ofK is the theoretical 

maximum, but in practical transducers the conversion is 

usually lower especially at frequencies far from 

resonance. Table 2.1 lists the values of some peizo-

electric coefficients for various types of piezoelectric 

ceramics. 

2.5 WAVE PROPAGATION IN SOLIDS. 

In solids a variety of waves can be generated. 
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* TABLE 2.1 : Properties of some important 

piezoelectric materials. 

Coefficient PZT-4 PZT-5A PZT-5H PZT-8 

K33 0.70 0.70 0.75 0.64 

K31 0.33 0.34 0.39 0.30 

-1 d 33 (cm.v ) 285x10- 1O 374x10- 1O 593x10-1O 225x10- 1O 

d 31 
-122x10- 1O -171x10- 1O _274x10~10 - 97x10- 1O 

-1 
g33(V.cm.dyne ) 24.9x10-6 24.8x10 -6 19.7x10 -6 25.4x10 -6 

-10.6x10-6 -11.4 x10-6 9.1x10- 6 -6 
g31 - -10.9x10 

Thermal conductivity 

(W.m -1 .oC) 2.1 1.5 1 .5 2.1 

Mechanical Q 500 75 65 10000 

Curie point °c 325 365 195 300 

Tensile strength 11000 11000 11000 11000 (psi) 

Density -3 (Kg.m ) 7.5 7.75 7.5 7.6 

* Source Moderen Piezoelectric Ceramics/Vernitron Ltd., 1976. 
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The first propagation mode is the longitudinal wave 

or P wave, in these waves the direction of propagation 

and the vibration are collinear and the wave represents 

a series of compressions and rarefactions in the solid. 

The second of these waves is the shear wave which can 

only exist in solid materials and some highly viscous 

liquids. In shear waves the propagation and displacement 

vectors are at right angles. Another important wave 

motion is the surface waves, and there are two types 

of these surface waves. The first, polarized in the 

plane of the surface and at right angles to the direction 

of motion, is called Love",\vaves and ,the other, is .Rayleigh 

waves. For Rayleigh waves the wave vector has two 

components, one longitudinal and the other is transverse, 

at right angles to the surface. Surface waves do not 

penetrate appreciably into the interior of the solid 

and propagation thus takes place in only two dimensions. 

The attenuation of these waves is consequently very 

much less than that of waves which do penetrate into 

the solid. 

In thin plates or in tubes .it may be impossible 'for 

any of the above waves to propagate without interacting 

with both surfaces, this interaction results in a complex 

series of waves arising from reflections, refractions 

and interference of different modes. Table 2.2 compares 

the longitudinal, surface and shear wave velocities for 

some materials. 
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TABLE 2.2 Comparison of waves velocities in 

some materials which may be used 

with transducers. 

Material Longitudinal Shear wave Surface wave 
wave -1 -1 -1 

ms ms ms 

Aluminium 6374 3111 2906 

Glass 4372 2100 1964 

Stainless 5980 3297 3049 steel 

Quartz 5970 3765 3410 

Tungsten 5221 2887 2668 

Perspex 2700 1330 1242 

2.6 REFLECTION AND REFRACTION OF ACOUSTIC WAVES AT A 

BOUNDARY. 

When an acoustic wave travels in one medium with 

a given specific impedance (defined as the ratio of 

acoustic pressure to particle velocity , in analogy 

to the electric impedance) and meets a boundary with 

a medium with a different impedance, part of the 

incident energy is reflected and the other part is 

transmitted, the ratio of the reflected energy to the 

transmitted energy depends on the acoustic impedances 
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of the two media and on the angle of incident of the 

acoustic wave with respect to the normal to the boundary 

separating the two media. The reflection and refraction 

of the acoustic waves at the boundary between the two 

media is governed by Snell's law as in optics, however, 

the differe"nce is that when a longitudinal wave is 

reflected, it is made of longitudinal and transverse 

waves. This is called a mode conversion. For normal 

incidence, the intensity of the acoustic wave reflected 

or transmitted can be calculated using the following 

equation for the intensity reflection coefficient being 

the ratio of the reflected to the incident intensity, 

(2.15) 

and for the transmitted intensity, 

,T = 
(2.16) 

where Z1 and Z2 are the acoustic impedances of the two 

mediums respectively. It is therefore important for 

coupling a piezoelectric transducer to the surface to 

be investigated that the impedance of the transducer 

will match that of the surface for maximum transmission 

of the acoustic energy across the boundary. 
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2.7 BACKING OF PIEZOELECTRIC TRANSDUCERS. 

Transducers are devices which·, for the purpose of 

measurement, turn physical input quantities into 

electrical output Signals(5). The use of suitable 

backing materials can be a major factor in shortening 

or broadening the bandwidths of piezoelectric transducers. 

The ideal backing material is one for which the transfer 

of ultrasonic energy from the piezoelectric to the 

backing material is efficient so that reflections do 

not occur in the piezoelectric material. In addition, 
wave 

the ultrasonictonce in the backing should be rapidly 

absorbed or attenuated so that the backing material 

does not act as a source of delayed sound waves. 

Plastics are strongly attenuating and therefore good 

absorbers of ultrasound, however, the problem in using 

plastics is that their acoustic impedance are low 

compared to most piezoelectric materials, for example, 

the acoustic impedance for PZT material is 2.7 x 10 7 

2 -1 6 -2 -1 kg m sec compared to 3.2 x 10 kg m sec for 

perspex. The impedance mismatch of metals and unpoled 

piezoelectric materials is much higher and consequently 

they are more often used as a backing material. Thus 

stainless steel which has acoustic impedance of 

7 -2 -1 4.6 x 10 kg m sec would be fairly closely matched 

to the PZT. In this case the PZT would be coupled to 

the steel via at least one layer of coupling fluid such 

as water. The acoustic impedance (~) of the load 

'. 
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(couplant and steel) as seen by the PZT is given by(S) : 

Z 
L [

z + Z s w 
Z + Z w s 

tanh (<j>t) ) 
tanh (<j>t) 

Where <j> = a + i (2~f/v), y is the ultrasonic velocity 

in water, Zw is the acoustic impedance of water, Zs 

(2.17) 

is the acoustic impedance of steel and t is the thickness 

of water layer, f is the ultrasonic frequency and a is 

the absorption in water. If it.ls assumed that the water 

layer is thin and that absorption is negligible then, 

equation (2.17) can be rewritten in the following form: 

sw· 
(
z + Z (2~t/A)) 

where A is the ultrasonic wavelength. For t = 0 the 

load is equal to Z as expected but the load falls s 

rapidly as t increases. However, the disadvantage of 

(2.1S) 

using metals, as a backing material is that of forming 

an acceptable bond between the backing and the piezo-

electric material since most of the commercially avail-

able bonding agents have acoustic impedances less than 

10% of that of the piezoelectric material and backing 

metals. At the present time the most favoured backing 

material in use with common p±ezoelectric materials 

is metal-loaded organic materials(S). These materials 

are suspensions of a suitable metal powder in an 

organic base usually a bonding material. The usual 
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choice for metallic components is tungsten which has 

both a high acoustic impedance and is relatively inert. 

The purpose of the metal suspension is to increase the 

acoustic impedance of the total assembly so that to 

match the acoustic impedance of that of the piezoelectric 

material. Figure 2.4 shows the acoustic impedance of 

tungsten in araldite as a function of tungsten 

concentration. 
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Figure 2.4: The acoustic impedance of tungsten 

suspensions in araldite: 

(after ref. 8). 

2.8 COUPLING OF PIEZOELECTRIC TRANSDUCERS. 

Piezoelectric transducers are usually coupled to 

the structure under study using a suitable material 

such as wax, silicon grease or even water as shown in 
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Figure 2.5. Ideally the transducer face material, 

the couplant and the structure should have a good acoustic 

impedance match. Usually some compression is needed and 

the couplant layer should be kept as thin as possible in 

order not to introduce acoustic reflections in the coup'lant 

layer. Moreover in order to ensure a uniform thickness 

of the couplant between the transducer and the structure 

and to eliminate bubbles in the interface, both the 

transducer and the structure must normally have a good 

degree of polish. 

Cover 
Metallic Case 

lectrical Connector 

r 
______ ~L~e~a~d~~~~. 

Insulating ~hield 

Backing Piezoelectric Element 

PZT-5A 

Propagation Medium 

Figure 2.5: Coupling of a piezoelectric transducer 

to the load. 

Figure 2.6a shows the response of a well bonded 

transducer, while Figure 2.6b shows the response of a 

badly bonded transducer, the ringcing correspond to 
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reflections within the couplant layer. Silk(9) has 

predicted that a couplant thickness greater than a 

few percent of the acoustic wavelength can completely 

alter the performance of the transducer. 
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Figure 2:6: a) The 'response of a well bonded transducer. 

b) The response of a badly bonded transducer 

(after ref.B) • 

2.9 TRANSDUCER TYPES. 

A wide variety of transducers are in recent use. 

There are, for example, electromagnetic transducers, 

the main application being in loudspeakers and micro-

phones, while strain-gauge transducers are used for 
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measuring pressure, acceleration and force. 

Many piezoelectric transducers have been designed 

for use in the generation and reception of ultrasonic 

waves. The piezoelectric material and the transducer 

design depend on the intended application (5) . Since 

the applica·tion of piezoelectric transducers in this 

work involved the detection of acoustic emission 

associated with radiation interaction with solid 

surfaces, the emphasis in what follows will be on the 

different types of transducers available and designed 

for the detection of acoustic emission. Acoustic 

emission transients contain a wide range of frequencies 

and consequently useful transducers must be sensitive 

over wide bandwidth in order to study the entire wave 

form. Quartz is a popular choice as a transducer 

material because 
f 

of its high Q value (the Q value is 

defined as f 
1 

f1 and f2 are 

o 
_ f ' where f is the resonance frequency, 

2 0 

the frequencies at which the radiated 

power has fallen to half that at resonance), but it 

is clearly inappropriate to use quartz for acoustic 

emission studies because of the limited bandwidth. 

Ceramic materials such as PZT on the other hand, have 

low Q value due to internal damping and for this reason 

piezoelectric ceramics are often used for acoustic 

emission applications. Figure 2.7a shows a conventional 

design(10) for the detection of acoustic emission signals. 

The construction of ·these transducers is particularly 
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simple. The two faces of the piezoelectric element 

are coated with a conductive layer usually a 

heat cured silver paint, the upper face is connected 

to a backing or damping block and a lead from this 

face goes to the BNC lead. The front face is connected 

to a thin mOetal foil resting on a wear plate usually 

made of plastic or matching PZT ceramic which is in 

turn coupled to the surface under study. The backing 

block as discussed above is designed to absorb acoustic 

waves over the range of interest and consists of metal 

or, mixture of tungsten powder and epoxy. The backing 

disc also has the property of broadening the ceramic 

element resonance leading to a broad bandwidth of the 

disc(51. Although this kind of transducer can have a 

reasonable bandwidth, they are not free from mechanical 

and electrical resonances and when used for acoustic 

emission detection in solids the information they yield 

is modified by the response characteristic of the ° 

transducer itself as well as by that of the medium which 

acoustically couples the transducer to the surface under 

study. A further disadvantage of this construction is 

that the diameter of the sensitive area of the transducer 

is typically >10 mm, this means that the upper frequency 

of the device is limited to wavelength > 20 mm. For 

example, for a surface wave in steel, this corresponds 

to 0.3 MHz. This upper frequency cutoff is associated 

with the apperture effect. Finally, these transducers 
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are not easy to calibrate being partially resonant 

in operation, furthermore, they tend to have large 

variations in the sensitivity over the frequency range 

of interest. 

In order to overcome these difficulties, various 

types of transducers have been proposed. One particular 

solution is the capacitive transducer shown in Figure 

2.7b. This transducer has been reported by Scruby et. 

al(11), although the physical principle upon which it is 

based is well established(12). The capacitive transducer 

consists of two parallel plates of area A, separated 

by a small air gap~. One plate is the polished surface 

of the test-piece, and this is earthed. The other plate 

in the transducer is maintained at a potential V. Thus 

oscillation of the surface due to the arrival of the 

elastic wave causes the capacitance C of the transducer 

to change. Provided the potential difference between 

the plates is kept constant, then a charge oq is induced 

on the plates, which is given by 

since 

then 

aq = VaC 

C = E A/~ 

2 
oq = - £VA a~/~ 

and the sensitivity of the transducer to surface 

displacement is thus given by 

(2.19) 

(2.20) 

(2.21) 
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~= 
d~ 

From equation (2.22) it can be seen that the 

sensitivity is increased by increasing the plate area 

A, decreasing plate separation and increasing the 

potential difference between the plates. Recently 

Boler and Spetzler(13) have designed a capacitive' 

transducer with a capacitive probe diameter of only 

0.1 mm. This is 50 times smaller than the capacitive 

transducer of Figure 2.7b. The transducer, shown in 

(2.22) . 

Figure 2.7c,is capable of detecting a minimum 

displacement of 10-11 m, which is equivalent to 7mV/nm. 

The capacitive transducers described above have 

a flat frequency response over a wide frequency range, 

making possible a faithful reproduction of the surface 

displacement. They are however, directional, of low 

sensitivity, and require a highly polished mounting 

surface. While they are an excellent transducer for 

laboratory work, a need for a transducer without these 

limitations is evident. 

One particular solution shown in Figure 2.8a and 

suggested by proctor(14), this design is based on the 

following criteria; 

1 - The design has been kept simple. 

2 - The transducer contact area has been kept as small 

as possible. 
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Figure 2.7: a) A conventional transducer, 

b) the capacitive transducer and 

c) is a point-like capacitive transducer. 
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3 - No wear plate has been used. 

4 - The backing has been extended both radially and 

axially. 

The transducer consists of only two pieces. The 

active element is a cone of PZT material. The truncated 

end of the conical element is about 1.5 mm in diameter, 

this is small compared to the frequency range of interest 

(normally 100 kHz - 1 MHz). The backing is a brass 

cylinder which is large compared to the PZT element. 

A silver electrode is attached to the small area of 

the active element and the piezoelectric.element is 

fixed to a small flat area on the brass backing with 

heat cured epoxy resin. Proctor used brass which has 

7 -2 -1 acoustic impedance of 3.7 x 10 kg m sec compared 

7 -2 -1 to 3.87 x 10 kg m sec for the PZT. The large 

dimension of the brass backing also means that reflections 

are delayed and reduced by attenuation in the block. In 

use the transducer is mounted directly on the surface 

with no couplant and is surrounded by a box which houses 

the matching amplifier. Electrically, the backing 

block acts as the non-grounded electrode for signal 

detection. The small contact size of the PZT element 

makes the transducer an approximation to a point 

receiver. Proctor's transducer which was developed 

at the National Bureau of Standards in Washington has 

a flat frequency response from 50 kHz up to 1 MHz 
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and has a sensitivity of 2 x 108 V/m which is the 

sensitivity of the PZT element itself. Furthermore, 

the upper frequency limit can be extended by reducing 

the thickness of the PZT element. The problems 

associated with this type of transducer are, its large 

mass and any reduction in the size of the backing 

block will steadily diminish the frequency response 

of the transducer. In addition, unless special 

arrangements are taken, the transducer cannot be used 

on non-metallic surfaces because earth return is through 

the subject. Another practical disadvantage is that 

with frequent use of the transducer, the silver paint 

on the contact area will wear away and have to be 

painted again. 

Another approach to wideband transduction has 

also been described by Niewish and Krammer(1S), this 

transducer, shown in Figure 2.8b consists of a piezo­

electric platelet (PZT) with dimensions 10 mm x 10 mm 

x O.S mm embedded in damping material made from epoxy 

resin such that the diagonal of the platelet is 

perpendicular to the surface under inspection. This 

arrangement results in a very small contact area. 

The backing material consists of a relatively .large 

steel cylinder on the other side of the diagonal. 

A completely different form of transducer which 

is growing in use is based on optical interferometry(16) 
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is shown in Figure 2.8c, this transducer has a large 

.bandwidth (up to 10 HHz) and can be further increased 

by improving the associated electronics. The advantages 

of the optical transducer are: 

1 - Very high resolution, the light source, usually a 

laser, can be focus sed on to a small spot on the 

surface of the subject. 

2 - The transducer does not disturb the quantities being 

measured and is therefore non-invasive. 

3 - Freedom from mechanical resonances. 

4 - No couplant is needed. 

5 - Optical transducers are inhere~ly calibrated via 

the wavelength of light used. 

The main disadvantages of the optical transducers are: 

1 - Optical transducers are at least an order of 

magnitude less sensitive than the piezoelectric 

transducers, for example, in the optical inter-

ferometer the minimum detectable displacement is 

given by the following expression: 

4" V max 
x noise 

where A is the laser wavelength and Vmax is the 

maximum voltage measured by the detector. For 

(2.23) 

A = 632nm, Vmax = 1.7 volt and for a noise level·of 

0.5 mV the minimum displacement is 
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smin = 14.7 pm . 

This minimum displacement is to be compared with 

the minimum detectable displacement of 2.5 pm for 

the conical piezoelectric transducer. 

2 - The interferometric paths must be stabilized in 

order to ensure high sensitivity all the time, 

this requires the use of complicated electronics. 

3 - They are relatively bulky and expensive compared 

to piezoelectric devices. 

4 - Optical transducers are normally only sensitive 

to vertical displacements. 

2.10 THE DESIGN OF TRANSDUCERS USED FOR LASER INDUCED 

DAMAGE DETECTION. 

Transducers discussed in section 2.9 are not simple 

and they are not suitable for studying the acoustic 

impulse which may be associated with the onset of 

damage in optical components. The laser interferometer 

would seem to offer the best technique in terms of non­

contacting and consequently could probe a test surface 

during laser impact but it is the least sensitive of 

all the transducers. Optical techniques are the subject 

of Chapter four and further references will be made 

there. 

The capacitive probe, on the other hand, does not 

lend itself to the application of small optical components 
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and furthermore requires that the test sample to be 

metallic or have a conducting coating to act as a 

plate of the capacitor; it is therefore not considered 

further. 

Undoubtably the most widely used transducer is 

based on piezoelectric material, unfortunately most of 

the sensitivity in practical systems is associated with 

the resonant nature of most commercial devices and in 

turn these tend to be large and cumbersome to use. 

It was planned to try and detect damage during the time 

scale of the irradiating laser pulse (~ 60 ns) and so 

a wide bandwidth is a necessary prerequisite of the 

transducer coupled with the maximum sensitivity. 

The conical or point contact transducer was shown 

to offer a wide bandwidth with the inherent sensitivity 

of these ceramic materials. However, the only designs 

available at the onset were not suitable, mainly on 

grounds of size and coupling methods. 

Two approaches to these problems were considered: 

a) The design and construction of small resonant 

transducer and, 

b) application of point contact transducer to 

the detection of laser damage. 

The first of these transducers is shown in Figure 

2.9a and is based on that of Figure 2.7a. The heart 

of the transducer is a lead zirconate-lead titanate 
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(PZT-5A) disk that is poled axially and silvered on 

both ends. PZT-5A was chosen because of its low Q 

value which results in a reduced ringing, in spite of 

that, a small amount of ringing was observed but this 

did not constitute a major problem for the intended 

application> in our studies. Since the aim was to 

miniaturise the transducer, the radius of the disk was 

chosen to be 2 mm while the thickness was 1 mm resulting 

in a fundamental resonance frequency of 2.5 MHz. This 

disk was then mounted in a brass casing cylinder with 

dimensions 30 x 10 mm to provide a shielded earth return 

and to minimize electrical pick-up from the laser 

discharge. The front diaphragm of the casing was less 

than 1 mm to reduce ringing. Furthermore, a thin layer 

of silicon grease was applied between the PZT disk and 

the casing to ensure good acoustical coupling. The 

backing of the PZT disk was a brass cylinder. The 

backing and the PZT were spring loaded against the 

diaphragm, a thin layer of silicon grease was also applied 

between the PZT disk and the backing. To prevent short 

circuiting between the backing cylinder and the brass 

casing, the backing cylinder was incased in PVC insulation. 

Since the outside surface of the brass casing was not 

optically polished, it was wrapped with thin alurninized 

film to reflect most of the stray light especially CO 2 

radiation for which aluminium has a strong reflection 

coefficient. Finally, the signal was led through a wire 
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to the BNC connector. 

The second transducer was a small conical transducer, 

Figure 2.9b, similar to that of Figure 2.8a, but, on a 

smaller scale. This transducer was mounted inside a 

stainless steel casing and was loaded against the 

diaphragm by using two small screws. The backing of 

the PZT was insulated from the casing by insulation 

tape. 

2.11 METHODS OF TRANSDUCER CALIBRATION. 

A - Calibration systems: An important consideration 

in selecting a transducer is its frequency response. 

This information is critical to determining optimum 

signal: to noise ratios for specific applications. 

Historically an ultrasonic back-to-back calibration 

technique has often been used for transducer calibration. 

This method is based primarily on underwater far-field 

reciprocity calibration techniques(17). The transducer 

to be calibrated is excited into continuous plane-wave 

thickness-mode vibration by a standard ultrasonic 

sending transducer. The output of the transducer is 

measured and presented as an amplitude versus frequency 

plot. For waves travelling transverse to the transducer 

base, such as in the case of surface wave, the response 

curve is quite different. Later, several methods were 

employed using helium-jet method(18), grinding powder(19) , 

etc .. All of these methods lack rigorous theoretical 
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backgrounds which are essential for an absolute 

calibration. 

The most widely used method of transducer calibration 

is the so-called surface pulse method. The development 

of the basic principles of this technique was done by 

Breckenridge, Tschiegg and Greenspan(20). This 

calibration technique functions in the following way: 

A step-function force event is generated on the plane 

surface of a large elastic block by the sudden release 

of a nearly static force applied by breaking a standard 

source. The resulting dynamic displacements of all 

points on this surface can be expressed by the elastic 

theory up until the arrival time of reflections from 

other boundaries of the block. The normal component 

of the displacement is measured using a standard 

transducer, i.e., capacitive or interferometric transducer. 

Figures 2.10 and 2.11 show the theoretically calculated 

displacement and the average of 10 measured displacement 

waveforms using a capacitive transducer. To perform the 

calibration, the standard transducer and the transducer 

to be calibrated are placed at the plane surface of the 

block equally distant .from the source. The transient· 

electrical outputs of both the standard transducer and 

the unknown transducer are recorded digitally and then 

computer processed to extract the response of the unknown 

transducer. 
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B - The source: An ideal source for use in calibrating 

acoustic emission transducers is a surface wave of delta 

function time history. Several methods have been tried 

and evaluated to generate a suitable source. Mechanisms 

such as ball bearing impact on a solid, an electric 

spark, a piezoelectric pulsar, etc., all have resulted 

in some success. However, they are far from ideal 

because of the non-delta type surface waves generated. 

The first simulated acoustic emission reported by 

Breckenridg.e, Tschiegg and Greenspan (20) is based on 

squeezing glass capillary (~ 0.2 mm diameter) between 

the top of a loading screw and the upper face of a large 

elastic block. When the capillary breaks, the sudden 

release of force is a step function whose risetime is 

of the order of 0.1 ~s. Hsu(21) has extended the approach 

with a technique based on the breaking of a pencil lead 

shown in Figure 2.12, this is a self-contained push­

buttom type mechanical pencil with high quality pencil 

leads. The process of lead breaking is initiated by 

pressing the bottom of the pencil repeatedly until a 

bit of lead protrudes. The end of the lead is then 

levelled with the end of the guide tube of the pencil 

by pressing the tip of the pencil perpendicularly 

towards the .test block while the bottom is pressed down. 

Then the button of the pencil is pressed 6 times causing 

the lead to protrude 3 mm. The pencil is guided 

obliquely towards the test block surface until the guide 
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ring is resting on the surface. The pencil is then 

turned around the point of contact towards a 

steeper position; the lead will inevitably break by 

this movement thereby generating a step function force 

unloading on the test block. The magnitude of the force 

can be selected by the choice of pencil lead. This 

simple technique has become the standard method 

throughout the world for calibrating transducers. 

More recently(23) a Nd.YAG laser has been used 

to produce predictable, repetative thermoelastic dipole 

sources to generate elastic waves but this technique 

is expensive and hazardous compared to the portability, 

simplicity and low cost of pencil lead. 

2.12 CALIBRATION OF THE TRANSDUCERS USED FOR LASER 

INDUCED DAMAGE. 

The two transducers used for laser induced damage 

detection were calibrated using the optical inter­

ferometer as a standard transducer and the pencil lead 

breaking was used as a standard source of acoustic 

emission. The calibration proceeded according to the 

block diagram shown in Figure 2.13. The response of 

the optical transducer and the response of the transducer 

to be calibrated for the pencil lead break were recorded 

by a fast transient recorder (Gould biomation model 4500 

digital oscilloscope). The two waveforms then transferred 

to a computer by IEEE488 or GPIB where a fast Fourier 
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transform (FFT) was carried out on these waveforms in 

order to find their frequency contents. Since the 

optical transducer is inhe~ly calibrated against 

the wavelength of the light used, therefore by dividing 

the frequency response of the optical transducer by the 

frequency response of the unknown transducer, we get 

the frequency response of the transducer in terms of 

-1 displacement and voltage, i.e. nm.V . Figure 2.14a 

shows the response of the optical transducer to the 

pencil lead break while Figure 2.14a and b gives the 

response of the first and second transducer to the 

same event. The frequency response of the optical 

transducer and that of the first and second transducer 

are shown in Figure 2.15a, band c. The constant on 

the y-axis in Figure 2.15a is due to the mathematics 

involved in the Fourier transformation. 

The frequency response of these transducers compare 

well with that of the optical transducer. The sensitivity 

of the first and second transducer is calculated to be 

3.2 pm and 8.6 pm respectively for a noise level of 1 mV. 
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CHAPTER THREE 

Photoacoustlc DetectIon of Laser Induced 
" 

Damage In OptIcal MaterIals 
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3.1 INTRODUCTION. 

The photoacoustic effect, is the production of an 

acoustic signal when a sample of matter is exposed to 

a beam of intensity modulated radiation or a transient 

heating. The concept on which the photoacoustic effect 

is based is quite old and the analogous effect commonly 

referred to as the optoacoustic effect has been used 

for many years in the study of optical' absorption 

phenomena in gases. The change of name from optoacoustic 

to photoacoustic has been instituted to reduce confusion 

with the acoustooptic effect in which light interacts 

with acoustic or elastic waves in solids. 

The photoacoustic effect was discovered in the 

nineteenth century and was first reported in 1881 by 

Alexander Graham Bell!l). After the initial flurry of 

interest generated by Bell's original work, experimentation 

with the photoacousticeffect apparently ceased. The 

effect was obviously considered as being no: more than an 

interesting curiosity of no great scientific or practical 

value. Furthermore., the experiments were difficult to 

perform. since they required the investigator's ear to be 

the signal detector. The photoacoustic effect· was 

forgotten for nearly 50 years, until the advent of the 

microphone, since then a progressive improvement and 

development has occurred. It should be mentioned, however, 

that the strong rebirth of the photoacoustic effect was 

limited to studies in gases only; it was not until 20 
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years ago tha~ the photoacoustic was applied to non­

gaseous matter. The advent of the laser provided a 

major impetus to the photoacoustic effect with applications 

especially in spectroscopy. 

In the following sections the physical principles 

of the photoacoustic effect will be explained briefly 

before some of the important applications are reviewed. 

3.2 THE PHYSICAL PRINCIPLES OF THE PHOTOACOUSTIC EFFECT. 

The photoacoustic effect arises when an intensity­

modulated light or some other form of electromagnetic 

radiation, impinges on a sample surface, the sample will 

absorb some of the incident energy, this absorbed energy 

is (a El, where a is the absorption coefficient and E is 

the incident energy on the sample surface. Energy levels 

within the sample medium are excited and when the energy 

is subsequently released it is through non-radiative 

or heat-producing processes. Thus the absorption of 

electromagnetic radiation at any point on the sample 

surface will give rise to a localized heating of the 

sample. 

When localized heating occurs in a material, the 

heat energy will be transferred to the surrounding matter 

through two mechanisms. Firstly, there is a transfer 

by means of heat conduction and diffusion. The rate of 

energy transfer is determined by the material thermal 

diffusivity, a = ~C " where K is the thermal conductivity, 
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p is the density and C is the specific heat. When the 

heating is periodic, at a frequency f, the distance 

over which the periodic heat will transfer to the 

surrounding medium is given by the thermal diffusion 

length R.th = [ 2fU) ! Energy transfer through thermal 

diffusion is a dissipative process in which the 

individual atoms or molecules within the material are 

vibrationally excited. This energy transfer is referred 
the 

to asrthermoacoustic mode. 

The second mechanism for energy transfer is by 

means of coupling of the heat energy to the vibrational 

modes of the material itself., that is, through the 

coupling to the sample's acoustic phonons. This is a 

thermoelastic process which is generally nondissipative. 

The rate of this energy transfer depends on the speed 

of sound in the material and the distance over which 

the energy can be transferred is limited by the dimensions 

of the sample except at very high frequencies where 

ultrasonic attenuation is appreciable. In this second 

mode of energy transfer, there are two regimes: 

If the electromagnetic energy is absorbed relatively 

slowly a thin layer of the surface will expand in such a 

way that the adjacent layers of the material can relax 

and an acoustic wave is generated. If, however, the 

energy is deposited very rapidly as it would be the 

case for a short high power laser pulse, the heated 

material will again.expand and exert a force on adjacent 
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material which leads to a particular form of acoustic 

impulse known as a shock wave. There is no sharp 

boundary between the two regimes, both being thermo-

elastic in origin. 

The first analysis of how the acoustic waves are 

generated by a laser pulse was described by White (2) ; 

he considered in detail the way in which the temperature 

of a solid changes, both as a function of time and depth 

in the material from the surface. Ready(3) carried out 

a study along a similar line, with later work indicating 

the type of acoustic pulse likely to be developed from 

temperature gradients within the irradiated solid(4) • 

Experiments on laser induced acoustic waves in both solids 

and liquids have been reported. In liquids these experi­

ments were carried out by Askaryan et. al(S), Bell and 

Landt(6), EmmOny(7), Sigrist and Kneubuhl(8), sladky(9) 

and many other authors. 

In solids, investigations have tended to use high 

power laser pulses(10,11,12,13). These have included 

experiments to study the effect of constraining layers 

on the surface of a solid(14) , when enhancement over a 

generation of ultrasound at a.:free surface, is observed. 

Enhancements have been produced by the application of 

coatings to solid surfaces. Q'Keefe and Skeen(1S) have 

used coatings of transparent relatively volatile materials 

to produce an order of magnitude 'increase in the. 

acoustic wave over bare targets. It has also been shown 
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by Fox(16) that a thin coat of a black paint or drops 

of distilled water can produce results comparable with. 

constraining techniques. Studies on free surfaces 

have been conducted mostly with Q-switched lasers 

producing light pulse duration in the range 10-50ns. 

Since solid surfaces are capable of supporting transverse 

vibrations in addition to the longitudinal vibrations, 

three types of acoustic waves are therefore expected, 

shear, longitudinal and surface waves. All of these 

waves have been produced by a pulsed laser(17) although 

most of the work has concentrated on the production of 

longitudinal pulses with applications of the technique to 

the non-destructive testing(18,19,20,21,22,23). 

3.3 SOME ASPECTS OF LASER-SOLID INTERACTION. 

When a laser pulse is incident normally on a solid 

surface some of the incident energy is absorbed. As 

mentioned earlier the fraction of the energy ~E absorbed 

depends on the laser energy E and the absorption 

coefficient ~, i.e. 

[rE = (1-R)E . (3.1) 

Where R is the reflectivity of the surface, the rest 

of the laser energy will be reflected. The screening 

by conduction electrons is such that most of the 

absorption and reflection takes place very close to 

the surface within what is called the "skin depth" and 
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generally denoted by o. At long wavelengths in the 

infrared the skin depth is given by the following 

. (24) 
expressl.on : 

1 
1la~~ f o 

where a is the electrical conductivity and ~ is the 

permeability of the solid, ~o is the permeability of 

the free space andf is the frequency of the incident 

laser radiation. The skin depth is dependent on the 

( 3 .2) 

wavelength of the light used, for example, for aluminium 

at 10.6 ~m 0 = 9.2 nm while at the KrF excimer laser 

wavelength (A = 248 nm), 0 = 6.73 nm. 

The reflection coefficient of a solid surface is 

given by the following equation(24) 

R = 

where Z1 is the electrical impedance of free space 

and Z2 is the electrical impedance of the solid. For 

a good conductor Z2 = (1+j)/ao while for free space 

(3.3) 

Z1 = ~oc, where c is the velocity of light. Thus the 

reflection coefficient can be expressed by the following 

equation: 

R = 
( 1 + j ) 

( 1 + j) + ~<fco o 

where the complex value shows that there is a phase 

(3.4) 



129 

change even at normal incidence. If we write t for 

the quantity ~oaco equation (3.4) becomes: 

R = 

For metal, where a 

2 + t 2 - 2t 

2 + t 2 
+ 2t 

10
7 -1-1 

= ohm.m, 9 
t " 4 x 10 0 , 

( 3 .5) 

therefore t is much greater than unity at all frequencies 

up to that of visible light. Hence equation (3.5) can 

be approximated and becomes: 

(3.6) 

This formula shows that metals should be almost perfect 

reflectors of electromagnetic radiation for all frequencies 

up to those of visible light. Upon substituting equation 

(3.6) into equation (3.1) we get the following expression 

for the absorbed energy: 

llE 
4E (l-R) E = = 

~oaco 
(3.7) 

4 
Cl = 

~oaco 
(3.8) 

The absorption coefficient calculated by the above 

expression may be higher than the experimentally 

determined values since the reflectivity may be reduced 

by surface roughness, contamination or surface oxidization. 

If the laser pulse is very short in duration, it 

will act as a transient heat source at the solid surface 
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and the absorption of energy will occur very rapidly 

in such a way that the heat generated will not have 

a chance of being transferred to the bulk of material, 

therefore, the deposition of energy will be confined 

to a very small volume determined by the surface area A 

and the skin depth O. The absorbed energy causes a rise 

in the teJilperature, liT given by: 

liT 
. liE 

= 
CpAo 

(3.9) 

where C is the specific heat and p is the density. 

substituting for liE we get: 

liT = 4 (3.10) 

The rise in tempe~ature is, as might be expected, 

directly proportional to the incident energy density. 

Although the incident energy density might not be uniform, 

the common assumption from the point of an acoustic wave 

generation view is that the energy distribution is unform. 

The rise in temperature is naturally accompanied by an 

equally rapid thermal expansion and if a volume V is 

involved in this process, it will expand to a new volume 

v ... lIV where 

lIV 
V 

= 38T (3.11) 

where 8 is the coefficient of linear thermal expansion 

of the material. Thermal expansion of the surface 
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element leads .to horizontal and vertical stresses in 

the solid. The vertical stress relaxes to near zero 

very fast via a small outward displacement of the free 

surface, the magnitude of the displacement may be ~1 ~m 

or less. This displacement, although small, has been 

used to deflect an optical probe beam and is made use 

of in photodisplacement spectroscopy of solids(25). On 

the other hand, since displacement in direction parallel 

to the free surface is inhibited by the inertia of the 

surrounding material, very large compressive stresses 

can be induced in these directions. They will exceed 

the elastic limit of the solid if the temperature rise 

and the coefficient of thermal expansion are large 

enough. In this situation the solid suffers plastic 

compressive deformation. This is a permanent strain 

that will remain even after the solid has cooled down 

to the intinal ambient temperature. 

So far it has been assumed that the heat energy 

is distributed .only in the interaction region~ In 

practice, however, the generated heat will immediately 

start to diffuse into the surrounding solid, the 

diffusion process can lead. to the distribution of the 

absorbed energy over a volume large compared with the 
a 

interaction volume, that is tor depth greater than the 

skin depth. This problem has been treated by Carslaw 

and Jaegar(26). They showed that for a surface source 

constant in time for which the temporal variation of the 
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pulse is given by: 

l
P, 

P (t) = 0
0 

t > 0 

t < 0 

then the variation of temperature with depth is given 

by: 

[
2ClP ) 

T(z,t) = T (3.12) 

where K is the thermal conductivity, k is the thermal 

diffusivity, Cl is the absorption coeff'icient, P is the 

laser pulse power density, 

ierfc x = f: erf sds and erfc x = (2/n) t r 
x 

2 -s e ds. 

(3.13) 

The surface temperature T(O,t) is seen to be proportional 

to tt: 

T(O,t) = [2~P) ~Tftr . (3.14) 

We see that there is no limiting surface temperature; 

if the laser power were maintained indefinitely at P, 

If the radiation is app.lied in the form of a pulse 

o < t < T 

P (t) 

t<O,t>T 
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then T(z,t) is as given by equation (3.12) while the 

pulse is applied, but the temperature subsequently varies 

as: 

T(z,t)t>T = K 
z ,_ (t-T) ierfc __ ~z~ __ -,_) 

2(kt)" 2 [k(t- ) '] 

(3.15) 

The solution given by equations (3.12) and (3.15) 

will be approximately valid for the situation where 

heating proceeds only over a limited area of the free 

surface of a semi-infinite slab provided that the 

dimension of the heated area is greater than (4kt)'. 

The problem ofapulsed surface source which is 

variable in time has been treated by Carslaw and 

Jaeger(26) , White(2) and Rykalin et. al(27). The 

simplest solution is obtained when the source generates 

a series of rectangular pulses as shown in Figure3.1a. 

white(2) has shown that the resulting temperature 

distribution can be obtained by superimposing single 

pulse solutions from equations (3.13) and (3.15). 

Figure 3.1b shows the temperature rise on the surface 

of a semi-infinite solid irradiated with such rectangular 

pulses. 

The case in which the intensity distribution in 

the focal area can best be described by a Gaussian 

function has been treated by Ready(3), this is the 

situation in the case of a laser operating in the TEMoo 
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Figure 3.1: Variation of temperature with time for a 

semi-infinite half space on irradiation with 

a series of pulses (after ref.2). 
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mode and focussed with distortionless optics. The 

intensity on the surface of material can be written: 

(3.16) 

where Po is the power density at the centre of the spot 

and Wo is the Gaussian beam radius. Ready(3) showed 

that the temperature T(r,z,t) at a depth z, radial 

position r and after a time t is given by 

T(r,z,t) = p' (t-t') t' (4kt' + 

. 2 
z 

4kt' 

(3.17) 

In the above equation p' (t) is the temporal profile 

of the laser pulse on the surface normalized to its 

maximum value. Ready used equation (3.17) to calculate 

the temperature rise as a function of time at the centre 

of the laser spot for an aluminium sample irradiated by 

a Q-switched 30ns laser pulse from the sample surface, 

the result of such calculation is shown in Figure 3.2 

As shown the heating is very rapid with the maximum 

surface temperature being reached soon after the peak 

intensity of the laser pulse. Below the surface, the 

maximum temperature is delayed by the diffusion process. 

3.4 APPLICATION OF THE PHOTOACOUSTIC EFFECT. 

A - Spectroscopy: the photoacoustic effect has shown 

itself to be a very good research and analytical tool. 

dt' 
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It has found application in physics, chemistry and 

biology. One of the most important applications is 

in the field of spectroscopy in what has come to be 

. (28) 
known as photoacoustic spectroscopy . This new 

type of spectroscopy has been used to provide spectral 

information· on solids and liquids which cannot be. readily 

measured using conventional techniques of reflection and 

absorption spectroscopy due to nonspecular surfaces like 

powders and amorphous compounds. In photoacoustic 

spectroscopy or (PAS) as it is commonly abreviated, 

the sample is placed inside a specially designed closed 

cell containing air or other suitable gas and a sensitive 

microphone. The sample is then illuminated with a chopped 

monochromatic light. If the sample absorbs any of the 

energy incident on it, then some energy level in the 

sample will be excited. The most common mode of 

deexcitation is through nonradiative or heating mode, 

and thus the periodic optical excitation of the sample 

results in a periodic heating of the sample and a 

subsequent heat into the surrounding gas. This in turn 

results in a periodic pressure oscillation within the 

cell, which is detected by the microphone as an acoustic 

signal. A photoacoustic spectrum is obtained by recording 

the microphone signal asa function of wavelength of 

light incident on the sample. The strength of the 

acoustic signal is porportional to the amount of light 

absorbed by the sample, and thus, there is a close 
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correspondence between a photoacoustic spectrum and 

a conventional optical absorption spectrum. Furthermore, 

since only absorbed light can produce an acoustic 

signal, scattered light, which often presents serious 

problems in conventional spectroscopy, presents no 

serious problems in PAS although scattering of the 

exciting radiation can give rise to signals due to 

absorption on the wall of the cell, these can be 

avoided by phase sensitive detection techniques making 

use of time delay between the scattered light and the 

signal. 

When the solid is placed inside a cell as described 

above, the technique is usually referred to as solid 

gas microphone (SGM). When the solid is immersed in 

a liquid, the technique becomes more sensitive than 

the (SGM) and referred to as solid liquid microphone 

(SLM). However, both arrangements are not quite 

sensitive because of the coupling medium between the 

solid and microphone. It has been found that the poor 

coupling between the solid-gas/liquid- and microphone 

can be overcome by attaching a piezoelectric transducer 

directly to the solid and therefore increase the 

sensitivity appreciably(29) . 

as 

Using photoacoustic 

-8 -9 -1 low as 10 -10 cm 

microscopy, absorption coefficients 

gases(30); in liquids, 

has been measured (31.) , 

are now routinely measured for 

-5 -1 
absorption as low as 2 x 10 cm 

while in solids the lowest absorption 
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measured was 10-5 cm- 1 (32) 

In addition to its sensitivity, photoacoustic 

spectroscopy is easier to perform and quicker than 

laser calorimetry or other forms of conventional 

spectroscopy particularly for low levels of absorption. 

B - Production of short acoustic pulses in solids: 

Low energy short duration laser pulses imply high power 

and laser energies of ~ 1m3 and pulse duration of 10 ns 

have been used to generate extremely short duration 

acoustic pulses in solids(33). These short pulses are 

useful for accurate measurement of the velocity of 

longitudinal, shear and surface waves. Furthermore 

the observed photoacoustic signal provides a means of 

substrate defect detection (ultrasonic imaging) deep 

inside the solids because ultrasonic waves are 

attenuated less than thermal waves. 

The production of acoustic waves in solid can be 

divided into two power density regimes. At low power 

densities less than the plasma threshold ignition, the 

generation of the acoustic waves is thermoelastic. In 

this regime the resultant acoustic pulse is proportional 

to the incident laser energy but independent of the 

energy density(34). The theoretical treatment of such 

a process is given by Dewhurst et. al(34). Figure 3.3a 

shows the acoustic waveform detected by a capacitive 

transducer at the rear of 25 mm thick aluminium sample 
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( a) time 
(b) 

Figure 3.3: a) Experimental waveform measured by a 

capacitive transducer, 

b) The theoretical waveform (after ref.34). 

( a) (b) 

Figure 3.4: a) The waveform for low density plasma, 

b) is the waveform for high density plasma 

(after ref.34). 
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irradiated with 35 mJ laser pulse from a Q-switched 

Nd:YAG laser. This signal agrees quite well with the 

theoretical pulse shape shown in Figure 3.3b. 

The second regime is achieved when the power 

density on the surface of material is increased until 

plasma is formed on the surface. The generation 

mechanism in this regime is essentially a recoil process 

or momentum transfer(34) and the generated acoustic pulse 

changesin shape and amplitude, both being dependent on 

the laser power density. Figure 3.4a shows the generated 

waveform on the same aluminium sample for a low density 

plasma formed on the surface while Figure 3.4b represents 

the waveform for a high density plasma. At low plasma 

densities the waveform consists of a longtitudinal wave 

with some thermoelastic effect still remaining , at high 

plasma densities the generation mechanism is completely 

dominated by the momentum transfer. 

C - Photoacoustic measurement of ultrashort laser pulse 

temporal profiles: Temporal profile in the nanosecond 

range can be measured either by streak camera or fast 

photodiodes(35). For picosecond and femtosecond laser 

pulses another method which depends on the optical 

delay line is normally used(36). In this case the laser 

puLse is divided by a beam splitter and the two replica 

pulses travel different path lengths, then the two 

pulses with a variable time delay travel collinearly 
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a 
through,nonlinear KDP crystal. By measuring the 

autocorrelation function as a function of the time 

delay, the temporal profile of the laser pulse can be 

obtained. This technique requires special complex 

instrumentation and is not easy to perform. The 

photoacoustic effect has been used for this kind of 

measuremen· t(37). I th h t t' t h' th n e P 0 oacous ~c ec n~que e 

laser pulse is again divided in two and a variable time 

delay is imposed on one of the pulses. The two pulses 

are then recombined in a nonlinearly absorbing crystal 

such as KDP located at one focus of a truncated fused 

quartz ellipse as shown in Figure 3.5. A transducer 

located at the other focus of the ellipse will measure 

J\.... - 1064 nm 

JL-532nm 

L 

Figure 3.5: Experimental set-up for measuring ultra short 

laser pulses, E is truncated fused quartz, 

T is a transducer and 5 is nonlinear crystal 

(after ref.35) . 
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the acoustic pulse generated in th~ crystal and provide 

the necessary correlation function to obtain the laser 

pulse profile. 

D - Application in chemistry: The photoacoustic effect 

has found important applications in chemistry, one of 

these is an experiment performed with thin layer 

chromotography (TLC) (38). TLC is widely used and a highly 

effective technique for the separation of mixtures into 

their constituent components.. This technique is of 

considerable importance in the chemical, biological and 

medical fields. However, the identification of the TLC-

separated compounds directly on the TLC plate can be 

fairly difficult procedure. Conventional spectroscopic 

techniques are unsuitable because of the optical 

properties of the silica gel on the TLC plate. Photo-

. acoustic spectroscopy offers a simple and very sensitive 

means for performing non-destructive compound identification 

directly on the TLC. plate. Figure 3.6a shows the PAS 

spectra taken on five different compounds that were 

separated and developed on TLC plates. These PAS spectra 

were taken directly on the plates themselves and were 

run in the ultraviolet region of 200-400 nm. The five 

compounds starting from the top of Figure 3.6a are 

p-nitroaniline,.benzylidene acetone, salicylaldehyde,. 

1-tetralone and fluorenone. Figure 3.6b shows, for the 

sake of comparison the published UV absorption spectra 
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Figure 3.6: A photoacoustic study on thin-layer 

chromotography. In a) are shown the UV 

PAS spectra of five compounds, p-nitroanaline 

(I), benzylidene-acetone (ii), salicylalde-

hyde (III) , 1-tetralone (IV), and fluorenone (V). 

These spectra were taken directly on a thin­

layer chromotography plates. In b) are shown 

the UV absorption spectra of the same five 

compounds in solution (after ref.38) . 
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of these compounds in solution. The strong similarity 

of the photoacoustic spectra and the optical absorption 

spectra permit a rapid identification of the compounds. 

E - Applications in biology and medicine: In biology 

photoacoust·ic studies has been performed on materials 

which are often difficult if not impossible to study 

by any other means. An example of the use of PAS in 

biology is in the identification of bacterial states. 

Although conventional methods can be used to monitor 

bacterial growth on various substrates, the light 

scattering makes it most difficult to obtain spectro­

scopic data on the bacteria and thus to identify them. 

However, bacterial samples are quite suitable for study 

by PAS. Thb PAS spectrum of Bacillus subtilis var.niger, 

a conunon airbone bacterium, contains a strong absorption 

band at 410 nrn(39) when this bacterium is its spore state. 

Thus, PAS enables the detect~on and discrimination of 

various bacterial states and allows one to monitor and 

detect bacteria in various stages of development. 

In medicine the PAS. has been used in the study of 

animal and human tissues both hard tissues such as 

teeth and bone and soft tissues such as skin and muscle(39). 

F - Laser induced damage in optical materials: As the 

absorption of radiation is characterized by the emission 

of the acoustic signal, it is reasonable to assume that 
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when a material changes its absorption as for example 

in damage process then the acoustic signal would 

change also. Rosencwaig and Willis(40) have demonstrated 

the possibility of using the photoacoustic effect for 

monitoring laser induced damage in optical thin films. 

In their experiment, a pulsed Nd:glass laser, operating 

at nominally 1J at 1ns is used in a single shot mode 

to· ,exci te a transient photoacoustic signal in the sample. 

A piezoelectric transducer is then acoustically bounded 

to the rear surface of the sample and the photoacoustic 

signal is monitored as the energy density at the sample 

surface was gradually increased until damage is occurred. 

The damage in their experiment, was then related to the 

change in the photoacoustic signal when damage starts 

to occur. They showed that before damage the photoacoustic 

signal shows an essentially linear dependence on the laser 

energy·, after damage the photoacoustic appeared to be 
. n 

proportional to E where n depends on the thin film 

material. The value of nwas found to be in the range 

of 3-5 for high reflection dielectric films, while for 

high reflection metallic films the value of n did not 

differ appreciably from 1. 

3.5 PHOTOACOUSTIC DETERMINATION OF LASER INDUCED DAMAGE 

TO METALLIC AND TRANSPARENT MATERIALS. 

In this work, the application of the photoacoustic 

effect to damage threshold measurement has been extended 
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to cover metallic and transparent op.tical materials 

using sensitive piezoelectric transducers. In the 

following sections. the experimental procedure for the 

determination of laser induced damage in .optical 

materials will be explained and resu·lts will be given. 

In addition, the technique is shown to provide a 

sensitive way of studying spot-size dependence. It 

is also shown that the energy transfer to the sample 

after damage .depends on the manner in which the sample 

is irradiated. 

3.6 EXPERIMENTAL PROCEDURE. 

A - The CO 2 laser:-

It 1s now more than twenty years since the CO 2 

laser was developed. During that time the CO 2 laser 

has become well established as a tool in the laboratory, 

cutting, drilling and welding. The high efficiency and 

the relative simplicity of the CO 2 laser makes it a 

leading contender for eventual use in power-producing 

plants. Furthermore, the long wavelength of 1 0 .. 6 ~m 

and the gas phase active media preclude series effects 

from self-focussing and the resultant permanent damage. 

The laser used in our. study is shown in Figure 3.7. 

The laser is a flowing gas version of the sealed system 

. (41) 
described fully elsewhere . . Briefly, the laser is 

a transversely excited atmospheric laser (TEA) in which 

a uniform pulsed electrical discharge is produced in the 
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slowly flowing gas at atmospheric pressure between. 

two parallel Rogwski profiled electrodes. The gas is 

a mixture of carbon dioxide, nitrogen and helium in 

a ratio approximately 1:1:5. In the sealed system, 

additives are used to reduce the build up of CO which 

will otherwise react with the electrodes, material 

(nickel) to form Ni(CO)4. The presence of nitrogen 

is to increase the efficiency of the energy transfer 

from the first vibrational level of the ground state 

of nitrogen to the (OOOn level of the CO 2 molecules 

which lies at an energy level coincident with that 

of the first vibrational level of the ground state of 

the nitrogen molecules. Helium is usually added to 

increase the power output. The increase is understood 

in terms of two effects: (1) the increased rate of de­

excitation of the lower vibrational levels of the 

carbon dioxide molecules and (2) the increase in the 

rate at which carbon dioxide molecules are excited to 

the 00°1 level (the upper.laser level). 

The natural tendency to arc between the cathode 

and the anode is countered by the use of subsiduary 

discharges between trigger wires and the anode. These 

wires provide ultraviolet. radiation of the cathode 

surface, so producing the diffuse photoemission of the 

electrons necessary for the creation of a uniform 

discharge at high pressures.. Table 3.1 shows the 

typical operation conditions of this laser together 

with some physical dimensions of the laser. 
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Figure 3.7: Details of the CO 2-TEA laser 

(after ref. 41) . 
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TABLE 3.1 Dimensions and the typical operating 

conditions of the CO 2-TEA laser. 

Length of the laser cavity 380 mm 

Diameter cif the laser 81 mm 

Discharge volume 200 x 10 x 10 mm 

Optical cavity length 281 mm 

Reflectivity of the output 
mirror 

85% (multi-layer 
dielectric 

3 

coated flat Ge) 

Main storage capacitance 12 nF 

Charging voltage 20-27 KV 

Input energy 2.4 - 4. 4J, 

The laser is capable of supplying of up to 75 mJ. 

in a pulse 60 ns (FWHM) long in the TEMoo' The main 

operating wavelength is 10.56 ~m although no longitudinal 

mode selections are present. The temporal profile was 

measured by a germanium photon drag detector, while 

the spatial profile of the neat beam was measured using 

pinhole/oscilloscope combination, the pinhole 100 ~m 

size, was scanned across the· CO 2 puJ:re in 200 ~m steps, 

the spatial profile was found to,be gaussian as shown. 

in Figure 3.8 together with temporal profile of the CO 2 

pube. The total energy of the pulse was measured by two 
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Figure 3.?: a) The temperal profile of the CO 2 laser pulse. 

b) The spatial profile of the CO2 laser pulse. 
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calorimeters, Gentact ED-500 and laser instrumentation 

17AN, the measured energy was found to be identical 

and the pulse to pube repeatability was less than 10%. 

B - Experimental set-up:-

This is shown in Figure 3.9. The CO2 pulse was 

focus sed to a spot size of (0.2 - 0.3) mm on the sample 

surface by short focus germanium lenses, while the 

energy density at the sample surface was varied using 

thin polythene sheets which, experimentally found to 

attenuate the laser independent of the energy as shown 

in Figure 3.10. This sort of attenuation allows laser 

operating conditions (gas mixture, discharge voltage .•. 

etc.) to remain unchanged and eliminate any change in 

the temporal behaviour or focus sed spot size. 

The samples were circular discs 50 mm in diameter 

and 5 mm thickness, always placed at the focus of the 

laser beam. One of the transducers described in 

Chapter two was acoustically bonded to the rear surface 

of the sample under test with a viscous fluid such as 

silicon grease, the sample-transducer assembly was 

mounted on a holder which permitted the rotation bf the 

sample about its axis with the transducer being on axis 

so that the distance to the transducer for •. each 

illuminated site is the same. Part of the laser energy 

was diverted by a sodium chloride flat plate acting as 

a beam splitter for the purpose of energy measurement. 
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The energy of each shot was calculated using the 

following expression: 

- In 
_O.il 568 (3.18) 

where x is the calorimeter reading (Gentact ED-500) in mV, 

R is the reflectivity of the calorimeter at 10.6 ~m, 
1 

D is the calibration constant of the calorimeter 

-1 in V.J , 

R2 is the reflectivity of sodium chloride, 

0.8568 is the transmission of the attenuators, 

n is the number of polythene sheets inserted. 

After substituting the numerical values the above 

expression reduces to the following form: 

E = 4.28 [0.8568Jn (3.19) 

The energy density at the sample surface was 

gradually increased until the signal detected by the 

transducer increased in magnitude. The detected 

photoacoustic signal was then amplified by a Dunegan-

Endevco acoustic emission amplifier model (1081-450B) 

which has a voltage gain of 40 dB. The signal was 

finally displayed on a storage oscilloscope (Tektroniks 

466) . 
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3.7 RESULTS AND DISCUSSION. 

A range of samples were damage tested, these 

included, metallic samples, dielectric and thin films. 

The metallic samples were: 

1 - High purity copper. 

2 - Aluminium, type BS1474/HE30TF consisting of 

99% aluminium. 

3 - Stainless steel, type BS325S21. 

4 - Molybdanum, purchased from Specac. 

These first three samples underwent roughing on a 
• 

grinding machine before being wet polished on a circular 

lap with a 0.25 ~m particle abrasive to an optical finish. 

The dielectric samples were sodittm chloride and potassium 

chloride purchased from Specac. While the thin film 

samples included high reflecting films on germanium, 

copper-nickel mirror with hard gold coating, gold film 

on glass substrate and aluminium film on glass substrate. 

Laser induced damage was detected by gradually 

increasing the energy density on the sample surface 

until a big increase in the magnitude of the photoacoustic 

signal was recorded by the transducer. Each data point 

is obtained at a different site on the sample surface 

by rotating the sample about its axis. Since the 

transducer is on this axis, the time delay of the acoustic 

signal from each spot is the same. Table 3.2 lists the 

measured damage thresholds of samples tested, also shown 

in the table are the published damage thresholds, for the 



156 

. TABLE 3.2 Measured damage thresholds compared to the 

published damage thresholds. 

Substance Damage Published Ref. 
thresholds damage 

-2 thresholds (J.cm ) 
-2 ( J.cm ) 

Stainless Steel 4.07 4.6(58) 42 

Al, 11.9 14 ( 1 00) 43 

Cu. 63.69 67 (58) 42 

Mo 24.06 25 (58) 42 

Ge 14.6 -
GeHR 16.17 -
KCl, 51 55.2(92) 44 

NaCl, 68 92 (92) 44 

Ni/Cu 20.9 -

Au/Glass 21 .20 -
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sake of comparison. The pulse lengths at which the 

published damage thresholds were carried out are 

indicated in parantheses. 

A typical form of the photoacoustic signal in 

sodium chloride is shown in Figure 3.11, the scope was 

triggered by the CO 2 laser pulse, the delay to the 

first peak is associated with the time for the photo­

acoustic wave to travel to the transducer from the 

illuminated spot. The height of the first peak which 

corresponds to the longitudinal wave, and travels 

directly to the transducer is taken as a measure of 

the absorbed energy to avoid any reflection and mode 

conversion arriving at the transducer later on. Care 

was taken to prevent any scattered light from reaching 

the transducer, this was done by wrapping the transducer 

2 us/ d iv 

5 mV/ div 

Figure 3.11: Typical form of the photoacoustic signal 

in sodium chloride, incident energy is 

10.52 mJ. 
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with thin aluminized film as described in Chapter two. 

In addition we can discriminate against the scattered 

light signal by its time delay. Figures 3.12 - 3.14 

shows the photoacoustic signal as a function of laser 

pulse energy for sodium chloride, polished molybednum 

and a HR fi"lm on germanium substrate respectively. 

The slopes in these figures were measured and found 

to be 1+ 0.05, 1.17 + 0.24, 1.02 + 0.003 respectively, 

theref0re the photoacoustic signal shows an essentially 

linear dependence on the incident energy density below 

damage, this behaviour is expected for linear absorption 

process. When damage starts to occur the photoacoustic 

signal increases noticeably and for energy densities 

greater than the damage threshold of the sample, the 

photoacoustic signal appears to follow a simple power 

law behaviour with the laser pulse energy, i. e . : 

s = A En (3.20) 

where S is the photoacoustic signal and n is the power 

dependence of the signal. The magnitude of n depends 

on the nature of the sample, its value is generally 

less than 3 for metals while for dielectric materials 

n is greater than 3. The measurement of the energy 

density at the point where the graph between the 

incident energy and the measured photoacoustic signal 

change its gradient marks the damage threshold of the 

optical sample under damage test. 
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Figure 3.12: Photoacoustic signal as a function of 

laser energy in Sodium Chloride. 
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A photoacoustic signal is always produced whenever 

any of the laser pulse is obsorbed by the sample under 

damage test. This sig~al is always detected by the 

transducer since the wavelength of the photoacoustic 

signal generated is considerably larger than the focus sed 

spot size of the laser, for example, the transducer used 

has a resonant frequency of about 2.5 MHz and if the 

sample is sodium chloride in which the sound travels 

at 3890 m.sec-
1

, then the photoacoustic signal\'lOuld have a 

wavelength of 1.55 mm, this is large compared to the 

focus sed spot size of the laser-, (0.3 mm). The transducer, 

however, will not be able to detect the photoacoustic 

signal if the focus sed spot size of the CO 2 laser pulse 

is larger than the wavelength of the generated signal 

since there will be a destructive phase interference at 

the transducer because signals originating from different 

positions in the illuminated area will have different 

phases at the transducer. 

Figures 3.12 - 3.14 shows that the photoacoustic 

signal suffers a major change when damage occurs. One 

might think that the increase in the signal is due to 

acoustic emission associated with the mechanical damage. 

This, however, is not the case. It must be kept in 

mind that below damage, most of the absorbed energy 

will be converted to heat at the sample surface and a 

photoacoustic signal will be produced immediately. 

When damage starts, -some of the absorbed energy will 
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be used in breaking bonds and some will be used for 

melting and therefore less energy will be available 

for the production of the photoacoustic signal and a 

decrease in the signal should be expected rather than 

an increase. The increase in the signal therefore, is 

not due to 'the increased acoustic emission, it is due 

to the increased absorption via some mechanism at the 

damage site itself during damage process. It is well 

known, for example, that the reflectivity of most metals 

is reduced when they are subjected to high intensity 

laser pulses(45,46,47,48), or the metal may undergo 

anamolous absorption(49) for which analysis has shown 

that the thermal emission from the laser heated plasma, 

the peak of which lies in the near ultraviolet (where 

metals have much higher absorptance) is responsible 

for the increased absorption and consequently this 

process can be an efficient thermal coupling process. 

However, beyond the damage threshold, the increase in 

the photoacoustic signal does not continue at the same 

rate and, at very high energy densities far above the 

threshold the rate of increase falls as shown in 

Figure 3.15. There are two possible explanations for 

this behaviour at high energy densities: 

1 - Some of the energy goes into either melting or 

increasing the temperature of the vaporized material. 

During this stage the input energy is divided between 
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direct acoustic generation process and simply heating 

the vaporized material. 

2 - A plasma is formed on the sample surface and at 

energies slightly higher than the plasma threshold 

intensity, a laser - supported combustion (LSe) wave 

is usually ignited. Lse waves are often seen at 

intensities around 2 ~ 104W.cm- 2 for 10.6 ~m(50) with 

both pulsed and continuous laser beams. The ignition 

of an Lse wave initially takes place in the target 

vapour, as a consequence of the ignition process and 

the presence of the sample surface, a precursor shock 

wave proceeds the Lse wave. The LSe wave propagates 

into the shocked air with subsonic velocity, the mass 

flow through the Lse wave is very low and therefore the 

plasma temperature is high, leading to a strong radiation 

from the plasma to the surface. When the laser energy 

is increased further, a transition from LSe wave to 

laser-supported detonation wave (LSD) takes place, the 

LSD wave propagates with supersonic velocity and the 

mass flow through the LSD wave is high, therefore some 

of the energy will be used to increase the temperature 

of the plasma rather than being coupled to the sample 

surface. This in turn will reduce the magnitude of 

the photoacoustic signal detected by the transducer. 

Another way of expressing this is to say the plasma 

processes shield the sample surface. from the laser 

radiation. 
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The technique described above for the accurate 

determination of damage threshold lends itself to 

further study of the damage process, in particular it 

enables the spot-size dependence to be investigated. 

Figures 3.16 and 3.17 shows the spot-size dependence 

of laser induced damage in copper and HR coating on 

germanium substrate. As the spot-size increases, the 

damage threshold decreases. The reduction in the 

damage threshold is due to the increased probability 

of finding a defect in a large spot-size illuminated 

-1 
area. Both curves have nearly (spot-size) dependence 

in agreement with previous studies(51) . 

Damage' to optical materials also depends on the 

manner in which the sample is irradiated. It was 

found that the damage threshold in the case of N - on - 1 

(many shots on the same site) is higher than the damage 

threshold in the case of 1 - on - 1 test (one shot per 

site). The ratio of'the two tests was 2.64 in rnolybednum 

and 1.67 in the copper nickel mirror with hard gold 

coating being typical examples of the samples tested. 

The increase in the damage thresholds in the N - on - 1 

test might be explained to be either due to cleaning 

of the surface by the laser at low intensity or, 

smoothing out of the sharp edges of the polishing 

scratches by some form of laser polishing. Moreover, 

after damage has occurred in the sample, it was found 

that the energy transfer to the sample surface in the 
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case of N - on - 1 test is steeper than in the case 

of 1 - on - 1 test as shown in Figures 3.18 and 3.19 

respectively. 

The magnitude and shape of the photoacoustic 

signal depends on many parameters, these include: 

i) Size of the illuminated area: 

It was mentioned in section 3.4 that below plasma 

threshold the magnitude of the photoacoustic signal is 

independent of the energy density. To investigate this 

behaviour, the laser spot-size on an aluminium surface 

was varied keeping the energy falling on the sample 

constant. The result of such an investigation is shown 

in Figure 3.20, which is a good confirmation of the 

fact that the photoacoustic signal in the thermoelastic 

regime is dependent only on the energy. 

ii) Energy density: 

Figure 3.21a shows the photoacoustic signal produced 

on an aluminium surface at energy density well below the 

plasma threshold formation, while in Figure 3.21b, the 

photoacoustic signal in the presence of plasma is shown. 

The big increase in the magnitude of the photoacoustic 

signal and the change in the shape is a direct result 

of the change in the generating mechanism from the 

thermoelastic to momentum transfer mechanism in accordance 

with previous studies(34) . 
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Figure 3.19: Damage dependence on the method of 

irradiation in eu-Ni/Au. 
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(b) 
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Figure 3.21: Photoacoustic signal in aluminium, 

a) below plasma threshold, 

b) after plasma threshold. 
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3.8 CONCLUSION. 

Since laser induced damage to optical materials 

is often responsible for a large share of the operation 

costs, there is a need for a detection method which can 

sense the early stage of laser induced damage, before 

damage becomes catastrophic and before the optics .fracture 

or melt and consequently before the laser is put out of 

commission. 

Most of the damage thresholds measured in this work 

are less than those reported in the literature. In 

addition, when damage sensed photoacoustically it was 

often very difficult to find any traces of damage under an 

optical microscope even at 400X magnification. Photo­

acoustic thus appears to provide several important 

advantages, these can be summarized in the following 

pOints: 

1 - It can see damage threshold very precisely and, it 

provides an opportunity for performing on-site automatic 

detection of the damage in the optical components of 

high energy laser systems. 

2 - It is relatively simple since piezoelectric transducers 

can be readily mounted on optical components or indeed on 

the support structure and, the photoacoustic signal can 

be remotely monitored. 

3 - It provides new information on the energy transfer 

in the presenoe of damage and possibly new information 

on the damage mechanism itself. 



175 

4 - Reduction in the laser system's necessary costs 

by offering a technique for the early detection of the 

onset of damage thus allowing the laser to be switched 

off and components repolished before damage has progressed 

to a state where the component is permanently damaged. 

5 - If dam"age is detected in its early stages, a new 

component can be prepared or obtained ahead of time to 

minimize laser down time. 

6 - When the optical component constitutes one of the 

walls of a laser cell under vacuum conditions, for 

example, in an excimer laser, early detection of the 

damage can prevent a serious leakage of air into the 

cell or hazardous gases out into the environment. 
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CHAPTER FOUR 

Laser Induced Damage Detect10n 

by the Optical Deflect10n Technique 
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4.1 INTRODUCTION. 

The growing interest in the application of lasers 

in various fields and the continuous progress in the 

development of high power lasers has motivated the 

development of sensitive techniques to measure low 

absorption losses. in highly transparent solids, metals 

and thin film coatings. The photothermal deflection 

technique or "mirage effect" for measuring ultralow 

absorption coefficients was developed originally by 

Boccara and co-workers (1,2,3,4,5). "The principle of 

the photothermal deflection is shown in Figure 4.1. 

The surface of a sample·is i1luminated by a modulated 

(chopped) light source of the wavelength of interest. 

Some of this radiation is absorbed and heats the 

surface which in turn is coupled into the surrounding 

gas. The refractive index of the gas changes; A probe 

beam directed along and just above the sample surface 

will be deflected by the refractive index gradient. 

This deflection can be detected by laser beam position 

sensors. These po·sition sensors, usually two photo-

diodes placed symetrically in the beam, have the 

capability of measuring deflections down to 10-9_ 10-10 

radians. Alternatively a knife edge which blocks half 

of the probe beam diameter followed by a single 

detector can be used .. The sensitivities of these two 

deflection schemes are almost the same(4) . 

Photothermal deflection has found some important 
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Figure 4.1: al Transverse photodeflection spectroscopy. 

bl Collinear photodeflection spectroscopy. 
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applications. A few of these applications will be 

explained briefly. 

A - Measurement of optical absorption coefficients. 

Calorimetric methods(6) and emission spectroscopy(7) 

are the common methods of measuring the optical 

absorption coefficient. In the calorimetric method, 

a laser beam of constant intensity is incident on the 

sample for a certain period of time, after the laser 

beam is switched off the sample cools down. The slopes 

of the heating and cooling curves can be used to 

calculate the absorption coefficient. Calorimetric 

methods are usually not sensitive enough for making 

-2 -1 measurements below 10 cm unless high. laser powers 

are used and the ambient temperature must be controlled 

carefully. On the other hand, the photoacoustic 

technique can be used to measure absorption coefficients 

-4 -5 -1 in the range 10 - 10 cm . The most sensitive 

-6 -1 measurements down to 10 cm have been made using 

incident laser powers of ~ 100 mW(S). Jackson et. al(2) 

has recently shown that for modulation of the pump beam 

at low frequency (up to 10 kHz) the amplitude ~ of the 

probe beam deflection is given by: 

dn 
~ = dT ~ ~ - exp(-uR.)] 

K1T x 
o -

(4. 1) 

dn where dT is the temperature coefficient of the refractive 
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index, P is the power of the modulated pump beam, K 

is the thermal conductivity of the surrounding gas, 

Xo is the distance between the intensity maxima of the 

probe and pump beam as shown in Figure 4.1b, Cl is the 

optical absorption coefficient, iis the interaction 

length of the pump and probe beam and Wo is the radius 

of the pump beam at 1/e intensity. Thus, for small Cli 

the amplitude of the deflection is proportional to ai 

and to the power and inversely.proportional to the 

modulation frequency. 

technique is capable of 

as low as 10-7 cm- 1 for 

The photothermal deflection 

measuring absorption coefficients 

th ' f'l (5) and 10-8 cm- 1 for ~n ~ ms 

liquids (5) , it has the advantage that there is no 

mechanical contact with the sample and there are no 

light scattering problems. In addition, the measurement 

can be carried out in hostile environment, however, laser 

noise (intensity fluctuations) of the probe beam may 

limit the sensitivity. 

One has two choices in performing photodeflection, 

i.e,: 

1 - Col linear photothermal deflection: where the gradient 

of the index of refraction is both created and probed 

within the sample. 

2 - Transverse photothermal deflection: where the probing 

of the gradient of the index of refraction is accomplished 

in the thin layer adjacent to the sample surface. This 
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approach is normally used for opaque samples and for 

materials of poor optical quality such as powders. 

B - Thermal wave imaging(9,10,11,12). 

In thermal wave imaging, macroscopic and micro­

scopic thermal features on or beneath the sample surface 

can be detected and imaged. This technique is a 

development of the photoacoustic technique. In thermal 

wave imaging a laser beam is focus sed and scanned across 

the surface of the sample. This beam is intensity 

modulated at a frequency which can be in the range 

10 Hz - 10 MHz. The laser energy is absorbed at or 

near the surface. A periodic surface heating results; 

this heating is a source of thermal waves which progagate 

away from the interaction. region. These thermal waves 

travel only one or two wavelengths before their amplitudes 

become negligibly small. In spite of this small range ,. 

thermal waves can interact with thermal features in a 

manner equivalent to the scattering and reflection of 

ordinary electromagnetic waves. Thus any features on 

or beneath the surface of the sample that is within 

the range of these thermal waves and has thermal 

characteristics different from their surroundings will 

reflect and.scatter, and thus become visible. Several 

techniques have been developed for the detection of the 

scattered and reflected thermal waves arising from these 

thermal features. The earliest was scanning photoacoustic 
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microscopy (SPAM) (13,14), in which a gas microphone 

is used to monitor variations in the local surface 

temperature. The surface temperature oscillations 

produce variations in the gas pressure inside a closed 

photoacoustic cell as a result of the periodic conduction 

of heat from the sample surface to the gas in the cell. 

Another technique known as photothermal imagingI15,16,17), 

involves detection of the infrared radiation emitted from 

the periodically heated spot on the sample. A third 

technique referred to as the "mirage effect" or as 

optical beam deflection is based on periodic heat 

conduction from the heated spot on the sample surface 

to the local layer of gas or liquid adjacent to it. 

This technique measures the deflection of a laser beam 

traversing the periodically heated gaseous or liquid 

layer. All these techniques detect the thermal waves 

that are scattered or reflected from the local thermal 

features through the effect of these waves on the 

surface temperature. However, all these surface 

temperature monitoring methods are impractical at 

frequencies exceeding 10 KHz, and thus are severely 

limited in imaging resolution(18). 

The resolution obtainable in thermal wave imaging 

is set by both the spot-size of the incident energy 

beam (19) and the thermal wavelength (20). The thermal 

wavelength is given by: 
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(
2K ); 

Ath = 211 pef (4.2) 

where f is the modulation frequency of the pump beam, 

K, p, C are the thermal conductivity, density and heat 

capacity of the sample respectively. Thus the thermal 

resolution for thermal conductors at 10 KHz is only 

20 to 30 ~m and a micrometer range resolution requires 

beam modulation frequencies of 1 MHz, which is not 

practical for the surface temperature detection 

technique described above. To overcome this resolution 

"limitation, Rosencwaig(19) suggested that the scattered 

and reflected thermal waves can be detected through 

their effect on the thermoelastic signafs generated in 

the bulk of the sample. Such signals can be detected 

at high frequencies by using ultrasonic transducers in 

acoustic contact with the sample. It should be noted, 

however, that thermal wave imaging is not the same as 

thermoelastic ultrasonic imaging. In thermal wave 

imaging it is the interaction of the thermal waves with 

the thermal features in the sample that produces the 

main image features, while in thermoelastic ultrasonic 

imaging it is the interactions of the acoustic waves 

with the elastic features in the sample that produces 

the principal image features. 

Thermoelastic signals occurs in any sample with 

a nonzero thermal expansion coefficient, thus a 1 MHz 

thermal wave gives rise to 1 MHz acoustic waves. These 
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thermoacoustic waves are propagating waves of much 

longer wavelengths being typically a few millimeters 

at 1 MHz compared to a few micrometers for thermal 

waves at the same frequency. The magnitude and phase 

of the thermoacoustic waves are directly related to the 

temperature profiles in the heated volume and thus are 

directly affected by the presense of scattered and 

reflected thermal waves. An example of thermal wave 

imaging is shown in Figure 4.2. This image is taken 

with a· :scanning electron microscope equipped with a 

thermal wave imaging system. Figure 4.2a shows the 

back scattered image of a silicon integrated circuit 

with no visible sign of defects. Figure 4.2b is the 

thermal wave image of the same region and clearly shows 

a subsurface micro crack running vertically down the 

right hand side of the imaged area. Figure 4.2c shows 

the back scattered electron image of another silicon 

circuit which shows no obvious defects. The thermal 

wave image in Figure 4.2d, however, shows the presense 

of local film delamination (irregular white regions 

in the upper central area). 

C - Application to photoelectrochemical structures. 

Photoinduced redox reactions at the surface of 

microscopic (' 1~m), partially metalized, semiconductor 

powders have been a focus for much recent work on 

photocatalysis for energy storage. Recently a new 
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Figure 4.2: Examples of subsurface mechanical defects in 

silicon circuits: (a and c) backscattered­

electron images exhibiting no visible signs of 

defects; (b and d) thermal-wave images of the 

same areas, showing (b) a subsurface microcrack 

and (d) local subsurface delaminations 

(irregular white regions in upper center) • 

(after ref. 18) . 
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planer photoelectrochemical (PEC) structure has been 

reported(21) in which nonmetallized powder such as 

Ti02 or W0 3 is incorporated in a thin, porous layer 

on a metallized substrate. The conventional techniques 

of specular reflection, transmission and ellipsometry 

cannot be applied for characterization of such porous 

structures. Because photothermal deflection spectro­

scopy can be applied to any state of matter, Tamor and 

Hetrick(21) have used this technique to obtain the 

absorption spectra of these PEC materials. If there 

is any unreduced material, it will show as strong 

absorption bands. These bands can also be correlated 

with the electronic structure of the PEe materials. 

D - Application to combustion diagnostics(22) . 

There is considerable interest in the development 

of combustion diagnostic techniques for minority species 

concentration measurement. The basic idea behind the 

application of photothermal deflection spectroscopy 

in combustion studies is quite simple. Two laser beams, 

a pump beam and a He-Ne laser beam (probe beam) , intersect 

in the region where the molecules of interest are to be 

detected. The pump beam is tuned to an absorption line 

of the molecule of interest. Laser energy is absorbed 

by the molecules which loses most of the energy by 

quenching collisions with other molecules. Most of 

this energy eventually appears as heat in the flame 
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gases, thereby changing the refractive index of the 

medium. The probe beam suffers a deflection due to 

the refractive index gradient that is produced. The 

amplitude of the signal is proportional to the 

concentration of the molecules of interest. Spatial 

resolution is obtained because the intersection of the 

pump and probe beams localizes the region where the 

signal is observed and the temporal resolution is 

obtained by using a pulsed laser. Based on photothermal 

deflection technique a number densi:y of N02 molecules 

of about 3 x 1014 molecules cm- 3 (50 ppm) has been 

obtained (22) . 

E - Application to thin film thickness measurement. 

Normally direct measurement of the geometrical 

thickness of a film requires either microscopic 

examination of a cross sectioned sample or stylus 

measurement of a step height as in the Talystep device. 

Both of these techniques may be destructive procedures. 

Several non-contact, non-destructive methods ·are also 

available; these methods include optical interferometry 

and optical ellipsometry for optical transparent films, 

eddy current and resistivity probe for metallic films. 

None of these non-contact methods are widely applicable 

and none are suitable for both transparent and opaque 

films. A new method based on the use of thermal waves 

has been devised for thin film measurement which is 
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applicable for both optically transparent and opaque 

f 'lm (23,24) 
1. s . The method consists of using highly 

focus sed laser beams for both generating and detecting 

thermal waves, both the pump and probe beams incident 

normal to the sample surface and the two laser spots 

are displaced ~ 2 ~m from each other at the sample 

surface. Using three dimensional model of thermal wave 

propagation in layered media Opsal et. al(24) has 

derived an expression which relates the deflection 

signal as a function of the film thickness. This new 

technique is capable of measuring film thicknesses in 
o 

the range 500 - 25000A with an accuracy of ± 2%, this 

implies a sensitivity of lOA. 

F - Thin film characterization. 

The production of adequate coatings for high power 

lasers, especially excimer lasers operating in the U.V 

must meet several criteria. The first of these, is 

the single shot damage threshold of the coating which 

in the U.V is generally lower than in other parts of 

the spectrum. Next is the increase in the scattering 

cross section at shorter wavelengths. These problems 

largely centre around small absorbing and scattering 

sites in the coatings which results from substrate and 

film preparation procedures. Photothermal deflection. 

spectroscopy has proved to be a useful tool in 

characterizing thin films(25,26) and in providing high 
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spatial resolution maps of these impurities in thin 

film optical coatings. Those absorption maps can 

reveal flaws or micron-size defects which could become 

damage sites when exposed to high energy laser radiation. 

G - The optical monitoring of photoacoustic pulse 

propagation in solids. 

Piezoelectric transducers are commonly used to 

monitor elastic waves in solids. However, the information 

they yield is mOdified by the response characteristics 

of the transducers themselves as well as by those of 

the medium which acoustically couples the transducer 

to the work piece. Interferometric techniques have 

also been employed to measure elastic waveforms in 

solids and although the interferometric techniques are 

non-contact, they have to be stabilized, this requires 

the use of fairly complicated electronics. Recently, 

Sontag and Tam(27l have demonstrated a simple, non­

contact method based on optical deflection principles 

for direct and fast detection of elastic waves 

propagating in thin silicon wafers. In their experi-

ment a nitrogen laser with a pulse energy , 1 rnJ was 

weakly focus sed onto the sample surface without causing 

any damage. A He-Ne laser beam is then focus sed on 

the opposite surface of the water and detected by a 

fast photodiode-amplifier combination with a bandwidth 

of 100 MHz. When the nitrogen laser pulse is absorbed 
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at the silicon wafer surface, longitudinal and surface 

elastic waves are produced. These waves cause surface 

distortions at the opposite surface which can be 

detected by the probe beam deflection. The advantages 

of this simple technique is that it is ideally suited 

for measurement in high temperature, hostile, or 

inaccessible environments. It should be noted however, 

that this technique differs from the previous applications 

of the "mirage effect" in that the surface distortions 

cause the deflection of the probe beam and not the 

refractive index gradient generated by the laser pump 

beam. 

4.2 THE DETECTION OF LASER INDUCED DAMAGE IN OPTICAL 

MATERIALS USING THE OPTICAL BEAM DEFLECTION TECHNIQUE. 

When an intense laser pulse interacts with a solid 

surface some fraction of the incident laser energy will 

be absorbed. In metals, the absorption is mainly by 

free electrons. Interband absorption can also contribute 

but they are small and can be ignor.ed. In insulators, the 

absorption is due to the excitation of lattice vibration, 

for example, photons of infrared radiation rarely have 

enough energy to excite electrons in pure insulators. 

They can, however, excite lattice vibrations if the 

wavelength is appropriate. In common salt and other 

alkali halides the positive and negative ions oscillate 

naturally in the lattice at frequencies about 10 13HZ, 
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corresponding to wavelengths of 20 - 100 ~m. As a 

result such infrared radiation is strongly absorbed 

by these crystals. Absorption, may also arise from 

defects in these crystals, these defects introduce 

electronic levels in. the band gab just like the denars 

and accepters in semiconductors. The absorption 

coefficient of a solid which is caused by defects is 

proportional to the concentration of defects. 

The energy absorbed by a solid will eventually be 

converted to heat. Some of this heat will be ·lost by 

radiation, convection and conduction. One can generally 

assume that the energy lost from the surface through 

reradiation is negligible, however, if the laser pulse 

is too long so that heat can be conducted over a larger 

area, then a large area contributes to reradiation and 

even though the power per. unit area may be small, the 

total power reradiated may approach the power absorbed. 

The amount of heat lost by radiation can be estimated 

by calculating the temperature profile on the surface 

as a function of time and position and numerically 

integrating the thermal radiation from the surface using 

the calculating temperature profile and Stefan's law. 

An approximate estimate of the heat lost by radiation 

can be calculated roughly as follows: 

The thermal diffusion length ~.~ (KT)t, where K 

is the thermal diffusivity and T is the laser pulse 

length, can be used ·to calculate how far the heat will 
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diffuse during a laser pulse of duration T. For 

aluminium, for example, and for a laser pulse duration 

of 60 ns 

t = (1.03 x 60 x 10-9), = 2.4 x 10-3 mm 

if the laser pulse is focus sed to a spot radius, Wo 

of 0.5 mm, then the heated volume is 

= 3.14(0."5)2 x 2.48 x 10-4 

the mass involved in the heating process is 

m = pV p is the density 

= 2700 x 1.19 x 10- 9 = 5.13 x 10-6 gm. 

The rise in the surface temperature can: now be calculated 

with the aid of the following equation 

aE 
llT = me where a is the optical 

absorption coefficient, therefore the temperature rise 

for a = 0.05 cm- 1 and E = 20 mJ is 

LIT = 0.05 x 20 x 
= 230°C 

5.13 x x 0.83 

the heat lost by radiation can now be calculated using 

Stefan's law 

E = oA(T - T )4 
rad 0 ' 

where 0 is constant 
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TO is the surrounding .temperature and A is the 

interaction area, 

Erad = 1.7 ~J. 

This energy is only 0.17% of the energy absorbed. 

The energy lost by convection is proportional to 

1.25 power of the temperature difference between the 

surface and the surrounding gas and can be calculated 

using the following equation: 

Econvection 
= 20.9 x 10-5 (T - T )1.25 

o 

= 7.869 x 10-5 ~J. 

This loss due to convection is even much more smaller 

than the energy loss due to radiation and can be ignored 

completely. 

The only effective mode of heat transfer to the 

adjacent air is conduction. This heat, although small, 

can be used to deflect a narrow probe beam skimming of 

the surface. Below the damage threshold of the surface, 

this deflection will be proportional to the laser energy 

absorbed. When damage starts to occur at the surface, 

changes in the optical properties of the surface takes 

place, this leads to an increased absorption due to the 

increased carrier concentration. The amplitude of the 

probe beam deflection will increase leading to a non-. 

linearity in the deflection versus incident laser 

energy. This deviation has been found experimentally 
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to indicate the onset of laser induced damage to the 

optical specimen under test. 

4.3 PRINCIPLES OF THE PULSED OPTICAL DEFLECTION OR 

"MIRAGE EFFECT". 

A schematic view of the geometry of the pulsed 

optical deflection experiment is shown in Figure 4.3a, 

the heated sample lies in the xz plane and the focus sed 

probe beam is y above the surface, when the irradiating o 

laser pulse is incident on the sample surface, a time 

dependent rise in the temperature of the sample surface 

causes a corresponding temperature rise in the gas layer 

adjacent to the surface. This temperature rise leads 

to a temperature gradient and therefore a transient 

refractive index gradient in the gas layer which in turn 

deflects the probe beam. The probe beam will also be 

deflected by the acoustic wave generated due to the 

laser absorption, this wave will propagate from the 

interaction region to the probe beam where it generates 

a temperature rise by adiabatic compression. The gradient 

of this temperature rise deflects the probe beam. The 

acoustic wave also deflects the probe beam through the 

pressure dependence of the index of refraction. These 

two contributions are small compared to the deflection 

generated by the temperature gradient as a result of 

heat conduction from the heated sample surface and can 

be ignored(2). 



195 

--=====~-_~' ===~ /" ~)( 

__ J)"itJJIC1IJi _____ 

( b) 

dn 
: dy 
I 
I 

(a) 

IIIIIIIIII! ·-·-·-iJl · 
wave front 

propagation 

r 
I 

(c) 

z 

v -

}-_____ x 

Figure 4.3: Geometry of the optical deflection 

experiment. 



196 

The refractive index for a gas having a temperature 

Toe can be written in the following form(28): 

where no is the index of refraction at DOe and 00 is 

a slowly varing function of the wavelength. This 

wavelength dependence can be ignored and 0
0 

can be 

considered constant and is equal to O.0003/ oe for air 

(4.3) 

near room temperature. As the probe beam passes through 

the heated region near the sample surface, the direction 

of the beam is bent. Since the value of 0
0 

is very small, 

the corresponding bending is also small, thus with no 

significant error, the average path of the probe beam 

can be assumed to be a straight line, i.e. 

y = y + mx o 

where m is the slope. Because the probe beam has a 

finite beam waist which is determined by the F-nurnber 

of the focussing lens, the index of refraction will. 

cause the upper part of the probe beam to travel with 

( 4 .4) 

less velocity than the lower part of the beam, according 

to this the upper part of the beam will travel with a 

velocity v 1 and the lower part of the beam will travel 

with a velocity v2 and therefore the lower part of 

the beam will travel a (:~)dX while the upper part will 

travel only dx, where dx is the incremental path length 
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as shown in Figure 4.3b, therefore the path difference 

between the two beams is: 

This path difference will tilt the wave front of the 

probe beam through an angle e (see Figure 4.3c) given 

by 

e = tan e f1 = Wo 

(V2 _ ,) dx = -v . Wo , 
where Wo is the probe beam width. In terms of indices 

of refraction the deflection becomes: 

e = - (n2 , ) dx -
n, W 

0 

but n, = n
2 + 

dn 
(Y2 - y,) dy 

where Y2 and Y, represent the distances of the upper 

and the lower part of the probe beam above the sample 

(4 .5) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

surface. This is approximately equal to wo' the probe 

beam waist 

= _. dn 
(4.'0) n

2 n, dy w 
0 

[n, 
dn ,) - dy w 

dx a 0 = -
n, Wo 
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e = - [:~ -

e = 1 dn dx n, dy 

Since n 1 is approximately equal to no' the ambient 

refractive index, therefore, 

but 

e = 1 dn 
dy dx no 

dn dn 
dy = dT 

dT 
dy 

1 dn dT R. an 
e = n dT dy dx ~ aT 

o no 

where R. represents the interaction path length of the 

probe beam. 

aT The quantity -- for the case of pulsed optical ay 

beam deflection has been solved by Jackson et. al(2). 

(4.11) 

(4.12) 

(4.13) 

They showed that a pulsed laser beam of Gaussian radius 

Wo and energy E and a pulse duration T produces a 

temperature gradient in an infinite medium with a weak 

absorption coefficient a as follows: 

aT 
ay = 

for 0 ~ t ~ T 

(4.14) 



= -nE 
21TKTY 
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for t > T • 

In the above two equations, K is the thermal 

(4.15) 

conductivity of the medium, K is the thermal diffusivity, 

t is the time after the start of the laser pulse and y is 

the distance of the probe beam from the sample surface. 

Upon substituting equation (4.13) we get: 

e = nE ex 
21TKTy p 

exp - y 
[ 

2 2 )] 
W~+8K (t-T) . 

where 

e = B ~ 
Y 

B -

~ [ 2) [ 2)] -2y . -2y 
exp - exp 

. w2+8Kt w2+8K(t-T) 
00· 

1 
21TKT is a constant. 

The last equation shows that n can be measured 

(4.16) 

(4.17) 

as a function of the wavelength. The thermal diffusivity 

can also be measured by fitting the observed signal shape 

to the form in the square bracket in equation (4.17). 

4.4 EXPERIMENTAL DETERMINATION OF LASER INDUCED DAMAGE 

USING THE OPTICAL BEAM DEFLECTION TECHNIQUE. 

A - The parallel geometry: A schematic of the 
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experimental arrangement is shown in Figure 4.4. The 

CO 2-TEA laser is fully described in Chapter 3, and has a 

maximum energy of about 50 mJ in 60 ns pulse duration 

(full width at half maximum). This laser· was directed 

so that it was normal to the sample surface and was 

focus sed by a short focal length germanium lens. A 

sodium chloride flat was used to divert a portion of 

the beam for the purpose of energy measurement in each 

pulse. The output from 2.0 mW He-Ne laser (Spectra 

Physics 136) is spatially filtered and then made 

parallel by a 50 mm camera lens to generate the probe 

beam. The probe beam is then focus sed by 200 mm small 

diameter lens. After leaving the interaction region 

above the sample surface, the probe beam was made 

parallel again by 100 ~~ lens. A knife-edge was inserted 

into the parallel section to intercept half of the probe 

beam. The probe beam was then focussed by 20 mm camera 

lens on the photodetector (RCA solid state detector 

model C30816 with 35 ns rise time). The signal was 

finally displayed on a digital scope with a band width 

of 60 MHz. Both the sample and the focussing germanium 

lens were held on one optical assembly in such a way 

that they can be moved together with respect to the probe 

beam at the same time, keeping the spot-size unchanged. 

The movement of the assembly was controlled by a 

micrometer with one micron resolution. 

The minimum offset of the probe beam is controlled 
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by the F-number of the focus sing lens and the sample 

length L, this offset can be calculated with the aid 

of Figure 4.5. The minimum offset is given by the 

following equation: 

Yo = L 
'2 tan tP (4.18) '2 

but 1 f 1 = = 2F 2 2D , 

where f is the focal length of the focus sing lens, 

F is the F-number and D is the diameter of the focussing 

lens. Since 1 is normally very small, therefore, 

equation (4.18) can be simplified to become: 

L 1 L 
= '2 tan 2F "" 4F (4.19) 

The minimum offset as a function of the F-number 

is shown in Figure 4.6a. 

Figure 4.5: Geometry for minimum offset. 
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If the test sample is raised beyond this distance, 

the sample edges will start to block the edges of the 

probe beam, this results in a decrease in the sensitivity. 

There are two possible ways of reducing the minimum 

offset. Firstly, the Yo can be reduced by increasing 

the F-number but the problem here is that there will 

be an increase in the probe beam waist as indicated by 

the following relationship(29): 

beam waist = 0.8 x 10-3F(mm) 

this increase in the probe beam waist is shown in 

Figure 4.6b. The second alternative is to reduce the 

sample length L. 

Many samples were damage tested, Figures 

4.7 - 4.10 show the optical beam deflection signal as 

(4.20) 

a function of the incident laser energy for aluminium, 

aluminium coating on glass, high reflection coating 

on germanium and stainless steel respectively. In 

each figure the damage threshold to the sample is 

indicated by the sudden change in the deflection signal. 

As can be seen, the relation between the deflection 

signal and the laser energy is linear before the onset 

of laser damage to the sample under test. After damage 

the signal appears to follow a power dependence with 

the energy, i.e. En in agreement with the results 

presented in Chapter Three. 
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Figure 4.6: a) The relation between the F-number 

and the minimum effect. 
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Figure 4.7: Deflection signal as a function of the 

incident laser energy for an aluminium 

film on glass substrate. 
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Figure 4.10: Deflection signal as a function of the 
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B - Reflection geometry: The experimental set-up 

used in this case is shown in Figure 4.11. The angle 

of incidence was nearly 20°. The deflection signal 

for a typical example of an aluminium film on a glass 

substrate is shown in Figure 4.12. The calculated damage 

-2 -2 threshold is 9.22 J.cm compared to 9.55 J.cm for the 

case of parallel geometry. This difference might be due 

to the increased sensitivity for the reflection geometry 

compared to the parallel geometry. In the parallel 

geometry, the probe beam is deflected by the refractive 

index gradient set-up when the pump beam is absorbed 

locally in the sample. This effect is also present in 

the reflection geometry, but here the probe beam is also 

deflected by the "bump" caused by the local ·heating and 

resulting thermal expansion of the interaction region. 

4.5 DISCUSSION. 

It was found that the optical deflection signal 

depends on many parameters which is explained below. 

1 - Signal dependence on the probe beam offset Yo: 

Figure 4.13 shows the deflection as a function of the 

probe beam offset for a. sample length of 5 mm. The 

solid curve represents the deflection signal calculated 

by using equation (4.17). As shown, the deflection 

signal decreases very rapidly with increasing the 

probe beam offset, this behaviour is expected to arise 
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from the damped nature of the thermal waves. The 

signal shape for a different offset is shown in 

Figure 4.14. The total energy incident on the sample 

(an aluminium film on glass substrate) was 31 mJ. 

2 - Angle of incidenoo: For small angles the probe 

beam will graze the sample surface for· a long distance 

and therefore the deflection will be large. For large 

angles, the probe beam will graze .the sample surface 

for a smaller distance and consequently less signal 

is expected, as shown in Figure 4.15. 

3 - Signal dependence on the distance between the 

interaction region and the detector: Since the probe 

beam after leaving the interaction region was made 

parallel before being focus sed on the detector, the 

deflection signal did not depend on the distance 

between the interaction region and the detector, as 

shown in Figure 4.16. 

4 - Signal dependence on the probe beam waist: In 

order to keep the offset distance Yo constant during 

this experiment, a small stainless steel ball bearing 

of 8 mm diameter was used as a sample. The ball 

bearing was mounted on a vertical translator and the 

probe beam waist was varied by changing the F-nurnber 

of the focussing lens. Each time the height of the 

ball bearing was adjusted until the ball was just 
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touching the probe beam, this was easily done by 

observing the diffraction pattern on a distant screen, 

the waist was then calculated using equation (4.20). 

Figure 4.17 shows the deflection signal as a function 

of the probe beam waist. It is evident that the 

sensitivity can be increased by reducing the probe 

beam waist. This is in agreement with a previous 

investigation (30) . 

5 - Signal dependence on the lateral separation: It 

has been shown by Aamdt et. al(31) that when the probe 

beam passes through the centre of the index of refraction 

gradient, only a normal component is present. For rays 

on either sides of the centre, a reduced amplitude 

normal deflection component and a transverse deflection 

component, Le., deflection parallel to the plane of 

the sample and .normal to the probe beam, are observed. 

The presence ofa reduced normal component could be 

used to confirm that the temperature profile generated 

by a Gaussian beam, is also a Gaussian. Figure 4.18 

shows the deflection signal as a function of the lateral 

separation; this is nearly Gaussian since the CO2 pulse 

is also Gaussian, while Figure 4.19 shows the deflection 

signal shape for different lateral separations. It 

should also be noted that for a maximum sensitivity 

one must make sure that both the probe and the pump 

beams must lie in one plane normal to the sample surface. 
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6 - Deflection signal as a function of the pump laser 

energy: Figure 4.20 shows the effect of varying the 

pump laser energy for a constant offset. The signal 

increases as the energy is increased, this increase 

is linear as long as the damage threshold of the sample 

is not exceeded. In figure 4.21 the shape of the 

deflection signal for different values of the pump 

laser energy are presented for an aluminium film on 

a glass substrate. 

4.6 CONCLUSION. 

It has been shown that.the photothermal deflection 

of a small probe beam can be used as a precursor for 

the detection of the early stages of laser i.nduced 

damage in optical components. In many of the samples 

which were damage tested using this technique, it was 

very difficult to see. any signs of damage even at high 

magnification. The technique also has the following 

advantages over the photoacoustic technique. 

1 It is at least as sensitive. 

2 - It can be employed in a hostile environment. 

3 There is no light scattering problem. 

4 There is no contact between the sample and 

the probe beam. 

On the other hand, the disadvantages of the optical 

beam deflection technique can be summarized in the 
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following points: 

1 - Alignment is more- difficult. 

2 - For transparent materials it may be difficult 

to find a probe beam that is transmitted by 

some materials. 
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CHAPTER FIVE 

The Detection of Laser Induced 

Damage by Laser Scattering 
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5.1 INTRODUCTION. 

When an electromagnetic wave impinges on an atom 

or molecule, it interacts with the bound electrons 

transferring energy to the atom. This effect can be 

pictured as if the lowest ground state of the atom 

were set into vibration, the frequency of the vibration 

will be equal to the frequency of the incoming electro­

magnetic wave. At resonance the electrons vibrating 

with respect to the nucleus may be regarded as 

oscillating electric dipoles and as such, they will 

reradiate electromagnetic energy at a frequency which 

coincides with that of the incident wave. This 

reradiation of electromagnetic wave is called scattering, 

and the combined effect of absorption and scattering is 

called extinction. It is the scattering which underlines 

the physical mechanism operative in reflection, refraction 

and diffraction. 

When scattering occurs off a surface which is smooth 

the scattered light is often confined to one direction 

and it is called specular reflection. The specular 

reflection depends on many factors such as, wavelength 

of the electromagnetic wave, the angle of incidence and 

the electrical properties such as permittivity and 

conductivity of the two adjoining media. As a matter 

of fact, the laws of reflection by a plane boundary are 

so well understood that, conversely the electrical 

properties of the material are often determined by 
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measuring its reflection coefficient according to 

equation (3.6) of Chapter Three. What happens, however, 

if the boundary is not plane, but irregular with some 

sort of variations of height measured from some mean 

level. Perhaps the most striking difference in the 

behaviour of a smooth and a rough surface is the fact 

that a smooth surface will reflect the incident light 

specularly into a single direction, while a rough 

surface will scatter into various directions. For a 

randomly rough surface the scattered ~ight will be 

continuously distributed in angle, while for a periodically 

rough surface, the scattered light will be bunched into 

numbers of diffracted orders located at discrete angles. 

For example the location of the diffracted orders for 

a sinusoidally rough surface, as shown in Figure 5.1, 

are given by the usual grating equation: 

A 
sin Srn = sin Si + m d 

9, 

I 

2. 

-, 

: d 1 -­, ' 

(5.1) 

Figure 5.1: Schematic of the scattering from a 

simple sinusoidal reflecting surface. 
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where em is the angle of diffraction, e i is the angle 

of incidence and m = ±1, ±2, ±3 ± ... is the diffraction 

order, A is the wavelength of light and d is the wave­

length of the grating. The positions of the diffracted 

orders are independent of the depth of the grading but 

the intensities of the diffracted orders depend strongly 

on the grating depth. On the other hand, if light 

traverses a homogeneous medium, it will not be scattered, 

only inhomogeneities causes scattering. In fact any 

material medium has inhomogeneities as it consists of 

molecules each of which acts as a scattering.centre, 

but it depends on the arrangement of these molecules 

whether the scattering will be effective. In a perfect 

crystal at zero absolute temperature the molecules are 

arranged in a very regular way and the waves scattered 

by each molecule interfere with the light scattered by 

other molecules in such a way that the net result is 

that no scattering will occur but only a change in the 

overall velocity of propagation of the incident light. 

5.2 LIGHT SCATTERED BY OPTICAL COMPONENTS. 

Light scattered by optical components arises from 

several sources. In the visible and ultraviolet regions 

of the electromagnetic spectrum the dominant source of 

scattered light from optical components is the surface 

scattering by microirregularities. In general, surface 

scattering is more important than scattering from 
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inhomogeneities in the bulk material for transparent 

optical components. Volume scattering in thin films 

is important in multilayer reflective and antireflective 

coatings but even here surface scattering plays the 

major role. Since, for metallic surfaces, the optical 

penetration depth is only of the order of hundreds 

angstroms which can be calculated from equation (3.2), 

viz, 

the scattered light is entirely a surface effect. 

Surface scattering may arise from: 

(i) Scratches and digs larger than the wavelength 

of the viewing light. 

(ii) Isolated irregularities which are comparable 

in size or smaller than the wavelength,of the light. 

(iii) Correlated irregularities which have heights 

small relative to the wavelength. 

Scattering from correlated irregularities is often the 

dominant one for optical components used in the near 

infrared, visible and. ultraviolet. Scattering from 

digs or scratches is only important at longer wavelengths. 

Generally the microirregularities cover the entire 

optical surface statistically and their distribution 

can be described by a height distribution function 

which is found experimentally to be Gaussian to a 
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good approximation. It has been found that in regions 

where scattering from microirregularities is dominant 

the fraction of the reflected light which is scattered 

into directions other than the specular one is well 

described by a simple scalar scattering theory based 

on the Kirchhoff diffraction integral. For normal 

incident light, the dependence of the total integrated 

scattered light (TIS) on wavelengths is given by(1): 

TIS - 1 - ~o = 1 - exp [-[4~6r] " [4~6r (5.2) 

where Ro is the fraction of the incident light which 

is reflected into all angles including the specular 

direction, R is the specular reflection of the surface 

and 6 is the rms height of the surface microirregularities. 

The scattered light as a function of the wavelength 

for different values of 6 is shown in Figure 5.2. 

Equation (5.2) describes the observed scatter from 

optical surfaces qUite well in the visible, ultraviolet 

and near infrared regions of the spectrum.. However, if 

the surface is heavily scratched, the height distribution 

is no longer Gaussian and the above equation is no longer 

valid since, in this case, the scattered light will be 

independent of the wavelength. 

Since the TIS is a function of the height but not 

the lateral dimensions of the microirregulatities, it 

is possible to determine the rms value of the roughness, 
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0, uniquely from TIS measurement. This technique is 

increasingly widely used for this purpose. 

5.3 TYPE OF SCATTERING. 

Scattering can be divided into two main categories: 

A - Rayleigh scattering. 

This mechanism is associated with particles whose 

diameters are small compared to the incident wavelength. 

For a small dielectric sphere and dielectric constant 

£1 embeded in a medium with dielectric constant £2' the 

scattering of light can be explained as follows: 

The isolated sphere is illuminated by a parallel 

beam of linearly polarized light. The sphere becomes 

polarized in the electromagnetic field due to the 

displacement of electrons with respect to the nuclei. 

Since the particle is small compared to the wavelength, 

the instantaneous field which it experiences due to 

the electromagnetic wave is uniform·over its volume. 

If only the effect of the electric vector is considered 

the problem will be reduced to the standard electrostatic 

problem of an isotropic, homogeneous, dielectric sphere 

in a uniform field. The solution is well known(2) . 

Within the sphere, the field is uniform and parallel to 

the external field (see Figure 5.3) with the electric. 

field intensity given by(2) : 

£inst = [3£2/(£1 + 2£2)J£0 (5.3) 
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where £1 and £2 are the dielectric constants of the 

sphere and the external medium, respectively. Outside 

the sphere the field is composed of two parts; the 

initial uniform field Eo' that would have existed in 

the absence of the particle, and superimposed upon this 

is an induced field identical with that which would be 

given by a simple dipole oriented parallel to the 

incident field with dipole moment 

(5.4) 

where a is the radius of the particle. If the incident 

field oscillates harmonically, then to a close 

approximation the induced dipole will follow synchronously 

so that 

( 5 • 5) 

where the exponential factor describes the time 

dependence. Thus, the spherical particle acts as an 

oscillating electric dipole which now radiates secondary 

or scattered waves in all directions. The geometry can 

be visualized with the aid of Figure 5.4. The linearly 

polarized incident wave propagating along the positive 

z-axis has its electric field vector parallel to the 

x-axis. The induced dipole is at the origin and is 

also orientated along the x-axis. The scattering 
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Figure 5.3: Perturbation of a uniform electric 

field by a homogeneous sphere. The 

field within the. sphere is uniform. 
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Figure 5.4: Geometry for Rayleigh scattering. 

Incident wave travels along positive z-axis. 

Particle with radius a has its centre at 

the origin. Direction of scattered wave is 

defined by the polar angle 6 and $. 
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direction is taken from the origin through the point 

defined by the polar coordinates r, e, $. 

x = rsine cos$, 

y = rsine sin$, 

z = rcose 

The angle measured from the scattering direction 

to the dipole is~. The angle of observation, e, is 

measured from the forward to the scattered directions 

and defines the scattering plane or the plane of 

observation. The intensity of the scattered wave at 

a distance r from the particle is given by(3) : 

since 

I sca 

n -

I sca 

= 

h 

= 

, n 2 

16,,4 a 6 
2 ).4 r 

E 2 ) 2 
2£2 sin~ , 

~ 1, then 

[n~ -
1 r . 2 

s~n ~ 
2 n 1 + 

where n 1 is the refractive index of the particle and 

). is the wavelength of the light used. 

There are two special cases of interest. For 

Case 1 where the scattering is in the yz-plane and 

~ = 90 0
, the incident beam is perpendicularly 

polarized with respect to the scattering plane. The 

(5.6) 

(5.7) 

(5.8) 
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scattered radiation, also perpendicularly polarized, 

has an intensity 

(5.9) 

This is independent of the angle of observation since 

all directions in this plane are equivalent with respect 

to the dipole. 

Case 2 if for scattering in the xz-plane. Here 

the polarization is parallel to the scattering plane 

and tjJ, which may now take .on all values, is related 

to 8 by 

tjJ = n/2 - 8 

so that 

(5.10) 

The main features of Rayleigh scattering are now 

apparent, including the dependence of the scattering 

upon the inverse fourth power of the wavelength and 

the complete polarization at 90°. The polarization 

is often described by a polar diagram of the scattered 

intensity as shown in Figure 5.5. 
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90· 

Figure 5.5: Radiation diagram for Rayleigh 

scattering. The radius vector to each 

curve is proportional to the intensity 

scattered at the corresponding angle. 

Curve 11 is for Case 1; curve I2 is for 

Case 2; curve I1 is for unpolarized light. 

The radius vector to the curves designated 11 and 

12 gives the intensity scattered in the direction e for 

incident beams polarized vertically and horizontally, 

respectively, each of equal intensity. The curve 

labelled I1 is for unpolarized light. 

B - Mie scattering. 

When the particle is comparable in size or large 

relative to the wavelength of the incident radiation, 

the scattered light will be the resultant of the light 

waves originating from various parts of the particle, 

the phase and intensities of such waves are related in 

a complicated manner. The Mie equation can be written 
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in the following form(4): 

)..2 '" 
Isca = 211 L 

\1=1 
(a
2 

++ Pl~) 2~ (S.l1) 

where a and p are functions of x and a and x = 211a/).., 
\I \I 

~ = 211an/).. .•.. , a being the radius of the particle. 

S.4 DEPENDENCE OF THE SCATTERED LIGHT ON THE SIZE OF 

THE PARTICLE. 

Unless the conductivity is very large in which 

case most of the incident light is radiated in the 

backward direction, the polar diagram in the limit of 

a vanishing small sphere (a --+ 0), is symmetrical 

about the plane through the centre of the sphere at 

right angles to the direction of propagation of the 

incident light as shown in Figure S.6a. There is an 

intensity maximum in the forward direction (e = 0°) 

and in the reverse direction (e = 180°), and there is 

a minimum in the plane of symmetry. As the radius of 

the sphere is increased there is a departure from 

symmetry, more light being scattered in the forward 

direction, Figure (S.6b,c), than in the backward 

direction. As the radius is increased further, 

practically all the scattered light appears around the 

forward direction (e = 0°). When the radius of the 

sphere is very large compared to the wavelength used 
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Figure 5.6: Polar diagram for the scattering of 

linearly polarized light by a spherical 

gold particle (after ref .6) • 

most of the incident light will be reflected according 

to geometrical optics. 

5.5 EFFECTS DUE TO ABSORPTION OF LASER RADIATION. 

Melting, fracture, ripple formation or slip plane 

distortion are some of the effects observed when a 

high power laser pulse interacts with a solid surface. 

However, if the energy density of the laser is below 

the damage threshold of the surface, there will be a 

progressive deterioration of the surface upon increasing 

the energy density. This will lead to changes in the 

optical properties of the surface and some of these 

changes could be permanent like the reduction in the 

reflectivity of the surface(5). The systematic change 
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in the optical properties of a stainless steel surface 

subjected to increasing laser energy density is shown 

by a series of scanning electron micrograph (SEM) in 

Figure 5.7. Each micrograph represents a different 

site on the surface. There is a progressive increase 

in the surface pitting which acts as a source of 

scattering centres. When the energy in the laser pulse 

is just enough to damage the surface, the damage usually 

occurs in the form of small areas of isolated micro 

damage caused by surface imperfections remaining from 

the polishing process or due to airborn dust particles. 

It is these microdamage sites together with the surface 

pitting which could be used in the early detection of 

laser induced damage in optical materials since pitting 

and microdamage sites act as a source of increased 

scatter from the optical surface. 

5.6 EXPERIMENTAL DETERMINATION OF THE LASER INDUCED 

DAMAGE THRESHOLD AT 10.6 ~m. 

The experimental set-up is shown in Figure 5.8. 

The CO 2-TEA laser is fully described in Chapter Three. 

The sample was mounted on an xy-translator and the 

CO 2 laser was focus sed on the sample surface by 12.7 cm 

antireflection coated germanium lens to a spot 0.03 cm 

diameter, this best focus corresponds to the diffraction 

limit of this lens. The probe beam was 5 mW He-Ne 

laser. The diameter of the probe beam measured by a 
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Figure 5.7: Change of the morpho.logy of stainless 

surface subjected to CO2 laser pulse 

with increasing energy. 
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scanning knife-edge, detector and oscilloscope 

combination, the results of this measurement are shown 

in Figure 5.9. The diameter was found to be a 0.85 mm. 

This diameter was then reduced by a factor of 1/4.2 by 

using two lenses with focal lengths 50 mm and 12 mm 

respectively. The narrow probe beam resulted in an 

increased sensitivity. The probe beam was then chopped 

using a Rofin-Sinar light chopper serial NO. 20236, 

the chopper was used to make the measurement of the 

scattered light much simpler compared with a D.e. signal. 

The probe beam after being reflected off the sample 

surface was stopped by a small circular stop painted 

on the surface of the imaging lens. This means that 

only scattered light reaches the detector. A He-Ne 

band pass interference filter was placed in fro~t 

of the detector to prevent any light coming from the 

electrical discharge inside the He-Ne laser from 

reaching the detector as well as excluding room light. 

The detector used to record the scattered light was an 

RCA solid state detector Model C30816 with a typical 

rise time of 35 ns and a responsibility of 1 x 10 4v/m 

at 900 nrn. The scattered light received by the detector 

was displayed on a Phillips storage oscilloscope PM3311 

with a bandwidth of 60 MHz. A 20 cm focal length lens 

was used to collect the scattered light, this lens must 

have a large diameter in order to collect as much 

scattered light as possible'. The lens was placed near 
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Figure 5.8: The experimental set-up used for laser induced 

damage at 10.6 ~m. 
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the sample to keep the aperture (F-number) as high as 

possible while imaging the damage spot on the photo­

detector. The energy density at the sample surface 

was varied using previously calibrated polythene sheets 

and the energy in each pulse was measured using a 

pyroelectric calarometer. Damage was associated with 

an increase in the scatter of the He-Ne laser and a 

range of samples were damage tested, some of these are 

shown in Table 5.1 together with the measured damage 

thresholds. These figures are estimated to have ± 10% 

error resulting from the measurement of the spot-size 

and the laser pulse energy. 

TABLE 5.1 List of samples damage tested. 

Sample Damage threshold J .cm -2 

Germanium 23.92 

HR on germanium 11 .89 

Au on glass 16 .71 

Enhanced aluminium 3.85 

Stainless steel 4.81 

Ai. on glass 9.22 

Moly 22.58 

Figure 5.10 - 5.13 shows the scattered light signal 

as a function of the incident laser pulse energy for 
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germanium, gold on glass substrate, HR coating on 

germanium and stainless steel respectively. In each 

of these figures the signal remained at the same value 

until damage occurred. Damage occurred at the points 

indicated by the arrows. After damage the scattered 

signal increases linearly with the incident laser pulse 

energy. Figure 5.14 shows the damage morphology for 

an A~ film on a glass substrate, (a), correspond to 

the first increase in the scatter of the He-Ne laser. 

The micrographs suggest that localized microdefects in 

the coating are responsible for the first damage to be 

seen. Reliable nondestructive methods for identifying 

these defects and predicting damage threshold levels 

are not fully developed yet. When damage is defect-

dominated, however, the probability of damage in an 

individual test shot often varies significantly over 

a wide range of energy densities and under fixed 

conditions of wavelength and pulse duration, the 

damage probability within this range depends on the 

irradiated spot-size, this is shown in Figure 5.15 for 

an aluminium film on a glass substrate. The spot-size 

-1 dependence scales approximately with the (spot-size) • 
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5.7 DAMAGE AT 248 rum. 

For damage in the U.V., the experimental arrangement 

shown in Figure 5.16 was employed. The discharge pumped 

KrF laser (Lamda Physik EMG200) produces a maximum output 

of about 500 mJ. The energy in the pulse was measured 

with a laser instrumentation calorimeter (model 17AN) 

and the shot to shot variation in the energy was 5%. 

The temporal profile was measured with a vacuum photo­

diode (EMI Gen.Con.PD 1912-55), the width at half maximum 

was 30 ns. A pinhole/detector combination was scanned 

through the focus sed beam to measure the spatial profile 

of the pulse in plane at which the test sample was 

subsequently located. The spatial profile in both the 

horizontal and vertical directions are shown in Figure 

5.17 together with the temporal profile, the beam area 

is defined in terms of the half-widths at the 1/e2 

intensity points, these were 3.68 mm x 0.85 mm giving 

an effective area of 3.128 mm 2 The test sample was 

placed in the focal region of a 30 cm focal length fused 

silica lens. A variable length liquid cell using aqueous 

solutions of Cobalt and Nickel Sulphate or Rhodamine 6G 

was used to act as uniform laser attenuator. 

In addition to the scattering arrangement, a solid 

state video camera was' also used to monitor damage. The 

output from the camera was connected to a video recorder 

and finally displayed on a T.V. monitor, the overall 

amplification was approximately 70. The energy density 
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at the sample surface then gradually increased until 

there was an increase in the He-Ne scatter or any 

noticeable change on the T.V. monitor. Figure 5.18 

shows the scattered light signal as a function of the 

energy in the laser pulse for antireflection coating 

on a silica substrate, this coating had a reflectivity, 

R < 1% at 248 nm, the composition of the film was unknown 

to us. 

When a clean site was chosen for damage, the signal 

remained the same until damage started whereas if a 

dirty site was chosen the signal first decreased and 

then remained at the same value until damage occurs, 

the decrease was attributed to the removal of debris 

and dust particles. The dirty site was always found to 

have a lower damage threshold. The measured damage 

-2 threshold ranged from 1.31 J.cm for an unclean site 

to 1.7 J.cm- 2 for a clean one. Figure 5.19 shows two 

micrographs for the morphology of the damage in this 

sample, (a), corresponds to the first increase in the 

scatter while (b) corresponds to a severely damaged 

area. 
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Figure 5.17: (a) Spatial profile in the horizontal 

direction. 

(b) Spatial profile in the vertical direction. 

(c) The pulse temporal profile. 
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5.8 THE SENSITIVITY OF THE SYSTEM. 

In order to get the maximum sensitivity the 

following requirements should be fulfilled: 

1 - The collecting lens should be placed near the 

sample, the lens should also be of a large diameter in 

order to collect as much scattered light as possible. 

2 - Since most of the scattered light is in the forward 

direction as shown in Figure 5.6, the detector must be 

placed on axis with respect to the scattered light. 

It should also be noted that working slightly off axis 

should not make a great loss in the sensitivity. 

3 - The shape of the stop should be circular since in 

the early stages of damage the scattered light will be 

diverged to a very small angle. The difference between 

using a circular stop and a strip stop, for example, 

could be calculated easily as follows: 

Le·t r be the radius of the circular stop as shown 

in Figure 5.20a, if the scattered light is diverged to 

a new radius, R, then the amount of scattered light 

reaching the detector will be proportional to the 

change in the area, i.e.: 

2 2 2 2 
6A = nR - nr = n(R - r ) 

In the case of a strip stop of width 2r, the amount 

of scattered light reaching the detector will be 

(5.12) 
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proportional to the shaded area in Figure 5.20b, this 

area is equal to the area of the sector minus the area 

of the two triangles, i.e.: 

(5.13) 

and 
-1 e = 2(90 - sin~)/57.3 (5.14) 

The loss in the amount of scattered light reaching the 

detector is therefore equal to: 

Loss = loA - 2A (5.16) 

Loss 
-1 1 2 2! 

sin~)/57.3J - 2r(R -r ) . 

(5.17) 

The percentage loss as a function of the diverged scattered 

light radius is shown in Figure 5.21. For small changes 

in the radiUS, the loss in the sensitivity is maximum, 

this loss is quite significant since we are interested 

in the early stages of laser induced damage. 

4 - Size of the stop: Ideally one would like to use a 

stop equal to the probe beam diameter but due to 

diffraction effects, scattering in the optical train 

and the divergence of the probe beam itself, there will 

be still some light reaching the detector. Therefore, 

the optimum size of the stop was found experimentally, 
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( a) (b) 

Figure 5.20: Representative geometries for a 

circular stop, (a), and a strip stop, (b). 
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this was achieved by pu'tting different stop sizes 

until a' situation is reached in which increasing the 

diameter of the stop in one direction reduced the 

amount of light reaching the detector while decreasing 

the diameter of the stop in the opposite direction 

increased the light received by the detector, as shown 

in Figure 5.21. Any stop with a diameter value within 

the linear portion of Figure 5.21 could be used without 

sacrificing in the sensitivity. 

5 - Size of the probe beam and method of illumination: 

If the neat probe beam is used, the magnitude of the 

scattered light signal will be limited by the spot­

size of the pump laser pulse. The spot-size of the 

. CO 2 laser pulse is only D.03 cm while the probe beam 

diameter is 0.085, so only an area of 0.03 cm diameter 

will contribute to the scattered light signal. Therefore 

the probe beam width must be reduced to a size comparable 

to that of the CO 2 laser pulse. Putting the collecting 

lens far from the sample, as shown in Figure 5.23a, 

will result in a loss in the sensitivity due to the 

fact that less scattered light will be collected. On 

the other hand, if the probe beam is focus sed on the 

sample surface, the sensitivity is fixed, (see Figure 

5.23b). It was found experimentally that the experimental 

set-up shown in Figure 5.23c, gives the maximum sensitivity. 

In this case the collecting lens is as near as possible 
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to the illuminated sample so much of the scattered 

light will be collected. 

6 - Position of the detector: Since most of the 

scattered light is in the forward direction as shown 

in Figure 5.24 in which the scattered light signal is 

plotted as a function of the angle measured with respect 

to the normal to the sample surface, the best position 

of the detector is on axis with respect to the probe 

beam. 
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-. .. ~ ..::. ..... 

Figure 5.23: (a) Collecting lens far from the sample. 

(b) Probe beam focussed. 

(c) Collecting lens neat the sample. 
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CHAPTER SIX 

Conclusions and Suggestions for 

Further Work 



269 

Over the last twenty years, the subject of laser 

damage in optical materials has moved steadily from 

primarily a reporting of empirical observation to one 

of genuine scientific study. The major phenomena of 

laser damage have been catalogued and understood to 

varying degrees. Scaling laws of increasing sophisti­

cation provided the system designer with convenient and 

generally reliable rules of thumb governing the selection 

and employment of materials for windows, coatings and 

laser media as well as pOinting the way for materials 

development. Progress was made in reporting carefully 

controlled damage measurements and in identifying cases 

where the experimental results agree with the theoretical 

predictions. Improvements have been made in surface 

finishing techniques, such as, diamond and laser 

polishing. These techniques have led to a measurable 

increase in laser damage thresholds. 

In simpler terms, some problems have been overcome 

primarily through the applications of obvious solutions 

such as high purity starting materials, high precision 

fabrication and the identification of damage initiators 

through the use of existing instrumental methods. 

The fundamental mechanisms whereby optical materials 

fail under intense illumination, have also been 

subjected to thorough investigation. Although significant 

progress has been made in understanding laser damage, a 
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quantitative model which can predict the damage level 

as a function of pulse length, spot-size, wavelength 

and material to material variation is still lacking. 

Outstanding issues include the relative importance of 

multiphoton absorption versus electron-avalanche and 

the importance of impurities and defects in the damage 

process. Scaling laws for the variation of the bulk 

and surface damage in optical materials have been 

obtained empirically for several years and provide a 

useful comparison with the theory. Some like the Tt 

scaling of dam~ge threshold, has generally been 

validated for a wide range of experimental conditions. 

Others, such as, scaling with spot-size has been a 

subject of controversy for several years. 

In general, avalanche ionization can be considered 

to be the operative mechanism in laser damage in 

transparent materials both on the surface and in the 

bulk. However, due to the Fresnel reflection, the exit 

surfaces of a transparent material exposed to high energy 

laser pulse will generally damage at a lower energy level. 

than the level at which the entrance surface damages. 

In fact the entrance surfaces of transparent materials 

fail at energy levels lower than that for the bulk, 

either due to contamination of the surfaces or the 

presence of defects. But once the surfaces. are cleaned 

and conditioned by, for example, laser polishing, the 

energy level at which the entrance surfaces are damaged 
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can approach that of the bulk. 

The damage in thin film coatings can be best 

described in terms of an impurity model. This model 

began with the exact solution of the heat diffusion 

equations obtained thirty years ago by Goldenberg and 

Trantor(1). This solution clearly reveals that damage 

threshold scales with the thermal properties of the 

host materials as T{pCKT with an insignificant dependence 

on those of the impurity. However, thin films show 

great variation in terms of laser induced damage. 

More seriously, they are generally characterized by 

low values of damage thresholds compared to those for 

bare surfaces or within the bulk of many optical 

materials. This situation arises undoubtedly from the 

influence of many extrinsic variables characteristic 

of materials in thin film form resulting from specif~c 

coating processes. 

For laser induced damage in metals, the mechanism 

is rather well established on a thermal basis and laser 

damage in this class of material is the only one which 

is not the subject of too much dispute. 

Advances in the laser damage field have generally 

required corresponding advances in the area of diagnostic 

instrumentation, technology. The use of Auger spectroscopy(2) 

to probe the concentration of impurities near surfaces is 

an example of a sophisticated research tool being brought 

to bear on the optical components problem with great effect. 
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Another technique advanced. for thin films and transparent 

materials is attenuated total reflection (ATR) spectro­

scopy(2) by which it is possible to probe for the effects 

of surface absorption with very high sensitivity and to 

distinguish between near surface absorption and bulk 

absorption. other techniques include, photoacoustic 

spectroscopy and photothermal deflection spectroscopy 

which are of great promise for the indentification and 

imaging impurities on the surfaces of optical rnaterial~ 

beside being capable of distinguishing between surface 

and bulk absorption. 

In parallel with these advances in the laser damage 

. field, there have been few methods for the detection of 

laser induced damage in optical materials. The occurrence 

of laser damage has been established by one o"f the 

. following observations: 

1 - The microscopic examination of the surfaces or of 

the track in the bulk in the case of transparent materials 

after the sample, has been exposed to the damaging laser 

pulse(3). This method although valuable, only indicates 

damage at a very advanced stage and gives little information 

except that visible damage has taken place. 

2 - plasma production at the surfaces of optical components 

has been taken, for a long time, as an indicator for the 

occurrence of laser damage, but since, in many cases, 

plasmas can be produced without concurrent structural 
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modifications, this method of laser induced damage 

detection is not reliable. 

3 - Comparison of the incident and transmitted/reflected 

laser pulse waveforms (4) to exhibit the onset and type 

of laser damage. This method is particularly useful 

for transparent materials. An illustration of this 

method is shown in Figure 6.1. The transmitted intensity 

drops to a very low level for intrinsic breakdown as 

essentially the whole beam is intercepted. By contrast, 

inclusion damage may intercept only a fraction of the 

incident pulse. Consequently this detection method is 

under serious doubt since there have been cases in which 

microscopic.examination revealed damage even where pulse 

modification has not occurred. 

4 - The change in the reflectivity of the optical 

component, especially in thin film coatings, has also 

been used(5). Time resolved reflectivity measurement 

during and after the damaging pulse is a sensitive 

indicator for the onset of laser damage and reflectivity 

changes have consistently been seen even in cases where 

neither plasma formation nor pulse truncation was observed. 

The damage was confirmed by microscopic examination. 

5 - By attaching a sensitive temperature gauge to the 

rear surface of the sample(6). In this detection method, 

laser induced damage is related to the sudden rise in 

the sample temperature. 
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( a) 

I b) 

(c) 

( d) 

Figure 6.1: Occurrence of internal damage in NaC1 due 

to ruby laser irradiation. The laser intensity 

transmitted through the sample is shown in these 

photos. (a) Damaged when the peak laser field 

was reached: E lE = 1. damage peak (b) Damaged 

before the peak laser field was reached 

E lE = 0 896 damage . peak . . (c) Damaged after the 

peak laser field was reached: Edamage/Epeak = 0.954. 

(d) Three successive pulses, no damage: Epeak = 1 

(arbitrary units). (after ref.4). 
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6 - Laser induced scattering as a sensitive indicator 

of damage has also been investigated for some time, 

but, in most cases as an axillary technique incorporated 

with one or two of the techniques mentioned above. 

Again this technique has indicated damage in thin film 

coatings wi·thout the observation of either a visible 

spark or modification of the transmitted laser pulse. 

All these techniques have limited quantitative 

capabilities with varying degrees of sensitivity. 

There is a continuing search for precursors to 

damage which might provide a .nondestructive test for 

damage studies as well as obtaining some quantitative 

data about damage mechanisms themselves. This need 

for a precursor or early warning is important since 

in addition to detecting the initial stages of laser 

induced damage,·it might prevent catastrophic damage 

from occurring on subsequent shots; If this occurs 

beam quality may be degraded to a point which makes 

shutting down the laser necessary until the damaged 

component is replaced. 

In this project we have described three new real­

time damage detection techniques for monitoring the 

early stages of laser induced damage in optical 

materials. These are, the photoacoustic technique, 

photothermal deflection and laser scattering. 

In the photoacoustic technique, damage was 

detected by a piezoelectric transducer attached to the 
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sample. In the second technique, photothermal deflection, 

the detection of damage was accomplished through the 

changes in the deflection of a He-Ne laser probing the 

refractive index gradient generated by the pump beam 

above the damage site. Two different geometries were 

used, parallel probing and glancing reflection. The 

reflection geometry is more sensitive due to the fact 

that the probe senses the gas immediately next to the 

surface together with the additional contribution to 

the deflection signal arising from the thermal expansion 

of the interaction region. 

The principle of the third technique, laser 

scattering, is based on blocking the specular reflection 

of the probe beam by a small circular stop and allowing 

only the scattered light to be detected. Damage in this 

case was correlated to the increase in the scatter of 

the probe laser beam. The scattering technique has 

been used to detect damage at two important wavelengths, 

i.e., at 10.6 ~m and in the U.V. at 248 nm. The three 

techniques led by the laser induced scatter method have 

proved to be very sensitive for the detection of the 

early stages of laser induced damage in optical materials. 

The advantage of these techniques is that they can be 

applied to any optical component whether it is transparent, 

a thin film coating or a metal. In most of the experiments 

reported here, although damage has been detected by using 

one of the three detection schemes, it was not possible 
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to detect damage by microscopic examination even under 

high magnification. In addition, the spot-size 
• 

dependence of laser induced damage and the manner in 

which the sample is irradiated were also investigated. 

It was shown that the damage threshold in the case of 

an N - on _. 1 experiment was higher than the case of 

1 - on - 1 experiment due to the pre-conditioning of 

the surface by some sort of laser polishing. While the 

damage threshold scaled as (spot-size)-1 in agreement 

with the predictions presented in Chapter One. 

An extension of this work seems possible by 

investigating some of the following suggestions: 

1 - The total internal reflection microscopy technique 

(TIro!) described by Temple (7) allows structures at and 

near the surface of a transparent sample or in a film 

on a transparent substrate to be observed. This is 

done by illuminating the sample from within using a 

well-collinated polarized laser beam incident at an 

angle equal to or greater than the critical angle of 

the sample material and examining the air side of the 

surface using an optical microscope as shown in Figure 

6.2. Since total reflection occurs at the sample surface, 

the only light which reaches the microscope objective 

is that which has been scattered by surface irregular-

ities or defects. By replacing the microscopic objective 

by a light collector, this system can be used as another 

scattering technique for the early detection of laser 
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Figure 6.2: Physical setup used to illuminate 

transparent surfaces for microscopic 

examination. Not shown is a microscope 

slide manipulator used to grasp the 

sample and to slide it about on the 

oil-covered prism face. The Babinet-

Soleil plate is used to change the 

plane of polarization of the 

illuminating laser beam. (after ref.7). 

induced damage in optical transparent materials. Since 

during laser damage a change in the morphology of the 

surface is expected, this change, in turn, will result 

in increased scattering. This modified damage detection 

scheme will minimize the amount of scattered light due 
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to the dust particles or defects on the optical 

elements from reaching the detector as compared to 

the case of external illumination in the conventional 

scattering technique. 

It has also been found that on very smooth surfaces, 

far more features are seen using TIRM than are seen under 

Nomarski illumination. Alternatively, TIRM can be used 

as a basis for high speed photography of the time 

evolution of the laser induced damage in transparent 

materials. In this case the He-Ne laser of Figure 6.2 

can be replaced by a very short duration light source. 

If this photography is feasible, it will provide valuable 

information about the damage process and it will also 

give the exact starting time of laser damage and possibly 

a more accurate damage threshold value. 

2 - Electron emission from laser illuminated metals, 

was historically the first aspect of particle production 

using lasers. Electron emission can be produced under 

conditions where little or no damage to the surfaces 

occurs(8,9). It has been investigated employing both 

normal (8) and Q-switched lasers(10). Although the very 

rapid response of the electron emission was reminiscent 

of a photoelectric response, it was soon recognized 

that the most likely process for producing electron 

emission was thermoionic emission ·(8) • 

Experiments in which the work function of the 
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surface and the photon energy in the laser beam were 

varied, indicated that the electron emission pulses 

were not critically dependent on the ratio of the work 

function to the photon energy as would be the case of 

a mechanism such as a two-photon photoelectric effect 

were operative. It may be possible to use the electron 

emission as a sensitive indicator for the early stages 

of laser induced damage in metals. In this case, belOW 

the threshold for surface damage, the electron emission 

will be proportional to the incident laser energy 

density and the damage threshold can be correlated with· 

a critical photo current density at the surface. This 

experiment which must be done in a low pressure ambient 

gas has an important advantage, it may also be possible 

to calculate the surface temperature profile using 

Richardson's equation which has the form: 

( 6 • 1 ) 

where j is the current density, ~ is the work function 

of the surface, T is the temperature and Bk is Boltzman's 

constant. 

It would seem that this experiment wou1d be 

difficult to carry out and the interpretation of the 

results would not be straightforward. For example, the 

integrated electron current would lead to the average 

(temperature) 2, but .itmay lead to a technique for 
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determining the maximum temperature reached during 

the laser pulse and possibly give the temperature 

decay process after irradiation. However, if one is 

only interested in a precursor for the occurrence of 

laser induced damage, this technique may be rewarding. 

3 - A simple piezoelectric transducer was found to be 

an excellent detector of the change in the absorption 

of laser energy in transparent and reflecting optical 

components and was able to indicate irreversible damage 

before any other technique. It may be that this method 

can be extended by using broadband transducers in which 

case signal processing might allow plasma production 

and material microcracking to be distinguished. The 

development of piezoelectric polymer films may offer 

another approach where the small size of the transducers 

made from these materials may overcome some of the 

problems associated with direct optical scattering and 

excitation of the acoustic transducer. 

4 - Parallel photothermal deflection in which the 

probing of the gradient of the index of refraction is 

accomplished in the thin layer adjacent to the sample, 

is a technique most suited for opaque samples. For 

transparent samples which have a small absorption 

coefficient at the pump beam, it 'is better to use the, 

collinear geometry as shown in Figure 4.1b, page 178. 

In this case the gradient of the index of refraction 

is both created and probed within the sample. The 
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advantage of using col linear geometry is that there 

would be no problem of minimum offset as discussed in 

Chapter Four, the probe beam can be brought into 

coincidence with the pump beam. 

The sensitivity of these probe techniques may also 

be improved by using position sensors which are being 

developed. These sensors are potentially capable of 

measuring deflections of the order of 10-9 - 10- 11 rad(11). 
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