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ABSTRACT

Frequency distributions of recorded use for students using academic
libraries were analysed using statistical models not previously employed
for the purpose. The suitability of the data for such analysis is
discussed. Evidence suggested tbat frequency distrihutions of recorded
library use reflected real differences in amounts of library use by users.
A computer simulation of library use by students was used to investigate

the effects of competition among users upon distributions of use.

Negative binomial probability distributions were found to reproduce
some of the observed patterns of user activity, but were rejected on
grounds of fit and applicability. Other two and three-parameter
probability distributions were considered. A novel modification of the
negative binomial distribution (being a Neyman Type A-gamma distribution
instead of a Poisson-gamma distribution) gave good fit to frequency
distributions of recorded use from various libraries. The fitted
parameters appeared to be related to statistics of use for the chserved
populations, but the diversity observed in reality among users was

clearly simplified in a stochastic model with only three parameters.

In the second part of the study, methods of using the model were
explored. Given stability in iwo of the three parameters, the model could
be scaled with time to predict future frequency distributions. The
extrapolation of numbers of non-users from one set of data is described.
The effect upon the uptake of titles from a library collection of
distributions of activity among students was also considered. By
simplifying the model, relationships between the mean use by a group of
users and maximum amounts of use by individuals, and between numbers of
vses and numbers of titles used are suggested. A key factor in relating
user activity to uptake is the extent to which users diversify in their

use of titles.

- xii -



SYMBOLS

Explanations of mathematical symbols are included in the text. The
symbolism is intended to convey a clear meaning within a given context,
but does not approach the rigour or sophistication of the mathematician.
Some letters have duplicate meanings and a list of all the symbols
emnployed (excepting those used in the computer simulation programs) is

therefore given below.

a 1) scale parameter of the modified negative binomial and
generalized inverse Gausslan-Poisson distributions
2) exponent used in the approximation converting numbers of
uses to numbers of title uses
3) a variable

b scale parameter of the gamma, negative binomial and modified
negative binomial distributions

c a constant

d the denominator of a fraction

e a constant, equal to 2.718

e: the expected frequency of the ith class or outcome in a -

contingency table

ELX] mean or expected value of the variate named x

oo the frequency with which a variable assumes the value x
r<m the gamma function of »

gx) the proportion of observations in which a variable assumes

the value x

b the highest observed value of a variable, r

k shape parameter of the gamma, negative binomial, modified
negative binomial and generalized inverse Gaussian-Poisson
distributions

by mean of a Poisson variate

K mean of a lognormal variate

B the rth moment about the mean

m 1> the mean of a variate

2) the name or value of a continuous gamma variate
representing mean rates of occurrence

z’, o parameters of Neyman's Type A distribution
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Oi

pLx)

pel)

Plxly

%

L=
3]

1) size of sample or component population
2) exponent used in the approximation for b lnlb/(b + 1)}

size of population

the observed frequency of the ith class or ocutcome in a
contingency table

1) the probability that an event occurs in a Bernouilli trial
2) scale parameter of the geometric, negative binomial and
modified negative binomial distributions

the probability or relative frequency with which a variable
assumes the value x

the probability or relative frequemcy with which a variable
assumes the value x in a period of observation of t time
periods

1) the probability that an observed frequency distribution
could have arisen in random sampling from a hypothetical
pepulation )
2) the probability that an observed chi~squared statistic
would be exceeded in random sampling

the conditional probability of x given y

1) scale parameter of the geomeiric and generalized inverse
Gaussian-Poisson distributions

2>1-~-p

population correlation coefficient

1) product-moment correlation coefficient
2} a variable

standard deviation

1) standard deviatien
2) a variable

varlance

1} a statistic conforming to Student's t distribution
2} number of time periods

a variable

the variance of the variable named x
a variable

sapple mean

a variable

observed chi-squared statistic
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CHAPTER 1

INTRODUCTIORK

1.1 PREAMBLE AND SCOPE OF THE STUDY

Library users differ in the amount of library material they use and in
their frequency of library use. Even those with similar tasks to perform
can differ widely. Fellow students, for example, rely on libraries to
differing degrees (1) and use information with differing levels of
sophistication (2). Vbhen numbers of users are tabulated against numbers
of recorded uses for a library collection, a skewed frequency distribution
will often result. Most users record the smaller numbers of uses or no
uses at all, and relatively few users record the larger numbers of uses.
This pattern, moreover, persists even when users or uses are subdivided.
Knapp (3> found that the ‘same pattern occurred no matter how the
students weré grouped,...by sex...scholastic aptitude...achievement...class
level,...whether loans or titles,...reserve or general collection
withdrawals, course borrowing or non-course borrowing'.

Of course, frequency distributions of recorded use are not inexorably
skewed or of large variance; but where students are unconstrained in
their method of seeking information and in the amount of information they
use, it appears that it is often so. Thus, when a large class tackles,
for example, a programme of essays, information may be derived from a
variety of sources and processed in different ways. As a result, it
seems, the frequency distribution of amounts of library use has a great
range. But when a small group of students is assligned some reading and
is closely monitored, then most perform to expectation and record similar
amounts of use (4).

Frequency distributions of recorded use by potential library users have
been noted by variocus writers, but nowhere in any analytical detail.
Quite often, the writer is only concerned to relate differemces in library
use to the possession of particular attributes. Sometimes only the
proportion of users and non-users in the potential user population needs
to be calculated. Thus Lubans (5), investigating the non-use cf academic
livraries, compared the attitudes and background of potential users who
recorded at least one circulation use in a period of twelve months with

those who did not. For other writers, differences between users who use
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~extensively and those who use only a little are also relevant. Wills and
Oldman (6) and Harrop (1,9), for example, discuss factors which may cause
such differences. A few writers, among them Knapp (3), Ritter (7),
Clayton {(8), Schnaitter (24), Maxted (25} and Wall (20), present more
fully graduated distributions but none except Wall appears to have sought
to generalise their form. Morse, using questionnaire data collected from
visitors to the MIT Science Library found that the frequency
distributions of numbers of books consulted per visit by homogeneous
groups of users produced 'fairly good straight-line semilog plots'
(16:31)." He did not, however, consider how this geometric probability
distribution might be modified as visits cumulated. The aim of this
investigation is to describe and model such long-term frequency

distributions of recerded library use.
1.1.1 Diversity in amount of library use by students.

It is not surprising that librarians have not analysed distributions of
library use more fully. Faced, like Knapp, with evidence that students
vary widely in their amount of library use, their attention has been
drawn to the cause of the variation rather than the symptom itself.
Frequently, it seems, they conclude that the variation is an abnormal
state, that light users are underusing a valuable educational resource and
therefore require instruction or motivation to bring them up to the level
of the heavy users. To be sure, there have been those who point out
other possible causes. Line (11), for example, stresses the barriers to
information seeking in libraries, and the persistence needed to overcome
them: the contrast between the librarian's sedulity and the user's
expediency in such matters is therefore inevitable. Harrop demonstrates
exactly how the teacher and the nature of the course can influence the
pattern of library use (9. WVills and Oldman (6) point out that heavy
users may not be more mature in their use of the library than light
users: 1t is certainly well known that they may not be academically more
successful (13:13,14:57~58). Furthermore, users may depend more than
librarians realise upon convenlent access and the ready availability of
material. Studies such as that of Buckland (15> show how much the
librarian's management of his resource can facilitate and promote wider
library use. -

Clearly, students do need instruction, or at least practice, in
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information seeking. Their bibliographical immaturity does not, however,
decide the functional purposes to which they put libraries and the
natural individual variation in style or amount of library use which
results. 0Of course, librarians of academic libraries need to stress the
centrality of their resource to the educational process if they are to
maintain or improve it. I~t may not be easy, however, to demonstrate that
the performance of undergraduate students at least is improved by access
to a good library (9,14:57).

A recent collection of essays (16) on student reading needs seems
likely, from its provenance, to reflect some commonly held views in the
UK. The contributions of the librarians stress the need to educate
students towards a more independent style of learning involving wider
and more critical use of library resources; but the viewpoint of the
student 1s also well recorded. His approach is likely to be practical:

‘library use is for most students purely a means towards an end. The
majority are motiv-ated most directly by the demands of their course.
All the evidence suggests that...the ultimate motivation towards
library use comes from the setting of tasks by the tutor,
and...determines whether..and also how it will be used' (17:5).
The evidence comes especiaily from Harrop (1,9,18). It"is interesting to
;:ompare Knapp's summary of the American experience. The
'‘average undergraduate uses the library for course-related materials.
There seems to be some correlation between [mean] borrowing and sex,
scholastic achievement, and academic class. The most significant
differences seem to relate to the instructors and their requirements'
(19:301).
As Harris (13) notes, however, the material used by the student may not
be that recommended by the lecturer. Sometimes, for example, the
recommendation will not suit the abilities of all students. A humanities
lecturer acknowledges that the
‘significant variation in students' ability to assimilate, process, and
above all to use information in a creative manner, is known to all
teachers...' (29:171),
- especially to those in the humanities (9,see also 2). Further variation
can be expected from differences in motivation. According to Manm:
'Many students today, not only in the sciences, consider their lecture
notes the most important degree-getting aids they have. ‘'Reading
round' a topic may be for the bigh-fliers or budding ‘academics’, but
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for the perszon satisfied with a reasonable lower second not much
‘extra' work is needed® (30:185,see also 9:28).

Similarly, Mays concluded that supplementary reading by the Australian
undergraduates which he surveyed was prompted more by personal reading
habits than by expectations of academic profit (14:59).

It seems reasonable to assume that library use will be directly
influenced by these variations among students in propensity to read or
abllity to read effectively. (Oppenheim (31> concluded that students who
disliked LSE library seemed to 'dislike reading generally‘.> In this
study, such differences within groups of users are taken to be universal
and inevitable,

Attempts have naturally been made to relate observed differences
between individuals or groups of users to their attributes. Some
generalisations are easily made for averaged use by groups which are
homogeneous in some respect. As early as 1934, McDiamid (32}, using
circulation records from seven colleges in the central US, concluded that,
within wide local variations, more recorded use tended to be made by:
humanities and social science students; women; senior students; and
academically good students. (It may be, of course, that some of these
variables are themselves correlated.> Harrop (1) and Vills and Oldman
(6) note however, that academically poor students may alsoc make much use
of the library. The evidence is similarly conflicting from the American
and Australian studies: correlation between grade-point averages and
numbers of bouoks borrowed (or used) is very low, but all investigators
agree that students with higher scores tend to record the use of more
library material (7,14,19,33-36,38). Of course, the teachers are highly
influential in determining amounts of library use, as in the UK. Indeed,
Vaples (40) was able to show a correlation between amounts of recorded
use by students and amounts of recorded use by their teachers.

Other attributes are more difficult to relate to amount of recorded
library use. Lubans' results indicated differences in the characteristics
of users and non-users, but these differences were not confirmed in a
second study (12). McDowell (41} and Musavi (43) conducted similar
surveys of academic library users. The non-engagement of the non-users
in Musavi's sample appeared to extend beyond the library into academic
life more generally. For a public library (where library use was, of
course, optional) Madden has drawn quite a convincing picture of the

differences in character and attitude between users and non-users from



market research (44): the users claimed to be more active in other social
settings. Even in a context where library use should not have been
opticnal, Musavi's finding echoes that of Madden, and it seems, therefore,
that to explain the diversity in amount of library use among similar
students, an analysis of the actual or perceived benefits or rewards
accruing to each individual from library use would be necessary
(2,6,46,47:43,48). Dunn (49) performed such an analysis for supplementary
information gatbering by American undergraduates and successfully
correlated the information sources they used (the college library was
ranked second in importance behind the teachers) with broad categories of

psychological motivation for seeking information.
1.1.2 Proportions of non-users

The proportion of non-users in the potential user population may be
difficult to determine absolutely. Slater (51} quotes 'proportions of
users and non-users in constructing profiles of typical non-users in
industry and commerce. Unfortunately, the periods of observation are not
quoted so that the figures are particularly meaningless. For a similar
reason, Whitlatch (62) is able to quote reported proportions from 11% to
63% for non-users in academic libraries. The proportion of non-users
will almost certainly decline as the perind of observation is extended.
The time period is therefore a necessary qualification in citing non-user
data.

Strain (53> and Blagden (54) in surveying the use of technical
libraries over known periods of time are also concerned with the
proportion of users within the population of potential users. In terms
of the ‘'penetration' of library service to potential users the resulis are
disappointing. Oseasohn 1s similarly disappointed by the amount of use
recorded by local practitioners of a modern medical library (55). Only
one quarter of those eligible borrowed during a two year period, although
two thirds enrolled as members. Unfortunately, the author does not
discuss unrecorded use. It seems possible that in special library
services of this sort, borrowing will represent a smaller proportion of
total collection use than in public or academic libraries (c.f. 56:43).
_Even in academic medical librarles, it seems, students spend less time in
the library, and buy or photocopy more material than in other disciplines

(67:42). In these caces it is not clear whether the potential user
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population has been insufficiently defined, or whether, as Slater suggests
(51, libraries are just not addressing the requirements of many potential
users.

In academic libraries, the potential user population is easy to define
and lists of those who are eligible to use the services of the library
are usually available to the investigator. If the proportion which uses
the library is to be gauged accurately, of course, the use of all aspects
of the library service must be surveyed. Many investigators survey only
use of the circulation service and risk being misled (see below, Section
1.3>. In public libraries, the potential user population is impossible to
define. Even lists of members constitute poor sampling frames (58,59).
Nonetheless, differences in amounts of use among recorded users may be
compared. Clark, for example, groups users according to frequency of
visit and amount of use (62). Neither sex nor distance of residence
seemed to account for these differences.

Strain's study indicated that only a small core within the potential
user population were regular users of her technical library. The majority
of users seemed to be infrequent users emerging only irregularly from the
population. Lubans also concludes that his non-users were often
intermittent users who happened not to have recorded use during the
period of observatian (12). Even after a year, some who claimed to he
infrequent users of the library bad still not been observed recording use.
Potential users can be classed as non-users only in respect of the period
of observation, therefore. Nonetheless, the relative amounts of use
recorded by even arbitrarily dichotomised groups of 'heavy' and 'light* or
‘frequent' or 'infrequent' users will be clearly distinguishable, whatever

the time pericd.
1.1.3 Other measures of diversity

It is revealing to calculate the proportion of total uses generated by
the most active users. In academic libraries a large amount of recorded
use is often generated by only a small proportion of all potential users.
Table 1.1 sbows examples using data from various sources. In all cases
the users are college or university students enrolled on taught courses.
There are noticeable similarities between libraries. It appears that all
the libraries represented receive uneven use from their potential usefs. -

Thie does not necessarily imply that non-users or infrequent users fail
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TABLE 1.1

Proportions of recorded collection use generated by proportions of
most active potential users in academic libraries.

Period of observation and % of potential
source of data users %4 of total uses
Four weeks (20) 9 ‘ 49
Nine weeks (7) 13 51
" 24 68
Quarter (21) 18 50
16 weeks (20) 11 51
Semester (8) 19 50
Semester (22) 25 67
Semester (3) 14 48
9 50+
Semester (23) 10 50-
Semester (24) 9 50
Two terms (25) 10 49
36 weeks (26) 8 34
- @n 33 75
" 50 86
- (28) 50- 95-

*Use of reserve collection only.

'+' = 'more than'; '-' = 'less than'. Some original data given with
less precision than shown; e.g. 'about half' is shown as 50%. Where
possible the proportion of users generating about 50% of use has
been calculated.




to use the library in other ways or utilize less information in
completing their assignments. The data relate simply to those uses which
were recorded.

If non-users are disregarded, the disproportion in the use of library
collections by potential users is more markedly similar. Figure 1.1
shows a plot for various sets of data (20). This form of plet, though
confirming the 'heavy half' theory from market research (46) and
suggesting a rule of thumb for the observed disproportion, does not,
however, display clearly the differences between the distributions of use.
The plot is constrained at each end and can occupy only the area above
the diagonal between these corners. Two very different distributions are
summarised in Table 1.2. They represent recorded use of short-loan
collections in a UK academic library by second-year undergraduates and
are constructed from data collected by the author. The distribution for
the pharmacy students is reversed J-shaped, while that for the economics
students is bell-shaped with a mode close to the mean. Although the plot
of disproportionate use in Figure 1.2 indicates the greéter disproportion
among the pharmacists, it gives little indication of the scale of the
difference.

Clearly too, the proportion of non-users in the potential user
population and the share of total use generated by proportions of active
users will vary with time, making comparisons between different sets of
data difficult when they are expressed only in these terms. For example,
increasing the period of observation is likely to result in relatively
mare infrequent users being observed and this will accentuate the

disproportion among users.
1.1.4 Scope of the study

A more rigorous analysis of some frequency distributions of use by
library users is attempted in the following chapters, with the aim of
finding a more satisfactory quantitative method for describing them. The
frequency distributions chosen for analysis are taken from academic
libraries. It is in these libraries that populations of potential users
can be ldentified most precisely and where groups of users engaged on
similar tasks can be readily found and compared. A mathematical model
will be sought to represent what are felt to be the important features of
the phenomena observed. Although the model will be arbitrary and not
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FIGURE 1.1

Disproportionate use of library collections by users: proportions of total
uses generated by proportions of most active users plotted from data in
Goffman (60), Harris (61), Hostrop (21), Maxted (25), Ritter (7), Taylor
(26), Thompson (22) and Vall (42). Lines represent proportions for
negative binomial probability distributions fitted by Vall to frequency
distributions of recorded use for students using a short-loan collection

in a UK university library for time periods of differing length.

1-0 S

i
Harrls (1975) /oj/ -5 =°
- D < ﬁ(msm
p =005, k=10 A ~—°

5
o }y/\wo-z, k=03
@

Wail (1978)\
o

//V'thter (1968)
o

4]
= | / A~ Thompson and Nicholson (1941)
S o
L =
o
§ 05 |— o
g ® d Smith (1959)
=4 Maxted and Sm
S - 9//'¢
[ = Y
: o

x

| © /! S——Taylor (1960)
Goffman and Morris (1970)
! L - ! 1 ] ] | 1 l
0 _ 0-5 1-0

Proportion of oll users

Source: redrawn from Vall (42).




TABLE 1.2

Surmary of frequency distributions of numbers of recorded uses for
two groups of second-year undergraduates using short-loan
collections in a UK academic library over similar periods of time,

Number of uses Pharmacy students Economics students
0 13 0
1-4 29 2
5-9 13 1
10-14 12 3
15-24 11 7
25+ ' 1 7
Period 8 weeks 10 weeks
Potential users 79 20%
Total uses 535 425
Mean use 6.8 21.25
Variance 47 135

*First 20 names from class of 86 persons.
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FIGURE 1.2

Proportions of total uses generated by proportions of most active users
from classes of second-year undergraduate economists and pharmacists

using short-loan collections in a UK university library.
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necessarily unigua, it will confer the advantage, otherwise denied where
phenomena are difficult to control and impossible to repeat, of allowing

the manipulation of the variables observed. Only a statistical model will
be supported: the data are not qualitatively or quantitatively
distinguishable (the intensity, duration or value of each use is unknown)
and they give no clue as to how use is generated. The representation
will not necessarily be more than a statistically plausible approximation
to the observed outcomes of the phenomena under discussion, therefore; a
probability function relating numbers of ué%% to given amounts of use.
The use of a statistical model requires of the investigator a familiarity
not only with the phenomena under investigation, but alsec with the
application of statistical techniques. Though not without pitfalls,
statistical methods are fortunately readily accessible to the layman who

will find from the literature many examples of analyses to guide him.
1.2 DATA

As we have seen, a freely available library service seems rarely to be
taken up at the same rate by 511 potential users: the provision of a loan
collection in an academic library, for example, does not attract identical
amounts of recorded use from each individual student - nor even from
those enrolled on the same course. The data required to quantify
accurately these differences among users determine to a large extent the
services which can be studied. The amount of data needed will be
considerable and the data must therefore be easy to collect.

The number of users studied must be large enough to yield a coherent
pattern of diversity and a sample taken from a large population must be
of sufficient size to represent the population to within given limits of
statistical expectation. (The sampling unit would, of course, need to be
the user: samples of uses would result in an underestimation of the
numbers of infrequent users and so would bias the frequency distribution
of use.) The period of observation must be sufficiently long to collect:
data for intermittent users, but not longer than the time period for
which the potential user population remains unchanged. Sample sizes of
the order of hundreds and periods of observation of the order of months
will therefore be required.

Another consideration argues against the use of large samples, however.

It ie clear that the potential user populations of academic libraries can
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be subdivided into smaller, more homogeneous, groups some of which will
differ in their mean amounts of collection use. Thus second-year
economics students differ in their mean use from second-year pharmacy
students, and would be likely to differ alsc from lecturers in
engineering, part-time saociclogy students, and so on. Examples of these
differences are given by Saunders (63), Whitlatch (52) and Harrop (18,64).
It would seem therefore that, for taught-course students, a single class
or course/year would provide the most suitable group of users for study.
By definition, such a group is homogeneous in that its members have the
same or similar tasks to perform.

Vhether the group is a sample or an entire population, however, it
must be large enough to ensure that, in analysing frequency distributions
of use, the values of the variate are represented with sufficient
frequency to enable tests of hypotheses about the form of the
distribution to be conducted. Tesis conducted using the chi-squared
statistic will require a minimum of about five values in each cell. To
avoid undue aggregation of the values in the tail or tails of a frequency
distribution, therefore, samples of many tens or some hundreds will
probably be reguired.

large, less homogenecus, groups of users may demonstrate coherent
patterns of use, but samples taken from them will also need to be large
if they are to be representative. For example, data from a random sample
of about 100 potential users would be required in order to estimate mean
use to £10% at the 85% level of confidence assuming that user scores were
normally distributed in an infinite population with a standard deviation
of half the mean. For values exponentially distributed, the sample size
would need to be closer to 400.

Questionnaire, interview or dlary methods of data collection are
unlikely to yield sufficiently precise data to support the envisaged
statistical analysis of frequency distributions and would in any case
require an immense amount of labour. There is evidence too that
respondents may wittingly or unwittingly contribute inaccurate
information (14,62:6,65). In practice, therefore, only data generated as a
consistent by-product of the service used will be suitable for
investigating quantitative differences among library users. Circulation
data provide the most common example. These data can be collected easily
and unobtrusively, but they suffer from shortcomings which are considered

in the next two sections.
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1.3 VALIDITY OF THE DATA

Although complete sets of data may be readily available for some
services, it is unlikely that a record of use will be available for every
aspect of library service. It cannot be assumed that non-users of the
recorded services are also non-users of every other service. Lubans
(12), in particular, has drawn attention to this point. He compares
structured interview responses from students on the Boulder campus of the
University of Colorade who borrowed at least one book for home use from
the Norlin Library to responses from students for whom there was no
record of borrowing in twelve months. The survey was restricted to users
and potential users of humanities and social sciences books. 69 users
and 73 non-users were interviewed, but responses for a further 139 non- '
users were also available from interviews one year before. These latter
responses showed differences in reported amounts of library use and
library orientation between borrowers and non-borrowers, but little
difference was detected in the later study.

Table 1.3 shows the percentages of each of these groups of respondents
making each of the four permissible responses to the question, "How often
do you use the CU Library?'. (It appears from the interviewefs"
questionnaire reproduced by Lubans in Appendix 1 of his report, that the
term 'use' was not qualified in any way and could presumably have denoted
use of the library as a study hall to some non-borrowers.) Clearly the
non-borrowers are not always non-users of the library, although the
differences in numbers of responses between borrowers and nen-borrowers
are statistically significant. Even the differences between the first two
columns would be exceeded in random sampling from a population making
aggregate responses with a probability of only 0.05 (chi-squared test
with 3 degrees of freedom).

In response to another question, over three-quarters of the borrowers
replied that the assignments they were set required the use of more
library material than just the books placed on reserve (not surveyed by
Lubans). Curiously, however, almost two-thirds of the 69 non-borrowers
and almost one half of the 139 non-borrowers also made this assertion.
Vhether they used material within the library or spoke without reference
to their own practice is not revealed. Clearly, in failing to include
reserve collection users. among his borrowers, Lubans runs considerable

rizk of wrongly categorising library users as non-users, but his study
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TABLE 1.3

Interview responses from borrowing and non-borrowing students to the

question, "How often do you use CU Library?".

Percentages responding among

73 69 non- 139 non-
borrowers borrowers borrowers
yA % %
2+ times a week 58 47.5 0.5
9+ times a semester 23 32.5 0.5
"Few times a semester 16 9.5 64.5
Very seldom or never 3 9.5 35.5

Scores are read to the nearest 0.5% from bar charts in Lubans (12)

and do not sum to 100%.
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serves to cast doubt nonetheless on how good an index of library uss
circulation records will constitute.

If the record of use includes all tangible issues or circulations, it
seems reasonable to assume that differences between users will
approximately reflect their differences in library-related activity and
will therefore be worth studying. But it is easy to think of two types
of use which will still not be recorded and which it might be desirable
to include in a tally of the total use made of library material; namely,
material reached down from the open shelves and consulied in the library,
and material shared among groups of users while issued to only one of
them.

In a survey of US university students, MNeler (66) finds reported use to
be 84% greater than recorded use and attributes the difference to the
unrecorded exchange among students of books in high demand. In seeking
to quantify the differences between users, however, we are less concerned
with obtaining a complete tally of library use than with assessing the
representativeness of the available record as an index of differences. 1f
all users reach down books in the library or share books with colleagues
in_ proportion to their recorded use, then the record would still be worth
analysing for differences between users. -

It would be difficult to measure the actual rates of these unrecorded
activities, however, unless large numbers of users agreed to keep accurate
diaries, But if unrecorded use predominated for some users, then we
might expect to record their use only on those occasions when use was
unavoldably recorded or when individuals were obliged to use on their own
behalf: borrowing for home use in the vacation, for example, or completing
reading assignments from a closed-access reserve collection.

Two sets of data are presented which show recorded issues retained for
vacation use compared to all other recorded issues over a period of one
academic year {(October to June) for groups of second-year undergraduate
students using UK university libraries. Table 1.4 shows issues to a
systematic sample of 34 arts or social science students. There are no
students who record use only for vacations. Nonetheless, the proportions
of vacation use compared to other use are very varied. Figure 1.3 shows
the data plotted as a scattergram. The numbers are small and the trend
is not pronounced, but on the assumption that the trend 1s linear and
that the data are drawn from a single population, the product-moment

correlation coefficlent was calculated for the relationship between
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TABLE 1.4

Numbers of books issued before and retained throughout two vacations
and numbers of all other issues to a sample of 34 second-year
undergraduate arts or social science students during the academic

year.

Vacation Vacation

issues Other issues issues Other issues
0 1 2 36
0 1 19 39
C 6 12 44
2 7 0 51
4 9 52
¢ 10 5 55
2 12 2 55
3 15 10 55
0 21 10 56
2 23 13 58
0 24 11 62
9 24 21 71
8 25 13 74
3 26 11 - 88
1 28 4 106
0 29 4 110
0 35 12 114

Total vacation issues = 185; total other issues = 1422.
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FIGURE 1.3

Bumbers of recorded issues retained for vacation use plotted against
numbers of all other issues for samples of 34 second-year arts or social
sclence undergraduates and 20 second-year economics undergraduates using

UX upiversity libraries.
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numbers of vacation issues and numbers of all other issues. Its value is
0.5, which in random sampling from a population in which there was no
correlation between the two types of issues (l.e. p = 0) would be exceeded
with a probability of less than 0.01. Thus although the students were
not enrolled in the same course and would have bad, therefore, differing
requirements for library material,thei; amounts of vacatlion and other
use appear not unconnected.

The second set of data relates to the systematic sample of 20 second-
year economics students previously referred to in Section 1.1. Recorded
issues from a short-loan collectlion during one academic year are shown in
Table 1.5. Again, no users appear saclely in the vacation issues column.
The sample is from an academically homogeneous population and the
relationship between numbers of vacation issues and numbers of other
issues is roughly linear (Figure 1.3). The product-moment correlation
coefficient was in this case 0.65, which value would be exceeded in
random sampling from the null-hypothesis population (Q.e. p = 0 with a
probability of less than 0.01.

Feither of these sets of data provide evidence for unrecorded non-
vacation users. The use of reserve material was also recorded for the
first group of students. Ko student used reserve material without also
recording the—USE of ordinary loan material. Agaih, therefore, there is
no evidence of unrecorded users of borrowed material.

Even }f there is no evidence for unrecorded users in these iwo cases,
however, it would be impossible to claim that unrecorded use would be
indexed faithfully by recorded use. Almost certainly an otherwise
homogeneous student group would contaln users who collaborate to
differing degrees or who vary in their use of the library as a study hall
(13. Away from extremes of behaviour, however, it seems reasonable to
expect some correlation between individual amounts of recorded and
unrecorded use. This is indeed the conclusion of Kays (14:58) on the
basis of survey responses.

Whether or not the position is defensible, there is an overriding
justification for analysing recorded use data. Despite its shortcomings,
recorded use is widely used as an indicator of library performance. It
is the simplest measure of output to establish and is therefore likely to
remain important whenever it is necessary to quantify library

‘productivity’. —
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TABLE 1.5

Numbers of books issued before and retained throughout two vacations
and numbers of all other issues to a sample of 20 second-year
undergraduate economics students using a short-loan collection
during the academic year.

Vacation issues Other issues

8
24
26
28
30
34
42
43
55
56
60
61
64
65
66
69
72
79
90

127
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Total vacation issues = 101; total other issues =1099.
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Thus in the US, charged circulation is prescribed by the national
standard for library statistics (67) as a measure of the utilization of
local resources. (Academic libraries can subdivide this into general and
reserve circulation, if appropriate.) It is true that other measures are
obtained by sampling: during a samplfé week, numbers of visitors and
borrowers, and numbers of uncharged uses are also counted. By this
means, the circulation total can be put into context. But clearly, ratios
of output to input will depend to a large extent on the circulation total,
both as a measure of output in its own right and as an index for the
other, sampled, activities. )

In the UK, a pilot study of the calculation of business ratios for
academic 1libraries by the Centre for Interfirm Comparison (68) and the
recent creation of a database of academic library statistics (69) have
been partly stimulated by the belief that the comparison of such ratiocs
might reveal differences in the levels of efficiency attained by academic
libraries (70>, The Centre for Interfirm Comparison collected data for
resources, activity and costs relating to the year. 1980 from 12
university libraries and 8 polytechnic libraries. Vide differences were
apparent withiu each group. Table 1.6 shows the recorded use figures per
unit of population. Clearly it would be unwise to interpret such data
without local knowledge. The statistice now collected annually by the
Standing Conference of National and University Libraries (69) include not
only circulation data but also data from a sample-day survey of
unrecorded use (71). But again, it seems clear that the sampled data will
largely be utilized in conjunction with the circulation data.

Data relating to recorded use is freely employed, therefore, in
quantifying the output of academic libraries and the performance of their
collections. It appears to be assumed that it is a valid indicator for
this purpose. The relative extents to which potential library users
participate in generating recorded library use is unlikely to be included
among commonly-collected library-use statistics because they are a
difficult set of quantities to express in a single measure. Nonetheless,
an investigation of frequency distributions of recorded use by users does

seem worthwhile in view of the general use made of recorded use data.
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TABLE 1.6

Loans per member of the potential user population (full-time
equivalent academic staff, researchers and students) and short-term
loans per student for 12 universities and 8 polytechniecs in the UK

" for the academic year centred on 1980.

Universities Polytechnics

Loans Short loans Loans Short loans
17 5 22 3
20 - 26 9
24 1 29 6
29 20 30 10
35 15 32 ) 9
38 16 40 3
40 12 42 15
47 . 15 ‘ 55 12
52 34

60 13

82 32

82 59

Source: Centre for Interfirm Comparison (68)
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1.4 UFITS

Counts of recorded uses can be made easily and unobtrusively. The unit
counted, however, may not be uniform. Recorded circulations, for example,
may relate to a whole range of activities, from deep and complete study
of an item to no consultation at all. This is a severe limitation in the
data and cne which has not been successfully overcome.

¥eler (66) and Hamburg (72) have proposed more discriminating measures
of document use than recorded uses. Both authors were concerned with
develdping performance measures for libraries. They thus required a
measure of output to set agalnst measured inputs. Meler proposed a unit
of ‘item-use days' to be applied to all uses of library materials. The
numbers of units produced in unrecorded activities and the weightings
applied to recorded activities were derived from the results of sample
surveys. Table 1.7 shows the weightings proposed by Meler for comverting
recorded or observed use to item-use days. He acknowledges that the
surveys would need to be regularly repeated. Hamburg proposed an hour of
‘document exposure' as the unit of measurement. Again, the total number
of units scored for each library was derived from a mixture of existing
information and sample surveys.

" Although both units are easy to define and apply, and permit
comparisons between libraries, they are designed for use with aggregate
measures which average out individual diversities in library use. In
constructing an aggregate measure, averaged weightings or estimated
averages are quite adequate to the purpose and simple to obtain. It
should be possible, for example, to obtain estimates to within *10% of a
mean from sample sizes in hundreds and the cumulative error in an
aggregate of these estimates need not be greater. (Nonetheless, both
authors are concerned with advocating and employing the measures rather
than testing them, and pay little attention to the problems of sampling
from large and very diverse populations.)

In comparing individuals in a population, however, an averaged
weighting which converts one unit into another advances our understanding
very little, although it may allow us to reflect differences rather more
sensitively. There is no guarantee, however, that additional spurious
differences are not also introduced.

Figure 1.4 shows the result of weighting the use recorded by the sample -

of 20 undergraduate economists. Books were issued either for one day
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TABLE 1.7

Weightings proposed by Meier for converting recorded library use

into item~use days.

Recorded activity Weight

Circulation of hook

with two-week loan period or longer 3
with one-week loan period 2
for overnight loan i
from closed reserve 3
Book reshelved after library use 2
Use of reference book 1
Book found oﬁt of place® 1 -

*Presumed misplaced by user after use.

Source: Meler (66>

- 24 -



FIGURE 1.4

Fumbers of recorded uses weighted as item-use days and numbers of titles
used plotted against numbers of recorded issues for a sample of 20

second-year economics undergraduates using a UK university library.
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loan or one week loan. In the manner of Meler, one day loan books were
counted as one use and one week loan books as two uses. The plot
remains linear throughout its range. In this case, therefore, the
proportions of each kind of book used were similar for all users.
Conversion of the data would alter statistics relating to the scale of
the frequency distribution of use but not those relating to the shape of
the distribution.

The work of Knapp (3) contains an interesting approach to the
measurement of use. As well as counting numbers of circulations recorded
by college students, she also counts numbers of titles used. For
academic libraries this suggests a unit which will suppress some of the
effects of the differences in ihe way individuals choose to use similar
library materials. Whether a user records several uses in reading a
particular piece, or consumes it at one go, the result will be one title
use. The data then record only the differences among users with respect
to numbers of titles used. Differences in the amount of a particular
title used and in the nature of that use Qill not, of course, be
discriminated.

In general, the effect of recording titles used is to decrease the range
of amounts of recorded use as well as reducing absolute numbers of uses
(see below, Section 8.2). Figure 1.4 shows the effect for the 20
undergraduvate economists. The student who recorded most issues and most
weighted usage now shares joint second place.

For academic libraries, there seems some justification in analysing the
use of course-related material in terms of titles used. Especially in the
case of recommended or required reading, the range of titles used and the
distribution of this use over the users are perhaps of more importance
both to the teachers and to those managing the provision of library
resources than absolute numbers of issues to each user. In these cases
at least, counts of recorded uses are likely to be reliable, particularly
when the material is issued from a closed collection. In other cases,
however, (where different groups of library users or different types of
library material are represented within the population or collection, for
example) it seems wise to assume that care and local knowledge will be
needed to prevent the analysis of recorded use degenerating into a

meaningless numerology aggregating incompatible unite of measurement.
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1.5 AIKS OF THE STUDY

Despite their shortcomings, it seems likely that recorded-use data will
continue to be used to quantify the output of libraries. An investigation
into the distributions of recorded use over potential user populations in
academic libraries was therefore considered worthwhile. It appeéred
well-known that potential users rarely participated equally in generating
recorded use, yet the form of the frequency distributions of use among
thoge users appeared to have been little considered.

The aims of the study were therefore set down as follows:

i) To investigate, using available data, the distribution of recorded
uses over potential users in academic libraries.

i1 To consider the nature of factors, apart from the propensity of
the users for library use, which may cause the distribution to arise.
ii1) To examine the effect of the distribution of use among users

upon the uptake of material from the library collection.
1.6 LIMITATIONS IN THE MODEL

The limitations inherent in the available data make necessary, as we
have seen, assumptions about the capacity of the data to reflect such
differences in library use as exist among users. In describing and
comparing frequency distributions of recorded use, the information
available for fitting and employing the statistical model is similarly
limited by the nature of the data.

Many variables could be proposed as factors influencing the recorded
library use of individual users. For exanmple, to quantify the propensity
of users to use the library and their success in using it, such variables
as: rates of visiting; rates of searching for individual items; success
rates per search; recorded use rates per success; and so on, could be
included in a description of the process of library use. Users' reactions
to success or failure, and to competition and the various restrictions
and regulations imposed upon them would also need to be taken into
account. A range of individual, group and institutional factors could
thus be relevant to the analysis.

The data available support no gquantifications of these sorts of
variables, however. Only the simplest descriptive model of the outcome -

Gf the process is therefore appropriate. It needs to be capable of
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furnishing a probability distribution (preferably @ discrete probability
distribution} which recreates an observed frequency distribution for
-numbers of uses to within the limits of statistical expectation (assuming
random sampling from a process with fixed parameters). The model will
thus need to be based on as few paranmeters as possible, since the data
will yield too few statistics to sustain stable estimates of large
numbers of parameters in a more complex model. The model implies no
understanding of the process producing the outcome (indeed, the outcome
may be described by more than one model) and it may be that, without
tbis understanding, no model can be found which holds exactly.
(Nonetheless, local knowledge about the library collection and its users
may allow the data to be fitted with more insight, even if alternative
models cannot be distinguished on statistical evidence.)

Only the variable represented in the data is described or predicted by
the model and the predictive success of the model is related, of course,
to the capacity of the data (73). Improving the fit of a model to a set
of data by increasing the number of fitted parameters necessarily
decreases its generality and its predictive power unless additional data
are available from which to test for and reduce the effects of chance (or
error) in the original data. A model that serves for a wide range of
sets of data gains in usefulness, however; and a probability distribution
which models the outcome of the process of use for various groups of
users may allow the range of outcomes and their change over time to be
predicted. Even then, little may be disclosed about the factors which

determine the outcome.
1.7 TESTING THE MODEL

To assess the suitability of a model of user activity, it is necessary
to test the ability of the model to furnish a probability distribution
similar to the observed distribution of relative frequencies of use. To
investigate models which do furnish such a distribution, the known
characteristics of the actual library users and their patterns of library
use could also then be compared to the characteristics which the model
assigns to the users and tbhe method by which it generates the
distribution of probabilities.

The goodness of fit of the expected frequency distribution to the

abserved distribution of use is tested after the limits are set within
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which fits are to be accepted. Within these limits, differences betwesen
the two freguency distributions are explained as chance variaticns such
as would occur in random sampling from a known population. In some
cases 1t was to prove sufficient to compare only a few terms of the
distributions, or even some simple statistics, in order to reject a fit.

But elsewhere, the chi-squared test was used.
1.7.1 Test of goodness of fit )

In testing the goodness of fit of the expected frequency distributions,
the conventional chi-squared test was used throughout. The result of
this test provides a measure of the probability that an observed
frequency distribution could have been generated by the random sampling
of a given number of observations from a population distributed according
to the hypothesis being tested. The frequencies {(in this case, numbers of
users) of each outcome or class (in this case, numbers of uses) would be
expected, under random sampling, to vary within known statistical limits.
For large samples, the sampling distribution of any class frequency
becomes approximately normal and the sampling distribution of the sum of
the differences {(see belcw-) between the actual class frequencies and the
expected class frequencies under random sampling is approximately that of -
the chi-squared probability distribution. The sum of the differences
between an observed and a hypothetical distribution {(the chi-squared
statistic) is therefore compared to the chi-squared probability
distribution in order to assess goodness of fit. Reference to a table
showing probabilities of the values of the chi-squared statistic for the
given number of observations (less the number of constraints introduced
in estimating the parameters of the hjpnthetical distribution) yields the
probability, F, of that value of the sum of differences being exceeded in
random sampling from the hypothetical distributien.

If the probability, P, is small (that is, if the sum and therefore the
value of the statistic are large), then the hypothesis (usually the null
hypothesis) is open to rejection. If not, the hypothesis, although in no
way being proved correct, at least is not shown to be incorrect. Where a
null hypothesis is being tested, the values of P taken to indicate
rejection are conventionally 0.05 or 0.01; the so-called 5% or 1% levels
of significance. For testing the fits of expected frequency distributions

of recarded library use, a 20% significance level was adopted, as
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explained below in Section 5.3, because a failure to reject the hypothesis
would support the candidature of the model being tested. This result was
to be accepted with more caution than in the case of a null hypothesis,
therefore.

The sum of the differences between the observed and expected
frequencies, o0; and e:, for all I classes or outcomes is calculated as
E[(o,- - ei)zle,]. It can be shown that this variate conforms approximately
to the chi-squared distribution if the null hypothesis is true. The
approximation does not hold, however, for small class frequencies, because
the binomial sampling distribution is not then approximately normal. It
is usual, therefore, to pool classes with small frequencies to form
classes with frequencies of at least five.

Vall (20> used the Kplmogorov-Smirnov test to compare hypothetical
distributions with the ohserved distributions of recorded use for the
population of undergradyates described in Section 3.1. Although this test
is designed to compare continuous rather than discrete distributiomns, it
was adopted in the belief that it would give a better test of cumulating
discrepancies of the same sign. Although some runs of such discrepancies
were apparent, the resuits of the Kelmogorov-Smirnov tests differed
little from those of chi-squared tests on the same data. The Kolmogorov-

Smirnov test was not used, therefore, in this study.
1.8 SUMMARY

¥ost librarians are interested in the proportion of pectential users who
use their services and many have conducted and reported surveys. Less
attention has been paid to quantifying the differences among users with
respect to amounts of use, although there appears to be evidence that
differences are real and characteristic of the users. Potential user
populations are most readily enumerated for academic libraries and
students in the same class will provide good subjects for study since
they will have similar tasks to perform and, in respect to course-related
use, therefore, will constitute an homogeneous population.

To quantify and compare frequency distributions of use accurately, a,
great deal of exact data are required. Periods of data collection must
extend over some weeks or months. Diary, questionnaire or interview
methods. of data collection are cumbersome and inaccurate for producing

large smountz of data relating to long periods of time, and data reported
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or recorded as a by-product of library housekeeping therefore need to be
employed. A number of factors make these data unsatisfactory for
consistent analysis, however. Recorded use will relate indiscriminately
to a whole range of types and lengths of use and many valid uses may not
be recorded. The interpretation of the data requires considerable care,
therefore, although the counting of numbers of titles used rather than
uses could avoid some ambiguities in the data.

In practice, many factors will determine the amount of use made of the
library by individual users. Similar library activities are performed by
users with very different academic attainments and critical abilities, yet
their recorded use will not be quantitatively distinguishable. The model
used to describe frequency distributions of amounts of library use among
users will relate to the statistical outcome of the process of library use
rather than the process itself, therefore, and will be based on as few

parameters as possible.
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CHAFTER 2
PREVIOUS VORK

Some previous work by Wall (20) forms the stariing point of the
present study. WVall collected data for a group of about 1550
undergraduate students using a short-loan textbook collection in a UK
university library. Negative binomial probability distributions were
fitted to frequency distributions of recorded use constructed from these
data. The fits were generally good (see Figure 2.1), but the fitted

parameters did not vary predictably over time.
2.1 NEGATIVE BINOMIAL DISTRIBUTION

The negative binomial distribution was used by Greenwood and Yule (74)
in 1920 to describe the frequency distribution of accidents among
industrial workers. It has found a number of subsequent applications.

The distribution is derived by Greenwood and Yule as a mixture of Poisson
distributions, the means of which are continuously distributed according
to a gamma distribution governed by two parameters. Figure 2.2 shows
this derivation. For applications to recorded library use by potential
users, the assumptions therefore are that:
i) Potential users have constant mean individual rates of library use.
These can be expressed as a continuous probability distribution of
expected rates for any time period. Only rates greater than zero are
possible; there are no potential users with zero expectations of use.
ii) Actual amounts of use observed for each individual user in time
periods of similar length have a Polsson distribution with constant
mean.
The assumption that observed numbers of uses are Poisson distributed
about a constant mean can be tested for given users and time periods. The
form of the distribution of means over the population is fitted from the
data and cannot be directly tested.

The nature of the negative binomial distribution is discussed by
Villiamson and Bretherton (37). There are twp parameters. The shape
parameter, k, can be estimated from the sample mean and the proportion of

zeros in the observed distribution {(see Figure 2.3) or from the maximum -
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FIGURE 2.1

Fumbers of users plotted against their minimum number of recorded uses
for 1550 sclence or engineering taught-course students using a short-loan
textbook collection for three periocds of observation. Negative binomial
distributions representing best fit from tabulated exa:ﬁples (37) are
shown for clarity as continuous lines with parameter values indicated.

Logarithmic scale on the ordinate.
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Source: redrawn from Vall 42)
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FIGURE 2.2

Negative binomial probability distribution

A continuous variable, m, is a gamma variate with parameters b and k.
It represents mean numbers of events per time period amd is distributed
with probability density:

b~ b
P(m)'---r—(k—)'m_k-' e oemsm

where e = 2,718, k is a shape parameter, b is a scale parameter and the

gamma function '(m) = j e~ x~7' dx.
o

Observed integer numbers of events in any time period, given a mean of
m events per time period, are distributed about this mean with Poisson
probabilities. Thus the probability of s events, given m, is:

-P(s|m) = s=01,2,..

2

For all m, the proportion of observations in which s events are expected,

p(s), 1s then:

_ b k-l _-bwm € M7
pO) =g v o e

[ ]

bk k+3s -1 < (b+t)
st ® cm

I

o0
Since Jx"“ e *~dx =T @)an,

. T(k+s) [
T(k)st (b+1) - :

p(s) = b
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FIGURE 2.3 )

Proportion of zeros and mean of negative binomial distribution

From Figure 2.2, the proportion of zeros, p(0), is:

b k
P = (52"
b+l
For the mean of m, E(X], we can write:

_ abk k-1 e-bm m
E[M] = T‘(k) dw

[}

bE mk g bm

T(k)

i

[+

R CIV S
- b(kfl) Tl(k) - b | .

Similarly, the variance of m, var(M = E[¥*] - (E[{¥D=, can be written:

a'( k-1 -b l:,

s = b m ™M wm ot _(_IE)"
o T (k) b
k

The variance of the Poisson distribution equals its mean, EIM = k/b, so

that the total variance of m in the negative binomial distribution is:

k 4

B b
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likslihood eguation (see Figure Z.4). The scale parameter, b, is then
estimated from the values of the sample mean and the shape parameter, k.
Other notations may be adopted for convenience. Figure 2.5 shows that
of Williamson and Brethertion, which is used from now on. The mean of
the distribution is kg/p and the variance kq/p®  The number of users

recording s uses, f(s), out of a total of N potential users is:

f{s) = N (» w27 Yrpk gq®, s =0,1,.2,...
Each sth term is more easily evaluated as the (s - 1)th term multiplied
by gtk + s - 1)/5. The starter value for this recurrence relationship,

the zero term, 1s Np*.
2.2 APPLICATION OF THE NEGATIVE BINOMIAL DISTRIBUTION

The discrete negative binomial probability distribution, derived as
shown above, can be thought of as a more general form of the Poisson
distribution. Events are not restricted to occurrence at a single mean
rate, as with the Polisson distribution, but rather occur at different mean
rates which vary over the population with considerable freedom. If
membars of a human population are not homogeneously disposed to the
event observed, or if the occurrence of one event predisposes individuals
to further events, then the variance of the data exceeds the mean and a
fit of the Poisson distribution becomes unlikely. Many such situations
appear to be well modelled by the negative binomial distribution, for
examnple, where mean expectations vary over the population with respect to
accidents, arrivals, absences, errors, sickness, and so on. Three
examples are presented below.

Descriptions of real patterns of human behaviour are unlikely, however,
to suggest models based on random and independent processes governed by
fixed parameters. The events observed are likely to involve and be
conditional on many unknown factors, not least past behaviour.
Fevertheless, as a descriptive model, a mixture of Poisson distributions
serves as a convenient first approximation, condensing the effect of the
large number of factors in a complex observed activity to the simplicity
of random variation governed by a single parameter. The use of the
negative binomial distribution thus implies the assumption that numbers -

of events are distributed with Poisson probabilities about means which
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FIGURE 2.4

Maximum likelihood equation for estimating parameter k of the negative
binomial probability distribution

Let f(r) be the observed frequency of r events out of a total number of
N abservations, let h be the highest value of r observed and let m be the

mean value of r.

The solution of the eguation

wy O+ R+ {0
Nty (1) %
$Q)+ {@) «...+ f() L f(W) -6
(k+1() k+h—1

gives the maximum likelihood estimate of k.
(From Williamson and Bretherton (37:12-13)1]
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FIGURE 2.5

Fotation of ¥illiamson and Bretherton

Let p= b/(b+ 1) and for FUD write (k - 1)t. Further, let
g= Q- p)=1/(b+ 1). Then b = p/q, the proportion of zeros p(Q) = p*
and, in general, the probability, p(s}, of observing s events is:

pe = (L)

Ve verify that the sum of the probabilities of all numbers of events,
s = 0,1,2,..., 1s unity and that the mean or expected value of s, E{S), is

kqg/p.
Ve have

kCk«+t)
Z PCS) P +Pkk9' + Fk.__.c.._....._.....l..

k (lc-rl)qj-
2','7

_ fk[l‘”‘?f"

P (-9
using the binomial expansion, (1 - -~ =1+ nx + n(n + DIX=/2t +

Similarly,

E[s]= Ox +lxﬂ‘kq,+21r£ﬁ_)_l+_“

(k+1)(k+2) g2
= Fkkqf [| + Ck-fl)cl( + T

o Fk kc’, (l-q,)-'('k”) kq//r.
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are gamma distributed. This gamma distribution of means is then the
result of the many causes which differentially dispose individuals in the
population to record events. If this form of distribution is suggested
by the data then it may be of little ilmportance whether the generating
process in the model corresponds to what is known of reality. If the
sole requirement is simple deseription or prediction of the gross aspects
of a situation. then a simple and rather superficial model may be
adequate. Of course, an empirical test of how well the Poisson
assumption is reflected in the data provides one line for investigating
the patterns which underlie the observed frequency distribution of events.

The gamma distribution of means allows a wide range of unimodal
observed distributions to be accommodated. When the negative binomial
parameter, k, is small, especially when less than unity, a reversed J-
shaped distribution results, with freguencies decreasing monotonically
after a2 mode at zern. Vhen k = 1, a geometric distribution is generated.
As k increases, the mode moves away from zero and the distribution forms
a positively-skewed hump. Clearly, the frequencies of the zero and first
terms are equal when kg = 1.

In the derivation given above, k tends to be independent of time when
the heterogeneity in a given population iz constant. When k remains
constant, b (Figure 2.2) or p (Figure 2.5) are inversely proportional to
the length of the period of observation (or the mean’ and expressions for

the probability of use in time periods of differing length can be derived.
2.2.1 Purchasing behaviour

Ehrenberg <39), Chatfield and Goodhardt fitted negative binomial
distributions to observed frequency distributions of numbers of ‘purchase
occasions' reported by members of consumer panels maintained by market
research organisations. Their purpose was to describe and predict
consumption and brand loyalty among the buyers of regularly-purchased
branded consumer goods such as breakfast cereals. Time pericds were
chosen for which there was little change in aggregate sales rate or
market shares and in which purchasing behaviour was largely independent
of behaviour 1n a previous time period. Despite the diversity of buyers,
brands and outlets, a simple short-term pattern in aggregate purchasing

eﬁerged for various brands. Table 2.1 shows the fit to some data for T
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TABLE 2.1

Observed numbers of purchases of a household product by 2000
households in 26 weeks and expected frequencies for the negative
binomial distribution fitted by Ehrenberg (39).

Numbers of households

Number of purchases Observed _ Expected
0 1612 1612
1 164 ‘ 157
2 71 T4
3 47 : a4
4 28 29
5 17 20
6 12 - 15
7 12 11
8 5 8
9 7 6

10 ' 6 5

11-15 11 12

-~ 16+ 8 7
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TABLE 2.1 (continued)

Statistics of the frequency distribution of household purchases and
fitted parameters (k and p) and chi-squared test statisties for the

negative binomial distribution, -

Observed Expected
Total households 2000
Mean 0.64
Variance 2.12
k 0.115
P 0.153
Chi-squared . 3.53
Number of cells _ - 13
P ) 20.95

P is the approximate probability of the observed chi-squared value

being exceeded in random sampling.
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incidences of purchase (that 1s, purchase occasions, rather than amount
purchased) from one panel over a period of 26 weeks.

Vhen data were collected from similar panels for time periods of
differing length, numbers of buyers were found to increase predictably
over time. The parameter k remained roughly constant. Where sales rate
and market share were stable, the assumption that observed numbers of
puréhase occasions were distributed with Poisson probabilities about the
mean could be used to estimate that proportion of users in one time
period who would not be observed buying in another time period of
similar length. Because an equal number of users are expected to be
observed in each time pericd, those not observed in one are replaced by
an equal number not observed in the other. Subtracting these sumbers
from the total expected to be observed in either time period yields an
estimate for the number of repeat buyers who are expected to buy in both
pericds. Summing the expecied frequency of purchase (gamma-distributed)
over all single period buyers gives an estimate of the contribution of
these buyers to aggregate sales and, by subtraction, an estimate of the
contribution of repeat buyers.

Thus Ehrenberg is able to use the model as a base for prediction over
time; for comparing different sets of data (e.g. for different brands);
and for quantifying in a limited way the patterns of behaviour which
generate the data. It is true, however, that stationary conditions may
not last long; that independence may not apply for short time periods;
that many types of purchasing may not be amenable to modelling in this
way; that discrepencies in fit may occur even for those that do; that
total sales must be derived by using an averaged multiplier to convert
incidences of purchase to amount purchased; that data are subject to
reporting and sampling errors; and that the homogeneity of the population
is not established.

To avoid some of these difficulties whilst retaining the benefits of
the model, subsequent writers have proposed alternative components,
varying either the gamma distribution of long run means or the Poisson
distribution of observed events per time period. Thus Sichel 75, for
example, generalises the gamma distribution by the addition of a third

parameter and improves the fit to several sets of data.
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2.2.2 BSurgery consultations

Froggatt, Dudgeon and Merrett (76) present data on surgery
consultations by 2810 female patients registered in a group medical
practice. Table 2.2 shows the frequency distribution of numbers of
consultations in a single year. A negative binomial distribution fits the
data well. )

Three other theoretical distributions were considered by Froggatt but
were rejected on grounds of fit. Each distribution represented a
hypothesis relating to the generation of the observed frequency
distribution. The negative binomial distribution represented the
hypothesis that the population was homogeneous but differentially prone
to consult their doctor, this proneness being unchanging. Changes in the
environment were assumed to affect the whole population equally,
therefore. This hypothesis was then further tested by considering data
for succeeding years. Correlation coefficients for numbers of
consultations by individuals in each pair bf three years were positive
and thought significant, but they varied excessively and fell below the
level expected if proneness was io account for all the variation in the
data. The linear regression of consultations in the second of a pair of
years was well predicted and negative binomial fits to two-years data
were good, but fits to single year distributions using parameters derived
from two-year parameters were less so.

Symmetrical bivariate negative binomial distributions did not therefore
model the data sufficiently well to suggest that constant pronsness
entirely explained the variation among the women. Otber influences were
thought to confound the operation of simple proneness, albeit to a modest
extent: distributions similar to those observed could have arisen if
sections of the population were unequally exposed to risk; were recorded
unevenly or prompted to consult unequally; if the population was liable to
attend only in random spells; or if consultation or a threshold number of
consultations, altered the liability for subsequent consultation. The
constancy vouchsafed in the parameters of the distributions was, it
seemed, the net effect of a large number of what could be continually
changing individual factors, both personal and environmental.

Nonetheless, the predictive capacity of the model based on limited data

was equal to a regression based on extra data. —
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TABLE 2.2

Observed numbers of surgery consultations in one year by 2810 female
patients and expected frequencies for the negative binomial

distribution.
Numbers of women
Number of
consultations Observed Expected
0 820 819.0
1 535 533.8
2 369 378.0
3 283 274.8
4 201 202.3
5 149 150.1
6 106 112.0
7 76 83.8
8 77 62.9
9 54 47.3
10 32 ) - 35.6
11 31 26.9
12 27 20.3
13 14 15.3
14 3 11.6
15 6 8.8
16 8 6.7
17 3 5.0
18 2 3.8
19+ 14 12.0
Total 2810
Mean 2.77
Variance 11.8
Source: Froggatt (763
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TABLE 2.2 (continued)

Statistics of the frequency distribution of surgery consultations
and fitted parameters (k and 9) and chi-squared test statistics for

the negative binomial distribution.

Observed Expected
Total women 2810
Mean 2.77
Variance 11.8
k 0.8525
p 0.2355
Chi-squared 15.0
No.of cells 19
r ' 0.25

Chi-squared test: expected frequencies were pooled to give a minimum
cell value of 5.0. P is the approximate probability of the observed

chi-squared value being exceeded in random sampling.
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2.2.3 Library book use

Vall (20) fitted negative binomial distributions to some frequency
distributions of the recorded use of shori-loan textbooks by students
enrolled on taught-courses in a UK university. The number of potential
users (mainly scientists and engineers) was initially estimated at 1500
but is now taken to be 1550 after further inspection of class lists and
course calendars. About 50 separate classes (course/years) were
represented. Nost of these were wholly served by the short-loan
collection. Other classes were excluded from consideration, except for a
few classes, a proportion of whose members could be expected to use the
collection as a result of choosing particular options in their courses.

The use of any book from the collection (either within the library or
taken away on loan) resulted in a transaction record. These records were
saved after cancellation for a period of almost ten weeks in the first
term of an academic-year. Quick reference consultations and browsing of
the material in the collection were not recofded, but constituted only a
minimal part of the total use made of the collection. Thus, although the
unit was not siandardised, the record was thought to be complete.

Frequency distributions of numbers of recorded uses were constructed
for the first three and six weeks of the term as well as for the full ten
week peried of data collection. Table 2.3 shows a summary of the
distributions. The parameter k of these distributions was estimated
vsing the maximum-likelihood equation shown in Figure 2.4. Values of the
chi-squared statistic were calculated from the full data and indicate that
the observed frequency distributions were adequately fitted by the
negative binomial distributions shown.

The fitted parameters k appear to change progressively as the time
period of observation lengthens. Prediction based on parameters fitted
to the data would be difficult, therefore, because neither of the
parameters would be either constant or indexed by the mean. One solution
to this problem would be to assume that, at the beginning of the academic
session, not all of the 1550 possible users were yet potential users, but
that users were gradually recruited to the potential user population as
they received assignments or reading recommendations. As the potential
user population was progressively augmented, k would approach an upper

limit representing its value for a steady state after full recruitment. -
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Table 2.3

Observed numbers of recorded uses from a textbook collection in
cumulating periods of three, six and ten weeks by 1550 potential
library users and expected frequencies for the fitted negative
binomial distribution.

Observed and expected numbers of users

Number of
uses Cbs, Exp. Obs. Exp. Obs. Exp.
0 955 950.4 648 650.9 470 479.5
1 204 230.2 221 234,7 204 210.2
2 137 120.2 164 145.5 165 142.0
3 86 74.0 123 102.8 118 107.2
4 44 49.0 81 77.1 89 85.2
5 34 33.8 66 59.8 83 69.7
6 26 23,9 37 47.4 61 58.1
7 17 17.3 29 38.2 40 49,1
8 14 12.7 23 31.1 42 42.0
9 5 9.4 22 - 25.6 34 36.1
10 7 7.0 0 22 21.2 35 31.3
11 6 5.2 11 17.6 21 27.2
12 2. 4.0 10 14.7 18 23.8
13 1 3.0 13 12.4 17 20.8
14 2 2.3 15 10.4 19 18.3
15 2 1.8 10 8.8 13 16.1
16 2 1.3 7 7.5 8 14.3
17 1 1.0 6 6.3 7 12.6
18 1 0.8 4 5.4 8 11.2
19 1 0.6 6 4.6 7 9.9
20 1 0.5 3 3.9 9 8.8
21 0 0.4 6 3.3 6 7.9
22 2 0.3 2 2,9 1 7.0
23 0 0.2 2 2.5 7 6.3
24 0 0.2 2 2.1 8 5.6
25+ 0 0.5 17 13.1 60 49.8
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TABLE 2.3 (continued)

Statistics of the frequency distribution of textbook uses and fitted
parameters (k and p) and chi-squared test statistics for the

negative binomial distribution.

Three weeks Six weeks Ten weeks
Total users 1550 1550 1550
Mean use 1.223 2.993 5.048
Variance 6.076 27.40 69.38
k 0.302 0.41 0.48
P 0.198 0.1205 0.0868
Chi-squared 13.17 25.86 40,37
No.of cells 15 25 33
P 0.35 0.25 0.1 )

Chi-squared test: expected frequencies were pocled to give a minimum
cell value of 5.0. P is the approximate probability of the observed

chi-squared value being exceeded in randem sampling.
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Evidence that k would stabilize was avallable from data collected for a
semple of 309 users over almost two terms. The sampling method is
described later. Table 2.4 shows cumulating use by this sample over a
period of sixtesn weeks and fitted values of k. By holding k constant at
its estimated steady state value (say, k = 0.54), estimates of the size of
the potential user population can be made which result in the best fit of
negative binomial distributions to the data for each time peribd. The
final column in Table 2.4 shows these estimates. Fits were as good as
those obtained when k was allowed to vary.

Unfortunately, k was less than 0.54 for each of the sixteen single-week
frequency distributions represented in the sample data. With two
exceptions, values were between 0.2 and 0.3. From any starting point (not
just the beginning of session) k progressively changed. It seemed,
therefore, that the distribution for any period of observation less than
about one term in length would show either k& less than its steady value

or the pntentiél user population less than expectied.
2.3 FURTHER WORK

The work described above suggested a further line of investigation to
set alongside the general aims sét down in Section 1.5:

iv) To find a method of predicting frequency distributions for time
periods exceeding periods of observation.

The results of the investigations are reported below. First, the data
for the use of the short-loan collection are examined in order to compare
observed patterns of use with the assumptions inherent in the negative
binomial model. The effects of other factors, such as competition among
users, are also assessed. Second, other sets of data from the literature
are tested for the fit of negative binomial distributions. A novel,
modified model is then suggested and fitted to all sets of data. Third,
using this modified model, some extrapolations are suggested, yielding

information unavallable from the original data.
2.4 SUMMARY

Examples have been quoted in which negative binomial distributions have
been used to model frequency distributions resulting (in part at least) - -

from the uneven disposition of the members of a population to particular
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TABLE 2.4

Numbers of observed users, numbers of recorded uses, estimated
negative binomial parameter, k, and estimated potential user
population size for k = 0.54 for a sample of 309 potential
short-loan collection users over periods from one to 16 weeks.,

Est.
Weeks - Users Uses k size
1 63 122 0.23 175
1-2 103 267 0.30 216
1-3 125 394 0.33 235
1-4 148 572 0.37 251
1-5 165 713 0.41 267
1-6 178 888 0.43 275
1-7 190 1055 0.44 280
1-8 201 1212 0.48 291
1-9 211 1372 0.51 300
1-10 218 1608 0.51 300
1-11 223 1748 - 0.52 303
1-12 231 1912 0.55 310
1-13 234 2087 0.54 309
1-14 - 237 2230 0.54 309
1-15 238 2386 0.53 306
1-16 239 2509 0.53 305
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actions or events. The model was derived as a gamma distribution of
long-run individual means with observed numbers of events per time
period being distributed about these means according to the Poisson law.
Fumbers of events and their contributory causes are usually large, but
the model can provide a summary of the outcomes of complex observed
activities which is tolerant of discrepancies between reality and the
assumptions underlying its derivation.

Some of the dependence of the parameters of the model on underlying
real factors can be investigated by testing the assumptions in the model
against reality. Examples of such analyses are described. An example in
which negative binomial distributions provide equivocal fits to some

library use data is taken as a starting point in the present study.
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CHAPTER 3

COMPARISON OF ASSUMPTIORS IN THE NEGATIVE BINOMIAL MODEL WITH OBSERVED
PATTERNS OF USE

3.1 DATA

The data described above (Section 2.2.3) for the short-loan collection
users were re-examined in order to test the assumptions implicit in the
negative binomial model. Data were available for almost 16 weeks of term
and represented recorded use by a sample of 309 users out of the 1550 in
the original study. WVith the records of use for an intervening vacation,
therefore, more than half of the use recorded in the academic year could
be analysed.

Some trouble had been taken to find a method of choosing a
representative sample from the population of 1550 users (42). The sample
consisted of users with surnames beginning with the letters B, S or T,
This sample represented well the proportions of users enrolled in each of
the classes wholly served by the library which housed the short-loan
collection. Table 3.1 compares the statistics of the use of the
collection by the population and by the sample for a period of
observation of almost 10 weeks. The sample mean is just within 95%
confidence limits for a random sample of similar size. For the present
investigation, hawever, the sample did not need to be particularly
representative of the population. It was the usage patterns of
individuals which were to be examined rather than the statistics of their
aggregate use.

The testable assumption in the negative binomial model (Section 2.1)
relates to ithe representation of the expected numbers of uses by each
individual in similar time periods as a Poisson series with constant
mean. Use in one time period should therefore be independent of use in
any other time period and the relative frequencies of the observed
numbers of uses should correspond to the Poisson probabilities for the
observed mean.

The period of observation was divided into units of one week, this
being the shortest period of time for which adjacent units could
conceivably exhibit similar levels of academic activity. (The stipulated

loan pariud for many of the books in the collection was also one week
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TABLE 3.1

Statistics of the use of a short-loan collection for a period of 10
weeks by a potential user population of 1550 students compared to
statistics for a non-random sample of 309 students taken from the

population.

Population Sample
Mean use 5.05 4,44
Variance 69 58.8
k* 0.478 0.505
p* 0.0865 0.1021
Expected variance 58.4 43,5

*Negative binomial parameters fitted by the maximum likelihcod

methoed.
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and it is possible that the observed pattern of use would thereby be
influenced.) The weekly units of time were numbered from 1 to 17. Week
1 included a small number 0f uses recorded in the days before the term
began as well as those recorded in the first week of term. Data
collection ended during Veek 17 which is therefore incomplete. Veek 10
is a fabrication and is included only where the analysis requires. It
consists of uses recorded towards the end of the last week of the first
term and all uses during the vacation. While the number of users
recorded in Veek 10 was similar to the numbers recorded in other weeks,
the amount of use was half as much again.

Table 3.2 shows the cumulating number of uses by potential users during
the period of observation. At the end of the period 78% of potential
users had recorded use, 241 out of 309 potential users.

An array was now constructed from the raw data. Each cell contained
the number of uses recorded for a particular user in a particular week.
The array is shown in Appendix A. From this array, the frequency
distribution of the weekly amount of recorded use for each user was

constructed.
3.2 FREQUENCY DISTRIBUTIONS OF VEEKLY AMOUNTS OF RECORDED USE -

During term (Veeks 1 to 9 and 11 to 17), all potential users would
have been engaged in academic work and therefore could be expectéd tao
have occasion to use the short-loan collection. The collection contained
reconmended or well-used textbooks serving the core syllabus of each
course. The mean weekly use for each user is estimated from the total
number of recorded uses divided by the total number of weeks in the
period of observation. Frequency distributions of weekly use which
conformed to Poisson series woﬁld contain counts of weekly amounts of
use which fell within ranges prescribed by confidence limits calculated

for a Poisson distribution with the given mean.
3.2.1 Initial test

A rough test of the agreement 0f each frequency distribution with the
expected Poisson series was performed by noting the number of counts for
each user which exceeded critical values in each tail of the expected -

distribution. Critical values embracing the 10% significance levels were
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TABLE 3.2

Cumulating use of the short-loan collection by the sample of 309
potential users during the period of observation.
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- Number of Number

Weeks uses Mean use Variance of users

1 122 0.395 0.986 63
1-2 267 0.864 3.28 103
1-3 394 1.275 5.91 125
1-4 572 1.85 11.6 148
1-5 713 2.31 17.0 165
1-6 888 2.87 26.2 178
1-7 1055 3.41 38.9 190
1-8 1212 3.92 47.0 201
1-9 1372 444 58.8 211
1-10 1608 5.20 77.7 218
1-11 1748 5.65 89.2 223
1-12 1912 6.19 103 231
1-13 2087 6.75 122 234
1-14 2230 7.22 140 237
1-15 2386 7.72 170 238
1-16 2509 8.12 192 239
1-17 2559 8.28 200 241



adopted. Bacause the expectad distribution was discrete, the actual
significance level tested fell on the division between the integer value
embracing the 10% level and the next integer closer to the tail. The
actual proportion of the distribution, the probability mass, which

exceeded each critical value varied therefore, although it was always less™
than 10%. For means less than 2.33, the lower critical value was zero.

For these means, therefore, only the upper tail could be tested, Very
infrequent users were excluded from consideration because their frequency
distributions could contain top few extreme values to be testable.

Critical values were calculated for each mean and are shown in Table
3.3. Strictly, the mean itself is an estimate and subject to error: the
15 weeks of the perilod of observation (Weeks 1 to 9 and 11 to 16) are
sampled from a longer series of weeks. The population of weeks is less
than double the size of the éample, however, and the sampling is not
randomised. It is not appropriate therefore to calculate conventional
confidence limits for the estimate of the mean. The range of the
estimate would, however, not be large even for a random sample from a
large population. In the case of the largest means, 5.3 and 9.3, it would
be less than *0.5 at the 95% level of confidence for a sample of similar
size and variance. The estimate of each mean was therefore taken as a
singie point-value derived from the total recorded use for the weeks
sampled.

Out of 139 user samples with 15-week totals from 4 to 34, 61 had one
count exceeding a critical value, 48 had counts in more than one week and
30 had none. The actual level of significance was less than 10% and only
one tail could be tested. About one excess count in each sample was
therefore to be expected. Of the nine users with means of 2.33 or
greater, for whom about two excess counts could be expected, five had 4
or more excess counts, one had 3, one had 2 and two had 1 excess count.

These results were taken as preliminary evidence for a greater than

expected variation in weekly counts of recorded use.
3.2.2 Extreme values for users recording two and three uses

For the 27 users recording only two uses during the 15 weeks, the
probability of these two uses being recorded in a single week would be

around 0.008 if weekly.amounts of use were Poisson distributed. A '2°

could therefore be expected in only 3.3 out of the 27 x 15 = 405 weeks
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TABLE 3.3

Critical values of weekly use count which if exceeded indicated
rejection at the 107 significance level of the hypothesis that
weekly amounts of use were distributed as Poisson series.

Lower Upper
Total recorded Mean weekly critical critical
use usew value value
3-7 0. 20- 0 1
8-16 0.53- 0 2
17-26 1.13- 0 3
27-34 1.80- 0 4
35-36 2.33- 1 4
37-47 2.53- 1 5
48-58 3.20- 1 6
59-69 3.93- 2 7
70-79 4.67- 2 8
80-81 5.33- 3 8
130-141 8.67- 5 13

*The lower value in the range is shown; the upper value is that
immediately preceding the value in the following line.
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sampled. In fact, ten 2's were observed. The null hypothesis that the
proportion in the observed population was 0.008 was clearly to be
rejected: the number of 2's would exceed 7.5 on only 1% of occasions in
random sampling, assuming a normal distribution about the mean of 3.3
with binomial variance of 405 = 0.008 x 0992 = 3.2.-

Similarly for the 30 users making three uses during the 15 weeks, the
probability of two or three uses being recorded in a single week would be
about 0.018. 17 such extreme values (all 2's) were observed for these 30
users, more than double the expected number (450 x 0.018 = 8.1>. The null
hypothesis that the proportion of 2's or 3's in the observed population
was 0.018 was again clearly rejected: the number of extreme values would

exceed 14.7 on only 1% of occasions in random sampling.
3.2.3 Test of the equality of sample mean and variance

As a check on the initial test of Section 3.2.1, 44 sets of data for
users picked arbitrarily from the 168 users with means between 0.2 and
2.27 were examined. Twenty-two sets with two or more excess counts and
22 withoui excesses were tested for the equality of mean and variance in
the data.

None of the sets were considered suitable for testing with the chi-
squared test, since at best only three aggregated cells could be created
from the data. Necessarily, therefore, proportions of extreme values in
the tails of the distributions would not be discriminated.

The test of tbe equality of mean and variance is described by Elliott
(77). The statistic s?(n - 1)/X is calculated where s* is the sample
variance, ¥ is the sample mean taken as an estimator of the variance of
the expected distribution and n is the size of the sample. The statistic
is then compared to tabulated values of the chi-squared statistic for
(n - 1) degrees of freedom. The probability of the calculated value of
the statistic being observed for a Poisson distribution (where mean and
variance are equal) 1€ approximately the level of significance assoclated
with the chi-squared value.

0f the 22 sets of data with excess counts, test statistics for 14 bhad
values which would have been observed in random sampling from Poisson
distributions with probabilities of less thanm 0.05. A further four had
probabilities between 0.1 and 0.05. Table 3.4 shows the results of the

test.
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TABLE 3.4

Test of the equality of mean and variance for 22 sets of recorded
use data: probabilities (P) of chi-squared values equal to the test
statistics being observed in random sampling.

Test

Total Vari- stat-
User * uses Mean ance istic p e
1/3 6 0.40 0.83 29.0 o+
1/5 16 1.07 2.35 30.9 ++
1/11 139 9.27 24.5 37.0 ++
1/16 13 0.87 1.27 20,5
1/26 5 0.33 0.52 22.0 +
1/30 27 1.80 6.17 48.0 ++
1/34 13 0.87 1.55 25.1 ++
1/51 8 0.53 1.27 33.3 ++
1/53 17 1.13 2.41 29.8 b
1/58 19 1.27 2.07 22.8 +
1/60 . 19 1.27 2 2.21 24.4 ++
3/1 .7 0.47 0.55 16.5
3/6 26 1.73 3.78 30.5 ++
3/7 47 3.13 8.27 36.9 -+
3/9 . 42 2.80 4.60 23.0 +
3/13 6 0.40 0.54 19.0
3/20 6 0.40 0.83 29.0 -+
3/21 7 0.47 0.83 25, ++
3/23 7 0.47 0.55 16.5
3/26 8 0.53 1.27 33.3 ++
3/32 5 0.33 0.52 22.0 +
3/45 11 0.73 3.07 58.6 ++

#Appendix A: sheet number/row number.
“%Probability: '++' denotes 'less than 0.05', '+' denotes 'between
0.1 and 0.65'.
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Of the 22 sets of data without excess values, the test statisics for
all but one sample had values which would have been observed with
probabilities of greater than 0.1.

The test was also conducted for all nine users with means af 2.33 or
greater. Table 3.5 shows the results. The values of the test statistics
for five users were associated with probabilities of less than 0.05. A
further one had a probability between 0.1 and 0.05.

3.2.4 Results

The results of Section 3.2 suggest that at least one third of the users
tested recorded a greater range in weekly use count than would be
expected for frequency distributions approximated by Polsson series.

Very few seemed to show a smaller range than expected, but many of the

samples contained too few uses for such a result to occur anyway.
3.3 INDEPENDENCE OF WEEKLY INCIDEKNCE OF USE

3.3.1 Runs test

A runs test from Sokal and Rohlf (78:624) was employed as an initial
test of the independence of the weekly incidence of use for each user. A
run is defined as one or more conseéutive weeks in which the same event
(either vuse or no use) is recorded. Week 10 data were included for this
test so that the sequence of wesks should not be broken. If, as assumed
in the model, use in one time period occurs independently of use in any
other time period for each user, then abnormally high or abnormally low
numbers of runs would occur with predictable frequency.

The test does not support a consistant level of significance for all
sets of data, even though, as before, a maximum level can be established.
Thus, for example, if use is observed in two or 14 out of the 16 weeks,
120 different combinations of these use and no-use weeks could be
observed. The highest number of rums is five which could occur in 78
ways. The lowest is two which could cccur in two ways. Between them,
three or four rums could occur in 40 ways. Two runs occur in less than
10% of possible outcomes. In random sampling it should occur in 1.7% of
outcomes. The highest number of runs, five, occurs too frequently to

provide a small enough level of significance. Thus, for users with two
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TABLE 3.5

Test of the equality of mean and variance for 9 sets of recorded use
data for users recording more than 34 uses in 15 weeks.

Test

Total Vari- stat-
User = uses Mean ance istic P o
1/11 139 9.27 24,5 37.0 ++
3/7 47 3.13 8.27 36.9 ++
3/9 42 2.80 4.60 23.0 +
3/28 57 3.80 4.60 16.9
3/53 80 5.33 4.24 11.1
3/60 52 3.47 7.98 32.2 ++
442 42 2.80 4.89 24.4 ++
4/6 57 3.80 3.03 11.2
4/12 38 2.53 10.7 59.1 ++

“*Appendix A+ sheet number/row number.
*%*Probability: '++' denotes 'less than 0.05', '+' denotes 'between
0.1 and 0.05".
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or 14 use/weeks, the test is one-talled with a critical value for the 1.7

percentage point. For three or 13 use/weeks the percentage point is 2.7,
and so on. For six or ten, seven or nine, and eight use/weeks, both tails
have a critical value which defines roughly 95% confidence limits for
numbers of runs. Table 3.6 shows the critical values for the (notional)
5% significance level in either the one-tailed or the two-tailed tests of
numbers of runs.

48 out of the 239 users showed use in only one week and so could not
be tested. Of the 191 remaining samples, 12 had run counts equal to or
less than a lower critical value in Table 3.6. None of the 63 samples
for which a two-tailed test could be conducted had a run count in the
upper critical region, although two were among the 12 samples already
identified. Table 3.7 shows the Week numbers in which use was recorded
for each of the 12 samples,

Two of the users represented in these 12 samples were known not to
have been present for the latter part of the period of observation.
Discounting these two, the proportion of abnmormal run counts observed
corresponds to the notional significance level of the test. As we have
seen, however, the actual level of the test is stricter than this notional
level. Rather fewer abnormal samples could have been expected, therefore.

3.3.2 Re-use in succeeding weeks

The apparent independence in the activity of each user in each week can
be tested in other ways. If the rate of use remains constant for each
user (as assumed in the model) and if use in a time period of the
particular length we choose to observe is for each user independent of
use in any other time period of similar length, then for a group of users
recording use in any given time period, the propeortion observed to record
in any other time period should be constant. For, if use is a Polsson-
distributed random variate, the probability for any user of recording one
or more uses in any time period remains constant at (1 - e ), where m
is the mean use per time period.

Data for the 239 users recorded in Veeks 1 to 16 were tested in this
respect. The numbers of users who recorded use in each Veek and who
also recorded use in arbitrarily chosen Veeks after this Veek were
counted. The numbers are set out in Table 3.8. Although the G5%

confidence intervals for the mean numbers of subsequent users (re-users)
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TABLE 3.6

Critical values for observed numbers of runs of use weeks or non-use
weeks which indicate rejection at the 0.05 level of significance of
the hypothesis of random activity for a period of activity of 16
weeks.

Observed numbers

of use weeks Tails tested Critical values

2 or 14 One 2

3 or 13 One 3 or less

4 or 12 One 4 or less

5o0r 1l One 4 or less

6 or 10 Two 4 or less; 13 or more
7o0r 9 Two 4 or less; 14 or more
8 Two 4 or less; 14 or more

Critical values taken from Rohlf and Sokal (45) Table 28, p.175.
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TABLE 3.7

Week numbers in which use was recorded for 12 users with 1ess than
five runs of use or non-use in the 16 week period.

Two Tuns Three runs Four runs

1 and 2 7 to 9 1 to 3; 12

1 and 2 10 to 12 1l to 3; 9 and 10
1l to 4 1l to 3; 5to 10

l_to 5 4 to 63 12 to 16
4 to 16 4 to 8; 10 to 16
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TABLE 3.8

Numbers of users recorded in the first, second, third, eighth or
tenth weeks after use in the week indicated in column one.

Numbers of users who recorded use in the

Week 1st 2nd 3rd 8th 10th

Week indie- week week week week " week
number ated after after after after after

1 63 33 30 32 28 29

2 73 34 36 28 37 25

3 66 42 33 32 29 31

4 84 46 38 39 38 38

5 79 40 38 G4 33 33

6 77 40 36 33 32 38

7 77 41 34 35 33

8 B4 38 37 35 33

9 30 39 27 33

10 86 39 39 38
11 70 36 37 31

12 79 47 45 42
13 80 42 39 36

14 73 45 34

15 71 34

16 64
Mean 75.4 39.73 35.93 35,23 32.88 32.33
Var. 51.05 18.64 18.69 20.53 11. 84 26.27
SE 1.786 1.115 1.155 1.257 1.217 2.092
CL +3.81 +2.39 2,496 £2.74 +2.88 +5. 38

Var.:variance. SE: standard error of the mean. CL: 95% confidence
limits for the mean.
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overlap except in the Case of the first and eighth weeks, it seems clear

that a gentle decrease occurs in the numbers of re-users as time goes on.

The extent to which independence is approximated is noticeable, however.

The stability in the numbers of re-users throughout the period of

observation does not appear to result from the activity of a core of -
regular users. From Table 3.9 we see that very few users use regularly

enough to make up such a core. Of the 63 users first using in Week.l,

for example, 33 re-use in WVeek 2, but only four re-use in every

-

succeeding week (i.e. all 16 weeks),

It is also clear from the totals shown in Table 3.9 that new users are
recruited throughout the period of observation but in graduvally declining
numbers as would be expected under conditions of independence where the

probability of recording use remains constant.
3.3.3 Use in adjacent weeks

The independence of user activity in adjacent pairs of weeks was also
tested. As we have seen, for the assumptions in the model, the
probability for any user of no use in any week is e™™, where m is that
user's expected rate of weekly use. The probability that one or-more
uses are recorded is (1 - e~ therefore. For any two adjacent weeks -
taken in order of occurrence, four outcomes are possible for each user: -~
(nnvuse, no use); {use, no use); (no use, use) and (use, usel). The
probabilities associated with these four outcomes are, respectively: e~=m;
el - e=™); e™(l - e and (1 - e )=,

The frequencies of these outcomes were compared to expectation for an
arbitrary sample of users. Frequencies in 8 separate pairs of weeks in
the period of observation (i.e. for Weeks 1 and 2; Veeks 3 and 4; and so
on) were counted for all users recording 5, 12, 17 to 19, 28 to 30 and 56
to 60 uses. The correspondence of the observed and expected frequencies
was tested with the chi-squared test. The result is shown in Table 3.10,

In general, (use, use) weeks appear less frequently than expected and
outcomes with no use in one or both weeks more frequently than expected.
This appears to bear out the result of the tests in Sections 3.2.1 and
3.2.2. Some users concentrate an unexpectedly high proportion of their
recorded use into some weeks. In other weeks, therefore, their count will
be at the lower extreme and for many will result in an excess of zero-use —

weeks. For the highest users in Table 3.10 it could appear that use in
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TABLE 3.9

Numbers of users first recorded in each week of the period of
observation (columns) arranged according to the number of weeks
in which they record use.

Numbers of users first observed in week number

Weeks

of use 1 Z 3 4 5 6 7 8 9
1 2 2 4 5 1 2 4 6
2 5 8 1 4 2 2 1
3 6 3 1 3 6 3 5 3 1
4 7 5 2 5 6 2 1
5 3 8 2 2 1
6 1 1 4 3 1 2
7 6 2 3 1 1
8 4 2 4 3 1 1
9 5 3 1 1

10 6 4 3

11 4 2

12 2 1 .
13 6 1

14 1 -

15 1

16 4

Totals 63 40 22 23 17 13 12 11 10

Total users = 241.
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TABLE 3.9 (continued)

Numbers of users first recorded in each week of the period of
observation (columns) arranged according to the number of weeks
in which they record use.

Numbers of users first observed in week number

Weeks

of use 10 11 12 13 14 15 16 17
1 4 5 2 1 1 2
2 2 1

3 2 1 1 1

4 1

Totals 7 5 8 3 3 1 1 2
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TABLE 3.10

Incidence of use in eight adjacent pairs of weeks: observed (0) and
expected (E) frequencies of four possiblé outcomes for users
recording 5, 12, 17 to 19, 29 to 30 and 56 to 60 uses in total.

Mean use®

Out-
come 0.313 0.75 1.13 1.88 3,63

0 E 0 E 0 E 0 E 0 E
(N.N) 53 47.1 25 17.9 28 10.1 3 0.75 0 0.02
(N.U) 15 17.3 19 19.9 17 21.1 6 4.26 5 0.83
(U.N) 17 17.3 16 19,9 22 21.1 10 4.26 3 0.83
(Uu.U) 3 6.3 20 22,3 29 43.8 13 22.7 24 30.3
Users 11 10 12 4 4
X‘ 2.8 3.9 37.4 14.9 25.0
P 0.4 0.3 0 0.001 0

P is the approximate .probability of the observed chi-squared value
being exceeded in random sampling. Degrees of freedom: 3 except col
five (2) and col. six (1).

*Respectively, 18/16; 30/16 and 58/16 for last three columns.
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one week reduced the probability of use im another, but the results of
Sections 3.3.1 and 3.3.2 do little to support this view. The explanation
above involving erratic use rather than dependence seems preferable. Of
course, this conclusion holds only for the units of time (one week)
adopted here. It is possible that inter-period.dependence could be

demonstrated more straongly for time periods of different length.
3.4 CONCLUSION

The weekly time period into which the data were divided colincides not
only with a recurring cycle of academic activity but also with the
stipulated loan period of five-sixths of the issues recorded. (The rest
were isswed for one day. Only about one quarter of the issues of either
type of loan would bhave been returned precisely on the date due, however
(42:Appendix 12).) Despite these potential coincidences, it has been
impossible to demonstrate any marked regularity in either the frequency
or the incidence of recorded use. For a large minority of the users
represented in the array of Appendix A, recorded use appears to proceed
more erratically than would a random process. In employing the negative
binomial distribution for describing frequency distributions of recorded
use, it is assumed for simplicity that recorded use is approximately
randomly distributed about a constant mean for each user in each time
period. It seems that this hypothesis will often fail and that an
alternative would require either that the means vary over time (sometimes
reducing to zero, perbhaps) or that a different thecretical distribution
which is capable of accommodating a variance greater than the mean is
substituted for the Poisson component of the negative binomial
distribution. The assumption of the independence of the weekly incidence
of use is less markedly challenged by the data. This hypothesis could be
accepted for the time period analysed, especially if mean rates of use
were allowed to vary.

Clearly these hypotheses (inter-period independence in the incidence of
use; constancy of individual mean rates of use; equality of mean and
variance) can only be tested with reference to a given unit of time. For
very short time periods (days or hours) one or more would almost
certainly be rejected. For example, the overall mean rate of use per user
for the period of observation is about 0.13 uses per working day. The

Poisson probability of recording more than one use in any day is then
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about 0.005, Experience tells us howaver, that such an outcome occurs in

real life much more frequently.
3.5 AGGREGATE STABILITY IN PATTERN OF USE

In Table 3.8 there is a noticeable equilibrium in the aggregate amounts
of use recorded in each week. It is what we should expect if mean rates
of use for individual users remained constant over time. In Section 3.4
we have doubted this hypothesis without being able to prove an
alternative, and it may be that some of the success of the negative
binomial model in fitting the recorded use data owes to this equilibrium
in aggregate rather than individual amounts of use. How the equilibrium
comes about is not clear: few users used regularly enough week by week
to sustain it. Figure 3.1 shows the average pattern of users' transitions
from use to no use for all sequences of four successive weeks.
Equilibriuvm clearly depends upon & stable pattern of intermittent use
involving'most users sooner or later.

In this section, some aspects of this equilibrium are reported, and in
the next chapter the availability of library material is examined to see

whether the supply of material could have regulated aggregate use.
3.5.1 WVeekly numbers of users and uses

Table 3.11 shows recorded numbers of users and uses for each of the
Veeks 1 to 16. No particular trend is evident, although the first and
last weeks have low numbers. The pattern of use in the first weeks of
the first term (Veeks 1 to 6) is clearly different to the first weeks of
the second term (Weeks 11 to 16). Normality in the distribution of
weekly values about sample means with estimated variances could not be
rejected (Chi-squared test: expected distribution divided into six
intervals, Plusers) = 0.25; F(uses) = 0.4). The 95% confidence intervals
for singi;:::iues sampled from the supposed populations are shown in
Table 3.11. (Similar tests applied to numbers of re-users observed in
successive weeks (c.f. Table 3.8) gave similar results and are not further
described).

Correlation between pairs of user and use counts was tested. On the
assumption that each set of values was normally distributed and tbhat a

linear relationship was expected between them, the product-moment
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FIGURE 3.1

Average weekly transition.between use and no use in all sequences of
four successive weeks from a period of observation of 16 weeks for a
sample of 309- students: mean numbers of users [U] and non-users [N]

with 95% confidence limits where calculated.

First week Second week Third week Fourth week

(u] 17.2

\

(U] 24.2 £8.0

\
/

[N} 7.0 +3.8
[U] 39.7 £8.4
\\\\\\\\‘\ [N] 15.5
[U] 76.1 %13.1
”””’/',[lﬂ 5.9
[U] 11.7 %5.3
,///”//” T [N] 5.8

[N] 36.4 £6.7

/

[N] 24.7
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TABLE 3.11

Numbers of users recording use and amount of use for Weeks 1 to 16.

Week number Number of users Number of uses
1 63 122
2 73 145
3 66 127
4 84 178
5 79 141
6 77 175
7 77 167
8 84 157
9 80 160
(10 86 236]
11 70 140
12 79 164
13 80 175
14 73 143
15 71 i 156
16 64 123
Mean ' 74.7 151.5
Var, 46.1 354.7
CL 61.4-88.0 114,6-188.4

Means calculated for Weeks 1 to 9 and 11 to 16. Var.: variance. CL:
957% confidence limits for single week values assuming random
sampling from normally distributed population with means and
variances shown.
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correlation coefficient, r, was calculated in order to test the null
hypothesis that no correlation existed between palrs of values (i.e.

p = 0>. The value of the statistic, r, gave a highly significant rejection
of the hypothesis (r = 0.78; t = 4.46 for (n - 2) = 13 degrees of freedon
where t = rv(n - 2¥/ vQ - r; Plp = 00 < 0.001).

3.5.2 Cumulating use

The pattern of the cumulation in numbers of users and amounts of use
(Table 3.12) was roughly similar for time periods beginning in Week 1,
Veek 5 and Week 11, again indicating that patterns of use were relatively
stable irrespective of time. (Chi-squared test of the comparison of the
numbers of users first observed in each week of each period: for
(3-1) x (5-1) = 8 degrees of freedom, F = 0.2; chi-squared test of the
comparison weekly amounts of use (not cumulated): for

(3~-1) x (5-1) = 8 degrees of freedom, P = 0.1}
3.85.3 Frequency distributions of weekly use by users

A composite freguency distribution of weekly amounts of use by users
was formed from the means of the terms in the 15 single week
distributions (WVeek 10 omitted). Table 3.13 shows this composite
distribution and Table 3.14 the array of individual distributions. Each
term in the array was tested zgainst the corresponding composite term in
order to test the hypothesis that the array could have been obtained in
random sanpling from & bypothetical population of users whose use was
distributed as in the composite distribution (the ferms of which, being
row means, represented the best estimates of ihese population values). In
order to perform the chi-sguared test, freguencies were poonled for four
and five uses and for six or more uses. The expected values in the
composite distribution were then 5.6 and 3.47 respectively. The
hypothesis that the array was sampled from the composite population
could not be rejected (Chi-squared test for (15 - 1) x 6 ~ 1) = 70
degrees of freedom, F > 0.9). A similar test was performed for freguency
distributions of fortnightly amounts of use with similar resulte and is

not further described.
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TABLE 3.12

Cumulating numbers of users and total amounts of use over periods of
five weeks beginning week 1, week 5 and week 11.

- Numbers of users and amounts of use in weeks:

Period

in

weeks 1l to5 S5to?9 11 to 15
Users Use Users Use _ User Use

1 63 122 79 141 70 140

2 103 267 116 316 113 304

3 125 394 140 483 134 479

4 148 572 158 640 151 622

5 165 713 177 800 156 778
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TABLE 3.13

Composite frequency distribution formed by averaging distributions

of recorded use for 15 single weeks.

Number of recorded uses _ Observed number of users
0 234.3
1 39.7
2 17.2
3 8.73
4 3.47
5 2.13
6 1.67
7 ] 0.40
8 0.80
9 - 0.13
10 0.067
11 0.20
12 0
13+ 0.20

Total users: 309. Total uses: 151.5
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TABLE 3.14

Frequency distributions of recorded use for single weeks.

Observed numbers of users in week:

Number

cof

recorded

uses 1 2 3 4 5 6 7 8 9

0] 246 236 243 225 230 232 232 225 229

1 33 39 31 48 48 36 41 42 47

2 17 14 17 16 16 21 21 24 13

3 5 12 11 7 10 8 7 10 10

4 3 4 6 ] 2 3 5 4

5 2 2 1 3 4 3 1 2 i
6 3 1 2 2 1 2 2

7 1 2 )
8 2 2 2 1

9 2

Others 10 15 - 11

*11;15.
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TABLE 3.14 (continued)

Frequency distributions for single weeks.

Observed numbers of users in week:

Number

of

recorded .

uses 11 12 13 14 15 16
0 239 230 229 236 238 245
1 35 43 41 38 36 37
2 19 15 19 21 15 10
3 7 7 7 6 12 12
4 3 7 4 1 4 6
5 3 2 3 3 2 1
6 2 4 1 3 1 1
7 1 2

8 1 3 1

9

Others 22 11
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3.5.4 Conclusion

Throughout the period of observation, the number of users who had
recorded use of the shert~loan collection increased. Large changes in
aggregate rates of use might have been expected as students tackled the -
various aspects of their courses and received varying amounts of tuition
and exposure to the collection. Yet the pattern of user activity, as
measured above, appears to have.changed little during the pericd. The
amount and distribution of use in each week and each fortnight remained
similar even though those generating tbhe use changed continually. Use
cumulated, and new users appeared, at similar rates from three starting
points within the period of observation.

In view of the diversity of activities supported by the collection, the
pattern of use 1s less variable than expected therefore, and a model
which assumes that the users' propensity to use is fixed over time and
independent of their recent activity may clearly be adequate. Individual
amounts {(or perhaps rates) of use do appear to vary more widely than
expected, but in aggregate it seems, some of these variations cancel out
giving an equilibrium which simplifies the description of user activity
and encourages the adoption of a simple sStochastic model. There is an
extra justification, therefore, for using the negative binomial
distribution to approximate the observed freguency distributions of use
in addition to the initial agreement between the observed and expected

shapes 0f these distributicmns.
3.6 SUKMARY

Data for recorded library uvse by 309 students over 16 weeks were
examined to see 'if individual weekly use totals were Foisson distributed
about the sample mean and if use occurred independently of the activity
preceding or succeeding it.

A large minority of users showed a greater range in their weekly totals
of use than would have been expected from the random sanpling of a
Poisson variate. The assumption of independence in the weekly incidence
of use appeared a workable hypothesis for most users, however.

Even if, as individuals, real users were more erratic in their amounts

of weekly use than those in the model, in aggregate they presented a
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surprising equilibrium in their weekly' pattern of use, To this extent,

thefefore, the model was not an unreasonable simplification of reality.
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CHAPTER 4
EFFECT OF THE AVAILABILITY OF LIBRARY MATERIAL ON USE

In Section 3.5 an equilibrium was observed in nunbers of users and
amounts of use throughout the period of observation. It is possible that
the amount of useful material available in the short-loan collection was
insufficient to sustain a greater level of ‘use, thus constraining the
weekly amount of use observed and possibly determining the observed
distribution of use. This possibility is investigated below; first, by
assessing the amount of material in the collection during the period of
observation and comparing it to the amount taken up by the users, and
second, by simulating the effect upon use of varying the amount of useful
material available from a collection in an attempt to gauge the extent to
which the observed distributions of use were attributable to the amount
of material available.

The findings of Sections 3.2 and 3.3 were important in this respect.

It appeared reasonable to suppose that amounts of use for any individual
user in similar time periods could, as a first approximation, be estimated
by calculating the probabilities of each amount in-any time period as a
Poisson series. The distribution of mean rates of use per time period
among users could then be assigned arbitrarily in order to test
hypotheses or could be derived from recorded use data in order to
simulate non-deterministically the use of actual collections. For these
reasons, and because it was thought difficult to control extraneous
variables in cbserving or experimenting with live users, it seemed that
simulation would provide the best tool for investigating the effect of
availability on use.

4.1 AVAILABILITY OF MATERIAL IN THE SHORT-LOAN COLLECTION

The short~loan collection comprised about 3200 books. Assuming that
the sample of users described in Section 3.1 comprised about one fifth of
all potential users and that it was representative of them, then the
average number of issues per week to potential users was 151 x 5 = 755,
In the year of the survey each bock received an average of about eight
issues (books receiving less than four issues were relegated annually to

the main collection). Some books, especially the one-day loans, might be
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used more than once per week, so that somewhat less than 755/3200 = 24%
of the collection would have been used in any week. Assuming that the
‘average retention time was about one week (Section 3.4), we can say that
between one fifth and one quarter of the collection would bave been
absent from the shelves at any time.

Although many of the books in the collection were standard texts for
the syllabuses of sclence or engineering courses, undoubtedly some of the
books would have been useful for less than.the whole period of |
observation. Many titles were available in multiple copies, so that the
3200 books represented less than 1500 titles. It is possible, therefore,
that at any moment of time only a minority of the apparent resource was
judged useful by the users and, this having been taken up, further use
was inhibited. ’

In the year following this survey, however, while the collection and the
number of users remained largely unchanged, the number of issues from the
collection increased markedly, from 25964 to 30946. It appears,
thereforé, that bad their rates of use been higher, the users observed in
the previous year could also have recorded substantially more use. Thus
the constraint imposed by the amount of useful material in the collection
should not have been gevere enough to maintain the aggregate rate of use

af_;' its observed level.
4.2 EFFECT OF AVAILABILITY OF FREQUENCY DISTRIBUTIONS OF RECORDED USE

Even if the shortage of useful material in the collection was not
severe enough to create the equilibrium observed in Section 3.5, it would
certainly have caused the demands of potential users to interfere with
each other. There was by no means enough potentially useful library
material to satisfy every user on demand. I1f competition among the users
altered the scale or ranking of their long-run rates of use, then an
observed distribution of use would result not only (as assumed up till
now) from the users' propensity to use but also from the level of
avallability of useful material. For reasons outlined at the beginning of
this chapter, a computer simulation of library use by students was
employed to test the effects of competition on patterns of use. The
procedure and its result are briefly described below: further details are

precented in Appendix B.
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4.2.1 Description of library use simulation

It was assumed that 199 students from the same class used a collection
of useful library material for a period of 50 working days (say, 10
weeks), During this period, items from the collection gained and then
lost their putentiaf usefulness to the users. Useful items could be
removed from the collection and used by the students for varying lengths
of time. Only potentially useful books were included in the simulation:
it was assumed that they could be derived from all sections of the
library or even different libraries but, for convenience, they were
treated as a single ‘collection’.

Various parameters were assigned to describe the behaviour of the users
and the availability of the material. Where possible their values were
calculated from data for actual users or libraries. Failing this, values
were estimated initially and then adjusted during calibration runs of the
simulation program to yield two required outcomes. "First, a total of
about 800 uses was required. This was thought reasonable for course-
related use by sclence or technology students and was estimated from
published reviews (15,68) supplemented by local data available to the
author. Second, the 'frequency distribution of numbers of recorded uses
per observed (i.e. successful) visit was required to approximate to one of
three sets of data available to the author from local libraries (Table
6.18). It could not be claimed that adjusting the parameters in the
simulation program to acbieve these requirements would guarantee the
assignment of realistic values, but the approach was taken to be superior

to pure guesswork.
4.2.1.1 User variables

Potential users were deemed to differ not only in their rate of
visiting the collection and in the number of items they sought to use per
visit, but also in their characteristic reaction to failure. Some users
regularly returned on up to two cccasions to attempt the use of an item
not available at a previous attempt; a few made no further attempts on
that visit; a few attempted to use substitute material; and one half were
unaffected by failure. These rates and characteristics were an arbitrary
and crude attempt to quantify some of the patterns of behaviour reported

in surveys (e.g. 1,79) and some of the variables identified from user
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studies, for example (following Wilson): individual perception of
information need; resort to the information channel under investigationm;
patterns of information seeking and evaluation; and the acceptability of
the information channel within the individual context of need and the
general environment of information use (48). The values finally assigned
are shown in Table 4.1.

These rates and characteristics were combined over the users so that
all possible permutations were represented in their appropriate
frequencies. The mean rate of visiting was determined during calibration
and was about one third that reported by Harrop for social science
students (18). About one half of Harrop's visits, however, appear not to
have been made with the primary purpose of using library material. The
distribution over the users of the different probabilities of a further
attempt at use (Table 4.1) was estimated indirectly from local data and
adjusted during calibration.

The distribution among the users of rates of visit in 5@ days was used
as the experimental variable. Two arbitrary distributions of rate of
visit were adopted: a Poisson distribution roughly symmetrical about the
mean and a gecmetric distribution. The lowest expectation in each case

:
was one visit. R

A1l users, it was assumed, would gain experience and encoﬁfagement irom
a successiul attembt to use material in the collection. A crude
mechanism increasing the probability of a further attémpt after early
success was therefore included in the simulation. It was adjusted during
calibration to produce the reguired frequency distribution of observed

numbers of uses per visit referred to in Section 4.2.1.
4.2.1.2 Collection variables

A total of 400 items was assumed to be potentially useful during the
period represented by the simulation. No differentiation of the
collection into titles and copies was made. Each day, new items became
available and others, having received a number of uses, lost their
usefulness. Initial estimates of the size of the collection (Appendix B
and the daily increment of useful stock were adjusted during calibration
runs of the simulation program to produce the required total of uses for
100 users sharing a single mean rate of use and visit. Table 4.2 shows

the values adopted for the collection parameters.
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TABLE 4.1

Values of variables used in simulation: users.

Value
Number of users. 100
Time period 50 'days®
Mean number of expected visits 10
Mean number of attempts per visit 1.45

Probabilities of a further attempt

Multiplier after success

Users revisiting after failure

Maximum number of revisits

Users substituting after failure

Probability of making substitute use

Users abandoning visit after failure

0.1; 0.25; 0.45

2/g%

30

10

0.5

10

*Where s is the number of successes so far on that visit. Thus a

user with probability of 0.25 of making a further attempt has a

probability of 0.5 after one success and 0.125 after two successes

of making a further attempt.
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TABLE 4.2

Values of variables used in simulation: initial collection.

Value
Total number of useful items 400
Maximum possible uses in 50 ‘days' 1046
Initial number of useful items 0
Daily addition of useful items
20 day use "3
5 day use 3
1 day use 2
Probability that return still useful
B 20 day use 0.67
5 day use 0.67
1 day use 0.8
Probability attempt to use succeeds 0.8a/c*

*Where a is the number of currently useful books not in use and ¢ is

the number of currently useful books.
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The probability that a user would succeed in an attempt to use was
determined by the proportion of currently useful material which was not
in use. When use occurred, the length of time for which the item was to
be retained was allocated at random, but according to the proportions of
material available at the time in each of the three retention categories.

During the simulation of each day's use, potenti&l users were taken in
order of their expected frequency of visit. It was assumed that the most
frequent visitors would also be the first to the library at any
opportunity. On average, 20 visits occurred per day and in general would
result in less than 25 uses (the expected mean being 16). Prior users
would not have greatly depleted the stock of useful items therefore.

The maximum probability of a successful attempt, given that all
currently useful items were avallable, was set at 0.8 to take account of
known failure rates in academic library use (80 and Appendix B). These
failures were assumed to be associated with errors in taking references
or searching catalogues or shelves, or with errors or inefficiencies in
the guiding of the library, the indication of locations or in the prompt

and correct replacement of items returned from use.
4.2.1.3 Calibration and simulation runs

Figure 4.1 shows in chart form the method of calibrating the simulation
program. Parametér values for rate variables were represented in the
program as probabilities of the occurrence of each event. Thus, a user
expected to visit ten times during the period had a daily probability of
visit of 0.2 and a book expected to have a useful life of five uses had a
probability of 0.8 of retaining its usefulness when returned after each
use. Vhen the program was run, the outcome for each event was
determined by calling a fresh random number, greater than zero but less
than unity. If the probability value of the parameter exceeded the
random number, the event occurred. This method was expected to result in
numbers of events distributed about individual mean rates of occurrence
with approximately Poisson probabilities (Figure 4.2). The distribution
of the random numbers was tested and shown to be acceptably uniform
(Appendix B).

Each run of the simulation consisted of 50 repetitions of the following
procedure. The probability of visit of each usér was tested against a

fresh random number in order to determine whether a visit occurred on
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FIGURE 4.1

Sequence of adjustment to simulation parameters during calibration

Set all users to common
rate of visit and common

attempt rate per visit

Adjust size of initial

useful collection, daily
additicn and rate of

obsolescence

Adjust rate of
further attempt

Adjust rate of
visit

Total
use = 800

?

O

Introduce user

characteristics
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FIGURE 4.2

Distributions of numbers of events as observed and as simulated

In the simulation, the occurrence of an event results from a Bermouilli
trial, that is, a trial with only two outcomes not necessarily equally
likely (for example: visit; no visit). If the trials are independent, the
numbers of events expected to be recorded at the end of the period of
simulation will be distributed with binomial probabilities about the mean

rate of occurrence.

Observed numbers of uses per time period were distributed with
approximately Poisson probabilities about observed means (Sectiion 3.2.4),
and it is assumed that numbers of events for other activities (for
example, visits) are also distributed in this fashion. The incidence of
use appeared not to be greatly dependent upon incidences in preceding or
succeeding time periods. Because sums of independent Poisson variates
are also Poisscn varilates, it is possible to assume that a process which
results in a Poisson distribution of observed numbers of events (such as
recorded uses) can be divided intp short time periods where ‘the mean rate
of pccurrence is so very much smaller than unity that, in practice, only
zero or one events can occur. The Poisson pr‘obabilitie:s of the outcome
in each of these time periods will then be similar to the probabilities
associated with the equivalent Bernouilli trial. Thus, 1f p is the
probability of an event occurring in the Bernouilli trial and ) is the
mean rate of occurrence in observed time periods, then, for the
probability of no event, &> = (1 -~ p) and, for the probability of one

event, Xe> ¢ p, where » and p are equal and much less than unity.

Vhen compared over longer time periods, the binomial and Poisson
distributions of numbers of events will show similar means, but the
variance of the binomial distribution will be rather less than that of
the Poisson distribution.
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that ‘day'. If the outcome was & visit, then further trials were made as
shown in the flow-chart of Figure 4.3 to determine the amount of use. If
n0 visit occurred, then the probability of visit of the next user was
tested, and so on for all 100 users. At the end of the rum, frequency
distributions of total use, and daily amounts of use were printed out.
Figure 4.4 shows an example for a run using a uniforn distribution of
expected numbers of visits ranging from 1 to 19.-

A maximum of 1046 uses was possible during the useful life of the
material in the collection. About 730 to 740 uses occurred during
simulation runs, about 70% of those possible. (Further uses durlng each
simulation run resulted from the use of substitute material considered to
be derived from ocutside the collection).

Further simulation runs were made with reduced and enlarged collections
so that the effect upon the frequency distribution of use could be
observed. Caollections of 250 and 550 items were assumed, with daily
additions of 2, 2 and 1, and 4, 4 and 3 items respectively for 20-day,
five-day and one-day material. For the reduced collection, a maximum of
620 uses was possible. About 570 to 590 uses, more than 90% of those
possible, accurred in simulation runs. This collection was taken as the
- lower realistic level of availability. More than 70% of visits (excluding
revisits for which the proportion was higher) failed to record any use,
compared to about 60% for the initial collection. Towards the end of a
run, the probability of succeeding in an attempt began each day at about
0.3 and declined to about 0.2. For the initial collection, these figures
were about 0.4 and 0.3 respectively. The maximum possible number of uses
for the enlarged collection was 1471, of which about 60% were taken up in
simulation runs.

It was assumed that the avallability of material in the short-loan
collection was similar or better than that represented in the reduced
simulation collection. Even if the 30964 uses (Section 4.1) constituted a
maximum for the collection, use in the year in question was then only 84%
of the maximum possible, which was less than the proportion generated

for the reduced collection in the simulation.
4.2.2 Result and conclusions

Table 4.3 shows the aggregated frequency distributions of use for three

eimulation runs with the initial collection and three runs with the -
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FIGURE 4.3

Flow chart for simulation program: daily iteration for each user

KEXT USER )
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FIGURE 4.3 (continued) -

Key to flow chart for simulation program

Pl
p

rod

Number of currently useful boocks not in use
Number of currently useful books

Individual probability of making ancther attempt
Individual probability of daily visit

Number of revisits on this visit: r=0 initially
Random number

Number of uses on this visit

Individual number of uses so far

Input of value of parameter or variable

Decision

Operation
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FIGURE 4.4

Exanple of output from simulation run with uniform distribution of rates

of visit.

4.4.1 Frequency distribution of numbers of users (Usrs) for each
nunber of uses.

442 Numbers of visits (Vsts) and numbers of uses recorded for
each user (No. 1 to 100>, with type of user from 1 to 4 (see
4.4.4) and individuval probability of further attempt (.1; .25;
or .45) shown under 'A+Ty'. The number of revisits made by
type 2 users is also shown.

-4.4.3 Daily totals (Days 1 to 50) for numbers of useful bovks in
the collection at the start of the day (Bks), numbers of
useful books avallable at the start of the day (Avb) and
numbers of uses recorded during the day. The frequency
distribution of numbers of visits (Vsts) and revisits (Rvts)
for numbers of recorded uses is also shown, along with the
total number of substitute uses made from ocutside the
collection by type 3 users, the total numbers of uses made for
each retention category of book and their dally rate of
addition to the collection.

4.4.4 Expected number of visits (EVt), probability of further

attempt (EPrA) and user type for each user (No. 1 to 100D,
The proportions of each type of user in the population are
also shown. A uniform distribution of visits, designated the
second type of distribution Investigated (‘Dist'n of visits =

2", 1s shown.
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DISTRIBUTION FIGURE 4.4.1

Total uses 2

=79
Mean use = 7.92

Uses Usts Uses Usts
0 14 50
1 10 51
2 9 52 h
3 8 53
4 8 54 1
5 7 55
6 6 56
7 1 57
8 5 58
9 3 59

10 3 60
11 3 61
12 6 62
13 1 63
14 2 64
15 1 65
16 . 66
17 67
18 1 68
19 1 69
20 2 70
21 1 71
22 - 72
23 1 . 73 ' .
24 - 74
25 75
26 76
27 1 - 77
28 78
29 1 79
30 1 80
31 81
32 82
33 1 83
34 84
35 1 85
36 86
37 87
38 88
39 89
40 90
41 91
42 92
43 1 93
44 94
45 95
46 96
47 97
48 98
49 99
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USAGE FIGURE 4.4.2

Total visits = 1683, including 713 revisits
Total uses = 792

No. Vsts Uses A+Ty No. Vsts Uses A+Ty
1 4 5 4.25 51 9 5 4.1
2 19 21 4.45 52 7 2 4.25
3 21 6 4.1 53 10 3 4,45
4 15 5 4.25 54 11. 2 4.1
5 19 20 4.45 35 8 1 4,25
6 39 14 2.1 56 26 B 2.45
7 50 19 2.25 57 22 - 8 2.1
8 70 54 2.45 58 26 12 2,25
9 16 3 1.1° 59 8 2 1.45

10 11 12 3.25 60 7 9 3.1
11 23 27 4.45 61 8 1 4.25
12 15 3 4.1 62 2 0 4.45
13 17 10 4.25 63 9 0 4.1
14 20 18 4.45 64 7 2 4.25
15 11 4 4.1 65 3 2 4.45
16 49 20 2.25 66 13 3 2.1
17 90 43 2.45 67 11 4 2.25
18 34 10 2.1 68 17 12 2.45
19 17 3 1.25 69 7 1 1.1
20 17 33 3.45 70 6 6 3.25
21 17 6 4.1 71 10 9 4.45
22 17 6 4,25 72 3 0 4.1
23 14 12 4.45 73 3 0 4.25
24 il 4 4.1 74 7 2 4.45
25 16 11 4.25 75 7 4 4.1
26 105 35 2.45 76 18 5 2.25
27 45 15 2.1 77 29 9 2,45
28 43 23 2.25 78 14 4 2.1
29 14 4 1.45 79 1 0 1.25
30 14 10 3.1 80 3 6 3.45
31 14 6 4,25 81 6 0 4.1
32 10 3 4,45 82 3 1 4.25
33 7 2 4.1 83 4 2 4.45
34 9 4 4.25 84 4 1 4.1
35 13 3 4.45 85 5 0 4.25
36 31 8 2.1 86 13 5 2.45
37 32 11 2.25 87 10 1 2.1
38 85 30 2.45 88 17 11 2.25
39 10 5 1.1 89 5 0 1.45
40 10 12 3.25 90 6 4 3.1
41 13 13 4.45 91 0 0 4.25
42 15 5 4.1 92 1 0 4.45
43 8 1 4.25 93 3 0 4.1
44 12 12 4.45 94 2 1 4,25
45 15 1 4.1 95 3 3 4.45
46 26 7 2.25 %6 6 0 2.1
47 73 29 2.45 97 3 1 2.25
48 17 8 2.1 98 9 2 2.45
49 9 3 1.25 99 1 0 1.1
50 8 14 3.45 100 0 0 3.31 B
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COLLECTION

Initial no. useful books
Prop'n day = 0 , add'n =
Prop'n week = ¢ , add'n

Prop'n month = 0 , add'n
Max success base rate

Total of daily uses

Day Bks
1 8
2 16
3 23
4 30
5 37
6 43
7 50
8 56
9 62

10 67
11 73
12 79
13 B4
14 90
15 95
16 100
17 105
18 109
19 1i6
20 122
21 126
22 131
23 136
24 138
25 141
26 145
27 149
28 153
29 158
30 161
31 165
32 169
33 173
34 178
35 182
36 186
37 191
38 194
39 199
40 202
41 205
42 210
43 214
44 218
45 221
46 220
47 222
48 226
49 228
50 230

Avb

8
10
12
15
16
18
20
24
25
31
32
3l
31
31
39
42
44
48
47
46
49
35
57
62
64
65
63
65
67
73
78
83
89
83
89
93
91
97
106
111
110
102

98
102
103
111
119
119
129
134

=0
2 , uses

= 3, uses )
3, uses = 185

Daily addition
284

262

0.8, prob of substitute

Uses

13
8
9

12

12

11

11

13

10

17

14

17

14

15

17

14

19

16

15

17

11

14

17

19

19

23

16

18

13

13

13

12

23

13

13

22

12
9

16

24

32

23

15

21

23

13

23

12

18

18- 96 -

792, substitute uses

Uses

Lo O

61

Vsts

600
219
112
30
5

4

FIGURE 4.4.3

8

Rvts

494
219



USERS FIGURE 4.4.4

Dist'n of visits = 2
Mean no. of visits = 10, attempts per visit = 1.45distributed

Prop'n who renege, [type 1] = 0.1, who revisit, [type 2] = 0.3
Prop'n who substitute, [type 3] = 0.1, balance, [type 4] = 0.5
Max no. of revisits = 2
No. Evt EPTA Type No. EVe EPTA Type
1 g .25 4 51 10 .1 4
2 19 .45 4 52 10 .25 4
3 19 .1 4 53 10 .45 4
4 19 .25 4 54 9 .1 4
5 19 .45 4 55 9 .25 4
6 19 .1 2 56 9 .45 2
7 18 .25 2 57 9 .1 2
8 18 .45 2 58 9 .25 2
9 18 .1 1 59 8 .45 1
10 18 .25 3 60 8 .1 3
11 18 .45 4 61 8 .25 4
12 17 .1 4 62 8 .45 4
13 17 .25 4 63 8 .1 4
14 17 45 4 64 8- .25 4
15 17 -1 4 65 7 .45 4
16 17 .25 2 66 7 .1 2
17 16 .45 2 67 7 .25 2
18 16 .1 2 68 7 .45 2
19 16 .25 1 69 7 .1 1
20 16 45 3 70 6 .25 3
21 16 .1 4 71 6 .45 4
22 16 .25 4 72 6 .1 4
23 15 .45 4 73 ) .25 4
24 15 .1 4 74 6 A5 4
25 15 .25 4 75 5 .1 4
26 15 45 2 76 5 .25 2
27 15 .1 2 77 3 .45 2
28 14 .25 2 78 5 .1 2
29 14 A5 1 79 5 .25 1
30 14 .1 3 80 4 45 3
31 14 .25 4 81 4 .1 4
32 14 .45 4 82 4 .25 4
33 13 .1 4 83 4 .45 4
34 13 .25 4 84 4 .1 4
35 13 .45 4 85 4 .25 4
36 13 .1 2 86 3 W45 2
37 13 .25 2 87 3 .1 2
38 12 45 2 88 3 .25 2
39 12 .1 1 89 3 L4 1
40 12 .25 3 o0 3 .1l 3
41 12 45 4 91 2 .25 4
42 12 .1 4 92 2 .45 4
43 12 .25 4 93 2 .1 4
44 11 .45 4 94 2 .25 4
45 11 .1 4 95 2 .45 4
46 11 .25 2 96 1 .1 2
47 11 LG5 2 97 1 .25 2
48 11 .1 2 98 1 .45 2
49 10 .25 1 99 1 .1 1
50 10 .45 3 100 1 .31 3
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TABLE 4.3

Aggregate frequency distributions of use after three simulations of
the use of the initial and reduced collections by 100 users with
Poisson-type distribution of rate of visit and expected frequencies
for the fitted negative binomial distribution.

Simulated and expected numbers of users

Number of Initial Reduced

uses Sim. Exp. Sim, Exp.
0 12 15.5 29 31.2
1 18 21.6 33 33.8
2 27 24.0 39 32.1
3 32 24.4 27 29.1
4 23 23,6 30 25.8
5 28 22.3 24 22.5
6 17 20.5 19 19.5
7 22 18.7 14 16.7
8 20 16.8 15 14.2
9 16 14.9 9 12.2

10 8 13.2 10.2

11 11 11.6 6 8.6

12 6 10,2 10 7.3

13 10 8.9 8 6.1

14 5 7.7 3 5.1

15 6 6.7 3 25, 6%

16 5 5.8 5

17 5 5.0 5

18 1 28, 6% 5

19 3 1

20+ 25 11

*Expected frequencies less than 5 were pooled for the test of fit
(see over).
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TABLE 4.3 (continued)
Mean of the frequency distribution of simulated uses for the
Poisson-type distribution of rates of visit and fitted parameters (k

and p) and chi-squared test statistics for the negative binomial

distribution.
Initial Reduced
collection collection
Mean use 8.10 5.99
k 1.685 1..32
p 0.172 0.180
Chi-squared 22.56 11.69
No.of cells 19 16
p , 0.1 0.5

Chi-squared test: expected frequencies less than 5 were pooled. P
is the approximate probability of the observed chi-squared value

being exceeded in random sampling.
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reduced collection for Poisson-distributed rates of visit. Table 4.4
shows the results for the geometrically distributed rates of visit. Table
4.5 shows the expected frequenéies of visit for the Poisson-type and
geometric-type distributions. ‘ '

The differences assigned to users as failure characteristics and as
differential rates of aitempt rendered their frequency disiributions of
use positively skewed even when their rates of visit were symmetrically
(Poisson) distributed. Negative binomial distributions could be fitted to
all the frequency distributions of use without test values of the chi-
squared statistic exceeding the 890% level of confidence. In the case of
the geometric distributions of visit this is not surprising; the
distribution is itself negative binomial with the shape parameter set to
unity. For the Poisson-type distribution of visit, the shape parameters
of the fitted negative binomial distributions of use exceeded unity, even
for the use of the reduced collection. Observing these distributions in
reality, therefore, we could not mistake the influence of the underlying
syrmetrical distribution of visits. The value of the shape parameter
certainly falls with a reduction in the size of collection (for the
enlarged collection the fitted value was Z2.1%5), but a much more drastic
reduction would be necessary before a reversed J-shaped gistribﬁtion
resulted. For the gecmetric distribution of visit, the shape parameters
remained more stable and indeed were identical for the initial and
enlarged collections. )

From the evidencé of the simulation results, it seens reascnable to
coficlude that, unless the distribution of propensity among users (the
product of all their rates and characteristics) ig itself reversed
J-shaped, competition among users is unlikely to produce such a frequency

distribution of use at realistic levels of availability.
4.3 SUMMARY

The equilibrium in aggregate rates of use observed for the users of the
short-loan collection (Section 3.5) was unlikely to have been the result
of a constraint imposed by a shortage of useful material in the
collection. In the following year, under largely unchanged conditions,
the number of uses sustained by the collection rose by nearly 20%.

The simulation of use for a collection with similar or lower levels of

availability appeared to show that reversed J-shaped frequency
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TABLE 4.4

- Aggregate frequency distributions of use after three simulations of
the use of the initial and Teduced collections by 100 users with
geometric-type distribution of rate of visit and expected

- frequencies for the fitted negative binomial distribution.

Simulated and expected numbers of users

Number of Initial Reduced

uses Sim. Exp. Sim, Exp.
0 45 49.4 68 69.9
1 33 32.6 45 39.8
2 33 25.7 28 29.2
3 23 21.4 20 23.1
4 16 18.3 15 18.9
5 21 15.9 22 15.7
6 14 13.9 15 13.3
7 10 12.3 12 11.3
8 14 10.9 8 9.7
9 9 9.7 11 8.4
10 15 8.6 5 7.3

li 3 7.7 7 6.3

12 5 6.9 3 5.5
13 3 6.2 1 41, 6%

14 2 5.6 5

15 1 5.1 3

16 4 49, 8% 5

17 5 3

18 4 2

19 3 3

20+ 37 19

*Expected frequencies less than 5 were pooled for the test of fit
(see over).
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TABLE 4.4 (continued)

Mean of the frequency distribution of simulated uses for the
geometric-type distribution of rates of visit and fitted parameters

(k and p) and chi-squared test statistics for the negative binomial

distribution.
Initial
collection Reduced collection
Mean use 8,13 5.71
k 0.718 0.632
P 0.081 0.0997
Chi-squared 21.50 7.84
No.of -cells ) 17 14
P 0.1 0.75

Chi-squared test: expected frequencies less than 5 were pooled. P
is the approximate probability of the observed chi-squared value

being exceeded in random sampling.
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TABLE 4.5

Expected frequencies of visit for Poisson-type and geometric-type
distributions of rate of visit.

Expected number of visitors

Number of visits Poisson-type Geometric-type
0 0 0
1 0 10
2 0 g
3 1 8
4 1 7
5 4 6
6 7 6
7 9 6
8 11 4
9 12 5

10 13 4

11 11 3

12 11 3

13 7 3

14 5 3

15 4 2

16 2 2

17 1 2

18 1 1

19 0 2

20 0 1

21+ 0 13

“*Namely: 21, 21, 22, 23, 24, 26, 27, 29, 31, 33, 34, 38, 44,
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distributions of use would not be observed unless the users underlying
rate of recourse to the collection was itself of that form.

It appears therefore reasonable to assume that patterns of use observed
for users of the short-loan collection (Table 2.3 and Chapter 3) reflect

the propensity of those users towards library use.
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CHAPTER 5

FIT OF NEGATIVE BINOMIAL DISTRIBUTIONS TC LIBRARY USE DATA FROM THE -
LITERATURE

In Section 2.2.3, negative binomial distributions were shown to fit
observed frequency distributions of use for the users of a short-loan
collection. 'Although the fit to the data was reasonable, the model was
unsatisfactory. The fitted parameters varied unpredictably with time, at
least in the short term, thus robbing the model of its potential
usefulness. In Chapter 3, the data were shown to exhibit some of the
properties assumed in the negative binomial model and in Chapter 4 the
observed distributione of use were judged to reflect real differences
among the users.

In this chapter, the model is tested against sets of library-use data
reported in the literature. Unfortunately, no examples could be found
representing the use of the same collection over varying time periods:
the test of the model against these new sets of data represents only a
data-fitting axercise, therefore. On the assumption that the findings of
Chapters 3 and 4 applied to the new sets of data, reasonable fits would
confirm the negative binomial distribution as a useful approximation to
frequency distributions observed for library users; but unless the context
‘of the data was known, the doubis expressed in Section 1.3 (about the
coherence of the record) and in Section 1.4 (about the integrity of the

unit) would discourage generalisation from the fitted model.
5.1 THE USE OF LIBRARY DATA FROM THE LITERATURE

Even data fitting posed some problems with these new data. Author's
estimates of the size of potential user populations could not be checked,
and estimates of the numbers of potential users for particular
collections (which were possibly smaller than for all collections) were
not available, Data for the use of particular collections (such as
withdrawals from a reserve collection) were not analysed, therefore, even
though an accurate estimate of the proportion of zeros would not always
have been critical to fit (81). In one case, for example, a poorer fit
was achieved for the aggregate distribution for all types of use than for

the use of a reserve collection known to be serving only a part of the
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potential user population. (It is possible that in this case (and perhaps
in others) the aggregate record of use comprised sets of data with
incompatible distributions which arose under differing conditions and for
different sections of the overall population.)

For one set of data, a proportion of the withdrawals from the
collection probably went unrecorded; for others, the importance of
unrecorded use {(within the library, say, or from subsidiary coliections)
remains unknown.

For convenience, most auvthors grouped together some of the frequencies
of use, especially in the tails of their distributions. The data were
always used as presented when the fits of negative binomial distributions
were tested. But in order to estimate the parameters of the distribution
by using the maximum-likelihood equation (Figure 2.4) individual
frequencies had to be reconstructed. This was done in an arbitrary way,
so that the reconstruction should not appear too smooth, but, of course,
within the constraints of group totals or known statistics, such as the

mean or standard deviation.
5.2 §SETS OF DATA FROX THE LITERATURE

Sets of data for recorded library use by users of academic libraries
were reported by Ritter (7}, Maxted (25), Knapp (3, Clayton (8) and
Schnaitter (24). ’

Ritter gives circulation totals for 468 students in a2 US liberal arts
college for a period of nine weeks. The students were enrclled on
various courses, especially in education. Frequencles were not grouped
and 11 students, unlikely to vse, were discounted by the author from the
potential user population.

Maxted records borrowings over two successive terms from an
unsupervised library in a UK hall of residence by 342 resident students.
All disciplines within the university were represented but use was
largely recreational. Even if all the residents were, by definition,
potential borrowers, there must be doubt about the completeness of a
voluntary record of borrowing.

Knapp records course-related reserve and general collection withdrawals
from a US college library by 738 students during one semester. Before

estimation of the negative binomial parameters, the distribution was
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reconstructed around a smooth curve sketched through the mean values of
grouped frequencies.

Clayton presents data similar to that of Knapp for 545 students in
another US college during one semester. Clayton acknowledges that some
students would not bave had items placed on reserve for them during the
period of his study.

Schnaitter records issues from a main library to 3755 junior students
at a US university during one semester. Issues of loans, short loans,
journals and reserve material were recorded but six divisional branch
libraries on the campus were not surveyed.

All these writers were concerned to assess differences among students
before or after library use and to relate them to observed distributions
of use. Although marked differences in amounts of use were always
observed, no equally marked differences in purpose or benefit were found.
In many ways, Wilson's criticism of user studies is exemplified (48).
Even though, as students, these users share similar tasks and roles, a
more sophisticated concept of information need and vse would appear to be
be required before the use of particular information channels could be

explained.
5.3 FIT OF NEGATIVE BIKOMIAL DISTRIBUTIONS

The frequency distributions of recorded library use taken from the
literature are shown in Tables 5.1 to 5.3, Negative binomial
distributions are fitted alongside. The parameters were estimated using
the maximum likelihood equation set out in Figure 2.4. Frequencies are
grouped for convenience, but fit was tested using as many individual
frequencies as were presented by the authors.

The null hypothesis predicted that the ohserved frequency distributions
were sampled from a negative-binomial distributed population with
parameters estimated from the data. This hypothesis was tested using the
chi-squared test of goodness of fit. The hypothesis was to be rejected
for observed values of the chi-squared statistic exceeding the 20% level
of significance for a chi~squared distribution with three less degrees of
freedom than the number of cells into which the frequencies were divided.
(The expected distribution depended upon two parameters estimated from
the data as well as the total of the frequencies). A majority of the sets -

of data were required to have values of the test statistic outside the
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TABLE 5.1

Frequency distributions and statistics of recorded library use from

Ritter (7) and Maxted (25) with expected frequencies, parameters

(k and p) and chi-squared test statistics for fitted negative

binomial distributions. -

Observed (0Obs) and expected (Exp) numbers of users

Number of
recorded Ritter Maxted
uses Obs. Exp. Obs. Exp.

0 150 135.4 149 143.7

1 27 56.5 35 45.3

2 41 38.3 20 28.0

3 23 29.3 25 20.1

4 23 23.7 13 15.5

5-9 84 75.0 58 44,2
10-14 41 40.1 19 20.1
15-24 50 39.2 18 16.5
25-49 26 . 25.6 4 .8
50+ -3 4.9 0.8
Mean use 6.8 3.97
Variance 84.1 45.1
k 0.445 0.342
P 0.0614 0.0793
Chi-squared 48,7 20.9
No.of cells 27 16
P 0.003 0.08

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 5.2

Frequency distribution and statistics of recorded library use from
Knapp (3) with expected frequencies, parameters (k and p) and
chi-squared test statistics for the fitted negative binomial
distribution.

Numbers of users
Number of recorded

uses Observed Expected

0 111 107.8

1 58 74.2

2 61 59.9

3 54 50.6

4 49 43.8

5-10 192 176.1
11-15 90 82.1
16-25 ' 62 83.4
26+ 61 60.1
Mean use 9.12
Variance 120 7
k 0.745
p _ 0.0756
Chi-squared 12.8
No.of cells . 11
P 0.13

P is the approximate probability of the observed chi-squared value
being exceeded in random sampling.
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TABLE 5.3

Frequency distributions and statistics of recorded library use from
Clayton (8) and Schnaitter (24) with expected frequencies,
parameters (k and p) and chi-squared test statistics for fitted
negative binomial distributions.

Observed (Obs) and expected (Exp) numbers of users

Number of ,
recorded Clayton Schnaitter
uses Obs. Exp. Obs, Exp.
0 48 34.6 1308 : 1266.4
1 28 31.8 298 421.1
2 20 29.5 291 271.3
3 23 27.6 209 203.0
4 22 25.8 168 162.4
5-9 102 106.4 527 515.1
10-14 73 77.4 349 286.1
15-24 114 97.9 306 304.2
25-49 94 89.7 226 248.2
50+ - 21 24.3 73 77.2
Mean use 15.5 7.57
Variance 216 172
k 0.976 0.348
P 0.0593 0.044
Chi-squared ) 26.8 82.8
No.of cells 23 30
P 0.15 0

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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critical region for the model to be accepted. The conservative
significance level was adopted in order to give some protection against
Type Il errors, that is, an acceptance of the negative binomial model
when an alternative might be preferable. The test was one-tai led: the
critical region being assumed to lie only in the upper tail.

The results of the tests indicated a ;ejection of the negative binomial
mnodel for these sets of data. All the values of the test statistic fell
within the critical region, although in two cases (Knapp and Clayton)
with a level of significance between 10% and 20%.

Poor fit to the zero or early terms of the distributions seemed to be
responsible for the rejection. It is possible that potential user
populations were not well estimated, although this could not explain the
general lack of smoothness in the early part of most distributions which
was perhaps due to the aggregation of separate distributions for the use
of different components of the collections. If this were the case, the

distributions would be difficult te model with as few as two parameters.
5.4 SUMMARY

Negative binomial distributions were fitted to five fregquency
distributions of recorded library use reported in the literature but gave
poor results. It is possible that the data came from incomplete surveys

or were mixtures of incompatiblie records of use.
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CHAPTER 6 -
ALTERNATIVE MODELS FOR FREQUENCY DISTRIBUTIONS OF LIBRARY USE

On the evidence of Section 2.2.3 and Chapter 5, the negative binomial
probability distribution has to be rejected as a model for frequency
distributions of library use. Other probability distributions were
therefore reviewed. O0f these, the lognormal distribution, Neyman's Type A
distribution and the generalized inverse Gaussian-Poisson distribution
were considered candidates capable of fitting the data so far presented,
as well as being justifiable 2 priori as models, albelt superficial
models, of the process observed.

The fitted distribution needed to be reversed J-shaped with zeros in
any proportion {(although usually less than one half) and a standard
deviation in the range between one and two times the mean. Table 6.1
shows the behaviour of the negative bincmial distribution within this
range. Values of k need to be rather less than unity to achieve the
skewness of the observed distributions so that much freedom with the
scale parameter g is lost. XNonetheless, the general shape of the
observed distributions was approximated.

It was possible to reject all three candidate distributions on the

evidence of fit to one or more sets of data.
6.1 LOGNORKAL DISTRIBUTION

The lognormal distribution is described by Aitchison and Brown (50).
It is generated when the logarithm of the variate is normally
distributed. Now a normal variate comprises ithe sum of a constant and
an error value. If the constant is zero and the error is itself the sup
of many errors, then the distribution is similarly normal. For the
sampling distribution of the means (and therefore the sums) of large
random samples from a population of errors (however distributed) will be
approximately normally distributed. But if the errors are combined in
some multiplicative process, as a product rather than a sum, then a
lognormal distribution will result. The logarithm of the variate will
comprise the sum of the logarithms of the error values.

This is an attractive model for the process leading to recorded library

usg, for a number of the variables have already been characterised as
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TABLE 6.1

Values of the negative binomial shape parameter, k, and proportion
of zeros, p(0), for various values of the scale parameter, qg=(1-

p), when the standard deviation, s, is equal to or greater than the

mean, m.

s=m _ s=/2m s=2m
q k p(0) k p(0) X p(0)
0.25 4.0 0.32 2.0 0.56 1.0 0.75
0.5 2.0 0.25 1.0 0.5 0.5 0.71
0.75 1.33 0.16  0.67 0.4 0.33 0.63
0.99 1.01 0.01 0.5 0.1 0.25 0.32

Calculated from: mean = kq/p; variance = kq/p?; proportion of zeros

= pk.
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operating serially and thus multiplicatively. In Section 4.2, the number
of recorded uses simulated for each user depended, among other factors,
upon the number of visits multiplied by the number of attempts per visit
multiplied by the rate of success per attempt and so on. On the other
hand, the number of factors may not be large enough to achieve the
normality in the model. The process, too, may branch into parallel pathbs,

such as the revisits or substitutions of the simulation.
6.1.1 Fit of the lognormal distribution

For each of the sets of data presented in Chapter 5, the cumulative
praportions of users were plotted on a probability scale against the
logarithm of the maximum number of uses. The resulting plots were
variously concave to the probability axis (lognormally-distiributed data
would produce a straight line), suggesting that the logarithmic
transformation was overcorrecting for the positive ckewness of the data.
1t is true that some curvature in the plot of the lowest proportions
would result for a discrete form of the lognormal distribution (for
example, the Foiscon-lognormal distribution (82) described by Cassie).
The model would certainly need to be used in such a discrete form. But
the observed curvature persisted throughout thé plot for most sets of
data.

A test of the gkewness in relation to the height of the pbgerved and
expected distributions was therefore performed. The ratio of the excess
of kurtosis to the square of skewness was calculated for each set of data
and compared to values for the lognormal distribution.

It is customary to define the skewness of a distribution (its departure
from symmetry) as the ratio of the third moment about the mean to the
cube of the standard deviation {(see Hines (83:302-304), for example).
Kurtosis is defined as the ratio of the fourth moment about the mean to
the square of the variance. The kurtosis of a normal distribution takes
the value 3 and is constant. Hence the excess or coefficient of kurtosis
is defined as the value of the kurtosis reduced by three. A ratio of the
excess of kurtosis to the square of the skewness thus describes a
particular relationship between symmetry and peakedness for a
distribution. It was used to compare lognormal distributions against the

observed distributions of Chaper 5. - -
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Table 6.2 chows the means and central moments for these data together
with calculated values of the ratio. By trial and error, lognormal means
and standard deviations were found which represented the transformed
means and variances of the observed distributions. These are shown in
Table 6.3. Values of the skewnass and excess of kurtosis for the
lognormal distribution were calculated from formulae presented by
Aitchison and Brown (50:8) and are shown in Table 6.4 for the range of
standard deviations represented in Table 6.3. The ratlios of the excess
of kurtosis to the sguare of skewness shown in Table 6.4 are clearly
consistently larger than the ratios calculated for the data (Table 6.2).

By comparison, the ratic for the gamma distribution is closer ta
observed values, being constant at 1.5. On this evidence, therefore, fits
of a discrete lognormal distribution to the observed distributions are
likely to be poorer than those obtained for the discrete gamma
distribution, the negative binomial distribution. Values of the ratio for

the negative binomial distribution are shown in Table 6.5.
6.2 NEYMAN'S TYPE A4 DISTRIBUTION

Neyman's Type A or contagious distribution mixes two Poisson -
distributions and shows similarities to forms of the negative binomial
distributicon (77,84 ,85). fApplied to library use, the model can be
described, following Froggatt (76), as representing use occurriﬁg in
short, infrequent spells; the parameters of the two Poisson distributicns
determine the mean number of spells per time period and the mean number
of uses per spell for all users. In Figure 6.1, the distribution function
is set out together with the methods of estimating the two parameters
and the expected proportion of zeros. Using the means and variances of
the five sets of data described in Chapter 5 (Table 6.2) the expected
proportion of zeros was calculated and compared to the observed
propertion. The result is shown in Table 6.6.

Clearly the Feyman Type A distribution would give a poor fit to the
observed frequency distributions. The proportion of zeros will lie within
a2 narrow range for any combination of mean and varilance. If the mean
and standard deviation are related in the manner shown in Table 6.1 and
as reguired by the library use data, then, as Table 6.7 shows, the zero

term is closely defined also.
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TABLE 6.2

Means and central moments for five frequency distributions of
recorded library use and ratio of the excess of kurtosis to the

square of skewness.

Qrigin of

data¥ Mean ] ,A‘; Sy /Aiq. Ratio

Ritter 6.80 84 1547 55647 1.21

Maxted 3.97 45 1029 40867 1.48

Knapp 9.12 130 3434 151608 1.11

Clayton 15.5 221 5004 278642 1.17
Schnaitter 7.57 176 8708 733742 1.49 '

“see Chapter 5.
/krrepresents the rth moment about the mean: for grouped

distributions the values are approximate. Ratio calculated from:

Cpe/ (pa) =31/ Dy [z ]
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TABLE 6.3

Means and standard deviations (SD) for lognormal distributions

fitted to frequency distributions of recorded library use.

Origin of Lognormal Lognormal Expected Expected
data¥ mean Sb mean variance
Ritter 1.40 1.02 6.82 85.2
Maxted 0.71 1.16 3.99 45.1
Knapp 1.74 0.97 9.12 130
Clayton 2.41 *0.81 15.5 222
Schnaitter 1.31 1.19 7.52 177

*see Chapter 5.

pres s

- . ZA'*U:' g1 h .
Expected mean = £ ; expected variance =& (5—4) where a4 is

the lognormal mean and ¢ is the lognormal SD.
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TABLE 6.4

Skewness, excess of kurtosis and ratio of the excess of kurtosis to
the square of skewness for lognormal distributions with standard

deviations, o

Excess of
g Skeuness kurtosis Ratio
0.5 1.75 5.90 1.93
1.0 6.18 111 2.90
2.0 414 9220557 53.7

Data from Aitchison and Brown (50:8)
Skewness = ¢’ + 3¢; excess of kurtosis = ¢® + 6¢® + 15¢* + 16¢2

where ¢ = (e” - 1). -
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TABLE 6.5

Values of the ratio of the excess of kurtosis to the square of
skewness for negative binomial distributions with scale parameters q

= (1 - p). -

q Ratio® q Ratio¥
0.001 1.0 0.6 ' 1.47
0.1 1.17 0.7 1.48
0.2 1.28 0.8 1.49
0.3 1.36 0.9 1.5
0.4 1.41 - 0.99 1.5
0.5 1.44

*Kurtosis = 3 + (1 + 4q + q*)/kq; square of skewness = (1 + q)zlhq.

Source: Williamson and Bretherton (37).
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FIGURE 6.1

Neyman's Type A probability distribution

Users have a mean number of spells per time period, m', and a mean

number of uses per spell, z". The probability of observing v uses, p(),
is summed over all numbers of spells, s. Thus,

-3 a4 "'IM.' '$
S € M
PC“') = E £ (o) , 820,42, ws 0,1,2, ...

w! sl

8

!
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eum:r& (W‘:eﬁk)ssu
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where ¢ = 1 and e = 2.718.

The parameters, m' and »", can be expressed in terms of thq mean,

m = m'm* and the variance, s< = (1 + o"'m’'m” so that,
- m* = (s - m/m,
and m'= m/m" = p*/(s< - m.

The proportion of zeros, p(®), may be written,

&-m" )z

2!

P(o) = g™ |+ M’s“‘"+c'"'

em’(e' -t)'

The.expressions for m’' and m* may then be sustituted.
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TABLE 6.6

Observed proportions of users recording zero uses in five frequency
distributions of recorded library use and expected proportions of

zeros for Neyman's Type A distribution.

Observed Expected
proportion of proportion of
Origin of data® zZeros Zeros
Ritter 0.32 0.55
Knapp 0.15 0.50
Maxted 0.44 0.68
Clayton 0.088 0.31
Schnaitter 0.35 0.71

%*see Chapter 5.
The expected proportion of zeros is calculated from the expression
given in Figure 6.1 by substituting observed means and variances for

each set of data.
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TABLE 6.7

Proportion of zeros, p(0), in Neyman's

Type A distribution for

various values of the mean, m, when the standard deviation, s, is

equal to or greater than the mean.

Proportion of zeros, p(O), when

Mean s =m s =J2m s = 2m
4 0.28 0.57 0.77
7 0.31 0.58 0.77
10 0.33 0.59 0.77
13 0.34 0.59 0.77
16 0.34 0.60 0.78
Toom ot
p(0) calculated from ¢~ (¢ - 1) where m" = (s* - m)/m and

f.n' = m/mu_
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6.3 THREE-FPARAMETER MODELE

The two-parameter alternative models considered above did not seem
likely to improve upon the fit of the negative binomial distribution. It
becane necessary therefore to consider three-parameter distributions in
order to find a frequency curve with a more adaptable shape. In this way
it was hoped to account for anomalies in the negative binomial fits by
the introduction of an extra variable. Nonetheless, the step was taken
with some reluctance. The nature and scale of the new variable would
have to be assigned in a largely arbitrary fashion. No extra data were
available to estimate the new parameter; the existing data disclosed only
central tendency and range for the observed distributions. While it is
true that under these conditions a model can in any case only be judged
by fit (the praobability of the accurrence of an observed set of data in
random sampling from the model population?) and while it is true that a
model with improved fit was indeed required to satisfy the test of |
Section 5.3, it was nonetheless to be expected that within the sets of
data requiring to be modelled there were not conly the effects of unknown
variables but also random fluctuations and, very probably, sampling
errors. Since errors and genuine diversity were both unknowns, there was
a real risk of adjusting the model to fit errors as well as diversity.
Nonetheless, the availability of five different sets of observations gave
some protection against modelling spurious effects, and it seemed
reasonable therefore to fit one extra parameter.

It would have been possible to assume that zll the populations
repregented by the data were to some degree heterogeneous. Fits could
have been improved, therefore, by partitioning populations into two or
more subsets to be modelled with separate parameters. An example of
such an exercise is given by Brownsey (86). There was evidence, however,
that heterogeneity did not always cause poor fit. Data collected by the
author for four months library use by each of three classes (years) of
undergraduate pharmacists were indeed well fitted by negative binomial
distributions with F > 0.25 for chi-squared tests. But the fit of a
negative binomial distribution to the frequency distribution of use for
the aggregate of all three classes was even hetter (P > 0.75).

For most sets of data, the natural subdivision of the population would
have been into classes, or at least disciplines, of which there would

usually have been many in each population. ¥o information about the
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sizes of classes or disciplines was available to the authar except with
respect to one set of data. Even in this case, 1t would have been beyond
the ability of the author to construct an algorithm to fit many negative
binomial distributions simultaneously. Again, therefore, it seemed
reasonable to adopt the most parsimonious modelling approach by fitting

only a single extra parameter.
6.4 GENERALIZED INVERSE GAUSSIAN-POISSON DISTRIBUTION

Sichel (87) has employed a discrete probability distribution with up to
three parameters to model many sets of bibliometric data. In its most
general form, this Generalised Inverse Gaussian-Polsson (GIGP)
distribution is tedious to calculate, although a recurrence relationship
based on two previous terms in the series is avallable (Figure 6.2). The
negative binomial distribution is that special case of the GIGP
distribution in which one of the parameters, a, is set to zero and
another, k, is greater than zero.

Vhen all three parameters are free, calculation is simplified if
k=-05, 0, 05, 1,... According to Sichel (75:196), the shape of the
distribution changes only gradually with the change in k. It was for -
these half-integer values of k, therefore, that the distribution was
tested against the data. .

6.4.1 kF=-05

Sichel (79) has fitted the GIGP distribution with this parameter to
sets of purchasing data for which the negative binomial distribution gave
poor fits. The observed distributions had modes greater than zero, or
were reversed J-shaped with large zero terms.

Table 6.8 shows the result of estimating the GIGP parameter & from the
values of the zero and ones terms ir Clayton's data for various
permissible values of the parameter g. It is clear that the two

estimates are incompatible.
642 k=0,05,1,..

For other values of k, use was made of the recurrence relationship -
shown in Figure 6.2. If the fit of the GIGP distribution was to improve
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FIGURE 6.2

Generalized inverse Gausslan-Poisson distribution

The probability of r events, pa, is,

=" @y )"
pCr) = K, (a[i-41%)  nf Ko (2,

where a, k and q are the parameters of the distribution, a } 0, 0 < k ¢ o,
0 ¢ g ¢1, and Ko (2 1s the modified Bessel function of the second kind
of order v with argument z. The parameter Ik is invariant with time while

a and g change predictably and tend to their upper limits.

A recurrence relationship links successive terms of the distribution,

2

par) = (FEE) g ptrn) + 2 pGra).

For k = -0.5, the start-up probabilities,

—m<1 — €1 - gk
e = f

p@

and p(l) p®rag/2,

are easily calculated.
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TABLE 6.8

Estimates of parameter a of the GIGP distribution which satisfy the
observed proportions of zeros and ones reported by Clayton (8) for

various values of the parameter q.

Estimates of parameter a:

For observed

proportion of For observed
q ZETO0S preportion of ones
0.1 47 12,0
0.2 23 5.8
0.3 15 3.9
0.4 : 11 2.9
0.5 i 8.3 2.3
0.6 6.6 1.9
0.7 . 5.4 1.7
0.8 4.4 1.5
0.9 3.6 1.3

e (I-G-g) %
~0.5. Estimate of a calculated from p(0) = e ( V) a

k
p(1) = p(0)aq/2 where P(O) = 0.088 and p(1) = 0.583.p(0)

nd
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on that of the megative binomial distribution, it was in the esrlier terms
of the series that a closer fit was required. In particular, the GIGP
would need to reproduce the abserved ‘shelving' where adjacent terms took
similar values instead of declining smoothly (Table 6.9). This shelf may
have been easier to model by assuming heterogeneous subsets within the
population of potential users, but this assumption was not thought
justified until simpler models assuming homogeneous populations had been
discredited.

On the assumption that the proportions of users making one and two
uses were to be egual (the 'shelf'), an expression for the parameter a in
terms of the other variables was derived from the recurrence relatiomship
as shown in Figure 6.3. Using the observed relative frequencies of zero
and one uses from two sets of data as start-up probabilities in the
recurrence relationship, the distribution was then graduated for trial
values of k and g until best fit to the terms shown in Figure 6.4 were
obtained. The optimal values of a, k and g were then used in the
probability function of Figure 6.2 in order to calculate expecied
proportions of zeros and ones.

The table in Figure 6.4 shows values calculated from the data of Knapp
and Schnaitter. The correspondence to observed values is poor in three

cases out of four and the GIGP was therefore rejected as a model.
65 MODIFIED NEGATIVE BINOMIAL DISTRIBUTION

Observed ratios of the excess of kurtosis to the square of skewness
(Table 6.5) indicate a gamma-like distiribution for the sets of data from
the literature. Ratios of this order would also indicate a beta
distribution, however. A Poisson-beta distribution (which would have
three parameters) was therefore considered worthy of future investigation
if a modification of fhe negative binomial (Foisson-gamma) distribution

failed to produce good fit.
6.5.1 Modification of the negative binomial distribution

In considering the lognormal distribution (Section 6.1), it was noted
that library uses accrue as the product of several variables, numbers of
visits to the collection, attempts per visit, and so on. Following

Froggatt's application (76), the Neyman Type A distribution would also
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TABLE 6.9

Shelving (departure from smooth monotonic decline) in the early

terms of frequency distributions of recorded library use.

Numbers of users

Number of

uses Ritterw Maxted®* - Knapp™® Clayton¥ Schnaitter®
1 27 58 298

2 41, 20 61 20 291

3 23 25 54 23

& 23 22

* See Chapter 5.
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FIGURE 6.3

Calculation of parameters for the generalized inverse Gaussian-Poisson
distribution which would give fit to data with ‘'shelf' at p(1) and p().

From the recurrence relatienship in Figure 6.2, we have,

P = 3 (1250 + (7).

If p(1) = p(2) and pW@) = cp(l), where c is greater than unity and is

calculated from an observed distribution, then,

c(—{}%qi)+q,(ﬁ—2k) = |

and thus,

NI EL )
=

For k=0, 05, 1,... and @ < g < 1, if p® and p(l> are supplied from

an observed distribution, an expected distribution of best fit may be
graduated by trial and error from the recurrence relationship of Figure
6.2,
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FIGURE 6.4

Fit of generalized inverse Gaussian-Polsson distribution to data from
KEnapp (3) and Schnaitter (24)

Expected numbers of users were calculated for trial values of k and g
in the ranges k= 0, 0.5, 1,... and @ < g < 1 using
a =48 - 4¢gQ + k)/cg?]l and p(®), p(l) and ¢ = p(@)/p(l) supplied from
the data. Best fit was obtained for the values of k and ¢ shown. These
values were inserted in to the probability function of Figure 6.2 to
provide the estimates of p(@) and p(l) shown at the foot of the table.

Observed (Obs.) and expected (Exp.) numbers of users, observed and
estimated proportions of zeros and ones, and fitted values of the
parameters k and g.

Number Knapp Schnaitter
of uses Obs. Exp. Obs. Exp.

0 111 1308

1 58 298

2 61 60.0 291 295.0 -
3 54 54.1 209 205.9
4 49 48.3 168 158.5
5 40 42.8 126 127.9
18 8 8.3 31 . 32.6
p(0) a.15 0.35
p(L) 0.08 0.08
é 1.0 0
q 0.88 0.99
P(O) 0.06 0.18
p(1) 0.07 0.13

1
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reproduce such a serial process. For, the probability of a given number
of uses would depend not only upon the probabilities of that number of
uses occurring in all possiblé-numbers of spells, but also upon the
probability associated with each possible number of spells. It is
therefore the sum of the products of these two probabilities over all
numbers of spells.

The negative binomial distribution was accordingly modified from a
Poisson-gamma distribution to a Neyman-gamma distribution. The extra
sophistication accorded to the model was modest enough: potential users
shared only a single common rate of use per spell. HNonetheless, the
modified model could be adjusted to increase the zero term of the
distribution without significantly altering the shape of the tail. For,
depending upon the value assigned to the extra parameter, some
individuals with few spells, as well as all those with none at all, would
record zero uses.

In Section 3.4, it was noted that if a unit of time of one weeklthégﬂechb
the observed distributions of amounts of use per itime period were
reasonably well approximated by the negative binomial distribution. If
the unit of time were omne day, however, the model would grossly
underestimate the observed range of amounts of use. The hypothesis that
use occurs in spells of undefined length within any time period resolves
this difficulty. The amount of use per spell is then independent of the
unit of time chosen for the analysis: it is the expected number of spells
which is dependent.

Clearly, the new model still represents aonly a little of the diversity
assumed in the simulation model discussed in Section 4.2, The limited
amount of flexibility derived from the extra parameter is applied,

however, in a way which intuitively seems to correspond to reality.
6.5.2 Modified negative binomial distribution

The probability function for the modified negative binomial
distribution is shown in Figure 6.5. The gamma variate, m, which is
distributed with probablility density as shown in Figure 2.2, represents
now a mean- number of spells per time pericd. Actual numbers of spells
are distributed about tbis mean with Poisson probabilities. Uses are
recorded only in these spells and occur for all users at a mean rate of a

per spell. Thus the actual pumbers of uses recorded by each user in each
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FIGURE 6.5

Modified negative binomilal distribution

Let the events defined in Figure 2.2 be spells (Section 6.2). Observed
integer numbers of events occur only in these spells and are Poisson
distributed about a mean rate, a, per spell. For all numbers, s, of spells,

the proportion of observations in which r events are expected is then

plr) = 2 S_MPI,(U) pe

$=0

and therefore from Figure 2.4

f’(") LZ (qﬁ) g0s (k-rs-—l) ‘_Ls_

The sum of the probabilities approaches unity for any valid combination
of parameter values. It can be shown (88) that the mean of r is akq/p
and that the variance is akq@a + p)/p=< Using-the direct scale |
parameter, b = p/{l - p» = p/gq, we have, therefore

DISTRIBUTION MEAR VARIAKCE
k k

Gamma — -
b b*
k k . k

Negative binomial — —t —

8 b b b

¥odified negative binomial o_-’-(- c{}ﬁ + Qf-_k + 0,& .

b b* b b

In the application to recorded library use, the number of users

recording r uses, f{r), out of a total of ¥ potential users is,

f(r) N-&Z(k*s ! s,'as(a.s)" ¥, 3=0,,32,..
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time period are Folsson distributed about a mean which is the product of

the actual number of spells and the parameter value, a.
6.5.2.1 Fit of the modified negative binomial distribution

The frequency distributions of recorded library use described in
'Chapter 5 are shown again in Tables 6.10 to 6.12. Modified negative
binomial distributions are fitted alongside. Parameters k and g were
fitted by trial and error, and for each combination, a value of a was
chosen so as to reproduce the sample mean. The parameter values which
gave best fit to the proportions of zeros and ones were then finally
adjusted to give a minimum chi-squared value when up to 13 terms of the
observed and expected distributions were compared.

4s before, chi-squared test statistics were calculated in order to
assess the goodness of fit of the full distribution. Ungrouped
frequencies were used where available. The null hypothesis was deemed
rejected if chi-squared test statistics exceeded the value for the 20%
level of significance of the chi-squared distribution having four less
degrees of freedcm than the number of cells into which the frequencies
were distributed. The fit is improved compared to the original model
(Section 5.3); only two of the five results now indicate rejection. For
one of these, for Schnaitter's data, the fit was improved when the
population was partitioned into sexes (Table 6.13).  Frecuency
distributions for each of the three Pharmacy classes (Tables 6.14 and
6.15) were not fitted so well as with the original model. Although the
chi-squared statistics were no worse (Table 6.16), the loss of one degree
of freedom {(for the extra parameter) reduced the probability of their

values being exceeded in random sampling.
6.5.3 Conclusion

Vith the extra parameter, the modified model does cope better with
large differences between proportions of zeros and ones. In some cases
it does go a little way towards reproducing the ‘shelves' described
earlier (Table 6.9). These shelves are evident even in the frequency
distributions for the classes of pharmacists and they are therefore not
necessarily caused by heterogeneity of discipline. It may be that, on the -

evidence from Schnaitter's data, differences between the sexes are also
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TABLE 6.10

Frequency distributions and statistics of recorded library use from
Ritter (7) and Maxted (25) with expected frequencies, parameters
(k, p and a) and chi-squared test statistics for fitted modified
negative binomial distributions.

Observed (Obs} and expected (Exp) numbers of users

Number of

recorded Ritter Maxted

uses Obs. Exp. Obs. Exp.
0 150 151.1 149 145.3
1 27 30.5 35 31.8 -
2 41 33.1 20 28.0
3 23 29,3 25 22.1
4 23 24,9 13 17.5
5-9 84 82.9 58 51.0
10-14 41 45.4 19 22.6
15-24 50 42.9 18 17,0
25-49 26 25.1 4 .7
50+ - 3 2.8 0
Mean use 6.8 3.97

Variance 84.1 45,1

k 0.60 0.47
P 0.126 0.113

a 1.63 1.08
Chi-squared 30.4 13.5

No.of cells 26 16

P 0.1 0.3

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 6.11

Frequency distribution and statistics of recorded library use from
Knapp (3) with expected frequencies, parameters (k, p and a) and
chi-squared test statistics for the fitted modified negative
binomial distribution.

Numbers of users
Number of rTecorded

uses Observed Expected
0 111 108.7
1 : 58 ' 60.0
2 61 55.7
3 54 49.6
4 49 44.3
5-10 192 186.5
11-15 _ 90 88.7
16-25 62 87.9
26+ 60 55.6
Mean use 9.12
Variance ; 120
k 0.91
p 0.0654
a .70
Chi-squared 10.0
No.of cells ) 11
P 0.2

P is the approximate probability of the observed chi-squared value
being exceeded in random sampling.
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TABLE 6.12

Frequency distributions and statistics of recorded library use from
Clayton (8) and Schnaitter (24) with expected frequencies,
parameters (k, p and a) and chi-squared test statistics for fitted
modified negative binomial distributions. -

Observed (0Obs) and expected (Exp) numbers of users

Number of
recorded Clayton Schnaitter
uses Obs. Exp. Obs. Exp.

0 438 48.0 1308 1285.3

1 28 24,6 298 301.4

2 20 26.4 291 260.7

3 23 25.4 209 209.6

4 22 24,2 168 172.3

5-9 102 103.3 527 : 563.2
10-14 73 77.6 349 316.9
15-24 114 100.1 306 331.3
25-49 ) 94 91.5 226 251.3
50+ 21 ' 23.9 73 - 63.0
Mean use 15.5 7.57
Variance 216 172 _
k 1.08 0.423
p 0.0749 0.0499
a 1.16 0.941
Chi-squared 17.9 46,4
No.of cells 23 29
P 0.5 0.005

Chi~squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 6.13

Frequency distributions and statistics of recorded library use from
Schnaitter (24) with expected frequencies, parameters (k, p and a)
and chi-squared test statistics for fitted modified negative
binomial distributions.

Observed (0Obs) and expected (Exp) numbers of users

Number of
recorded Women ] Men
uses Obs. Exp. Obs. Exp.

0 392 394.6 916 915.5

1 111 111.4 187 186.6

2 112 102.5 179 157.7

3 92 86.4 116 123.0

4 79 73.7 89 98.2

5-9 242 259.4 284 299.4
10-14 185 161.0 164 150.4
15-24 177 185.8 131 136.4
25-49 147 169.5 79 79.2
50+ 61 53.7 12 10.6 }
Mean use 11.0 5.0
k 0.53 ~0.38
p 0.047 0.067
a 1.025 0.95
Chi-squared 35.6 19.8
No.of cells . 29 28
P 0.1 0.7

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 6.14

Frequency distributions and statistics of recorded library use for
pharmacy undergraduates with expected frequencies, parameters

(k, p and a) and chi-squared test Statlstlcs for fitted modified
negative binomial distributions.

Observed (0Obs) and expected (Exp) numbers of users

Number of

recorded Class A . Class B

uses Obs. Exp. Obs. Exp.
0 31 30.7 18 18.0
1 8 8.0 9 9.0
2 6.6 6 7.4
3 5.1 8 6.0
4 4,0 3 4.9
5-9 14 11.8 22 15.1
10-14 5.3 2 7

15-24 3 9 1 4.5

25+ 2 1.6 4 4

Mean use ~4.1 . 5.0

Variance 58 56

Kk ~ 0.48 0.77

P 0.09 0.07
3 0.85 0.49
Chi~squared 4.7 4.0

No.of cells 8 8

P 0.3 0.4

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the ohserved chi-squared value being exceeded in
random sampling.
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TABLE 6.15

Frequency distribution and statistics of recorded library use for
pharmacy undergraduates with expected frequencies, parameters

(k, p and a) and chi-squared test statistics for fitted modified
negative binomial distribution. -

Numbers of users

Number of recorded Class C _
uses Observed Expected
0 13 12.8
1 9 8.8
2 7.4
3 6.3
4 4 5.5
5-9 13 18.2
10-14 12 9.3
15-24 11 7.5
25+ 1 3.2
Mean use = 6.8
Variance 47 i
k 0.88
p 0.028
a 0.22
Chi-squared 9.7
No.of cells 11
P 0.2

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 6.16

Chi-squared statistic, degrees of freedom and level of significance
for the fit of negative binomial (NB) and modified negative binomial
(MNB) distributions to frequency distributions of library use for

three classes of undergraduate pharmacists.

Distri- Class Class Class

bution A B C
Chi-squared statistic NB 6.0 5.7 9.5

MNB 4.7 4.0 9.7
Degrees of freedom NB 5 6 8

MNB 4 4 7
Level of significance NB 0.32 0.47 0.31

MNB 0.34 0.42 0.22 -
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implicated. On the other bhand, thare may be more dynamic causes. For
example, using Yosik's model of consumer-purchasing behaviour (89),
perhaps users divergé by being selectively converted into repeat users or
latent (infrequent) users or lapsed users at critical incidents in their
affairs, in Nosik's case by entering a trial or experimentalist phase of
library use. For some potential users, the mere contemplation of library
use may possibly be critical enough, of course. )

Although further elaboration of the model would probably improve scme
of the fits, it was thought that a reasonable compromise between
approximation and simplicity bad been reached with this single

modification. Clearly, an efficient method of estimating the parameters

needs to be sought for the modified distribution to be serviceable.
6.5.4 Distribution of recorded uses per spell

The processes underlying library use are unavoidably complex. In the
reduction of their description to a simple generalisation of the outcomes
much accuracy is undoubtedly lost. It is possible, however, that the
modified model dces represent an extra observable aspect of the real
process.

The distribution of épells in the model is, as hefore, inferred from the
general shave of the observed frequency distribution of use and is
ascumed to be gamma. If uses constitute the events of the model, then
the spells in which these events take place can only be purposeful visits
to the library or periocds during these visits when attempts 1o use
library material are made. In the model, numbers of evenis per spell are
distributed with Poisson probabilities about a constant mean which is
assigned as the third parameter, a. Data collected from three UK
academic libraries suggested that such a distribution roughly
approximated the type of distribution actually observed, although a

number of assumptions were necessarily made in analysing the data.
6.5.4.1 Data on number of uses per spell

Records of use or borrowing by random samples of 30 to 40 students
were examined. Data for three academic libraries were collected; the
period of observation was in one case four months, in the others nine

months. VUses which appeared to have been made in the same visit or
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spell were identified for each user from the dates and times when use
was recorded. Usually each period of activity was short and clearly
defined, but in a very few cases arbitrary decisions based on
circumstantial evidence had to be made in order to assign use:s to
spells.

6.5.4.2 Frequency distributions of numbers of uses per spell

The frequency distributions of numbers of uses per spell approximated
geometric probability distributions for the majority qf individual users
in each sample {(c.f. Morse, 10:31, Section 1.1), although for small
individual totals of use these fits were trivial. The mean rates of use
per spell varied among users as shown in Table 6.17. There appeared
little correlation between numbers of spells observed and rate of use per
spell (Figure 6.6). Vhen frequencies were pooled for those users from
each sample with similar rates of use per spell, all the resulting
frequency distributions were approximated by geometric distributions.
The aggregate frequency distributions for all the users in each sample
were also approximated by geometric distributions (Table 6.18). Some
anomalies resulted from abnormal amounts of use per spell priéi‘ to
vacations; the proportion of fours in Sample C of Table 6.18 is the
clearest example. The mean number of uses per spell for users who
subsequently retained their borrowings for the vacation was 2.40 compared

to 1.76 uses per spell overall for the users in this sample.
6.5.4.3 Zero uses

It was assumed that some spells occurred in which use was attempted
but without success. Naturally, such spells were not observed. In the
model, the proportion of these failed visits or spells is estimated as
e”™® where a is the third parameter and e = 2.718. If the proportion
occurring in reality were similar, then to this extent the mc';dification to
the model reflects reality. Unfortunately, no data were available for the
rate of complete failure in purposeful visits to academic libraries,
either for individuals or in aggregate.

Typical proportions of failures for single known-item searches are
between 20% and 50% for academic libraries (76,80,80-94). Proportions

for browsing and subject searches may well be smaller because of the
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TABLE 6.17

Mean rates of use per spell for students sampled from three academic

libraries.
Numbers of students with mean use per spell from
1.0, 1.5 ) 2.0 2.5
Sample to 1,49 to 1.99 to 2.49 to 2.99 3.0+
A 9 16 7 2 0
B 28 8 1 1 1
C 7 20 5 3 0

A: 34 arts or social science students; all collections; 9 months; 1
to 56 spells

: 39 science or technology students; short-loan books; 4 months; 1
to 48 spells
C: 35 social science students; ordinary loan books; 9 months; 2 to
65 spells.
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FIGURE 6.6

Eumbers of uses per spell plotted against numbers of spells observed for
the ugers in Sample A of Table 6.17.
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TABLE 6.18

Observed (0Obs.) frequency distributions of amount of use per spell
for students sampled from three academic libraries and expected
(Exp.) numbers of uses for the geometric distribution.

. Numbers of spellé

Uses per Sample Sample Sanple
spell A B c

Obs. Exp. Obs. Exp. Obs. Exp.
1 481 493.1 263 259.3 546 530.6
2 234 219.9 71 74.1 230 236.8
3 97 98.1 17 21.2 103 101.8
4 43 43.7 9 6.0 61 43.8
5 20 19.5 2 1.7 20 18.8
6 11 8.7 1 0.5 5 8.1
7+ 4 7.0 ~ 0.2 1 6.1
Non-users 16 11 15
Mean 1.81- . - 1.40 1.76
pr 0.554 0.714 ~ 0.570
P 0.5 0.25 0.025

*Parameter of geometric distribution: relative frequency of r uses
per spell is p{(l - p) where p is the reciprocal of the mean.
wtApproximate probability of observing chi-squared test value in
random sampling. Samples as in Table 6.17.
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substitutability of the material. Even failed known-item searches might
result in the recorded use of other relevant material found during the
search. Overall, therefore, for the students in the samples, the
proportion of attempts at use which failed was likely to be less than
50%. And, if more than one attempt was made, on average, in each spell,
then the proportion of falled or zero-use spells would have been less
again. In a specialised resource centre for undergraduate surveyors, less
than 10% of visitors who returned questionnaires reported complete
failure on that day's visit (95).- It seems likely, however, that only a
proportion of all visitors actually participated in the survey.
Proportions of zeros of 0.2, 0.3, 0.4 and 0.5 were added to the
aggregate frequency distributions of Table 6.18. One value in each case
yielded a distribution which was roughly approximated b& a Poisson
distribution of similar mean (Table 6.19). To this extent therefore, it
was thought that the model might be found to agree with what was
observed. As we have noted, however, individual mean rates of use per
spell varied considerably. The behaviour of individual users was much
more complex, therefore, than the single rate of use in the model would

allow.

65.4.4 Constraints on the value of a

Some of the fitted values of a shoﬁn in Tables 6.10 to 6.15 have values
less than 0.7. Following the argument ahove, it seems unlikely that such
low mean rates of use per spell would occur in reality. For, if the
actual distributions of uses per spell were roughly Poisson, the zero
terms would then be greater than 0.5. A proportion of zeros this large
would, it seems, be unusual in an observed distribution of numbers of
uses per spell or visit. Appliying a lower limit to a in estimating the
parameters of the modified negative binomial distribution does not
sacrifice goodness of fit, however. Values of p and & can be adjusted
quite freely without altering the value of k to any large degree.

A further constraint on the value of a would be imposed if the same
population was observed over different time periods. For, it would be
reasonable to expect that the users' aggregate mean rate of use per spell

would change little over time, except in the period just before vacations.

- 146 -




TABLE 6.19

Observed (Obs.) frequencies of use per spell from Table 6.18
expressed as relative frequencies with arbitrary zero term compared

to Poisson (Exp.) distributions with similar mean.

Uses
per Sample Sample Sample
spell A B C

Obs. Exp. Obs. Exp. Obs. Exp.
0 0.3% 0.301 0.5% 0.497 0.3 0.301
1 0.378 0.361 0.353 0.348 0.396 0.361
2 0.184 0.217 0.095 0.122 0.167 0,217
3 0.076 0.087 0.023 0.028 0.075 0.087
4 0.033 0.026 0.012 0.005 - 0.044 0.026
S+ 0.029 0.008 0.017 0.001 0.018 0.008
Mean 1.24 0.68 1.23 .
m 1.2 0.7 1.2
*Arbitrarily chosen zero term. **Mean of Poisson distribution.
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If the Poisson distributicon introduced into the modified model is -
considered an approximation to observed numbers of uses per visit,
therefore, the estimation of its parameter, a, is simplified. The possible
range can be estimated independently or constirained by averaging over
different time periods. The argument from faiiure rates would suggest
that values of a around or greater than unity should be common. There is
evidence of such a rate from one polytechnic (79).

Y

6.6 SUMKARY

Alternative two-parameter models could not be shown to approximate
observed frequency distributions of library use more successiully than
the negative binomial distribution. Accordingly, two three-parameter
models were tested, one being a generalisation, the other a modification
of the negative binomial distribution. The modified negative binomial
distribution represented a gamma nmixture of Neyman Type A (rather than
Poisson) distributions. The parameters of the modified distribution were
cruodely estimated by minimizing a partial chi-squared statistic. The fit
was acceptable in most cases and the model was adopted as a reasonable
compromise between accuracy and convenience.

On the analogy of Froggatt's application of the Neyman Type A
distribution, the third parameter could, it seemed, be taken to represent
the mean rate of use by users during each spell of library use. If this
correspondence were shown to exist, then independent evidence could be

used to supplement goodness of fit in estimating the third parameter.
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CHAPTER 7
APPLICATION OF THE MODIFIED KEGATIVE BINOMIAL DISTRIBUTION

The utility of the model adopted in Section 6.5 is now investigated.
First, the discrepancies in the fits of the negative binomial
distributions are reviewed, then the improvement obtained from the
modified distribution is assessed, and flnally, the potential usefulness
of the model in quantifying information about the behaviour of library
users is considered. In the following two chapters, two applications are
described.

7.1 FAILURE OF THE NEGATIVE BINOMIAL DISTRIBUTION

Vhen tested for fit to frequency distributions of library use, the
negative binomial distribution was found to fail in two respects. In
Section 5.3, the fit for five sets of published data was rejected because
all values of the test statistic fell within the critical region. 1In
Section 2.2.3, negative binomial distributions showed reasonable fit for
two out of three sets of related data, but the model was rejected because

the shape parameter, k, increased progressively with time.

7.1.1 Expected and observed behaviour of the negative binomial shape

parameter, k.

If data are available only for a single period of time, then both
parameters of the negative binomial distribution may be freely estimated
in order to obtain best fit. A constraint is placed upon the permissible
value of the shape parameter, k, however, if data relating to the same
population are available for more than one time period. For, the model
requires that individuals in the population have unchanging mean rates of
use over time. Thus k must remain constant over time; otherwise a third
parameter would need to be estimated to govern its change.

Figure 7.1 shows the probability function of the gamma distribution.
The effect of varying the two parameters is shown in the examples
sketched in Figure 7.2 where the shape and extent of the frequency curves
may be compared. The shape parameter, k, determines the relative -
distribution of the population over the range of the abscissa. If k

remains constant, then the area under the curve between points on the
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FIGURE 7.1

Gamma probability distribution -

The integral

T(k) = f;"" e dy, >0

15 called the gamma function. By substitution

NCEN [ R

and

-—Pﬁ ?bn) k-t gmbe
b

Rearranging, we have

bk t -bx
"' E de = 1.
T J,
Hence, the integral of the gamma variate
b“ bt b=

(DC) Tv (k) € »

x 2> O

is unity. There are two parameters, an inverse scale parameter, b, and a
shape parameter, k, each greater than zero. Curves for some values of b
and k are sketched in Figure 7.2,

As shown in Figure 2.2, the mean and variance of @ are

ELX) = k/b _

and varli} = k/b=<
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" FIGURE 7.2

Probability curves for gamma distributions

Probability curves for gamma distributions with the following parameters

are shown overleaf:

iy k=1 b=05
k= b=105
k= b=105
it k=105 =05
E=105 b= 0.25
k=05 b= 0.125
i1y k=2 b= 05
k=2 b= 025
k=2 b= 0.125
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Figure 7.2 (i) Graph of the gamma probability density function
pix) = (b*x x*' e=&)/T(k) for b= 05 and k= 1; k= 3; and k=5 as
indicated.

i
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Figure 7.2 (1i) Graph of the gamma probability density function-
p = (b* x*' e~®)/T{k for k= 05 and b= 0.5; b= 0.25; and
b = 0.125 as indicated. '
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Figure 7.2 (11i) Graph of the gamma probability demsity function
pix) = (bx x=' e/ for k= 2 and b = 05; b= 0.25; and b= 0.125

as indicated.
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abscissa will also remain comstant so long as the points retain their
relationship tc the mean. A doubling of the mean doubles also the width
of any given interval on the abscissa; but the heights of the ordinates
within this interval, being functions of their abscissa values, are
reduced by half. The area beneath the curve thus remains the same
(Figure 7.3).

7.1.2 Possible causes of failure of negative binomial distribution.

Some hypotheses offering possible explanaticns for the failure of the

negative binomial fits have already been noted.
7.1.2.1 Multiple populations.

It is possible that the observed frequency distributions of use were
made up of not one but two or more dissimilar distributions representing
use by separate groups within the potential user population. In Section
6.5.2.1, for exanple, it was found that Schnaitter's data could be better
fitted by using modified negative binomial distributions for separate
male and female populations instead of the combined population (Tables
6.12 and 6.13>. It seems likely that any large student population will
contain separate homogeneous groupe of users (whether classified, for
example, by sex; discipline, faculty or class; type or level of course; or
country of origin). There seems no reliable way, however, of detecting
the criterion of classification or estimating the size of the groups
without collecting extra information. Even then, an improvement in fit is
not guaranteed: negative binomial distributions give better fit for an
aggregate population comprising three classes of undergraduate
pharmacists than for each class separately (Section 6.5.3).

Vithout extra information, the fitting of additional parameters {(such
as subpopulation sizes) may yield equivocal results when modelling
gbserved distributions. Although a population may be partitioned by
trial and error, and distributions fitted which{ in sum, minimize a chi-
sguared test statistic, it is likely that a range of similar fits will be
demonstrated for different combinations of parameter values and
population sizes. To illustrate the limits of such data fitting, a further
attempt was made to model Schnaitter's data and, in particular, the
distribution of use recorded by the female members of the population.
Despite the improvement in fit achieved for these data, first by using
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FIGURE 7.3

Areas under the probability curves of gamma distributiaons

Consider two gamma distributions of differing means but with shape
parameters of equal value. Ve determine the ratio of the heights of two
ordinates, one for each distribution, which are proportionately the same

distance from their means.

For the distribution with mean k/b, we have

bk k-~ - b
P = —= = €

T(k)

and for the distribution with a mean ¢ times as large, c¢(k/b)

(L)k et =P
11-&)(:::&)’ € ° , c¢>»0.

p (cx) =

The ratic between the height, plcx), of the ordinate raised at cx on the
abscissa of the second distribution and the height, p(x), of the ordinate
at x on the abscissa of the first distribution is then

©
R T(W

e b IS
T'(k)

| bex

—

(cx) kel g7 7

k-|

< |
c” c
Thus when intervals on the abscissa are increased c-fold, ordinates are

reduced to 1/cth, The area beneath the probability curve for

corresponding intervals on the abscissa is therefore constant.
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the modified negative binomial distribution (Table 6.12), and then by
partitioning the population into sexes (Table 6.13), the goodness of fit
statistic for the women's distribution remained within the critical
region.

Both the men's and the women's frequency distributions exhibit a 'shelf’
(Section 6.4.2) at the twos term. In order to partition the v:'omen‘s
population, it was assumed that, at this shelf, a hump representing the
mode of a subpopulation interrupted the expected smooth, monotonic
decline of the reversed J-shaped frequency curve. This mode gave an
indication of the value of the shape parameter, k, which was needed to
fit the distribution for the subpopulation. In the unscaled gamma
distribution, the value on the abscissa below the mode is equal to
(k- 1) when k¥ ? 1; and for the scaled distribution (with inverse scale
parameter, b it is equal to (k - 1)/b (Figure 7.4; see also Figure 7.2).

Trial and error fits were made for different values of the parameters
of the distributions and for different sizes of the two populations.
Three parameters and one population size needed to be assigned; the
fourth parameter value and the second population size could then be
calculated frum the overall mean and overall population size respectively.
Aggregate distributions which reproduced the observed zeros and ones
terms to 5 were compared for fit £o the observed distribution by
calculating the sum of the squared deviations from the twos to the
thirteens terms. "

The smallest sum was obtained, not for a svbpopulation with a mode
greater than zero as suggested above, but for the combination of two
reversed J-sbaped distributions. Table 7.1 shows the cbserved frequency
distribution and the expected distribution made up of two components.
Sums of squared deviations for some other subpopulation sizes were only
slightly greater, however, so that other selections would have been
possible. Table 7.2 shows one example with a larger subpopulation and a
mode greater than that initially envisaged.

Using an irregularity (the 'shelf') in the shape of an observed
frequency distribution to suggest the shapes of two component
distributions does not, therefore, in this case, result in a well-defined
best fit. Nor, indeed, does the best fit improve on the fit of a single
negaﬁive binomial distribution. Table 7.3 shows the results of chi-
squared tests carried out for the distributions of Tables 7.1 and 7.2 and
for negative binomial and modified negative binomial distributions. As

before, the data were tested in the original groupings presented by
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FIGURE 7.4

Modal value of the gamma distribution

Consider the gamma distribution function

ey

' K
P = 75 I
Differentiating with respect to y, we have

dp (y) gt o & ( T‘(k)
oy T 4y Ly
ye (-€9) . & (k-0) g**
(k) T (k)

il

A single mode exists #Fguee=¥E> at which

Lp | o
Y

and therefore

jc k- |

Similarly, if

k

Py = T‘(k) Ch

-t g~by

2

the mode occurs at

= (k-1)/b. (Figure 7.2)
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TABLE 7.1 N
Frequency distribution and mean of recorded library use by 1598
women from Schnaitter {(24) with population sizes (n), parameters (k
and p) and expected individual and aggregate frequencies for two
fitted negative binomial distributions.

Observed and expected numbers of users

Number of
Tecorded Components
uses Observed Expected n = 1310 p = 288
0 392 395.8 142.0 253.8
1 111 115.9 110.8 5.1
2 112 97.3 94.7 2.6
3 92 85.0 83.3 1.7
4 79 75.6 74.3 1.3
5-9 242 281.5 277.5 4.0
10-14 185 178.3 176.1 2.2
15-24 177 194.8 192.0 2.8
25-50 147 141.2 137.6 3.6
51+ 61 - 32.6 21.7 10.9
Mean use 11.0
k 0.84 0.020
P 0.071 0.0018
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TABLE 7.2

‘Frequency distribution and mean of recorded library use by 1598
women from Schnaitter (24) with population sizes (np), parameters (k
and p) and expected individual and aggregate frequencies for two
fitted negative binomial distributions.

Observed and expected numbers of users

Number of

recorded Components

uses Observed Expected n = 1023 n = 575
0 392 390.4 382.9 7.5
1 111 113.4 97.3 16.1
2 112 83.7 59.9 23.8
3 92 74,0 44,1 29.9
4 79 69.2 35.1 34.1
5-9 242 294.,7 112.9 181.8

10-14 185 202.2 66.6 135.6
15-24 177 195.2 79.3 115.9

25-50 147 117.8 87.7 30.1

51+ 61 57.4 57.2 0.2

Mean use 11.0

K 0.26 2.7

o) _ 0.0228 0.2
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TABLE 7.3

Chi—squéred test statistics for the fit of four distributions (see
below) to the frequency distribution from Schnaitter (24) for 1598
woﬁén, with partial sums of the statistic for the first five (0 to
4) and the last two (51 to 75, and 76+) cells,

Distribution: ' NB MNB Tl T2
Chi-squared statistic 52.42 37.68 53.78 53.74
Degrees of freedom 27 26 24 24
Number of cells 30 30 29 29
Chi~squared, 0 to 4 17.38 1.64 3.19 15. 39
Chi-squared, 51+ 3.82 6.85 25.83 0.86

NB: negative binomial distribution; MNB: modified negative binomial
distribution; T1l: composite distribution of Table 7.1; T2: composite

distribution of Table 7.2.
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Schnaitter. Only the modified negative binomial distribution appears to

give reasonable fit at both extremes of the observed distributionm.

7.1.2.2 Effects of competition among users.

In Section 4.2, the euffect of competition among users upon observed
distributions of use was considered. The availability c;f material would,
it seems, need to have been much lower than has been commonly reported
by academic libraries for differemnces in the competitive success of users
to bave concealed differences in their rates of recourse., Thus it does
not appear that the poor fits of the negative binomial distribution could
be improved by incorporating some kind of differential failure rate into
the model. (The mcdified negative binomial distribution (Section 6.5)
could be regarded as applying an undifferentiated failure rate to all
users.) It is possible , however, that the effects of competition may
have influenced to a minor extent the final form of the distributions of
use, since in simulaticn severe competition certainly produced
distributions which were well modelled by negative binomial distributions
(Tables 4.3 and 4.4).

In the longer term, of course, competition may alter the distribution of
rates of recourse to the collection. But these kinds of dynamic variation
in behaviour, generated by individual reactions to the library

environment, would be difficult to incorporate into a simple model,

7.1.2.3 Excessive variance in observed distributions of the amount of

weekly use.

In Section 3.2, it was seen that a large minority of the users of the
short-1oan collection used more t_arratically than the Poisson distribution
in the negative binomial model would represent. It is possible:

i) that their rates of use varied over time or; that they were
potential users of the collection only intermittently (phenomena not
accommodated in the model, see Section 7.1.1), or;

i1) that their amounts of use per time period were more variable
than if Poisson distributed for similar mean.

In order to account for this excessive variation and to explain a
changing value of the shape parameter, X, over time, it was suggested in
Section 2.2.3 that the short-loan collection users might have been

recruited to the potential user population only gradually. An extra
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parameter, the potential user population size, was therefore estimated
(Table 2.4). It became clear, however, that the estimated value of k
changed as use cumulated from any starting point, not just from the
beginning of the academic year. The poor fit of the negative binomial
model would have to be explained, therefore, by intermittent membership
or changing rates of use rather than by slow recruitment to the potential
user population.

In Section 6.5.1 the negative binomial distribution was modified to
provide a slightly more realistic (and successful) representation of the
" process by which use was thought t0 be generated. This model allowed
amounts of use per time period to vary more widely than if Poisson
distributed. The modification entailed replacing the gamma mixture of
Polsson distributions {(the negative binomial distributicn) with a gamma
mixture of Neyman Type A distributions, the Feyman Type A distribution
being itself a Poisson mixture of Poisson distributions. If m'and m" are
respectively the means of the mixing and mixed Poisson distributions,
then the aggregate mean is m'm" and the variance is m'm™(1 + 8. The
variance is thus larger than the mean, as required by the observations
sumnarised in Section 3.4.

Increasing the variance of the expected distribution of amounts of use
should also improve the stability over time of the shape parameter, k.
Data for the use of the short-loan collection illustrate the failure of
the negative binomial distribution in this respect. In Table 7.4, a
negative binomial distribution (Distribution a) is fitted to the
distribution of use for the ten-week period of observation. But the value
of the shape parameter used is that estimated for the three-week period.
Alongside (Distribution b) is shown the negative binomial distribution
fitted witbh both parameters freely estimated. In each case, the maximtl.lm
likelihood equation was used to estimate the shape parameter, i
Distribution a) results when the value of k is kept constant over time as
required by the model. It has greater variance than Distribution b) and
clearly has a greater proportion of zeros and a longer tail. It seems
reasonable to conclude that the negative binomial distribution fitted to
the three-week data incorporates an adjusiment to its gamma parameter to
accommodate the excess variance in observed weekly amounts of use noted
in Section 3.4. When the distribution is extrapolated to ten weeks, this
parameter produces a distribution whose variance exceeds the required
ten-week value because it governs the larger proportion of the total

variance of the distribution. A more accurate model, therefore, would
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TABLE 7.4

Negative binomial distributions fitted to the frequency distribution
of Table 2.3 (ten weeks), a) using the shape parameter, k, fitted to
the three-week distribution, and b) using the maximum likelihood
equation to fit both parameters freely.

Expected numbers of users

Number of uses a) b)
4] 650.9 479.5
1 185.3 210.2
2 113.8 142.0
3 82.4 107.2
4 64,2 85.2
5 52.1 69.7
6 43.4 58.1
7 36.9 49.1
8 31.8 42.0
9 27.7 36.1
10 24.3 31.3
11 21.5 27.2
i2 1.1 23.8
i3 17.0 20.8
14 15.3 18.3
15 13.7 16.1
16 12.4 14.3
17 11.2 12.6
i8 10.2 11.2
19 9.2 9.9
20 8.4 8.8
21 7.7 7.9
22 7.0 7.0
23 6.4 6.3
24 5.9 5.6
25+ 72.2 49.8
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TABLE 7.4 (continued)

Parameters for negative binomial distributions fitted to the

ten-week frequency distribution of recorded use for 1550 users

(Table 2.3) and statistics estimated from these parameters.

a) b)
Shape parameter, k 0.302 0.48
Scale parameter, p 0.0564 0.0868
Estimated mean 5.05 5.05
Estimated variance 90 58
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incorporate extra variance into the distribution of amounts of use per
time period rather than into the distribution of rates of use over the
population. In Figure 7.5, the behaviour of the fitted negative binomial
distribution is compared to such a model. It is clear that an
extrapolated negative binomial distribution will always overestimate
variance if the observed distribution of amounts of use per time period

is more variable than in the Poisson law.
7.2 EXTRAPOLATION OF THE MODIFIED NEGATIVE BINOMIAL DISTRIBUTION

The modified negative binomial distribution incorporates a modest
increase in variance in the distribution of amounts of use per time
periocd and should therefore perform better when extrapolated.

Table 7.5 shows the results of fitting the modified negative binomial
distribution to observed frequency distributions of use for the short-
loan collection (Section 2.2.3). Farameters were estimated as described
in Section 6.5.2.1 for three and ten-week periods and fit was then tested.
As with the negative binomial distributions, the fit for tem weeks was
poor. In fact it was noéiceably poorer, although in this case, some part
of the cause may be in the method of fitting. With three parameters,
estimated by minimizing' the total chi-squared statistic for the first 15
terms omnly, there was room for some miscalculation with respect to the
tail of the distribution.

It is clear, however, that the estimated values of the shape parameter,
k, differ substantially, and it would be difficult to attribute this
difference to the method of fitting. For, although the complementary
effect of the two scale parameters, p and a, may confuse their estimation
(Section 6.5.4.4), the value of k required to approximate an observed
distribution is less equivocal. When estimated parameter values for the
six-week period are set between the values for three and ten weeks (Table
7.6), it seems clear that, despite the modification to the modei, a
progressive change with time in k still occurs, albeit to a smaller
degree. The value of the third parameter, a, could also be expected to
remain roughly constant with time (if it represented mean use per visit).
It not only changes, however, but also resides within a lower range than
expected (Section 6.5.4.4).

Distributions for a short period of observation can be fitted with a
greater range of parameter values than distributions for longer periods.

Fonetheless, parameter values estimated for the ten-week period were not
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FIGURE 7.5

A model for the distribution of recorded library use with an increased
variance in the distribution of amounts of use per time period.

The gamma distribution with shape parameter, k, and scale parameter, b,
has a mean, k/b, and variance, k/b® The negative binomial distribution

kK &k
with similar parameters has a mean k/b and variance _'i"'b_ = "'b:C"“b) '

The variance due to the gamma distribution is thus larger than that due
to the Poisson distribution.

In fitting a given observed mean and variance, we substitute an
alternative distribution for the negative binomial distribution. It is a
ganma mixture of distributions whose variances are greater than their

means by a constant ratin, ¢. This distribution has a mean

wk
wb

and variance

uwk ocuk .
(wb)* " ub G,Ls)‘(' SN

where v = 1/(1 + b - bo).

To extrapolate the negative binomial and altermative distributions, the
scale parameters, b and ub, are divided by t, the ratio of the required
time period to the original time period for which the parameters were

fitted. The variance of the negative binomial distribution then becomes

&y

and the variance of the alternative distribution becomes

(“")'

b
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FIGURE 7.5 (continued)}

Hence, the ratio of the variance of the negative binomial distribution to

the variance of the alternmative distribution is

_f;) _ b+t
(1= T t+b(ct+t-ct)
e )

By definition, ¢ is greater than unity.

u..bc«

If t is greater than unity, then
the ratio is also greater than unity. Thus, the variance of the
extrapolated negative binomial distribution will always exceed that of
the extrapblated alternative distribution;

Negative binomial parameter values which are extrapolated from
parameter valusz estimated for a shorter time peried will be smaller than
parameter values freely estimated. For, if the ratio of the variance to
the mean becomes excessive with extrapolation, then the correction of
this ratio requires an increase in the value of b. To preserve the value
of the mean k must then also be increased.

Let the ratio

|

_"'“t'l

be reduced by increasing b to, say, xb, where x > 1. To preserve the
value of the mean, ¥ must also be increased, to xk. The mean then

remalins at

x K

)

i

k _t(lz)
b\ b/’
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FIGURE 7.5 <(continued)

Thus, in Table 7.4, the freely estimated and extrapolated values of the
parameters k and b are related by the same coefficient, 1.99; that is,
x = 159, )
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TABLE 7.5

Frequency distributions and statistics for recorded use of the
short-loan collection for three and ten weeks with expected
frequencies, parameters (k, p and a) and chi-squared test statistics
for fitted modified negative binomial distributions.

Observed (Obs) and expected (Exp) numbers of users

Number of
recorded Three weeks Ten weeks
uses Obs. Exp. Obs. Exp.

0 955 950.7 470 461.4

1 204 205.6 204 196.5

2 137 130.3 165 144.8

3 86 82.3 118 112.2

4 44 54.2 89 90.3

5-9 96 102.2 260 272.6 |
10-14 18 19.4 110 127.9
15-24 10 .3 74 100.6
25+ 0 0 60 43.7
Mean use 1.223 5.048 -
Variance 6.08 69.38
k 0.4 0.552
P 0.143 ' 0.0292
a 0.51 0.275
Chi-squared 10.38 51.80
No.of cells 14 31
P 0.4 0.003

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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TABLE 7.6

Estimates of the parameters (k, p and a) of the modified negative

binomial distributions fitted to frequency distributions of recorded

use by users of the short-loan collection over three, six and ten

weeks,

Number of weeks observed

Three Six Ten
k 0.4 0.5 0.552
P 0.143 0.0624 0.0292
a 0.51 0.4 0.275
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applicable to the three-week period. Table 7.7 shows the statistics of
goodness of fit for negative binomial and modified negative binomial
distributions fitted to the observed ibree-week distribution for short-
loan collection users. In each case, the shape parameter, k, is that
estimated for the ten-week distribution. It does not seem possible,
therefore, that a single value of k could be found to give reasonable fits
for all time periods.

On the evidence of this one set of data, observed distributions would
not be well extrapolated using the modified model. For the-sample of 309
ehort-loan collection users (Section 3.1), however, the change in the
estimated value of k is less consistent than in Table 7.6. At the end of
a slxteen week time period, the value falls between the three and the
ten-week values. In Chapter 8, these data are used to illustrate the

extrapolation of the modified negative binomial distribution.
7.3 UTILITY CF MODELS OF OBSERVED FREQUENCY DISTRIBUTIONS.

The modified negative binomial distribution provided adequate fit to
most of the observed distributions of library use and remedied some of
the shortcomings of the negative binomial distribution. It was not
necessarily better in modelling the extrapolation of these distributions,
but it is possible that further modification would remedy this deficiency.
Replacing the Poisson distribution of amount of use per spell with a
geometric distribution did not appear to improve fit, or the stability of
the shape parameter, Jk, over time, however. In a further modification,
therefore, it may be necessary 10 incorporate mean rates of recourse
which varied not only between individuals bhut also over time for each
individual. As Cocks and Brookes (96:47) cbserve, applying 'time
parameters to social phenomena assumes that the social behaviour
observed is strictly regular over the extended period. This is a bold
agsumption; it may be found that time-dependent parameters are less
reliable than gample-size parameters'

Before advocating a more complex model, however, it is pertinent to
investigate the potential usefulness of the model at its present stage of
modification. To this end, two similar stochastic models will be
reviewed to determine their usefulness in applications involving decision
-making in libraries. They are iwo of many examples wherein operational
research techniques have been consciously applied to library problems.

Two useful introductory reviews by Kantor (97) and Rouse (98) describe
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TABLE 7.7

Chi-squared statistics for the fit of the negative binomial
distribution (k = 0.48) and modified negative binomial distributions
(k = 0.552; a = 0.275 and a = 0.51) to the three-week frequency

distribution for users of the short-loan collection.

Parameter values supplied

k = 0,552 k = 0.552
k = 0.48 a = 0.275 a = 0.51
Chi-squared 61.53 50.15 30.37
Degrees of freedom 11 10 11
P 40,001 &£0.001 0.001

Only one parameter was estimated in each case, therefore degrees of -
freedom is the number of cells less two. P is the approximate
probability of the observed chi-squared value being exceeded in

random sampling.
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some of these problems and the methods used to investigate them. The
elegant work of the late Philip ¥orse (10), a teacher and practitioner of
operational research, has been influential and much quoted.

The purpose of fitting a probability distribution to an observed
frequency distribution of events is amply explained by Morse (10:18-35).
Vhere the observed events are generated by large numbers of people and
governed by numerous but individually modest influences, then the
resulting frequency distribution of the variate may appear similar to
some simple distribution of probabilities associated with a random
variable. The discrepancieé between the theoretical model and the
sampled data may be no greater than those between the data from two
different samples. Once verified against the original data, the model can
subsequently be fitted from many fewer data, but may allow insights or
predictions not obtainable from the original data because the

mathematical function, or its variables, can be more easily manipulated.
7.3.1 Distribution of the numbers of tasks performed per visit.

Morse (10) fits a2 geometric distribution to data on the numbers of
tasks performed per visit by users of the MIT Science Library. Six of
the tasks represent tﬁé consultation or borrowing of library material;
the seventh task being use of the catalogue. The model can be fitted
very simply; only a mean is required in order to graduate the whole
distribution, and this, Xorce suggests, can be estimated from a sample of
less than 100 visitors for a homogeneous population.

The practical usefulness of the model is not discussed, although Morse
demonstrates its capabilities by predicting the relative hardship which
would be suffered by different groups of users if borrowing were
restricted to two items per visit. He admits that the rule is
‘improbable’. (Indeed, its efiect would almost certainly be to nuilify his
predictions by forcing users to alter their behaviour in compensating for
the new constraint.’ No other writer seems to have applied the model.

It seems that, although the model represents a concise and economical
tool for describing and differentiating the behavicur of groups of users,
it yields no especially useful igformation for decision making, even for

the numerate library manager.
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7.3.2 Distribtution of the recorded use of library books.

A most developed essay in the modelling of distributions of recorded
use over library collections comes from Burrell and Came (99). If the
stock of a library is partitioned according to the amount of use each
item appears to receive over a given period of time, the groups of items
so formed, freed of their individuality, can be managed according to their
apparent popularity. If necessary, measures (such as duplication or
relegation) can be taken to adjust the availability of particular groups
to their popularity. Burrell and Cane seek a method of deciding the
implications of such measures. They fit both geometric (100} and
negative binomial distributions. The geometric distribution is the most
manageable because there 1s a simple relationship beiween frequency and
cumulative probability. Proportions of stock can be related, therefore, to
an expected productivity. In both cases, of course, prediction depends
upon future use being similar to, or a known function of, pasf use, at
least for large groups of items. A certain degree of complication arises
from the inclusion of such a function.

Commentators on Burrell's model (59:463-469,101,102) agree on the need
to compromise between building a simple and manageable model and
including parameters related to underlyihg influences; but they disagree,
of cource, on the degree of simplification required, and doubts are raised
not only on the influence upcn predictions of factors such as the lengths
of loans, the decline in the usefulness of the material with age and the
duplication of material, but also on whether purchasing pelicy, or
expenditure, or quality or extent of use, or differences in patterns of
use should not rather be studied. A librarian (89:465), while hoping for
answers to more of his questions once the description of the use of his
collection is encapsulated within a few parameters, concedes that the
data may still be insufficiently precise to support these answers. It is
also unlikely, he feels, that librarians will readily adopt management
methods which involve statistical generalisations.

Nonetheless, it is possible to envisage, as Burrell suggests, that the
model could be used to investigate the implications of a policy of
relegation and the effects of relegating different proportions of stock
(103>, Equally, however, it seems likely that, although the model yields
'reasanably useful results', financial and organisational constraints as
well as eyperience and common sense might in many cases decide policy 7

without the policy-maker needing to estimate and minimise the residual
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demand attaching to the categories of books which are chosen faor
relegation.

7.4 POTENTIAL UTILITY OF A KODEL OF THE DISTRIBUTION OF RECORDED
LIBRARY USE AMONG LIBRARY USERS. i

It appears, therefore, that library ma-nagers might find little potential
usefulness in a model of the distribution of recorded use over library
users. If the phenomena observed were physical phenomena, obeying
deterministic laws, then predictive models might be more employed by
librarians. The number of factors affecting the use of the library is
large, however, and the environment is often changing. Librarians
prepared to examine quantitative data would, nonetheless, undoubtedly
supplement their cumulated experience; and by investigating a fitted
model could gain an insight into patterns of use. Rouse (88) stresses
the benefits of the heuristic aspects of developing mathematical models
of library systems. This insight might diffuse to a wider audience if
the patterns recurred regularly or could be encapsulated in a simple rule
of thumb suck as Trueswell's 80/20 rule (104).

Other'positively—skewed distributions of frequency are observed in
library work, of course. The frequencies with which the books in a
library collection are used or borrowed will often have a very skew
distribution (Secticn 7.3.2). In a given subject field, the freguencies
with which articles are distributed over the journal titles which carry
them, or over the authors who wrote them, can show a similar variation
{15:14-15). Positively-skewed distributions with less variance
characterise the variation in performance among individual library users
on single occasions, whether it be with respect to length of stay or
number of tasks performed (10}, or number of uses recorded (Table 6.18).

Although the shapes of these distributions can certainly be similar,
they clearly cannot arise from the same causes. In particular, the
populations will differ in the extent to which differences between
individuals remain fixed over time, change over time or actually evolve
over time (as a result of some success-breeds-success mechanism, for
example). Thus, although the same statistical model approximates the
variation observed both among library books <(SBection 7.3.12) and among
library users (Section 2.2 .33, it is clear that not only must different
processes generate the variations, but also that these differences are

probably discernable even in the fitted models, either from the changes
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over time in the shapes of the fitted mixing distributions or from the
differences in the mixed distributions which give best fif in each case.
(Gelman and Sichel (115) suggest the use of binomial mixed distributions
for loaned books; but from Figure 2.1 and Section 3.4 it seems that a
distribution with a variance greater than the Poisson is required for
recorded use by users.) 7

Two applications of the modified negative binomial distribution model
are discussed in the following chapters. A simple method for the
extrapolation over time of numbers of non-users is first sought. Then,
the effect of patterns of activity among users upon the uptake of

material from the collection is investigated.
7.5 SUMMARY

Negative binomial distributions failed to give good fit to frequency
distributions of recorded use taken from the literature or to provide a
basis for extrapolating the distributions constructed from the author's
data. It did not seem that the poor fit could be reliably attributed to
heterogeneity in the populations or to the effects of competition among
the users, although both of these factors were thought to influence the
observed distributions. Increasing the variance of the distribution of
amounts of use per time period in the model improved fit, but did not
improve extrapolation as much as expected. To secure a further
improvemént, it would probably be necessary to incorporate variable
rather than constant rates of recourse into the model.

It is unlikely that models of frequency distributions of recorded use
would find direct applications in management information systems or in
extemporaneous policy making unless they yielded simple and widely
applicable rules of thumb which served to extend the significance of the
basic data. Nonetheless, the use of mathematical models to investigate
patterns of library use could, by virtue of the rigour of the method, be
expected to result in an enhanced description of user behaviour which
could supplement, and provide a quantitative framework for, other sources

of information.
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CHAPTER 8
FORECASTING NUMBERS OF NON-USERS

8.1 XNEGATIVE BINOKIAL XODELS

Under certain conditions, the fitted negative binomial or modified
negative binomial models may be used to pf‘edict distributions of use
beyond the time periods for which data have been collected. The fit of
the model to the data must be good to begin with, of course, and must be
likely to remain so. The population of potential users and the
circumstances of their use must therefore be expected to remain
unchanged, In particular, individual mean rates of use and, for the
modified negative binomial model, mean amounts of use per spell or visit,
must remain stable. For, prediction will be successful only if the
inverse scale parameter, b= p/{1 - p), can be extrapolated linearly with
time while the other parameters are held constant. Also, behaviour in
one time period must be independent of behaviour in another, since in the
model it is assumed that each use occurs independently of any other and
at random in time for each user. The length of time periods should not
be too short therefore since actual library uses will tend to be clustered
in time.

These conditions appeared to be largely met in the case of the
modified negative binomial distributions fitted to the freguency
distributions of use for the sample of 309 short-loan collection users
described in Section 3.1. The distributions are shown in Table 8.1. The
mean monthly rate of use changes little up to 16 weeks, and the
parameters k and a are reasonably stable, although a shows some change
in the 16-week distribution. The probability of use being recorded in
any weekly time period appears from Table 3.8 (Section 3.3.2) to have
been largely independent of use occurring in any other time pericd.
Because of this stable pattern of activity, it seems reasonable to suppose
that these distributions cpuld be successfully extrapolated in multiples
of one week,

How long the stable pattern of activity would continue is not clear.
During the UK academic year, major cycles of activity result in peaks of -
library use when assignments are due or when examinations are at hand
and lulls in library use in the vacations. Patterns of use would not

remain stable for more than a few months, therefore, and a population
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TABLE 8.1

Frequency distributions of the recorded use of a short-loan textbook
collection by 309 students over four -and eight weeks with expected
frequéncies, parameters (k, p and a) and chi-squared statistics for
fitted modified negative binomial distributions.

Observed (0bs) and expected (Exp) numbers of users

Number of

recorded Four weeks Eight weeks

uses Obs. Exp. Obs. Exp.
0 161 159.1 108 103.7
1 40 40.4 37 36.2
2 32 30.4 29 30.9
3 21 21.3 30 24.5
41 17 15.1 26 19.6
5-9 27 -~ 32.5 50 55.7
10-14 8 .2 9 22.1
15-24 2 .0 14 13.3

25+ 1 0 6 3.0

Mean use 1.9 3.9

Vafiance 12 ) 47

k 0.56 0.7

P 0.195 0.133

a 0.8 . 86

Chi-squared 3.1 18.9

No.of cells 11 16

P 0.9 0.1

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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.

- TABLE 8.1 (continued)

Frequency distribution of the recorded use of a short-loan textbook
collection by 309 students over sixteen weeks with expected
frequencies, parameters (k, p and a) and chi-squared test statistics
for a fitted modified negative binomial distribution.

Numbers of users
Number of recorded

uses Observed Expected
0 70 68.2
1 30 29.0
2 24 24.4
3 26 20.3
4 24 17.2
5-9 53 58.8
10-14 32 33.5
15-24 27 33.4
25+ 23 24,2
Mean use 8.1
Variance -192
k . 0.64
P . 0.0444
a 0.59
Chi-squared 15.8
No.of cells 23
P 0.7

Chi-squared test: expected frequencies were pooled where necessary
to give a minimum cell value of 5.0. P is the approximate
probability of the observed chi-squared value being exceeded in
random sampling.
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would not remain unchanged or in the same environment for more than ome
year. For the short-loan collection users, 24 weeks was considered the
longest time periond over which patterns of library use night remain
unchanged.

To examine the success of extrapolations of these distributions of use,
the scale parameter fitted to the 8-week distribution, p = 0.133, was used
as a base. Extrapolations for 4 and 16 weeks as well as for 24 weeks
were then calculated. For simplicity, only extrapolations of the zero
term are discussed here, Vhole distributions could easily be graduated if
required.

In Figure 8.1, the zero term of the maodified negative binomial
distribution is expressed in terms of the parameters. Table 8.2 shows
numbers of potential users not expected to have recorded usge during 4, 8,
16 and 24 weeks as estimated from this expression. The estimates are

correct to within +10% of the observed numbers of non-users.
8.2 ESTIMATES BASED ON MEAN AND PROPORTION OF ZERCS

Two statistics, the mean and proportion of zeros, are adequate for
estimating the parameters of reversed J-shaped negative binomial
distributions. Data collection would be much simplified if these
statistics alone were employed in forecasting numbers of non-users. In
Figure 8.2, k and b are expressed in terms of the observed mean and
proportion of zeros, and in Figure 8.3 the expressions required for
extrapolation are shown.

This method of extrapolation would not perform any better than the
negative binomial model itself, but the modified negative binomial model
could be employed insiead, provided that the value of the third parameter,
a, was assumed a priori. A value of a = 1, giving a variance double that
of the Poisson distribution in the negative binomial model, seems a
reasonable first approximation from Table 3.5. Clearly, it would need to
be tested against other sets of data. Figure 8.4 shows the proportion of
zeros for such a model and in Figure 8.5, the parameters k and b are
expressed in terms of the observed mean and proportion of zeros. In
Table 8.3, the value of the extrapolated proportion of zeros, p.(0) is
tabulated for various values of: p(0), the proportion of zeros after unit
time; X, the observed mean use after unit time; and t, the number of time

periods required. In Table 8.4 the ratio of p.(0) to p(0) is shown.
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FIGURE 8.1

Zero term of the modified negative binomial distribution

From Figure 6.5, we have
. )
' ﬁk k+ S - l ~-as v 3
() = e *® (ae)"q” Cs=0,12,.)
P rl k —|

where g = 1 ~ p,

Bence, the proportion of zeros is

[-’(0) = sz k-;s--;‘) S'Mj q,s (s=0,1,2,...)
= fk Ct+ g° kq( + e 2 k(kﬁ)q}/z{ +...)

=[p/c-eg] "

since the series can be summed# using the binomial expansien,
(1 -x""=1+ nx+ n(n+ LIx52+ ..

The expected frequency of zeros in a population of ¥ potential users is
then

j@ - ~[p/C-e)]".

If a and k are held constant, then the scale parameter, b = p/g, scales
linearly with time. For a time period t times that for which b was
fitted, b becomes b/t and therefore

FC@ = N[pr /O]

#The author is grateful to Mr. D.M. Ellis for pointing out this
simplification.
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FIGURE 8.1 {(continued)

If, for example, the value of b was fitted to data for a period of

observation of 8 weeks, then the value fn;‘ 24 weeks will be

b,
3
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TABLE 8.2

Observed and expected numbers of potential users not recording use

of the short-loan textbook coilection.

- Observed Expected
number of number of Scale
Time period non-users ‘non-users parameter, p
Weeks 1-4 161 147 0.235
Weeks 1-8 108 104 0.133
Weeks 1-16 70 69 0.0712
Weeks 1-24 - 53 0.04865

Extrapolated from parameters fitted to data for Weeks 1-8 (Table
8.1): b .

el -

k=0.7; a=20.86; p= —EL-where t = (Time period in weeks)/8.
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FIGURE 8.2

Estimating the parametei-s of the negative binomial distribution from the

observed mean and proportion of zeros

The negative binomial distribution with shape parameter, k, and scale

parameter, b, (Figure 2.2) has a proportion of zeros

P = (1)

and a mean (Figure 2.3)
k

m = —.
b

The parameters may be estimated by equating these expressions to the
observed proportinns of non-users, g{(0), and the observed mean use, ,

respectively. Then, if p(0) = g(0) and m = X,
-lou:?(:Q) —

" L“(btt)

and

Hence

b on b _,f,n_g (o) '

b+t x

For convenience, approximations could be found for the expression on the

left-hand side. In general,

_b -b",
b +1

b dn
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FIGURE 8.2 {(continued)

where the exponent, n, has a value beiween 0.6 and unity depending on the

value of b. Alternatively

b-Qn(-—b—)a -~ b +01, O01<bc 04
b+

Using the latter approximationm,

x

b = (-—L—A °) -—0-!)2,

and

Kk ® 5(&2_@2 -~ O-I)z.

These or similar expressions may then be substituted for b and k in
Figure 8.1. '
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FIGURE 8.3

Extrapolation of the negative binomial proportion of zeros

From Figure 2.3, the proportion of zeros of tbe negative binomial

distribution for a single unit of time is

b k
p@ = 77 -
b+l
If k remains constant so that b scales linearly with time, then, for t

units of time,

- -b_ - k
¢ b\
[’cco): PR = (b+t)
— + |
it
and the ratio p.(0)/p(0) is
- b 1k
_t
Pe (@ _ |b l ~ (b+|)"
r(o) Lt * ] b+ €
b k
b+l

Alternatively, this ratio could be equated to a particular fraction, say
1/d, in order to calculate the number of time units, t, which would be
required to elapse before the proportion of zeros would fall to tbis

If

fraction of its initial size.

b+|)u _
bt/

L
d




FIGURE 8.3 {(continued)

t = (b-rl)d—'/"-b.

In each case, k and b could be expressed in terms of the observed mean

and proportion of zeros, as shown in Figure 8.2.

- 188 -




FIGURE 8.4

Extrapolation of the propertion of zeros for the modified negative-
binomial distribution

From Figure 8.1, we have

pe) = (l —P«;,e'“)k - (b -rl:-a’“)k

If the parameter a is held constant at unity, then the variance will be

K
?(sz)

compared to the variance of the negative binomial distribution,

-E-i (I+b)

Putting ¢ = (1 - e~ and following Figure 8.3, we have

pee) = (fiT)k - (b +bo-632)k

and
b k
Ft(o) = (b-c-ct)
Thus
Pc(o) N (b-f-c )k
F(O) b +ct
and i
Vi
N (b+c) L= b
t B C




FIGURE 8.5

Estimating the parameters of the modified negative binomial distribution

from the observed mean and proportion of zeros

From Figure 8.4 and following Figure 8.2, we have

b k _ ak
3(0) = (mi and x = ‘—b'—‘ (from Figure 6.5),

If a =1, then

b,@,\(_.E___.) - &_[%(_0)_]_

b +0-632

For the expression on the left-hand side of the equation we substitute

the simpler parabolic approximation -0.6~/b. Then

( An (o)

0.6x
and i
( FIO) S EARIO
0-6x 0-36x .
whence 2
[/ 2a 4 (0)\? ] [_'(:_'EJ_@_]
() (%_) + 0-032 0-36x
©
F ﬂJ;Je(O) + 0-:632¢
and

- peo)
Ft. (o) J (0) F(o)
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TABLE 8.3 . -

Values of the extrapolated proportion of zeros, P.c(O), estimated
from the approximation shown in Figure 8.4 for values of p(0) from
0.2 to 0.7, of ¥ from 3.0 to 7.0 and of t from 2 to 4.

(VRFH |

p(0)

t =2

0.2 .08 .08 .09 .09 .09 .1 .1 .11 .11
0.25 .12 .12 .13 .13 .14 .14 .15 .15 .16
0.3 .16 17 0 W17 .18 .19 .19 .2 .2 .21
0.35 .21 .22 .23 .23 .24 .25 .25 .26 .26
0.4 .26 .27 .28 .29 .3 .31 .31 .32 .32
0.45 .32 .33 .34 35 .36 .37 .37 .38 .38
0.5 .38 W4 .4 J4l .42 L43 43 44 .44
0.55 .45 46 A7 .48 .48 W49 .49 .5 .5

0.6 .51 .52 .53 T .54 .55 .55 .56 .56
0.65 .58 .59 .6 .6 .61 .61 .61 .62 .62
0.7 .65 .65 .66 .66 .67 .67 .67 .67 .68

Lt =3
0.2 .04 .05 .05 .05 .06 .06 .07 .07 .07
0.25 .07 .08 .08 .09 .09 .1 .11 11 .12
0.3 .11 11 .12 .13 .14 .15 .15 .16 .17
0.35 .15 .16 .17 .18 .19 .2 .21 .22 .22
0.4 .2 .22 .23 .24 .25 .26 .27 .28 .28
0.45 .26 .28 .29 .3 31 .32 .33 . 34 34
0.5 .33 .34 .36 .37 .38 .39 .39 A4 .4l
0.55 A .41 .43 a4 .45 .45 46 A7 47
0.6 Ny 48 .5 .51 .51 .52 .53 .53 .54
0.65 .54 .56 .37 .57 .58 .59 .59 .6 .6
0.7 .62 .63 .64 .64 .65 .65 .66 .66 . 66

t =4

.03 .03 .03 .04 04 .04 .05 .05 .06
.08 .09 .09 .1 .11 .12 .13 .14 .14

.16 .18 .19 .21 .22 .23 .24 .25 .26

OO0 OCOOOO0O0
'--JO\O\U'ILngl-E‘wUNN

.22 .24 .26 .27 .28 .29 .3 .31 .32
.29 .31 .32 .34 .35 .36 .37 .38 .39
5 .36 .38 .4 .41 42 .43 .44 .45 .45
an .46 .47 48 .49 .5 .51 .52 .52
5 .52 .53 .55 .56 .56 .57 .58 .58 .59
6 61 62 63 .64 64 65 65 65 -
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TABLE 8.4 -

Values of the ratio of the extrapolated and unit proportions of
zeros estimated from the approximation shown in Figure 8.4 for
values of p(0) from 0.2 to 0.7, of X from 3.0 to 7.0 and of t from
2 to 4.

w1l

p(0)

t =2 :
0.2 .42 .42 a4 .45 .47 .49 .51 .53 54
0.25 .48 49 .51 .53 .55 .57 .59 .61 .62
0.3 .54 .56 .58 .6 .62 .64 .66 .68 .69
0.35 .6 .62 .65 .67 .69 .71 .72 74 .75
0.4 .66 .68 .71 .73 W75 .76 .78 .79 .8

- 0.45 .72 74 .76 .78 .8 .81 .82 .84 .84

0.5 77 .79 .81 .83 .84 .85 .86 .87 .88
0.55 .82 .84 .85 .87 .88 .89 .89 .9 .91
0.6 .86 .87 .89 .9 91 .91 .92 .93 .93
0.65 . 89 .91 .92 .93 .93 .94 .94 .95 .95
0.7 .92 .93 .94 .95 .95 .96 .96 .96 .97

t=3
0.2 .22 .23 .25 .27 .29 .31 .33 35 .37
0.25 .28 .3 .33 .35 .38 L4 42 W45 L47
0.3 .35 .38 41 44 L4649 .51 . 54 .56
0.35 .43 .46 .49 .52 .55 57 .6 .62 .64
0.4 .5 .54 .57 .6 .62 .65 .67 69 .7
0.45 .58 .61 .64 .67 .69 .72 .73 .75 .76
0.5 .65 .68 .71 .74 .76 W77 .79 .8 .82
0.55 .72 .75 .77 .79 .81 .83 .84 .85 . 86
0.6 .78 .81 .83 .84 .86 .87 .88 .89 .89
0.65 .84 .86 .87 .88 .89 .9 .91 .92 .92
0.7 .88 .9 .91 .92 .93 .93 .94 .94 .95

t=4
0.2 .13 .15 .16 .18 .2 W22 .24 .26 .28
0.25 .19 .21 .23 .26 .28 .31 .33 .36 .38
0.3 .26 .29 .32 .35 .37 4 .43 45 .47
0.35 .33 .37 A4 43 46 .49 .52 .54 .56
0.4 .41 .45 .49 .52 .55 .58 .6 .62 .64
0.45 .5 .54 .57 .6 .63 .65 .68 .69 .71
0.5 .58 .62 .65 .68 .7 .72 .74 .76 .77
0.55 .66 .69 .72 .75 .77 .78 .8 .81 .82
0.6 .73 .76 .79 .81 .82 .84 .85 .86 .87
0.65 .8 .82 .84 .86 .87 .88 .89 .9 .9
0.7 .85 .87 .89 .9 91 .92 .92 .93 .93
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The expressions of Figure 8.5, though cumbersome, are based on simple
statistics and are easy to evaluate. The results could be accurate enough
to indicate at an ea}ly stage whether broad policy objectives were likely
to be met. As an example, assume that the proportion of non-users after
one month of -da-fa collection (preferably not right at the beginning of
the session? was 0.4 and that mean recorded use was 3. After three
further months (i.e. four months overall), the propoi‘tion of zeros could
be expected to be around 0.16, perhaps a larger figure than would reflect
entirely creditably upon the library. Accordingly, assume that a
proportion no larger than 0.05 is the objective. By trial and error, or
by calculating the approximate values of k and b, it can be shown that
more than 20 months would be required to elapse before the preoportion
would fall to the required level. If action were taken to increase the
rate of use for all potential users equally (that is, if k remained
constant and the distributions of propensity within the potential user
popuiation remained unchanged), then clearly the monthly mean would have
to be raised at least 20/4 = 5 times in order to achieve the required
result. If extra books were provided generally or if instruction were
given generally, then this would have to be the target. If, however,
selective action were taken to alter the propensity of infrequent users
(by, for example, instruction or encouragement, or by improving the
accessibility or availability of the most popular or perceptibly useful
titles in the collection), then mean recorded use may not have to be so
massively increased in order to achieve the desired result. In this case,
k bas to be raised only to 1.2 from 0.7, raising the monthly mean to 5.2.
Table 8.5 shows a sunmary of the distributions for each of these
outcomes assuming a population of 100 users and indicates the small loss

in accuracy in using the approximated values of b and k.
8.3 SUMMARY

Provided that the propensity of the users and the nature of the
environment remain unchanged, distributions of recorded use may be
predicted well beyond a period of observation by fitting and
extrapolating the modified negative binomial distribution. The
probability of zerc uses is particularly easy to calculate because the
series in the probability function can be summed.

- An even simpler method can be employed. Assigning an arbitrary value

to the parameter, a, approximations to the parameters b and k can be
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TABLE 8.5

Summary of the expected frequencies of use after four months for a
population of 100 potential users: a) with monthly mean, 3, and
proportion of zeros, 0.4; b) with increased monthly mean; ¢) with

shape parameter, k, increased.

Numbers of users

Number of
uses a) b) c)
0 17.7 (15.8) 4.9 5.0
1-4 23.3 7.5 13.7
5-9 18.2 7.1 16.0
10+ 40.8 80.5 65.3
Mean use - 12.0 - 81.0 20.8
p 0.055 (00608) 0.008556 0.055
Tk 0.699 (0.777) 0.699 1.21
a 1.0 1.0 1.0

Figures in brackets are calculated from the approximation described

in Section 8.2
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expressed in terms of the observed mean and proportion of zeros. The
need to fit the distribution is thus eliminated. For distributions convex
to the origin where proportions of zeros will be large enough to be of
interest, the loss of accuracy in using the approximations will not be
great compared to probable instabilities in the emvironment or population.
The results could be adequate, therefore, for testing performance against

broadly defined policy targets.
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CHAPTER ©
UPTAKE -FROM THE COLLECTIONR

9.1 RELATIONSHIP BETWEEN DISTRIBUTIONS OF USER ACTIVITY ANWD
DISTRIBUTIONS OF BOOK USE.

Unless users choose library material entirely at haphazard, a
relationship will exist between their distribution of recorded library use
and the pattern with which material is taken up from the collection. The
strength of the relationship -will depend upon the extent to which the
users share the same preferences and only a detailed record of the
interactions of users with items from the collection would make this
plain. For more than a small number of users and items, however, the
pattern may prove too complex to be profitably analysed.

Of course, if the users share exactly the same preferences and use with
absolute independence, then the distribution of recorded uses will define
precisely the pattern of uptake from the collection. Heavy users will
work through a large range of material from the most popular or
preferred items to those of lesser popularity. Light users will follow
the same Toute until their energies or responses to stinmuli are exhausted.
The effect on uptake from the collection is shown schematically in Figure
9.1, A hypothetical collection of 25 books, ranked from 1 (indicating the
item with the highest priority for use by the users) to 25, is associated
with a hypothetical group of 20 potential users (named A to T) whose
recorded use is distributed similarly to the expected distribution for
Class B in Table 6.14. Clearly, 90% of the potential users could he
satisfied from a little over half of the collection.

For other groups of users, like the economists in Table 1.2, the
distribution of uses will not be so skewed as in Figure 9.1. At the
extreme, when the reading is regimented (as in the case (4) cited by
Jahoda), most users will use the full range of material and a filled
rectangular matrix of interactions between users and items would result.

If the users were 10 exhibit no preferences in their use of items from
the collection, that is, if tkey used material at random, it would of
course be impossible to detect a pattern in the use of the collection. In
any period of observation, some books would receive more use than others,
but these differences would not be repeated in subsequent periods. Figure

9.2 shows the pattern of use for the hypothetical collection of 25 books

- 196 -



FIGURE 9.1

Pattern of use when users share the same priorities in using library_
material. Diagram showing the use of a hypothetical collection of 25
books (ranked 1 to 25 according to the amount of use made of them) by 20
potential users (denoted A to T in order of decreasing activity’ with
amounts of use distributed similarly to Class B in Table 6.14. The books
used by each user are shown stacked vertically above their identifying
letter.
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FIGURE 9.2

~ Example of pattern of use when users use library material at random.

Diagram showing the use of a hypothetical collection of 25 books (ranked

1 to 25 according to the amount of use made of them)> by 20 potential
users (denoted 4 to T in order of decreasing activity) with amounts of
use distributed similarly to Class B in Table 6.14. The books used by

each user are shown vertically above their identifying letter.
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when used at random by 20 users whose distribution of activity is as -
shown in Figure 9.1, (Random numbers were drawn with the routine tested
(Appendix B) and used in the simulation runs.) Books receive from two to

seven uses in a roughly symmetrical distribution. Tbis distribution

could be expected to persist if the observations were repeated, although

the relative differences between individual books would alter.

¥ost librarians, however, might expect not only a markedly skewed
distribution of use over the books in their collections, but also a marked
persistence over time in the relative differences between books (102,105).
It seems, therefore, that the preferences of library users (and especlally
of students sbaring the same curriculum) will appear to converge on
particular items in library collections, but it is unlikely nonetheless
that this convergence, would be complete. Thus, even if the distributiaon
of use over the collection is far removed from the symmetrical form
associated with random use, students may diversify their recorded use
sufficiently to preclude the connection of distributions of activity with
pattei‘ns of uptake from the collection.

There may be more than one reason for this diversification. It may, of
course, be deliberately fostered to promote independence among students:
they may be given long reading lists, or uno reading lists at all. Even
if diversification is not encouraged, competition among users may hinder
the exercise of common preferences. If choice is constrained by a lack
of availability, the least-used books might be expected to be associated
with the last-comers or least-active users, not the heavier users as
suggested in Figure 9.1. Rao (106) has noticed a tendency for single-use
books to be issued to single-use users in large general academic
collections, and it is well-known that a minority of heavy borrowers in
academic libraries can be successful in obtaining and retaining popular
books to the detriment of their colleagues (107). If groups of users
cooperate by exchanging library material which has already been issued
(66,108), common preferences may only be partially recorded and an
apparent diversification may result. In the extreme case, those that
record much use of the library collection would then merely be the
students who work alone or those who most frequently serve their
colleagues.

It is perhaps for these reasons that the record of library use
considered below gives few indications of common preferences among the
users. The data consist of recorded library uses by a sample of 20

undergraduate economists using an open-access short-loan collection. As
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with the collection described in Section 2.2.3, almost any use of library
material (with the exception of informal exchange) would have resulted in
a transaction record. Imn this case, however, only numbers of titles used
are considered (as proposed in Section 1.4), and the effect of this change
in unit on statistics and distributions of use is first noted.

9.2 TITLE USE

For individvals using particular library collections, an assoclation may
be observed between the amount of recorded use and the number of titles
recorded. In Figure 1.4, numbers of titles used are shown plotted against
numbers of recorded uses for the sample of economists. A regular,
although perhaps not linear, trend is apparent. In Table 9.1, data for
groups of individuals from the sample of 309 short-loan collection users
(Section 3.1) are shown. Mean numbers of titles used are calculated for
groups of users with similar rates of recorded use. Individuzl amounts
of title use varied up to +45% about title-use means for the higher
numbers of recorded uses, but varied less for those users recording 6, 10
and 11 uses. One individual recording three uses used only one title.
The relationship between recorded use and recorded title use was assumed
to pe of a higher order in the form: (Bumber of titles used) = (Number of
uses)®, where & is constant. This gives the necessary agreements between
use and title use at zero and one uses. From inspection, a value cf a =
0.86 was adopted.

Similar exponents were fitted by least-squares estimation to data for a
sample of humanities and social sciences undergraduates recording the use
of short-loan and reserve material in a UK university library. Values of
0.81 and 0.78 gave best fit. Figure 9.3 shows the plots of these data
using logarithmic scales on both the 'use' and ‘title use' axes.

For each of these three sets of data, the individual wvariation about the
estimated number of titles used was only slightly greater than could have
been expected for a sequence of Bernowilli trials (Figure 9.4). The
greatest variation occurred in the data of Table 9.1, perhaps because the
material was issuved for two different loan periods. 13%, 7% and 4%
respectively of the values in each set of data exceeded 95% confidence
limits.

In Table 9.2, title use by the undergraduate economists 1s shown. As

in Table 9.1, items were available for different lengths of time: one
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TABLE 9.1

Numbers of recorded uses, mean numbers of titles used and expected
numbers of titles used by a sample of 101 users of a short-loan

textbook collection over sixteen weeks.

Number of Mean number Expected

Number of users in of titles number of
recorded uses sample _ used titles used
1 30 1.0 1.0

3 26 2.6 2.6

6 11 4.6 4.7

10 9 7.7 7.2

11 5 8.4 7.9
19-21 9 14,9 13.2
29-31 U 5 ) 18.2 18.6
56-60 4 25.5 32.9

88 1 42 47,0

151 1 85 74.8

86

(Expected number of titles used) = (Number of recorded uses)o'




FIGURE 9.3

Log-log plot of numbers of recorded uses and numbers of titles recorded
for a sample of second-year undergraduates using social sclence or
humanities material from reserve and short-loan collections in a UK
academic library over a period of 30 weeks. Fitted lines show the
estimated number of titles recorded using the approximations: (Number of
recorded uses)?-7® for réserve books and (Number of recorded uses)©-®}

for short-loan books. Exponents were fitted by least squares.
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FIGURE 9.4 -

Confidence limits for estimated numbers of titles used.

Each use 1s regarded as a Bernouilli trial with the alternative
outcomes: (Use of a new title; Use of a title already used). There is one
less trial than the observed number of uses, u, because the first trial
inevitably results in the use of a previbusly unused title. The
probability at each trial of using a new title is p = (u= - 1)/ - 13,
where a is the fitted exponent. The expected number of titles is
1 + pu - 1) = v~ as required. The standard deviation of this estimate

is ¢ =«/plu - 1D - p), and the 95% confidence limits lie at about
U=t 2.
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TABLE 9.2

Numbers of recorded uses, numbers of titles used and expected
numbers of titles used by a sample of 20 undergraduate economists
using a short-loan collection over three terms.

Expected
Number of Number of number of
User number recorded uses titles used . titles used
3 8 8 6.2
15 26 ' 247%% 17.4
8 29 19 19.1
5 32 20 20.8
18 34 22 22,0
19 36 29% 23.1
14 46 26 28.6
20 52 31 31.9
1 61 : 40 36.6
17 62 38 37.2
12 63 38 37.7
~ 63 41 37.7
4 70 . 44 41.3
10 70 | 49 41.3
13 74 - 38 43.4
11 74 46 43.4
79 44 46.0
6 88 41 50.5
2 95 53 54.0
16 138 49 74.9
Total 1200 700 713.1
Mean 60 35
Variance 852 145

(Expected number of titles used) = (Number of recorded uses)o'876

*Lies less than 0.5 outside 95% confidence limits for the estimate
of title use. *%Lies more than 1.5 outside 957 confidence limgts for
the estimate of title use. —
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week, one day, or within library hours enly. Four (20%) of the observed
numbers of title uses fell outside 95% confidence limits for the estimate.

It seems possible that the ratio of titles to uses reduces as the
period available for use is shortened; that is, where access is restricted
users may need to record more uses in order to achieve their objective. =
Thus in Figure 9.3, the estimated number of reserve titles used per 100
recorded uses is 36, whereas the estimated number of short-loan (three-
day loan) titles 1s 42. A greater difference is observed between loan
material and reserve material in the US college library surveyed by Knapp
{3, In 4185 reserve collection uses, 1961 titles were used, but in 2547
loans from the main collection, 2444 titles were used. On the other hand,
the observed differences may merely feflect the more regular re-use of a
core of permanently relevant material held on reserve.

If each of the terms of a frequency distribution of recorded use are
transformed with an exponent less than unity, then clearly each term
(except zero and one) will be reduced. The mean and variance will
therefore also be reduced and the distribution will become less
positively skewed. For negative binomial distributions, an increase in
both k and p will result. Because this transformation of uses into title
uses 1s performed with a non-linear function, it is not possible to
calculate the mean of the transformed values accurately by transforming
the mean of the original values. f-'ur the positively-skewed distributions
encountered so far, an overestimate of more than 10% would result,
assuming values of the exponent similar to those given above. But for
the more symmetrical distribution associated with the undergraduate
economists {(Table 9.23, th'e error is less serious. The transformed mean
is (60)°®7¢ = 36.1 compared to the mean of the individually transformed
values, 35.7,

The approximate relationship demonstrated between use and title-use
suggests that users become heavier users not only by using more titles,
but also by making rather more use of each title. For an exponent, &, a
doubling of total use is accomplished from 2= times the number of titles
and so the increase in the rate of use per title is the proportion
(2¢7~ = = 1) of the original rate. For the values of the exponent given
above, bhowever, this increase is clearly not great, say between 9% and
16%. The range of titles used increases with use, therefore, hut at a
gradually declining rate. This decline perhaps reflects a _change in the
marginal utility of consulting each extra title.
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%.3 LEVELZ QF U=ZE ROT EXCEEDED BY S0% ARD 05% OF FOTERTIAL USERE

In passing, it is interesting to note that by using the upper values of
fitted geomeiric distributions to approximate the upper values of
observed or fitted distributions of recorded use, levels of use not
exceeded by the large majority of potential users may be roughly
estimated. WVith the exception of the distribution shown in Tatle 9.2, the
distributions of recorded use examined so far have been very skewed: a
proportion of potential users remain unrecorded while a minority are
extraordinarily active with rates of recorded use several times the mean.
The tails of these distributions may be approximated merely by using the
sample mean to estimate the single parameter of a geometric distribution.
In Tables 9.3 and 9.4, the correspondence between the upper parts of
ohserved and fitted distributions is shown for two sets of data for large
populations. This correspondence will only hold for distributions which
are positively skewed. For more symmetrical distributions, such as that
of Table 9.2, a different approximation would be necessary and both
central tendency and range would probably need to be estimated.

In Figure 9.5, the method of estimating the minimum level of use of the
most active 5% or 10% of potential users is described. The results for
the sets of data already described are shown in Table 9.5. The actual .
percentages of users who failed to reach the minimum level of use compare
well with the expected percentages of 90% and 95%. Xore simply, a
minimum level of use of three times the mean can be expected to divide
off between 5% and 10% of potential users. Column 4 of Table 9.5 shows
the actual percentages who failed to reach this level pf use. It is clear
that most of the percentages are within the predicted range. Three times
mean use thus seems a useful and easily calculated statistic to indicate,
for positively-skewed distributions, a level of activity not exceeded by
at least 90% of all potential users. The other 10% are the heaviest
users and they may account, if there are many non-ueers, for as much as
one half of all recorded uses (Table 1.1).

It is possible that this relationship between a level of use and a
proportion of potential users could help in defining 2 minimum collection
to satisfy most economically all the recorded uses of a given number of

potential users. As noted above, however, it would be necessary for the
| users to behave as shown in Figure 9.1, with common preferences for the
titles they used. The extent of this community of interest is now

investigated for the sample of 20 undergraduate economists.
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TABLE 9.3

Proportions of population falling within various ranges of amounts

of use for the 1550 potential users of a short-loan collection

{Table 2.3, Column 6) and a fitted geometric distribution.

Range of amounts of

Observed proportion

Expected proportion

use of population of population
0-7 0.794 0.764
0-12 0.890 0.904
0-13 0.901 0.920
0-16 0.927 0.954
0-19 0.941 0.978
0-21 0.951 0.981
0.964 0.991

0-25

Parameter, q, of geometric distribution estimated from observed

mean, m, using q = m/(1 + m).
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TABLE 9.4

Proportions of population falling within various ranges of amounts
of use for the distribution of recorded use reported by Schnaitter

(Table 5.3, Column 4) and for a fitted geometric distribution.

Range of amounts of Observed ﬁroportion Expected proportion

use of population of population
0-10 0.769 0.744
0-18 0. 880 0.905
0-20 0.896 0.926
0-23 0.917 0.949
0-28 0.940 0.972
0-31 0.951 0.981
0-37 . 0.963 - 0.991

Parameter, q, of the geometric distribution estimated from the

observed mean, @, using q = m/(1 + m).
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FIGURE ¢.5

Using the geometric distribution to estimate levels of use not exceeded
by a majority of potential users.

The geometric distribution function
par) = pgr (r=0,1.2,.7,

where g = 1 - p, is a special case of the negative binomial distribution
function (Figure 2.2)

k+vr-| kK g
wz ’ = o: » J“-)
F(,a) ( l ) f ) (n ,2

ke~

which, in simple or modified form, has been used in the foregoing
chapters to model distributions of recorded use by users. If the Poisson
component or components of these distributions is ignored and the shape
parameter, k, is set to unity, then a geometric distiribution with mean,
m= g/t - @, will result. The single parameter, q, can be estimated by
using g = m/(1 + m.

The probability of observing s or more geometric-distributed events is

Fis) = p(q= + gq=~' + g="% + ..
= qﬂ‘.

In the library application, the proportion of potential users, a, who
record s or more uses can be estimated by setting a equal to ¢~ and
solving for s or a.

If the value of a is given, then we have

0
It

log(a)/log (g

log(a)/logim/{1 + ml.

If s is given and set to three times the observed mean (i.e. s= 3m),
then
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FIGURE 9.5 {(continued}

logta) = Gmloglm/(1 + mi.
For values of m between 1.6 and 350, a lies between 0.1 and 0.05. In
general, therefore, only a minority of potential users (between 5% and

10%) would be expected tp record three or more times mean use.
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TABLE 9.5

Observed percentages of potential users recording less than the
estimated level of use equalled or exceeded by 10% (90% level) and
5% (957% level) of potential users and observed percentages recording -

less than three times mean use for various data sets.

Data set 90% level  95% level 3(Mean)
% % A

Table 6,10 Ritter 86.5 90.6 89.7
Maxted 88.9 92.4 90.4
Table 6.11 Knapp 91.0 93.6 93.0
Table 6.12 Clayton 90.9 95.5 95.6
Table 6.13 Schnaitter W 88.5 92.3 91.5
schnaitﬁer M 87.5 91.7 90.8
Table 3.2 o Weeks 1-4 91.3 92.9 . 913
- Weeks 1-8 91.9 83.5 93,2
Weeks 1-16 90.0 93.5 92.6
Table 6.14 Class A 92.2 93.5 93.5
Class B 93.2 93,2 93.2
Table 6.15 Class C 89.9 94,9 94.9

90% and 957 levels of use estimated from geometric distributions

fitted as shown in Figure 9.5.




9.4 TITLE USE BY A SAMPLE OF UNDERGRADUATE ECONOMISTS

Recorded uses by a sample of 20 UK second-year undergraduate
economists during one academic session from 26 Seﬁtember to 14 June were
examined to determine the extent to which users showed similar
preferences in the titles they used from a short-loan collection.
Potential users were sampled by taking the first 20 borrower numbers in
a class of 86 students. These borrower numbers are represented below by
the numbers 1 to 20. Altogether, 1200 uses and 700 title uses were
recorded. The distributlions of numbers of uses and numbers of title uses
are shown in Table 9.2. Negative binomial distributions were fitted to
both distributions using the maxXimum likelihood equation. Goodness of
fit was tested with the chi-squared test and appeared adeguate (F = 0.1,
uses; P = 0.3, title uses). But, with only four cells and one degree of
freedom, the test was poorly founded. The estimated negative binomial
parameters were k = 4.1 and p = $.064 for uses, and k¥ = 9.0 and
p = 02045 for title uses.

Amounts of use appeared to cumulate evenly through the session. The
total number nf uses in the first third of the session was almost exactly
one tbird of the final total and the individual numbers of uses in the
first third could have been random samples from the final individual
totals (chi-squared test: F = 0.67). Negative binomial distributions were
fitted to the distributions of use for one third and two thirds of the
seesion as well as for the whble sessicn.‘ The estimated value of k
appeared to change progressively, from 3.3 to 3.8 to 4.1, as the period of
gbeervation lengthened.

A total of 280 different titles were used by the 20 students during the
session. (Different editions of the same title were not distinguished.)
Table 9.6 shows the distribution of titles according to their numbers cof
users. Almost one half of the titles had only one user. On average,
titles with greater numbers of users also received mere uses by each user
(Table 9.6, Column 37, but they were probably available for shorter
periods of loan.

Clearly, no title was used by all the students, and only four titles
were used by a majority of users. There is thus little evidence that
users shared the same priorities in their use of material from the
collection. It‘is péssible, however, that some titles were equivalent,
Alikpugh this seems unlikely. Eighty-five different Dewey class numbers

were represented among the 280 titles (class numbers differing by
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TABLE 9.6

Distribution of numbers of users for titles in a short-loan
collection used by a sample of 20 second-year undergraduate

economists and mean number of uses per title per user.

Mean use per user

Number of users Number of titles per title
1 131 1.2
2 55 1.4
3 _ 28 1.2
4 23 1.5
5 l19 2.0
6 8 1.9

-7 4 2.8
8 6 2.6
9 2 2,2

11 2 2.9

12 2 2.2

Teotal 280

Aggregate mean number of uses per title per user: 1.7.
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geographical or '01' suffixes were not distinguished), but no class number

was used by all the students, and only four classes were used by a

majority of them. The most popular of these was used by sixteen

students, At best, class numbers would only be a rough guide to the

usefulness of particular titles for particular purposes, but the pattern -
of their use provides no evidence for shared preferences im the subjects

for which students used short-loan books. (Of course, subject needs

would also have been met from the main collection.)

Furthermore, it appears that the single-user titles were used not only
by the heavy users (as would be expected if the students adopted similar
priorities in their use of material), but by all users. The proportion of
single~user titles used by the eight less-active users was not
significantly different to that for the whole population (Figure 9.6).

The extremes of similarity and dissimilarity between pairs of users in
their use of titles were more marked than would have occurred by chance.
Table 9.7 shows a coefficient of similarity {(called the Czekanowski
coefficient by Clifford and Stephenson, 108:55) calculated for each pair
of users. The user numbers in each pair are shown separated by a
solidus. The coefficient represents the quotient obtained by dividiug
twice the number of titles which were common to both users in the pair
by the sum of ‘the title uses recorded by each of the users. The
coefficient therefore takes values between 1.0 (all recorded titles used
by both users) and 0 (na titles common to both users). Lists of the
title numbers used by each user are given in Appendix D. Table 2.8 shows
the relative frequency with which values of the coefficient occurred, and
Table 9.9 shows the relative frequency with which values of the
coefficient occur when titles are allocated at random to users {(assuming
the observed rates of use for both users and titles). Clearly the
observed range of coefficients is wider than would occur by chance.

Twenty-one pairs of users had no titles in common and used completely
dissimilar material. Each of these pairs included one of the eight less-
active vsers (who recorded 31 or less title uses), but only one pailr
included two such users. Table 9.10 shows how these pairings are
distributed over the 20 users. Table 9.11 lists the user numbers
involved in the 21 dissimilar pairs. Users 3 or 20 are present in 16 out
of the 21 pairs and in 12 cases pair with the same six users. These two
users had some similarities; they used three titles (iwo claés numbers)
in common out of a possible total of eight titles. Two of the titles and

both class numbers were well used, the titles being used by four and
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FIGURE 9.6

Contingency table for the comparison of the numbers of title-uses
recorded for single-user titles ard the numbers of title-uses recorded
for all other titles by the elght less-active and the twelve more-active

users from the sfample of 20 undergraduate economists.

TITLE-USES

Single-~

user Other

titles titles Totals
Less-active 39 140 179
users# (33.5 (145.5)
¥ore-active 82 429 521
users (97 .5 (423.9)
Totals 131 - 569 700

Expected numbers of title-uses are shown in brackets. Chi-squared
statistic (with Yates' continuity correctiont) = 1.23; P« 0.25. The null
hypothesis that both groups of users record the use of similar

proportions of single-user titles cannot be rejected.

#The less-active users recorded the use of between 8 and 31 titles, the

more-active users between 38 and 53 titles (Table 9.2).

1The difference between observed and expected numbers was decreased in
absplute value by % before squaring in order to improve the approximation

of the sampling distribution of the calculated statistic to the continuous

chi-squared distribution.




TABLE 9.7

Czekanowski coefficients of similarity (C) for recorded title uses
by pairs of undergraduate economists (U) with zeros left blank.

1/2
1/6
1/10
1/14
1/18
2/4
2/8
2/12
2/16
2/20
3/7
3/11
3/15
3/19
447
4/11
4/15
419
5/8
5/12
5/16
5/20
6/10

6/14.

6/18
7/9
7/13
7/17
8/9
8/13
8/17
9/10
9/14
9/18
10/12
10/16
10/20
11/15
11/19
12/15
12/19
13/16
13/20
14/18
15/17
16/17
17/18
18/20

]
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oo o

OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

.24
.10
.36
.09
.26
.06

.09
.29
.12

.19
.16
.14
.13
.32
.08
.31
.03
.06
.20
.29
.30
.06
.45
.15
.29
.03
.35
.18
.58
.03
.25
.16
.39
.03
.06
.05
.23
.09
.11
.03
.04
.13
.30
.13

1/3
1/7
1/11
1/15
1/19
2/5
2/9
2/13
2/17
3/4
3/8
3/12
3/16
3/20
4718
4112
4/16
4720
5/9
5/13
5/17
6/7
6/11
6/15
6/19
7/10
7/14
7/18
8/10
8/14
8/18
9/11
9/15
9/19
10/13
10/17
11/12
11/16
11/20
12/16
12/20
13/17
14/15
14/19
15/18
16/18
17/19
19/20

.31
49
.13
.09

0.30

OO0 0OO OO0 o0 OO0

OO0

[eNeNoNololololela

.04
.18

.44

.15
.13
.54
.17

.07
.28
.24
.07
.11
.18
.26
.30
.03
.12
.12
.18
.15
.41
.12

.25
.44
17
.46

.21
.06
.29
.08
.40
.17
.23
.15
.37
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1/12
1/16
1/20
2/6
2/10
2/14
2/18
3/5
3/9
3/13
3/17
4/5
4/9
413
4f17
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5/10
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6/8
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7/19
8/11
8/15
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10/14
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12/13
12/17
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14/20
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TABLE 9.8

Relative frequency of values of coefficient of similaricy for

recorded title use by pairs of undergraduate economists.

Values of coefficient Number of economist pairs
0 21
0.01 - 0.04 19
0.05 - 0.09 33
0.10 - 0.14 25
0.15 - 0.19 25
0.20 - 0.24 : 17
0.25 - 0.29 14
0.30 - 0.34 16
0.35 - 0.39 . 8
0.40 - 0.44 4
0.45 - 0.49 : 5
0.50 -~ 0.54 1
0.55 - 0.59 1
0.60+ 1
Total pairs 190
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TABLE 9.9

Relative frequency of values of coefficient of similarity for 280

titles allocated at random to undergraduate economists.

Number of economist pairs

Values of

coefficient I II I1I Iv v
0 6 2 1 2 6
0.01 - 0.04 5 9 7 7 4
0.05 - 0.09 33 32 29 25 22
0.10 - 0.14 37 46 44 45 51
0.15 - 0.19 47 33 54 53 44
0.20 - 0.24 30 36 31 35 36
0.25 - 0.29. 23 26 18 16 - 23
0.30 ; 0.34 9 5 4 7 3
-0.35 - 0.39 0 1 2 0 1
Total pairs 190 190 190 190 190

Titles were assigned to user numbers by calling random numbers

(Section 4.2.1.3). Five examples (I to V) are shown,

- 218 -




TABLE 9.10 -

Number of titles used by undergraduate economists and number of
other economists who used no titles in common.

Number of titles Number of
User number used dissimilar users
3 8 8
8 19 1
20 1
18 22 1
15 .24 1
14 26 0
19 29 2
20 31 8
12 38 1
13 38 0
17 38 1
1 40 2
6 41 0
9 41 3 i
4 44 2
7 44 ) 3 -
11 46 2
10 49 0
16 49 2
4

2 53

There were 21 pairs of users with no titles in common. Each is
counted twice in column 3, which therefore sums to 42,
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TABLE 9.11

Pairs of undergraduate economists who used no titles in commen.

User numbers

3/1
3/2
3/4
3/7
3/9
3/11
3/12
3/16
5/2
8/2
15/2
18/20
19/7
19/9
20/1
20/4
20/7
20/9
20/11
20/16
20/17
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seven cther users respectively. These twu users do not seem to have
chosen unusual material, therefore.

The eight pairs of users with the highest coefficients of similarity
were drawn only from the more active 12 users. (Of course, it is
slightly easier for higher values of the coefficient to occur when users
record similar numbers of titlé uses; certainly the range of numbers of
title uses was smaller for the more active users than for the less active
users.) Out of the next 12 highest coefficients, six pairs of users wsre
drawn exclusively from the more active users and four pairs from the
less active users. In all, seven pairs of users had closely similar
numbers of title uses. In this group also, with the ninth highest
coefficient, was a pair comprising the two least active users. They
shared six out of a possible eighi title uses and five out of a possible
six classes. (Clearly, had their individual totals of title uses been
more similar, the value of the coefficient might have been substantially
higher.) Nonetheless, title use by other less active users did not
correspond as closely and again there seems no evidence that the
economists worked through material from the collection according to a
common set of prigrities: as Table 2.12 shows, the less-active users did
rot restrict themselves to the most prulaf titles; they also used
numbers of Iess-bopular (single-user) titles.

The pattern of use for the economists was certainly not similar to that
shown in Figure 9.1. But neither, on the evidence of the distribution of
the values of the coefficient of similarity, was it random like that
shown in Figure 8.2. It is possible that there was widespread
collaboration among users (both within and cutside the sample) in their
use of titles. Perhaps some of the more and some of the less active
users (in terms of recorded use) differed in their title use because they
formed the most permanent collaborative teams. O0f course, the purchase
of books, and the sharing of purchased books, might also serve to confuse
the pattern of recorded library use.

These possibilities cannot be tested in the record of use. It is
interesting to speculate, however, upon the effect which widespread
collaboration among studenis would have on the apparent popularity of
books., In Meier's survey (667, almost one half of all the reported use of
library material was estimated to have resulted from the unrecorded
exchange of highly-sought material between users. In such a situation,

nisleading gaps in the record of use would almost certainly occur. To
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TABLE 9.12 -

Number of titles used, number of single-user titles used and number
of the sixteen most-used titles used by the undergraduate

economists.
Number of Number of
Number of single-user most-used
User number titles used titles used titles used
3 8 1 2
8 19 3 4
5 20 5 5
18 22 5 6
15 24 4 3
14 26 5 4
19 29 4 4
20 31 12 1
17 38 4 11
13 38 7 3
12 38 8 7
1 40 6 12
9 41 2 11 -
6 41 8
4 44 12 5 B
7 44 12
11 46 7 11
10 49 5 14
16 49 5 12
2 53 T 6
Total 700 131 140
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assess the effect of such a level of collaboration upon the recerded use
of individual titles, a modest simulation was conducted,

9.5 EFFECT OF UKRECORDED USE UPON THE RECORD OF USE

The simple computer simulation program reproduced in Appendix E
represents the hypothetical situation described in Section 9.5.1 below.
The parameters of the program were arbitrarily, but not unrealistically
set to yleld roughly equal amounts of recorded and unrecorded
(collaborative) use. The titles for which use was simulated differed in
popularity but were ranked consistently for preference by all the users.
If the simulation confirmed what Meier implied, that individual titles in
a library collection might receive different proportions of recorded and
unrecorded use depending upon their popularity, then a possible
explanation of an apparent lack of common preferences among users might

be advanced.

2.5.1 Description of the simulation of recorded and unrecorded library

use

A group of ten students was assumed to have been set an assignment
which required the use of up to ten titles from a library collection over
a period of ten days. Each user tried to use the titles in the same
order of preference, but having used each of the four most popular titles,
each user would, on subsequent visits to the library, try to re-use these
popular titles as well as titles further down the list of preference. The
most popular title could be re-used profitably up to twice by any user,
and the next three popular titles could be re-used once before losing
their attraction. No attempt would be made to re-use any of the other
titles. Three coples of the most popular title were available and two
copies of the next two most popular titles. All other titles were
available only in one copy.

The students were assumed to vary both with respect to their rate of
visiting the collection and also in their inclination to collaborate.
Three students were expected to visit on two occasions during the ten-day
period, four students on six occasions and three students on ten
occasions. A visﬁ: could take place on up to three occasions each day.

Three students always sought at least one title from their colleagues

before a visit to the library, and these, and four other students, tended
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to sesk out a title from colleasues i1f they fziled to obtain it first-hand
from the collection. Their probability of attempting to collaborate rose
linearly during the time period to near certainty on the final day. If
collaboration was attempted, the probability of an unrecorded use was 0.5.
Three students never attempted to collaborate but collaborative use of a
title which they held would occur with a probability of 0.15.

During any visit and subsequent attempis at collaboration and during
any pre-visit attempt at collaboration, an average of rather more than
three titles would be sought; the probability of each subsequent attempt
to find a title after the first being 0.71. When titles were borrowed
from the collection they were retained on loan for an average of 4%/:
days. The distribution of retention times was roughly normal with a

range from '/x day to 7 days.
9.5.2 Result of the simulation

In order to decide an event during the running of the simulation
program (for example, whether a visit cr a collaboration cccurred, or how
iong a loan lasted), a new pseudo-randor number between zerc and one was
called and compared to the probability aséigned to the event. The
distribution of these pseudo-random numbers was examined and found to be
acceptably uniform {(Appendix E). In the initial rumns of the simulation
program, the parameters were adjusted until roughly egual proportions of
recorded and unrecorded use resulted. There was no Other evidence save
that of Meler to suggest this ratio, but it was not felt unlikely that the
economists could have collaborated to this extent.

The simulation program was then run three times with the results shown
in Table 9.13, where the numbers of recorded uses and the total number of
uses for each of the ten titles is listed, together with the aggregates
for all three runs. While recorded use accounis for about half of all use
for most titles, it is clear that availability in the face of demand
appears to modify this proportion in two cases. Two thirds of the
aggregate total use of Title 4, which is popular but represented in only
one copy, is unrecorded use. On the other hand, only two fifths of the
aggregate total use of Title 1 is unrecorded, apparently because, although
the most popular title, extra copies of it were available and would have
been found on the shelf more often. It is noticeable that the difference
between the aggregate total use of these two titles is exactly the

difference between the amounts of recorded use.
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TABLE 9.13

Recorded use (R) and total use (T) of ten titles in three runs of

the simulation of library use and aggregates for all three runs.

. Agpregate
Title® R T R T R T R T
1 (3) 10 19 13 19 10 17 33 55
2 (2) 6 13 6 13 8 13 20 39
3 (2) 7 14 6 13 .5 12 18 39
4 (1) 3 13 3 10 4 9 10 32
5 (1) 3 6 4 7 2 6 9 19
6 (1) 4 7 2 5 3 6 9 18
7 (L) 3 7 3 5 4 6 10 18
8 (L 3 5 2 6 2 4 7 15
9 (1) 3 6 2 6 3 4 8 16
10 (1) 3 4 2 6 3 4 8 14

*Number of copies shown in brackets.
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Figure 8.7 shows a typical plot of the recorded title uses resulting
from a simulation run. There is a similarity to the plot in Figure 9.2,
even though the gaps in Figure 9.7 are caused not by chance non-use, but
only by non-availability at the sghelf.

8.6 UNRECORDED USE

If, as seens likely, a proportion of the economists' use of library
material went unrecorded and if, as also seems likely, this proportion
would have been largest for titles where demand most exceeded supply,
then a possible explanation for at least part of the incoherence of the
economists' record of use is suggested. The extent to which the
economists were also genuine diversifiers in their use of library
material remains unknown, however: it is imposcible to decide from the
record of use. Once again the limits of the data have been reached; much
supplemeﬁtary data would be required to pursue the investigation further.

If the users had been engineers sharing a well-defined syllabus, then
their pattern of use may have been more like that in Figure 2.1, but the
problem of unrecnrded use would still remain. Within a group of users
sharing a common task, the unrecorded exchange of books seems inevitable.
The poorer the availability, or the greater the incentive to use only
particular titles, then the more important will ceollaborative exchange
become. Indeed, for some users it may possibly be a more direct and
congenial alternative tp formal library circulation whatever the
circumstances. The importance of unrecorded exchange, noted by Meier,
seems confirmed by student responses in ‘the surveys reported by COPQL
(79). Unrecorded exchange is not, however, included by Warwick (1102 in
the model of user behaviour which he uses to suggest a policy for the
economic duplication of recommended texts; but it is not c¢lear whether
this was a deliberate om ission or not.

-—

9.7 GSUMMARY

Two hypothetical patterns of user behaviour would produce discernable
patterns of use in the collection.

If the users selected titles entirely at haphazard, then the form of the
distribution of use over the titles in the collection would be
demonstrably random and could be expected to persist over time, albeit

with never the same individual titles consistently receiving the same
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FIGURE 9.7

Pattern of use when users share the same pri'orities in using library

material but compete for material and exchange material already on loan.
Ten bocks (ranked 1 to 10 according to the amcunt of use made of them)
are shown stacked vertically above their users (denoted A to J in order

of decreasing activity). Use was simulated as described in Section 9.6.

10 10
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T 77

6 6 6
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3 3 3 3 3 Books
2 2 2 2 2
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amounts of use. If, on the other hand, 21! the users shared the same
preferences for library material and were able to record the use of any
title they sought, then the relative amount of use received by each title
would vary little over time and could be directly related to the activity
of the users. For positively-skewed distributions of user activity, a
level of title provision expressed in multiples of mean title use could
then be related to a proportion of potential users completely satisfied.
This relationship depends, however, not only on the validity of the
assumption that users are like-minded in their choice of material from
the collection, but also upon the validity of the assumptions which are
necessarily adopted in utilizing readily-available data. For example, the
uvse of recorded transaction data involves the assumptions that recorded
use is proportional to itotal use and that total use is proportional to
demand. In the case investigated above, none of these assumptions cculd
be verified. It may be that for a weli-defined syllabus, in science or
engineering perhaps, the first assumption will be justified. 3But in all
cases, it would seem that supplementary data on unrecorded use would need
to be available, first to verify the first assumption and then, if it were
valid, to make use of the resulting relationship between user activity and

title use.
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CHAPTER 10
CORCLUSION

The aim of the investigation repcr%ed above was to describe and
analyse distributions of recorded use for students using academic library
collections. It was acknowledged that only counts of issue {(circulation)
transactions would yield sufficient data for the statistical analyses
which were proposed. The shortcomings of such data were clearly
recognized, and indeed proved to limit the extent to which productive
analyses could be performed. <A count of recorded uses is at best an
imperfect index of the relative differences between individual users in
their total amounts of library use or in their exposure to library
materials.)

In the eyes of many librarians quantitative or statistical studies such
as this have little valve. Of course, it is never easy to apply
information on past use predictively, and to applj it with enough detail
and confidence to dispense with human judgement is clearly impossible,
even in a situation where new initlatives are excluded, What was sought
here, however, was not bibliothecal determinism, but merely a quantitative
background against which to set intuition and experience, or merely a
rough model with which to test hypotheses. Neilther objective implies a
purely reactive or mechanistic approach to management problens,
therefore.

It seems reasonable to assume that individual students will seek out
different amounts of information in performing their assigned tasks, and
will adopt different strategies in doing so. Persistent differences among
multidisciplinary groups of students, because of the different nature of .
their courses or the different expectations of their teachers, are
understandable, of course. But persistent differences among peers are
also understandable if information-seeking behaviour is motivated for the
satisfaction of individual psychological as well as cognitive needs.
Information seeking im libraries is a particularly laborious business and
requires an industriousness which is perhaps not widely prized, at least
among adolescents (111). Consequently, although librarians in academic
libraries may wish to see their users adopting efficlent, energetic,
critical and, above all, library-centred methods 7of information gathering,
they will often it seems find that, except in highly regimented situations

involving great motivation or stimulation, the response of the students
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" is varied - Jjust as it is in other tests of scholarship, aptitude or
enthusiasm. The aim in the preceding chapters has merely been to
investigate, using such data as it was possible to procure, the form of
the distribution of the resulting ‘scores’'.

Observed distributions of recorded use were approximated using a fairly
simple mathematical function relating numbers of users to given amounts
of use. These two distributions were not generated by the same
mechanism, of course, but in some respects the superficial pattern
appeared similar. HNo other factor save individual propensity for library
use among the users seemed likely to have been predominantly responsible
for the form of the observed distributions; and no other factor governed
the form of the approximating distributions. No doubt, local conditions
in particular libraries favoured the predilections of different users, but
the observed distributions of use did not appear to have been the
artefact of particular conditions of supply and demand, or of particular
methods of provision.

To the extent that numbers of recorded uses tend to increase as
numbers of attempts at use increase, such distributions of recorded use
could alsu be expected to reflect differences in rates of recourse to the
library. Substantial individual variationé in the relationship between
total activity and recorded use are likely, of course, although no factor
which would yield a large systematic variation was identified in the work
reported here. )

Ample scope remains for extending the work performed here and for the
testing of alternative types of probability distribution against observed
distributions of recorded use. Whether regarded as data-fitting or
modelling, such analyses can be performed perfectly justifiably for their
own sake and in their own right. Useful practical applications for the
information derived from the analyses are less arguable and certainly
were not cbvious here. The parameters of the fitted distribution of use
were too numerous and depended too greatly upon local factors for
universal rules of thumb to be distilled out. Nonetheless, for
positively-skewed distributions, simplifications of the distribution
allowed some interesting speculations: on methods of predicting
proportions of non-users; on the connection between mean use and the rate
of use observed for the most active users; and therefore on the number of
titles required to satisfy given proportions of users. In pufsuing these
spaculations, some limitations in the data and in the fitted distribution

were encountered. Accurate extrapolation was hindered by the discrepancy
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between the observed and expected variances of the rate of use by users;
but the severity of the assumption that tbe environment surrounding the
features encompassed by the model remained constant would also be
important and was thought to limit the extent to which it was worth
refining the fit of any model. Similarly, the incompleteness of the
record of use may have prevented the connection of the pattern of user
activity to the pattern of uptake from the collection, but it is likely
that the users in the sample studied were naturally diverse enough in
their choice of library material to prevent the cunnecfiun anyway.
Consequently, although a further modification to the already modified
model was noted, it was felt unprofitable to seek a greater
sophistication in the model than the data or assumptions permitted. (In
itself, nonetheless, the exercise would be of interest since it would
entail further work in modelling fundamental phenomena, especially the
incidence of use over time for individuval users.) Simplification of the
model ylelded a method of extrapolation and a method of estimating
maximum majority use. For extemporized work, in the absence of better
information, these may prove useful. At present, however, it seems most
likely that the main value of quantitative (and qualitative) studies of
user behaviour will lie not im the incorporation of thelr techniques or
findings into management procedures, but in their contribution to a

gradually deepening awareness among library managers of the subtly

complex nature of library use.




APPERDIX A

Veekly amounts of recorded use by 241 students using a short-1oan
collection over a period of 17 ‘weeks' (see Section 3.1)

Veekly numbers of recorded uses are listed for all 241 students on the
following five pairs of sheets. Students are listed 60 at a time. On the

first (summary) sheet are shown:

Column 1: Running number, 1 to 60;
Column 2: Total number of recorded uses in the 17 'weeks';

Column 3: Number of recorded uses in Veeks 1 to 9 and 1! to 16.

On the second sheet is shown the array of weekly numbers of recorded

uses:

Column 1: Running number, 1 to 60;
Columns 2 to 18; Numbers of uses recorded in each of the VWeeks 1

to 17.

- 232 -




1 15 12
2 9 9
3 8 6
4 1 1
5 18 16
6 7 7
7 4 4
8 6 2
9 4 4
10 12 11
11 156 139
12 6 6
13 13 12
14 4 3
15 7 7
16 13 13
17 6 6
18 1 1
19 9 8
20 2 2
21 2 2
22 7 7
23 4 3
24 8 8
25 3 3
26 8 5
27 12 12
28 12 12
29 12 11
30 31 27
31 35 29
32 9 3
33 1 1
34 14 13
35 14 13 -
| 36 1 1
37 12 10
38 2 1
39 21 18
40 10 10
41 2 2
42 1 1
43 15 13
44 3 3
45 4 4
46 17 12
47 2 2
48 1 1
49 3 3
50 9 9
51 8 8
52 1 1
53 19 17
54 13 13
55 1 1
56 4 & T
57 4 4
58 24 19
59 3 3
60 19 19
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1 3 3
2 1 0
3 11 10
4 3 0
5 31 29
6 2 2
7 17 11
8 5 5 ]
9 5 3
- 10 4 4
11 5 5
12 3 3
13 2 2
14 1 1
15 6 6
16 9 9
17 9 9
18 22 18
19 26 26
20 9 7
21 1 1
22 8 7
23 3 1
24 2 2
25 9 7
26 30 22
27 1 1
28 1 1
29 24 19
30 2 2
31 12 11-
32 10 6
33 18 16
34 2 2
35 30 29
36 18 14
37 1 1
38 2 2
39 4 0
40 11 10
41 6 6
42 1 1
43 4 3
44 4 2
45 3 3
46 7 7
47 30 30
48 12 8
49 8 8
50 9 8
51 4 4
52 2 2
53 4 4
54 1 1
55 4 4
56 3 3 -
57 20 19
58 10 10
59 13 12
60 19 15
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AFFERDIX B

Computer program to simulate the results of competition among 100
students attempting to use potentially useful library material over a

pericd of 50 days

CONTENTS
B.1 Description of simulation program
B.1.1 Program summary
B.1.2 Simulation progran
B.1.3 Variables
B.1.4 Constants
B.1S5 Arrays
B.2 Summary sheets for the resulis of three runs for each
permutation of two collection sizes and two distributions of
' rate of visit
B.3 Necthods of estimating the collection size and the numbers of
" books available
) B.3.1 Retention periods
B.4 Kethod of estimating numbers of attempts per visit
B.S Failure rates in academic libraries
B5.1 Maxinum success rate’
B5.2 Minimum observed success rates
B.6 Test of the uniformity of the distribution of pseudo-random

nunbers




B.1 Description of simulation progrom -

The program for a single run of the simulation is shown overleaf, It
is written in Commodore Microsoft BASIC and was run on a Commodare 3032
PET microcomputer. The identitles of the variables and constants used in
the program are listed on the page following.

B.1.1 Program summary
Lines 10 to 16 initialize the variables and set the parameters.

Lines 30 to 97 are subroutines for: deciding the loan period for an
issued book (30-32); totalling the numbers of visits and revisits (40-
42); recording the number of uses per visit (50); adjusting the spacing in
printing (60-75); setting the tabs on the printer (80-88); graduating the
distribution of probability of visit (90-97).

From line 100 to 199, the program loops through 50 'days'. In lines
100 to 105, the numbers of useful books and useful books available are
updated and recorded, and the numbers of shorter-loan bocks are updated.
From line 110 to 199, the program loops through the 100 users, deciding -~
whether a visit occurs (110-115); whether a use occurs (120) and if so,
with what length of loan (125-130); whether another attempt to use™is
made (140-150); whether a substitute book 1is found {160~-170); whether a
second visit occurs in the same day {for the most frequent visitors under

the geometric distribution of rates of visitl (i80).

In lines 200 to 499, the summary tables, 'COLLECTIOR', 'USAGE' and
'DISTRIBUTION', are printed out. At line 499 the program terminates.

In lines 530 to 930, the values of varigus parameters are requested.
The distribution of rate of visit is graduated starting from lines 550,
570, 580 and 610 depending upon the type of distribution stipulated in
lines 510-520. From line 650 to 845, the first summary table, 'USERSY, is
printed if required. In lines 700 and 705, the probabilities of further
attempt are allocated across the user numbers, and in lines 720 to 760
users are assigned their types. In lines 850 to 860, daily.pmbabilities

of visit are calculated for each user.
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In line 990, the proportions of shorter-loan books are converted into

numbers (which become integers in the routine at line 105).

Lines 992 to 998 provide a summary of the rum on the screen if the

option to print out a summary is not taken.

In several lines, displays are put up on the screen (i.e. using the
‘print' rather than the 'print£2,' command) in order to confirm values

that have been input, monitor progress or to aid calibration.
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B.1.2 Simulation program
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10 i=0:a=0:c=0:d=0:j=0:b=0:z=0:q=50:h=100:p=1:e=0:f=0:g=0:k=0:m=0:n=0:o=0:1=0
15 dimv(lOO):dimx(lOO):dimy(SS):dimr(lOO):dims(lOO):dimu(lOO):dimw(lOO)

16 dimt(100):a=rnd(i):goto500

30 z=rnd(p):ifz<f/atheno=o+p:f=f-p:x(71)=x(71)+pireturn

31 ifz<(g+f)/atheny(j+5)=y(j+5)+p:g=g-p:x(72)=x(72)+p:return

32 x(j+20)=x(j+20)+p:x(73)=x(73)+p:Teturn

40 forz=ptok

41 y(0)=y(0)+p:r(i)=r(i)+p:v(0)=v(0)+p:ifd*a/c>rnd(p)thenx(91)=x(91)+p:got0130
42 %(90)=x(90)+p:next:gotols0

50 x(80+1)=x(80+1)+piTeturn

60 ifz=0thenprint®2,chr$(32)chr$(9);:return

61 iflen(str$(z))=5thenprint2,chr$(8)chr$(8)zchr$(9);:return

70 on(len(str$(z))-plgoto71,72,73,73,73

71 print®2,’ "zchr$(9);:return

72 print¥2,zchr$(9);:return

73 print¥2,chr$(8)zchr$(9); ireturn

75 return

80 print"Turn on printer:insert paper:then 5"

81 getz:ifz=5thenprint"0K":goto83

82 gotoB8l

83 open2,4:printk2," “ehr$(17);

84 fori=pto3:print®z," "ohr$(18); tnext:printf2,” "ehr$(18);
85 fori=pto3:printk2," vohr$(18); inext:printf2,chr$(13)

86 print"5 to proceed"

87 getz:ifz=5thenprint"0K":return

88 gotod7

92 g=f+e:ifint(gl>cthen94

93 e=g-int(g):return

94 for j=z+ptoz+g:v(h-j+p)=i:a=a+i:if j=h-pthen9’

96 next:z=z+int(g):goto93

97 j=int(m*h-a+.5):v(p)=j:e=10-b-c-d:goto650

100 forj=ptoq:printj;:z=p+p:o=o/5:y(j)=y(j)/(z+p):x(j)=x(j)/(z+p)
103 a=int{atb+mrnt(z+z)¥otziy(j)+zx(j)+.5) 1 e=int (c+b+mtn-o-y{(j)-x(j)+.5)
105 f=int(f+b+ro¥(z+z)+.5) rg=int (g+mty(j)¥2z+.5):x(j)=0:y(j)=aw(j+q)=c:0=0
110 fori=ptoh:ifv(i) rnd(p)thenl99

115 v(i)=r(iX+p:1=0 '

120 y(0)=y(0)+p:ifd¥*a/c<rnd(p)thenonu{i)gotol8d, 40,160,140

125 1=1+p

130 gosub30:s(i)=s(i)+p:a=a-p:x(j)=x(j)+p

140 z=rnd(p):ifz<t(i)thenl20

145 iflthenifz<(t(i)+t{1)/(1*1))thenl20

150 gotol80

160 y(0)=y(0)+p:ife<rnd(plthenls0

170 1=1+p:s(i)=s(i)+p:x(j)=x(j)+p:x(74)=x(74)+pigotolsl

180 ifi<qg+pthenifw(i)> rnd(plthengosub50:gotolls

190 gosub50

199 nexti:x(0)=x(0)4+x(j):next:printchr$(13)
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200
210
220
225
230
_235
240
245
246
250
255
260
270
280
285
250
300
310
315
320
330
340
350
355
360
400
405
410
420
430
440
450
453
455
460
465
470
480
485
490
495
499

gosub992:gosub80:printE2, "COLLECTION" chr$(13)

print¥2,"Initial no. useful books ="w(0)chr$(9)"Daily addition ="b+min
printX2,"Prop’'n day = 0"chr$(8)t(0)", add*n ="b", uses ="x(71)
printX2,"Prop'n week = 0"chr$(8)u(0)'", add'n ="m", uses ="x(72)
print22,"Prop'n month = 0"chr$(8)int(h*(p-t(0)-u(0))+.5)/h", add'n ="n;
print®2,", uses ="x(73)

printZ2,"Max success base rate = 0"chr$(8)dchr$(8);

print®2,", prob of substitute = 0'chr$(8)e

print®2,"Total of daily uses ="x(0)chr$(8)", substitute uses ="x(74)
print¥2,chr$(13)"Day"chr$(9)"Bks"chr$(9)"Avb"chr$(9)"Uses"chr$(9);
print:2,"Uses"chr$(9)"Vsts"chr$(9)"Rvts"chr$(13)

fori=ptoq

z=i:gosub70:z=w(i+q) :gosub?0:z=y(i):gosub70:z=x(1i):gosub70
ifi<llthenz=i-p:gosub70:2=x{79+1i):gosub60:2z=x(89+i): gosub6l
printE2,chr$(32):next

fori=ptoh:r(0)=r(0)+r(i):s(0)=5(0)+s(i) next

print"Next sheet: ";:gosub86:printZ2,"USAGE"chr$(13)

print22,"Total visits ="r(0)chr$(8)", including"v(0)"revisits"
printZ2,"Total uses ="s(0)chr$(13)
print22,"No."chr$(9)"Vsts'chr$({9)"Uses"chr$(9)"A+Ty"chr$(9)"No."chr$(9);
print®2,"Vsts"chr$(9)"Uses"chr$(9)"A+Ty"chr$(13)

fori=ptoq
z=i:gosub70:z=r(i):gosub70:z=s(i):gosub70:z=t (1 )+u(i):gosub70:z=i+q
gosub70:z=r(i+q):gosub70:z=s{i+q) :gosub70: z=t (i+q)+u(i+q):print22,chr$(8)z
next

z=0:fori=ztoh:v(i)=z:next:a=p:h=h-p
fori=ptoh+p:ifs(i)>hthenx(a)=s(i):a=a+pinext:gotos20
v(s(i))=v{(s(i))+pinext =

d=z:z=h*q:c=d

fori=ptoa-p:ifx(i)<zthenz=x(i): j=i:next
r(e)=z:x(j)=q*h+p:z=g*h:c=c+p:ifc a-pthena30 ,

print"Next sheet: ";:gosub86:printZ2,"DISTRIBUTION"chr$(13)
print22,"Total attempts ="y(0)chr$(9);

print®2,"Total uses ="s{0)chr$(13)*"Mean use ="s(0)/{(h+p);chr$(13)
print&2,"Uses"chr$(9)"Usrs " chr$(2)chr${9)chr$(9);
print®2,"Uses"chr$(9)"Usrs"chr$(13)

fori=0Otoqg-p

z=irgosub70:2z=v{(i):gosub60:printE2,chr$(9)chr$(9);
z=i+q:gosub70:z=v(i+q) :gosubbé0:print®2, chr$(9);
ifi<a-pthenprintZ2,r(i):next:goto499

printX2,chr$(32):next

closeZ:print"Turn off printer":end
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500
510
520
525
530
540
550
560
570
580
590
600
610
650
660
665
666
667
670
673
675
678
680
700
705
710
720
730
740
750
760
800
805
810
820
830
840
845
850
860
870
900
910
920
930
990
992
993
994
995
996
997
998

printchr$(147)"USERS":input"Mean exp visits'";m

print"Pois,1l: Unif,2: Geom,3: Undist,4™

input"Dist'n visits & Tun: 1, 2, 3, 4";q

input"Attempts dist/not dist, 0/1";n

input"Max no of revisits";k

input"Tenths who Ren, Rev, Sub";b,c,d:i=p:onqgoto550,570,590,610
f=hm/exp(m)

gosub92:i=i+p:f=f*m/i:goto560

f=h/(mtm-p)
gosub92:i=i+p:goto5380
f=h/m

gosub92:i=i+p:f=f-f/m:goto600

fori=ptoh:v(i)=m:next:e=10-b-c-d

input”5 to print; 9 to skip™;1:if1>5then700

gosub80:printE2, "USERS"chr$(13)chr$(13)"Dist'n of visits and run no. ="q
print%2,"Mean no. of visits ="mchr$(8)", attempts per visit = 1.4";
ifnthenprintf2,chr$(32):g0t0670

print%2," distributed”

printZ2,"Prop'n who renege, [type 1] = 0."chr$(8)bchr$(8);
print®2,*, who revisit, [type 2] = 0."chr$(8)c
print2,"Prop’'n who substitute, [type 3] = 0."chr$(8)dchr$(8);
print®2,", balance, [type 4] = 0."chr$(8)e

print®2,"Max no. of revisits ="kchr$(13)
ifnthena=.31:forj=ptoh:t(j)=a:next:goto710
forj=ptoh-pstep3:t(j)=.25:t(j+p)=.45:t(j+p+p)=.l:next:t(h)=.31
g=10:a=0

ifethenfor j=ptoe:u( j+a)=pitpt+ptpinext

ifethenfor j=pt+etocte:u(j+a)=ptpinext

ifbthenfor j=p+e+ctobte+c:u( j+a)=p:next -
ifdthenfor j=pt+etct+btod+e+c+bru( j+a)=ptptpinext
a=a+q:ifa<hthen?720

q=50:1f1>5then850

print%2,"No. "chr$(9)"EVt"chr$(9)"EPrA"chr$(9)"Type"chr$(9),
print22,"No."chr$(9)"EVt"chr$(9)"EPTA"chr$(%)"Type"chr$(13)
fori=ptoq
z=i:gosub70:z=v(i):gosub70:print22,t(i)chr$(9u(i)chr$(9);
z=i+qigosub70:z=v(i+q) :gosub70:print¥2, t(i+q)echr$(9Iuli+q)
next:print”Turn off printer for now":close2
fori=ptoh:v(i)=v(i)}/q:ifv(i)>pthenw(i)=v(i)-p:v(i)=p

next

fori=ptoq:printw(i);:next

print" ":print"COLLECTION":input"Initial coll'n available";c:w(0)=c
input"Daily addition: d,w,m";b,m,n:input”Probability of substitute";e
input"Initial prop'n: d,w";f,g:t(0)=f:u(0)=g

input”Max success base rate”;d
print"Day':g=g*c:f=f*c:a=c:gotol00

input"5 for printout";z

ifz=5thenreturn

fori=ptoh:T(0)=r(0)+r(i):s(0)=5(0)+s(i):next
print”Visits"r(0)"incl revisits"v(0)chr$(13)
print"Attempts"y(0)chr$(13)

print"Daily uses"x(0)"User total"s(0)chr$(13)

print”Substitute uses"x(74):end
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B.1.3 Variables

B M S e 0y Ny

N © O N

Miscellaneous variable, especially number of useful books on shelf.

Miscellaneous variable, especially proportion of users who renege
and daily addition of new one day books.

Miscellaneous variable, especially current number of useful books
and proportion of users who revisit. -

Miscellaneous variable, especially proportion of users who use
substitutes, and constant.

Miscellaneous variable, especially proportion of uncharacterised
borrowers, and constant.

Denoctes distribution of visits or current number of day books.

Denotes distribution of visits or current number of week books.

Miscellaneous variable and counter, especially for number of users.

Counter, especially for number of days.

Set for skip print; number of uses in current visit.

Daily addition of week bogks and constant.

Set for attempt rate distributed; daily addition of week books.
Number of day books to be returned next day.

¥Miscellaneous variable.

Miscellaneous variable.

B.1.4 Constants

H 5 & oo

Q

)

fl

0.8, success rate in finding correct place on shelf.
100 or 99

2; maximum number of revisits.

10; mean number of visits.

0

1

50
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B.1.5 Arrays

r<o
r{-100>

s(0?
s(1-100
i

t{(1-1002
uc0}
u(1~100)
vi(0>
v{1-1060>
wi(()
w{l-50)
wi(51-100)
x<0)
x(1-70)
x(71-73)
x(80-89)
x(80-917
¥(0)
y(1-55)

Total visits. -
Numbers of visits; subtotal of visits per user; high values

for distribution of visits. -
Total uses. i

Subtotal of uses per user.

Set for attempts per visit distributed; initial propertion of
day books.

Probability of another attempt.

Initial proportion of week books.

User type.

Kumber of revisits.

Probability of visit; numbers of users in distribution of use.
Initial number of useful books.

Probability of second visit in day.

Number of books in useful collection at start of day.

Total uses {(sum of daily totals).

Number of month books to be returned on given day.
subtotais of uses for each book type.

Subtotals for distribution of numbers of uses per visit.
Numbers of revisits with 0,1 use.

Humber of attempts at use.

Number of week books to be returned om given day,; books

available at start of each day.
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B.2 Summary sheets for the results of three runs for each permutation of

two collection sizes and two distributions of rate of visit

Summary sheets follow for the results of simulated use by users with
the Poisson distribution of visits (*USERS: Dist'n of visits = 1') and the
geometric distribution of visits ('USERS: Dist'n of visits = 3% using the
initial collection ('COLLECTION: Daily addition = 8') and the reduced
collection (‘COLLECTION: Daily addition = 5'). The USAGE sheet shows the
characteristics for each numbered user fugether with numbers of uses and
numbers of visits. The three DISTRIBUTION sheets show the distributions
resulting from three separate runs, the first of which is that

represented on the COLLECTION and USAGE sheets.

On the USERS sheets are listed the expected number of visits, the
expected probability of another attempt on any visit and the user type
number (explained in the heading) for each of the numbered users. The
COLLECTION sheet shows the state of the collection on each day of the
simulated period of observation and the number of uses generated. The
numbers of visits and revisits which resulted in 0,1,2... uses 1is also
shown. The USAGE sheet shows the numbers of visits and uses made by
each user and, for convenience of comparison, their type number and
probability of another attempt. Finally, on the DISTRIBUTION sheets, the

distribution of numbers of users over numbers of uses is shown.

Abbreviations used at the heads of columns are as follows:

EvVt Expected number of visits.

EPraA Expected probability of another attempt.

Bks Humber of useful books in the collectionm.

Avb Number of useful bocks available for use at the start of the
day.

Vsts Visits.

Rvts Revisits.

A+Ty User type number and probability of another attempt.

Usrs Users.
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USERS

Dist'n of visits = 1

Mean no. of visits = 10, attempts per visit = 1.45distributed
Prop’'n who renege, [type 1] = 0.1, who revisit, [type 2] = 0.3
Prop'n who substitute, [type 3] = 0.1, balance,- [type 4] = 0.5
Max no. of Tevisits = 2

No. EVt EPrA

Type No. - EVt EPrA Type
1 12 .25 4 51 10 oL 4
2 18 .45 4 52 10 . .25 4
3 17 .1 4 53 - 10 .45 4
4 16 .25 4 54 10 .1 4
5 16 .45 4 55 10 .25 4
"6 15 .1 2 56 9 .45 2
7 15 .25 2 57 9 .1 2
8 15 .45 2 58 9 .25 2
g 15 .1 1 59 9 45 1
10 14 .25 3 60 9 .1 3
11 14 .45 4 61 9 .25 4
12 14 .1 4 62 9 .45 4
13 14 .25 4 63 9 .1 4
14 14 .45 4 64 9 .25 4
15 13 .1 4 65 9 .45 4
16 13 .25 2 66 9 .1 2
17 13 .45 2 67 9 .25 2
18 13 .1 2 68 8 .45 2
19 13 .25 1 69 8 .1 1
20 i3 .45 3 70 8 .25 3
21 13 .1 4 71 8 45 4
22 12 .25 4 72 8 . .1 4
23 12 .45 4 73 8~ .25 4
24 12 .1 4 74 8 .45 4
25 12 .25 4 75 8 .1 4
26 12 45 2 76 8 .25 2
27 12 .1 2 77 8 .45 2
28 12 .25 2 78 8 1 2
29 12 A5 1 79 7 .25 1
30 12 .1 3 80 7 45 3
31 12 25 4 81 7 .1 4
32 11 .45 ] 82 7 .25 4
33 11 .1 4 83 7 W45 4
34 11 .25 4 84 7 .1 4
35 11 .45 4 85 7 .25 4
36 11 .1 2 86 7 .45 2
37 11 . 25 2 87 7 .1 2
38 11 .45 2 88 6 .25 2
39 11 .1 1 89 6 .45 1
40 11 .25 3 90 6 .1 3
41 11 .45 4 91 6 .25 4
42 11 .1 4 92 6 .45 4
43 10 .25 4 93 6 .1 4
44 10 45 4 94 6 .25 4
45 10 .1 4 95 5 .45 4 )
46 10 .25 2 96 5 .1 2
47 10 .45 2 97 5 .25 2
48 10 .1 2 98 5 .45 2
49 10 .25 1 99 4 .1 1
50 10 .45 3 1060 3 .31 3
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COLLECTION

Initial no. useful books = 0 Daily addition = 8
Prop'n day = 0 , add'n = 2 , uses = 283

Prop'n week = 0 , add'n = 3 , uses = 272

Prop'n month = 0 , add'n = 3 , uses = 182

Max success base rate = 0.8, prob of substitute = 0.5
Total of daily uses = 808, substitute uses = 71

Day " Bks Avb Uses Uses Vsts Rvts
1 8 8 8 0 608 469
2 16 10 8 - 1 252 182
3 23 13 15 .2 119
4 30 14 13 3 32
5 37 15 9 4 5
6 43 20 10 5 4
7 50 24 20 6
8 55 23 14 7
9 61 24 6 8

16 68 31 9 9
11 74 34 20
12 79 33 16
13 84 35 18
14 91 32 18
15 96 35 15
16 101 38 16
17 107 40 16
18 111 45 16
19 117 46 15
20 ‘121 51 20
21 125 50 22
22 129 50 16
23 133 53 13
24 136 61 16
25 139 65 14
26 143 712 19
27 146 74 12
28 151 79 7
29 156 86 23
30 160 84 21
31 162 86 19
32 167 85 28
33 172 78 g
34 176 85 22
35 180 86 16
36 184 87 23
37 187 86 21
38 192 84 13
39 196 88 14
40 198 96 25
41 200 95 16
42 - 203 100 17
43 208 101 20
44 213 96 15
45 216 104 i7 T
46 221 109 21
47 226 108 14
48 228 116 11
49 232 123 10
50 236 129 32
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USAGE

Total visits = 1671, including 651 revisits

Total uses = 808§

No. Vsts Uses A+Ty No. Vsts Uses A+Ty
1 9 2 4.25 51 10 3 4.1
2 21 22 4.45 52 10 7 4.25
3 15 8 4.1 53 8 3 4.45 h
4 12 6 4.25 54 8 3 4.1
5 8 9 4.45 55 13 5 4.25
6 23 14 2.1 .56 40 8 2.45
7 41 21 2.25 57 22 6 2.1
8 60 40 2.45 58 36 14 2.25
9 18 7 1.1 59 6 3 1.45

10 16 19 3.25 60 10 8 3.1
11 16 15 &4.45 61 11 3 4.25
12 18 8 4.1 62 7 5 4,45
13 19 13 4.25 63 10 2 4.1
14 12 11 4.45 64 15 4 4,25
15 11 5 4.1 65 10 1 4.45
16 40 15 2,25 66 7 3 2.1
17 57 32 2.45 67 17 10 2,25
18 31 7 2.1 68 51 14 2.45
19 15 5 1.25 69 4 1 1.1
20 10 19 3.45 70 11 7 3.25
21 9 2 4,1 71 7 12 4.45
22 16 13 4,25 72 10 3 4.1
23 9 11 4.45 73 6 2 4,25.
24 10 4 4.1 74 11 9 4.45
25 13 7 4,25 75 7 2 4.1
26 72 36 2.45 76 33 7 2.25
27 30 8 2.1 77 27 g 2.45
28 52 21 2.25 78 29 5 2.1
29 12 5 1,45 79 6 2 1.25
30 14 14 3.1 80 8 17 3.45
31 17 7 4,25 81 4 1 4.1
32 11 9 4.45 82 9 3 4,25
33 14 6 4.1 83 3 3 4,45
34 14 7 4,25 84 8 2 4.1
35 6 2 4.45 85 10 2 4.25
36 35 11 2.1 86 29 7 2.45
37 32 11 2.25 87 14 2 2.1
38 24 9 2.45 88 14 4 2.25
39 10 2 1.1 89 7 3 1.45
40 6 13 3.25 90 7 5 3.1
41 14 6 4,45 91 5 4 4,25
42 16 4 4.1 92 5 0 4,45
43 12 4 4,25 93 10 6 4.1 _
44 il 8 4.45 94 5 3 4.25
45 13 5 4.1 95 7 9 4.45
46 30 9 2.25 96 8 3 2.1
47 28 9 2.45 97 14 5 2.25
48 41 12 2.1 98 9 4 2.45
49 13 7 1.25 99 4 o 1.1 =
50 10 23 3.45 100 3 1 3.31
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DISTRIBUTION

Total uses = 808
Mean use = §.08
Uses UsTts Uses Usrs
0 2 50
1 4 51
2 11 52
3 12 53
4 7 54
5 9 .55
6 5 56
7 10 57
8 6 58
9 8 59
10 1 60
11 4 61
12 2 62
13 3 63
14 4 64
15 2 65
16 ‘ 66
17 1 67
18 : 68
19 2 69
20 . 70
21 2 71
22 1 72
23 1 73
24 B} 74
25 ’ 75
26 76
27 77
28 78
29 79
30 80
31 81
32 1 82
33 83
34 84
35 85
36 1 86
37 87
38 88
39 89
40 1 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 . 98
49 99
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DISTRIBUTION

Total attempts = 2532 Total uses = 809
Mean use = 8.09

Uses Usrs Uses Usrs
0 3 50
1 5 - 51
2 9 52
3 10 53
4 9 54
5 10 55
6 7 56
7 6 57
8 5 58
9 6 59

10 3 60
11 5 6l
12 2 62
13 2 63
14 v 64
15 4 65
16 4 66
17 1 67
18 68
19 1 69
20 1 70
21 1 71
22 ) .72
23 1 - 73
24 ’ 74
25 2 75
26 1 76
27 77
28 1 78
29 1 79
360 80
31 81
32 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 90
41 ol
42 92
43 93
44 94
45 95
46 96
47 ‘ 97
48 98
49 99
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DISTRIBUTION

Total attempts = 2492  Total uses = 812
Mean use = 8.12

Uses Usrs Uses Usrs
0 7 50
1 9 51
2 7 52
3 10 53
4 7 54
5 9 55
6 5 56
7 6 57
8 9 58
9 2 59

10 4 60
11 2 61
12 2 62
13 5 63
14 1 64
15 65
16 1 66
17 3 67
18 1 68
19 69
20 1 70
21 71
22 72
23 2 73
24 74
25 1 75
26 1 76
27 2 77
28 78
29 1 79
30 80
31 81
32 82
33 83
34 1 84
35 85
36 86
37 87
38 88
39 89
40 1 90
41 91
42 92
43 93
44 94
45 95
46 36
47 ] 97 _
48 98
49 99
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COLLECTION

Initial no. useful books = 0 Daily addition = 5
Prop'n day = ¢ , add'n = 1 , uses = 179

Prop'n week = 0 , add'n = 2 , uses = 202

Prop'n month = 0 , add'n = 2 , uses = 131

Max success base rate = 0.8, prob of substitute = 0.5
Total of daily uses = 593, substitute uses = 81

Day Bks Avb Uses Uses Vsts Rvts
1 5 5 6 0 702 719
2 10 6 10 1 174 148
3 15 7 8 2 87
4 19 7 10 3 21
5 23 7 10 4 6
6 27 9 5 5 2
7 31 13 7 6
8 35 15 9 7
9 39 15 15 8

10 42 11 5 9
11 46 13 11
12 a9 13 15
13 51 14 8
14 54 19 15
15 58 16 10
16 61 17 6
17 64 22 9
18 67 23 9
19 70 22 10
20 ~73 23 18
21 75 19 6 .
22 78 24 13
23 79 29 9
24 81 32 12
25 83 33 14
26 86 29 21
27 88 24 7
28 91 26 21
29 92 29 8
30 93 35 16
31 94 39 6
32 97 42 13
33 100 40 19
34 102 33 6
35 104 39 18
36 107 37 11
37 109 38 15
38 109 43 18
39 112 37 17
40 113 36 14
41 116 36 19
42 118 30 9
43 118 39 20
44 119 35 9
45 121 40 13
46 121 44 10
47 124 47 12
48 125 50 138
49 127 46 11

50 129 48 12
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USAGE

Total visits = 1859, including 867 revisits
Total uses = 593

No. Vsts Uses AtTy No. Vsts Uses A+Ty
1 9 5 4,25 51 7 1 4.1
2 15 11 4.45 52 9 0 4,25
3 24 5 4.1 53 14 6 4,45
4 13 4 4,25 54 10 3 4.1
5 20 15 4,45 55 3 0 4,25
6 42 10 2.1 56 6l 11 2.45
7 49 .12 2.25 57 39 3 2.1
8 98 27 2.45 58 28 7 2.25
9 18 6 1.1 59 5 0 1.45

10 18 20 3.25 60 8 6 3.1
11 15 16 4.45 61 7 2 4,25
12 11 5 4.1 62 6 1 4,45
13 13 6 4,25 63 6 1 4,1
14 14 9 4.45 64 7 2 §.25
15 15 3 4.1 65 5 3 4,45
16 41 8 2.25 66 24 4 2.1
17 59 18 2.45 67 37 8 2.25
18 29 9 2.1 68 68 16 2.45
19 15 4 1.25 69 9 0 1.1
20 15 25 3.45 70 10 13 3.25
21 12 4 4.1 71 9 8 4.45
22 5 3 4.25 72 6 0 4.1
23 16 13 4,45 ; 73 9 4 4,25
24 10 1 4.1 74 14 8 4.45
25 14 5 4,25 75 7 2 4.1
26 71 13 2.45 76 27 5 2.25
27 21 9 2.1 77 62 12 2.45
28 39 - 8 2.25 78 31 7 2.1
29 15 10 1.45 79 6 0 1.25
30 11 5 3.1 80 6 5 3.45
31 13 4 4.25 81 4 0 4.1
32 8 0 4.45 82 9 2 4,25
33 6 2 4.1 83 7. 4 4,45
34 11 3 4,25 84 10 2 4,1
35 16 10 4,45 85 7 2 4,25
36 22 6 2.1 86 20 4 2.45
37 25 3 2.25 87 15 1 2.1
38 72 18 2.45 88 13 4 2.25
39 10 2 1.1 89 6 0 1.45
40 14 13 3.25 90 3 4 3.1
41 15 9 4.45 91 5 3 4,25
42 13 2 4.1 92 5 1 4,45
43 9 3 4.25 93 8 0 4.1
44 7 7 4.45 94 9 3 4,25
45 9 1 4.1 95 4 0 4,45
46 50 11 2.25 96 7 2 2.1
47 55 16 2.45 97 15 1 2.25
48 25 2 2.1 98 20 3 2.45
49 3 2 1.25 99 3 0 1.1
50 12 16 3.45 100 2 0 3.31
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DISTRIBUTION

Total uses = 593
5!93

Mean use =
Uses Usrs Uses Usts
0 13 50
1 8 51
2 12 52
_ 3 1l 53
4 10 54
5 7 55
6 5 56
7 3 57
8 5 58
9 4 59
‘10 3 60
11 3 61
12 2 62
13 4 63
14 64
15 1 65
16 4 66
17 67
18 2 68
19 69
20 1 70
21 71
22 72
23 73
24 74
25 1 75
26 76
27 1 77 -
28 78
29 79
30 80
31 81
32 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 . 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 : : : 98-
49 99
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DISTRIBUTION

Total attempts = 2794 Total uses = 588
Mean use = 5,88

Uses Usts Uses Usrs

0 12 - 50

1 12 51

2 14 52

3 6 ' 53
4 6 54
5 7 55
6 11 56

7 7 57

8 6 58
9 2 59
10 1 60
11 61
12 3 62
13 2 63
14 2 64
15 1 65
16 66
17 1 ‘ 67
18 2 68
19 1 69
20 70
21 71
22 1 72
23 1 - 73
24 - 74
25 75
26 76
27 1 77
28 78
29 79
30 80
31 1 81
32 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 90
41 91
42 92
43 93
a4 94
45 95
46 96
47 97
48 g8
49 99
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DISTRIBUTION

Total attempts = 2695 Total uses = 617
Mean use = 6.17

Uses Usts Uses Usts
0 4 50
1 13 51 .
2 13 52
3 10 53
4 14 54
5 10 55
6 3 56
7 4 57
8 4 58
9 3 59

10 60
11 3 61
12 5 62
13 2 63
14 1 64
15 1 65
16 1 66
17 4 67
18 1 68
19 69
20 1 70
21 1 71
22 - 72
23 2 - 73
24 ) 74
25 75
26 76
27 B 77
28 78
29 79
30 80
31 81
32 _ 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 98 ]
49 99
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USERS

Dist'n of visits = 3

Mean no. of visits = 10, attempts per visit = 1.45distributed
.Prop'n who renege, [type 1] = 0.1, who revisit, [type 2] = 0.3
Prop'n who substitute, [type 3] = 0.1, balance, [type 4] = 0.5
Max no. of revisits = 2
No. EVt EPrA Type No. EVt EPraA Type
1 33 .25 4 51 7 .1 4
2 44 .45 4 52 7 .25 4
3 38 .1 4 53 7 45 4
4 34 .25 4 54 7 .1 4
5 31 .45 4 55 6 .25 4
6 29 .1 2 56 6 .45 2
7 27 .25 2 57 6 .1 2
8 26 .45 2 58 6 .25 2
9 24 .1 1 59 6 .45 1
10 23 .25 3 60 6 .1 3
11 22 .45 4 61 5 .25 4
12 21 .1 4 62 5 45 4
13 21 .25 4 63 5 .1 4
14 20 .45 4 64 5 .25 4
15 19 .1 4 65 5 .45 4
16 19 .25 2 66 5 .1 2
17 18 .45 2 67 4 .25 2
18 17 .1 2 68 4 .45 2
19 17 .25 1 69 4 .1 1
20 16 .45 3 70 4 .25 3
21 16 .1 4 71 4 45 4
22 15 .25 4 72 4 .1 4
23 15 .45 4 73 4 .25 4
24 14 .1 4 74 3 45 4
25 14 .25 4 75 3 .1 4
26 14 .45 2 76 3 .25 . 2
27 13 .1 2 77 3 A5 2
28 13 .25 2 78 3 .1 2
29 13 .45 1 79 3 .25 1
30 12 .1 3 80 3 .45 3
31 12 .25 4 31 3 .1 4
32 12 .45 4 82 2 +25 4
33 11 .1 4 83 2 45 4
34 11 .25 4 84 2 .1 4
35 11 A5 4 85 2 «25 4
36 10 .1 2 86 2 .45 2
37 10 .25 2 87 2 .1 2
38 10 45 2 88 2 .25 2
39 10 .1 1 89 2 .45 1
40 9 .25 3 90 2 .1 3
41 9 .45 4 91 1 .25 4
42 9 .1 4 92 1 .45 4
43 9 .25 4 93 1 .1 4
44 9 .45 4 94 1 .25 4
45 B .1 4 95 1 A5 4
46 8 .25 2 96 1 .1 2 h
47 8 .45 2 97 1 .25 2
48 8 .1 2 98 1 .45 2
49 7 .25 1 99 1 .1 i
50 7 .45 3 100 1 .31 3
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COLLECTION

Initial no. useful books = 0 Daily addition = 8
Prop'n day = 0 , add'n = 2 , uses = 284

Prop'n week = 0 , add'n = 3 , uses = 275

Prop'n month = 0 , add'n = 3 , uses = 181

Max success base rate = 0.8, prob of substitute = 0.5
Total of daily uses = 800, substitute uses = 60

B Day Bks Avd Uses Uses Vsts Rvts
1 8 8 8 0 627 461
2 16 11 13 1 255 184
3 23 11 12 2 125
4 30 12 11 3 23
5 37 14 8 4 .8
6 44 19 15 5 2
7 50 22 15 6
8 56 23 5 7
9 63 30 8 8

10 70 35 19 9
11 75 35 17
12 80 35 19
13 86 32 15
14 91 34 9
15 97 40 15
16 103 41 14
17 108 45 11
18 114 49 16
19 112 53 23
20 124 49 14
21 130 50 7
22 135 57 1l
23 140 62 10
24 143 72 21
25 146 71 17
26 151 70 20
27 155 71 17
28 161 69 19
29 164 72 14
30 167 78 19
31 169 85 32
32 171 78 17
33 175 80O 22
34 180 77 19
35 184 77 12
36 186 87 36
©37 189 75 15
38 193 79 23
39 195 81 16
40 199 B4 12
41 201 94 27
42 204 91 23
43 206 91 12
44 210 98 14
45 215 - 106 17 -
46 219 107 13
47 222 115 17
48 226 118 14
49 230 120 22

50 232 120 15 265 -




USAGE

Total visits = 1685, including 645 revisits
Total uses = 800

No. Vsts Uses ATy No. Vsts Uses A+Ty
1 35 13 4.25 51 7 4 4.1
2 43 55 4.45 52 6 2 4,25
3 39 20 4.1 53 6 T4 4,45
4 33 20 4.25 54 7 2 4.1
5 31 21 4.45 55 4 2 4.25
6 56 23 2.1 56 39 11 2.45
7 71 30 2.25 57 13 4 2.1

"~ 8 122 73 2.45 58 16 8 2.25
9 22 5 1.1 59 8 3 1.45

10 21 29 3.25 60 7 9 3.1
11 27 23 4.45 61 4 4 4.25
12 24 12 4.1 62 3 0 4,45
13 27 16 4,25 63 8 0 4.1
14 20 12 4.45 64 1 0 4.25
15 18 6 4,1 65 5 2 4,45
16 41 10 2.25 66 6 2 2.1
17 56 31 2.45 67 12 6 2.25
18 67 18 2.1 68 17 4 2.45
19 25 3 1.25 69 6 2 1.1
20 14 27 3.45 70 5 3 3.25
21 12 3 4.1 71 8 6 4.45
22 18 8 4,25 72 6 0 4.1"
23 16 14 4.45 73 . 7 3 4,25
24 16 3 4.1 74 2 4 4.45
25 16 7 4,25 - 75 1 0 4.1
26 59 25 2.45 76 2 1 2.25
27 40 9 2.1 77 3 0 2.45
28 46 13 2.25 78 13 1 2.1
29 20 8 1.45 79 2 0 1.25
30 11 10 3.1 80 1 5 3.45
31 11 3 4.25 81 2 1 4.1
32 8 2 4.45 82 2 2 4.25
33 14 3 4.1 83 3 0 4,45
34 12 5 4,25 B4 1 1 4.1
35 7 3 4.45 85 2 1 4,25
36 32 11 2.1 86 35 16 2.45
37 18 7 2.25 87 9 0 2.1
38 47 21 2.45 88 3 1 2.25
39 8 2 1.1 89 3 0 1.45
40 8 7 3.25 90 1 1 3.1
41 12 11 4,45 91 3 0 4.25
42 13 2 4.1 92 0 0 4,45
43 9 3 4.25 93 1 0 4.1
44 13 12 4,45 94 3 2 4.25
45 12 3 4.1 95 2 1 4,45
46 25 5 2.25 96 1 1 2.1
47 56 17 2.45 97 3 0 2.25
48 23 6 2.1 98 3 1 2.45
49 3 3 1,25 -99 1 0 1.1 -
50 4 6 3.45 100 1 1 3.31
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DISTRIBUTION

Total uses = 800
Mean use = 8
Uses Usrs Uses Usts
0 15 50
1 11 51
2 11 52
3 12 53
4 6 54
5 4 55 1
é 5 56
7 3 57
3 3 58
9 2 59
10 2 60
11 3 61
12 3 62
13 2 63
14 1 64
15 65
16 2 66
17 1 67
18 1 68
19 69
20 2 70
21 2 71
22 72
23 2 73 1
24 74
25 1 75
26 76
27 1 77
28 78
29 1 79
30 1 80
31 1 8l
32 82
33 83
34 84
35 85
36 86
37 87
38 88
39 89
40 20
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 98 -
49 99
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DISTRIBUTION

Total attempts = 2666 Total uses = 822
Mean use = 8.22

Uses Usrs Uses Usts
0 15 - 50
1 8 51
2 12 _ 52
3 8 53
4 6 54
5 10 55
6 5 56
7 3 57 '
8 5 58 1
9 3 59

10 5 60
11 6l
12 1 62
13 63
14 1 64
15 65
16 1 66
17 2 67
18 1 68
19 3 69
20 70
21 2 71
22 712
23 N 73
© 24 1 . 74
25 75
26 76
27 77
28 2 78
29 79
30 80
31 81l
32 82
33 83
34 84
35 1 85
36 1 86
37 87
38 2 88
39 89
40 90
41 91
42 92
43 93
44 94
45 95
46 1 96
47 : 97
48 98 N
49 99
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DISTRIBUTIOR

Total attempts = 2543 Total uses = 818
Mean use = 8.18 '

Uses Usrs Uses Usrs
0 15 50
1 14 51 1
2 10 52
3 3 53
4 4 54
5 7 55
6 4 56
7 4 57
8 6 58
9 4 59

10 8 60
11 61
12 1 62
13 1 63
14 64
15 1 65
16 1 66
17 2 67
18 2 68
19 69
20 70
21 1 71
22 72
23 2 - 73
24 3 i 74
25 1 75
26 76
27 1 B 77
28 1 78
29 79
30 1 80
31 81
32 82
33 83
34 84
35 1 85
36 : 86
37 87
38 88
39 89
40 90
41 91
42 92
43 93
44 94
45 95
46 96
47 1 , g7 ~
48 98 '
49 99
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COLLECTION

Initial no. useful books = 0O Daily addition = 5
Prop'n day = 0 , add'n =1 , uses = 170

Prop'n week = 0 , add'n = 2 , uses = 198

Prop'n month = 0 , add'n = 2 , uses = 130

Max success base rate = 0.8, prob of substitute = 0.5
Total of daily uses = 566, substitute uses = 68

Day Bks Avb Uses Uses Vsts Rvts
1 5 5 6 0 741 663
2 10 6 11 1 168 139
3 15 7 10 2 95

4 19 7 9 3 17
5 23 7 11 4 2
6 27 9 8 5 2
7 31 10 11 6
8 35 11 5 7
9 39 13 13 8

10 42 13 8 9
11 46 14 10
12 49 16 10
13 53 16 10
14 56 17 il
15 59 19 12
16 62 17 9
17 66 16 6
18 69 1% 9
19 72 20 10
20 75 22 15
21 77 23 14
22 79 21 7
23 82 24 14
24 84 23 8
25 86 26 14
26 87 27 5
27 40 32 21
28 91 30 12
29 94 32 14
30 95 34 10
31 98 33 14
32 99 34 13
33 102 32 i8
34 104 30 15
35 105 32 14
36 105 36 8
37 107 42 15
38 109 41 8
39 112 43 13
40 114 44 12
41 117 44 17
42 119 43 15
43 121 42 11
- 44 123 44 17
45 124 43 8 —
46 127 45 9
47 128 51 8
48 130 55 16
49 131 55 10
50 133 58 12
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A+Ty

Uses

Vsts
16

No.
51
52

A+Ty
4.25
4.45

Uses
14
43

1827, including 802 revisits
566

Vsts
28
43

USAGE

Total visits
Total uses
No.
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DISTRIBUTION

Total uses = 566
Mean use = 5.66
Uses UsTs Uses Usts
0 26 50
1 10 51
2 9 52
3 10 53
4 B 54
5 5 55
6 B 56
7 3 57
8 2 58
9 4 59
10 1 60
11 61
12 62
13 1 63
14 1 64
15 2 65
16 3 66
17 67
18 1 68
19 69
20 70
21 71
22 72
23 ' 73
24 .74
| 25 1 75
26 1 76
27 . 77
28 . 78
29 79
30 80
31 81
32 82
33 1 83
34 84
35 2 85
36 86
37 87
38 88
39 89
49 20
41 91
42 92
43 1 93
44 94
45 95
46 96
47 97
48 98 -
49 99
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DISTRIBUTION

Total attempts = 2845 Total uses = 589
Mean use = 5.89

Uses Usrs Uses Usts
0 22 50
1 16 51
2 12 52
3 5 ° 53
4 4 54
5 8 55
6 1 56
7 5 57
8 2 58
9 3 59

10 2 60
11 4 61
12 1 62
13 63
14 64
15 1 65
16 2 66
17 2 67
18 68
19 2 69
20 2 70
21 1 71
22 72
23 73
24 1 . 74
25 75
26 2 76
27 1 77
28 78
29 79
30 80
31 8l
32 82
33 83
34 84
35 1 85
36 86
37 87
38 88
39 89
40 . 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 ) 98 -
49 99
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DISTRIBUTION

Total attempts = 2500 Total uses = 558
Mean use = 5.58

Uses Usrs Uses Usrs
0 20 50
1 19 51
2 7 52
3 5 53
4 3 54
5 9 55
6 6 56
7 4 57
8 4 58
9 4 59

10 2 60
11 3 61
12 2 62
13 63
14 4 64
15 65
16 66
17 1 67
18 1 68
19 1 69
20 2 70
21 71
22 72
23 73
24 74
25 75
26 1 76
27 77
28 78
29 79
30 80
31 81
32 82
33 1 83
34 84
35 1 85
36 86
37 87
38 a8
39 89
40 90
41 91
42 92
43 93
44 94
45 95
46 96
47 97
48 98
49 99
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B.3 Methods of estimating the collection size and the numbers of books

available

A mean of eight recorded uses per user during the simulation period of
ten weeks was thought reasonable for course-related use by science and
technology students (Section 4.2.1). Rates for social science or
human-ities students might be two or three times higher than this, so that
averages for UK universities are usually also higher, especially in the
1080's (Table 1.6>. On average, about five different titles could be
expected to be used during the simulation peried (Section 9.2 and Table
9.1>. A collection adequate for the requirements of the large majority of
the users might afford up to three times the average number of recorded
uses (Section ©9.3) and therefore very roughly three times the number of
title uses per user, say 15 titles (24<%% = 15.4)., For a class of 100
students, it might be reasonable to assume that, at the minimum, one copy
of each title or one alternative title was available for every ten
students. About 150 to 200 useful items could be expected to be provided
for the simulated students according to this method of estimation,
therefore.

- Another estimate was based upon a collection known to the author and
serving over 1000 science and technology students. In this collectian,
the average recorded usage per book (including both short-loan and main-
collection books) was rather less than two, indicating that the simulated
collection should comprise around 400 items. Even this would not be
judged large by universitiy standards, since the collection in question was
regularly weeded,

At the start of calibration, a generous collection of 500 items was
therefore assumed, with 100 items initially useful and a further eight
new items becoming useful each day. Usefulness was assumed to result
from recommendation by a lecturer or from the setting of an assignment.
The average number of visits during the period was initially set at 15
and the probability of a further attempt at 0.31, increased by 0.3 after a
success.

During calibration the size of collection was reduced to 400 with no
initially useful items. One hundred items out of the 400 in the
collection were assumed to be retained for one day only, and using data
from the Centre for Interfirm Comparison (68) were expected to yield
about 300 issues out of the required total of about 730 (about 70 issues

came from substituted items outside the collection).
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B.3.1 Retention periods

The majority of bocks issued in academic libraries appear to be
returned close to the date due, even though a substantial and predictable
minority may return early and late (15:79,42:Appendix 12,68,112,119). For
simplicity, retention times rather than loan periods were represented in
the simulation and only three lengths of retention were included: one, -
five and twenty days. Unavailability due to differences between a
stipulated loan period and an actual retention period, and especially to
the late return of popular material (15:87), was thought to be too
sophisticated a factor to incorporate simply. Because availability,
measured by the success rate, was being used as the independent variable
it was thought important that it should be adjusted by only omne factor;

namely, the size of the collection.
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B.4 Method of estimating numbers of attempts per visit

The numbers of times during each visit that the simulated users were
to attempt to find useful material was estimated from data on observed
numbers of recorded uses per visit or spell (Table 6.18) by making two
simplifying assumptions. It was assumed that the success rate in
attempting to use material and the probability of making a further
attempt were common to all users and constant over time. Expressions
for 0,1,2 ... successes were then written out in terms of an attempt rate,

é, and a success rate, s. Thus, the probability of observing, for example,

two recorded uses (l.e. two successes) is:

F2) F@212y + PQI3Y + ...

s<ab + 3s=a“fb + 65%a°f<b + ...

s5Z%ab(1 + 3af + 6a<f2 + 10a=fF + ..
sfab/{l - fa)=.

where FP(miny is the probability of observing m successes in p attempts
and b=1- aand £ =1 - s. The sum of all the probabilities, F(0},
1y, P2, ..., 1s unity as required.

By trial and error, values of 2 and s were found which yielded )
distributions similar to those shown in Table 6.18. For s = 0.5, a was
found to be between 0.45 and 0.6 with F(0) between 0.25 and 0.35.

The distributions of individual mean rates of recorded use per visit
(summarised irn Table 6.17) gave some indication of the range of values
which should be represented in the simulated population. Individuals
were assigned one of three rates of attempt per visit. Randon variation
about these rates ensured a broad distribution of actual individual rates.

During the calibration rums, it was found that attempt rates lower than
those suggesied above, but emhanced after a success, were necessary to

produce a distributlion of recorded uses per visit similar to those

observed.
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B.5 Fallure rates in academic libraries

Typical rates of failure for users seeking known items in ac:ademic
libraries were required not only (1) to estimate a maximum expected
success rate for users in the simulation (variable d, program line 930)
but also (1i) to estimate the minimum expected availability or success
rate which might be observed in actual libraries.

It was assumed that, for a given capability on the part of the library
in meeting the users' demands, a negative-feedback loop connected the
level of expectation among the users with the performance of the library:
the higher the level of expectation among the users, the lower the
performance level. The intermediate causal relationships include the
level of utilization of library material, which affects the availability of
library material and therefore the success rate of potential users
seeking material {6,15:130,113). An observed success rate or level of
availability could be expected to vary only modestly and briefly,
therefore, if the balance between the capacity and the utilization of the
library was disturbed.

Excellent reviews of previous work on availability and rates of failure
in academic libraries have been contributed by Mansbridge (80) and Revill
(94). Both stress the éd\;antages of viewing the attempt to use the
library as depending upon a sequence of conditions: the sought item must
be held by the libra.ry; the record of its location and the location itself
must be correct, belpfully communicated and correctly found by the
prospective user; the item must be present in the library and correctly
located. Failure at each step can be quantified and the cause attributed.
The negative-feedback loop suggested above could be expected to maintain
an eguilibrium in the users' overall rate of failure. By continually
minimising the dissonance between the expectations of the users and the
performance of the library, the relationships within the sytem should
maintain the rate within predictable bounds (say, between 20% and 50%).

B.5.1 MNaximum success rate

It was assumed that most of the items sought by the simulated users
were recommended in some way and were therefore in the stock of the
library. Vhether seeking known and stocked items or information from
unknown stocked items, however, the users were expected to err ar be

misled. They could, for example, fail to find the correct place on the
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chelves or could overlook the item, especially if it was misplaced. Their
reference might be at fault, the cataloguing rules might defeat them or
they might ignore the catalogue altogether. They might transcribe the
call number incorrectly or misinterpret the location (or temporary
location if it was a library which operated a temporary reserve). They
might just guess this information. The item might be awaiting shelving
or missing. The library might be poorly laid out, poorly guided or
poorly administered.

Various rates of failure were found in the literature for users seeking
items which were potentially available. For example, 12% (92), about 20%
(91>, more than 21% (79), 22% to 25% (90), up to 25% (114), about /=
(93). A 20% minimum error rate for user performance is quoted as a
typical value by Saracevic (80) and seems reascnable in the light of
these figures. The maximum possible success rate for the simulated users

was therefore set at 80%.

B.5.2 Minimum observed success rates

In the refercnces and reviews cited above, average rates of failure due
to competition by other users for library material are reported to be
between 20% and 40%. The combined rate of failure caused either by user
error or by circulation interference appears unlikely to be greater than
60% therefore. (Such a rate would not necessarily deter users. If visits
to the library usually entailed searches for more than one item, the
chances of coming away with something of use would be greater than.40%.
In fact, the authors cited above report success rates for single attempts
varying from 50% to over 80%.

For most of the simulated periocd of library use, the probability of
success for a single attempt fell below 40% for the initial collection and
well below 40% for the reduced collection. These levels are below those

likely to be observed in reality.
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B.6 Test of the uniformity of the distribution of pseudo-random numbers

Ten thousand random numbers between zero and one were called usiﬁg the
random number routine in the simulation program. To test the uniformity
of the distribution of numbers, the range-was divided into 100 equal
divisions and the frequencies with which numbers fell into these
divisions were compared using the chi-squared test. Each random number
was multiplied by 100 and truncated after the units digit. The frequency
of occurrence of the resulting numbers (0 to 99) was tabulated. The
distribution of frequencies was tested with the chi-squared test to
determine the probability with which it could have occurred in random
sampling from a population in which the distribution was uniform.

The test was conducted three times, yielding chi-squared statistics of
97.1, 89.6 and 101.6. These values indicated that the distributions of
frequencies could have been expected to occur by chance with
probabilities of between 0.6 and C¢.8 if sampling bad been done from a
uniform population. The distribution of pseudo-random numbers was judged

to have been uniform, therefore.
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APPERDIX C -

Private communication from Mr. D.M. Ellis showing a derivation of the

mean and variance for the modified negative binomial distribution (Figure
6.5
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AFFERDIX D .

Titles used by 20 undergraduate economists recording the use of a short-

loan collection during one academic session (see Section 9.4)

Borrowers are numbered from 1 to 20 under the heading ‘User:' on the
following four sheets. Below each borrower number are listed the numbers
of the titles used (left-hand column) and the numbers of the class-marks
borne by these titles (right-hand column). In all, 280 separate titles
were used: they are numbered between 1 and 285 (obviously five numbers
are not used). Eighty-five different class-marks were represented: they

are numbered between 1 and 86 {(one number is not used).
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User:

21

22

27

78
101
102
109
110
113
115
117
124
131
133
134
135
137
165
166
172
177
183
193
206
209
215
223
227
233
236
237
238
244
245
247
268
272
279
280
282

22
33
33
37
37
37
39
40
41
45
45
46
46
48
60
60
60
62

62

63
68
68
68
69
69
70
71
72
72
72
73
74
B4
85
85
85
86

11

80
81
82
83
84
86
87
88
89
20
92
93
94
96
98
99
104
130
133
134
135
137
140
167
169
170
171
173
174
178
184
186
187
188
189
190
193
197
200
209
210
216
217
223
233
237
238
240
247
248
251
255

24
25
25
25
25
25
25
26
26
27
29
29
29
29
31
31
34
44
45
46
46
48
49
60
60
60
60
60
60
62
62
63
63
63
63
63
63
64
65
68
68
68
68
69
70
72
72
72
74
75
77
78

35
37
39
58
105
149

- 151

283

10
10
11
14
35
53
53
86

- 285 -
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18
27
29
31
32
34
35
38
43
48
105
120
123
124
126
127
128
150
151
158



User:

15 6
21 6
23 6
27 6

33 8

86 25
87 25
88 26
92 29
94 29

95 29
98 31
104 34
105 35
106 35
107 36
108 37
111 37
112 37
113 37
118 41
120 41
121 41
123 41
124 41
125 41
126 41
127 41
147 53
151 53
158 58
159 58
161 58
185 63
207 68
210 68
212 68
213 68
263 80
264 80
265 81

10

21

38

54

57

60

61

63

71
101
102
103
109
130
131
132
133
136
161
175
176
177
181
182
185
187
189
196
197
199
202
205
206
209
223
228
230
232
233
234
237
239
240
247

10
14
14
14
14
14
18
33
33
33
37
44
45
45
45
47
58
61
61
62
62
62
63
63
63
64
64
64
67
68
68
68
69
69
69
69
70
71
72
72
72
74

21
25
32
35
38
39
40
50
55
58
63
66
68
105
127
149
151
207
212

10
10
11
12
13
i4
14
14
16
16
35
41
53
53
68
68

- 286 -

20

22

25

27

56
101
103
109
130
131
132
133
137
158
166
168
170
173
174
175
176
177
179
187
189
193
195
197
206
209
214
221
223
225
226
230
235
237
243
247
261

10

22

24

25

27

78
105
109
118
120
123
124
126
127
131
132
133
137
158
161
164
170
174
177
179
180
182
187

.193

195
197
200
206
209
210
211
212
213
221
223
225
227
229
230
231
235
238
243
247
276



User:

11

20

21

22

23

27

28

29

78
101
102
103
115
116
124
130
131
132
133
134
137
138
139
163
172
177
182
185
191
193
198
201
206
211
223
235
237
238
242
247
256
257
258
259
261
266
272

[ 8]
NGO

33
33
33
39
39
41
44
45
45
45
46
48
48
48
60
60
62
62
63
63
63
64
66
68
68
69
71
72
72
72
4
78
78
78
78
79
82
85

o 3 W e Mo W (N S R S L S WV

13

21 6
22 6
23 6
26 6
38 10
43 13
54 14
55 14
65 15
66 16
70 17
72 18
75 21
105 35
114 38
120 41
121 41
122 41
123 41
124 41
125 41
127 41
149 53
151 53
160 58
207 68
208 68
210 68
212 68
219 69
220 69
223 69
227 69
230 69
232 69
262 79
280 85
282 86

- 287 -

14

16
22
32
35
47
48
79
87
88
91
92
96
98
99
102
118
121
124
127
129
147
148
151
152
153
154

10
13
13
23
25
26
29
29
29
31
31
33
41
41
41
41
43
53
53
53
53
54
55

15

22
27
55
58
59
65
66
67
70
76
149
151
158
159
16l
162
212
220
226
227
246
269
274
279

14
14
14
15
16
16
17
21
53
53
58
58
58
59
68
69
69
69
73
85
85
85



User:

16

17
20
21
22
25
26
27
101
102
103
131
132
133
134
137
155
157
158
163

165

166
175
177
187
189
130
192
193
197
201
204
205
206
209
214
216
223
228
230
233
237
238
243
245
247
260
261
267

17

21

27

33

38

76
105
107
119
120
121
123
124
127
131
137
138
139
156
157
161
185
189
193
194
195
197
200
206
209
212
214
223
232
235
240
241
242
243

10
21
35
36
41
41
41
41
41
41
45
48
48
48
57
58
58
63
63
63
64
64
64
65
68
68
68
68
69
69
71
72
72
72
72

18

12
20
21
22
24
25
27
58
75
131
133
167
223
226
249
254
257
277
278
280
282

OO~~~ BN
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19

35
41
44
47
48
49
a1
67
75
77
81
83
85
88
92
98
105
107
120
124
127
129
148
151
260
270
271
272
280

10
13
13
13
13
13
13
16
21
22
25
25
25
26
29
31
35
36
41
41
41
43
53
53
78
85
85
85
85

20

13
14
32
35
37
41
42
44
45
46
47
48
49
80
87
88
91
92
97
98
126
141
142
143
144
145
146
148
151
284
285

10
10
13
13
13
13
13
13
13
13
24
25
26
29
29
30
31
41
50
50

Sl

52
52
52
53
53
87
87




APPFENDIX E

Computer program to simulate recorded and collaborative use of ten titles
by ten students

The program for a single run of the simulation is shown overleaf. It
is written in Commodore Microsoft BASIC and was run on a Commodore 3032
PET microcomputer. For clarity, routines to print out the results are not
chown. The identities of the variables and constants used in the program

are listed on the page following.

E.l1 Program summary
Lines 10 to 17 initialize the variables and set the parameters.

Lines 20 to 71 are subroutines for: pre-visit search for collaborators
(20-25); search for collaborators after failure (30-33); attempt to use
next book and, on failure, decision whether to search for collaborator
(38-43); use of book and determination of pericd of retention (60-61);
decision whetbher to attempt further use (70-71). -

From lines 100 to 165, the program loops through 30 possible occasions
(ten days) on which use may occur. Lines 105 to 115 reset the counter
which shows for each user the bhighest preference title still not used,
and make available any copies of titles whose retention period has
expired. Lines 120 to 140 decide which user first attempis use on the
current occasion and thereafter work backwards through the user numbers.
At line 155, pre-visit collaborations occur and at line 160, library
visits occur including attempts to re-use Titles 1 to 4 by users who have

already used these titles.
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E.2 &Simulation program
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10
11
12
13
15
16
17
20
21
24
25
30
31
32
33
38
39
40
41
42
43
60
61
70
71

a=0:h=15:i=0:x=0:k=0:u=1:t=10:5=7: j=0:y=.71:2=.21:g=.5
dimq(9,9):dimb(9,9):dimd(9,9) :dimm(9) :dimn(9):dimv(9):dime(9)
dime(9):v(0)=1/h:v(3)=v(0):v(7)=v(0):v{1)=3/h:v(4)=v(1):v(5)=v(1) :v(8)=v(1)
v(2)=5/h:v{6)=v(2):v(9)=v(2):printchr$(147) :a=Tnd(0)

Aimw(9) :w(0)=3:w(1)=2:w(2)=2:w(3)=2:w(&)=u:w(S)=usw(6))=u:w{7)=u:w(8)=u
w{(9)=u

c(0)=2:c(u)=u:c(2)=u:gotol00

forh=e(a)to%:goto24

forh=0to9

ifq(a,h)=w(h)thennexth:return

gosub30:gosub70:nexth:return
fork=0toc(h):ifb(h,k)<sthenx=y:goto32

X=2Z

ifrnd(u) <«(x*¥y)thenm(h)=m(h)+u:q(a, h)=q(a, h)+u:k=

nextk:return

forh=e(a)to9:gotosl

forh=0to9

ifq(a,h)=w(h)thennexth:return

fork=0toc(h):ifb(h,k)=tthenbél
nextk:ifint(3¥t*rnd(u))<jthenifa<sthengosub3l
gosub70:inexth:return

b(h,k)=a:q(a,h)=q{a,h)+usn(h)=n(h)+u
d(h,k)=j+tint (t*rnd{(u) }+int(t¥rnd(u))+usgotos3
ifrnd(u)<ythenreturn

h=t:return

100 forj=0to29

105
106

forh=0to9%9:fora=0to9:ifq(h,a)=0thene(h)=a:a=t
nexta:nexth

110 fora=Oto9:forh=0toc(a):ifd(a,h)=jthenb(a,h)=t

115
120

nexth:nexta
h=int{t*rnd(u))

130 fori=htoh-9step-u:ifi<Othena=i+t:gotol50
140 a=1i
150 ifrnd(u)>v{a)thennexti:next j:gotol70

155
160
165
169

ifa<3thengosub20:ife(a)>3thengosub2l
gosub38:ife(a)>3thengosub39
nexti:nextj

end
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E.3 Variables

a Counter and variable used especially for user number.
b(9,8) User number to which (title,copy) is issuved. 10 if not issuved.
c(®) Number of extra copies of (title) available. -
dmo,s) Occasion when (title,copy) will become available again.
e® Highest priority title yet unused by (user).

h ' Counter and variable used especially for title number.

i Counter, especially for user numbers.

I Counter for occasions.

k Counter, especially for copy numbers.

m(©) Running totai of unrecorded uses by (user).

n(e Running total of recorded uses by (user).

ge,3 Number of uses by (user, of title).

vi{9) Probability tbat (user) will visit om any occasion.

w(8) Maximum profitable number of uses of (title).

X Miscellaneous variable.

E.4 Constants

0.5

g =
s=7
t =10
u=1
y =071
z = 0.21.
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Frequency Distributions
of Recorded Use for Students
Using Academic Library Collections

T. Wall

ABSTRACT. The distribution of activity among students using
academic library collections is discussed. Frequency distributions of
recorded use are considered for six libraries. A mixture of Poisson
distributions with a negative binomial distribution of means is used
to approximate the observed distributions. The extrapolation of
distributions of use from this model is described. Expected numbers
of non-users in time periods of differing lengths are extrapolated for
ouc set of data. Levels of use not exceeded by 90% and 95% .of
potential users are estimated from a geometric distribution fitted to
the data. The value of three times the sample mean is shown to lie
between these levels.

INTRODUCTION

Academic libraries commonly rate their collections by the amount
that they are used, often employing use recorded as transaction or
circulation data as an indicator of total collection use.2® Potential
users do not participate equally, however, in generating collection
use, and it is well known that much of the use recorded by academic
libraries results from the activities of only a minority of potentiat
users. In this paper, frequency distributions of recorded use by
students are presented, modelled and extrapolated in order to il-
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12 COLLECTION MANAGEMENT

lustrate patterns of uptake by potential users from academic library
collections.

Students using a library collection differ in the amount of library
material they use and in their frequency of use. Even those with
similar tasks to perform can differ widely. A large amount of re-
corded use is generated by only a small proportion of all potential
users: typically 10% to 20% of potential users account for 50% of
all use. Wall's presents a plot of the relationship between proportion
of actual users and proportion of total use. Harrop,” Oldman'? and
Whitlatch,’” among others, illustrate differences in library use
among students, and discuss factors that may cause them. Mus-
avill:118 has suggested that potential library users may differ funda-
mentally along a dimension that is reflected in other forms of
academic behaviour as well as observed library use. Academic per-
formance itself, however, rarely correlates well with amount of li-
brary use.6.8.13 -

Wall'® used negative binomial distributions to approximate the
relative frequencies of recorded use by students using a short-loan
textbook cullection. This distribution was used by Greenwood and
Yule® in 1920 to describe the frequency of industrial accidents
among workers, and it.has found a number of subsequent applica-
tions.4:133.18:4 ]t can be generated as a mixture of Poisson distribu-
tions with a gamma distribution of means. Thus, in the case of li-
brary users, potential users use a library collection randomly but
with constant mean individual rates of use that are distributed
according to a continuous gamma distribution. There are no poten-
tial users with zero expectation of use.

This representation is not a simulation model of user behaviour,
but an approximation allowing relative frequencies of collection use
among users to be summarized and predicted. The gamma distribu-
tion is an outcome of the process of collection use; it is not neces-
sarily an inherent characteristic of the user population. A less skew
distribution can be shown to generate distributions of use that are
similar to those observed and that are approximated by negative
binomial distributions. For example, a normally-distributed pro-
pensity for library use among users, coupled with probabilistic
failure at a constant rate and simple mechanisms for modestly pro-
moting or temporarily discouraging use after success or repeated
failure, can, after a few iterations, lead to such outcomes. Under-
lying the distribution of propensity are likely to be complex di-
versities in need, role and task among students seeking information.
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The shape of the negative binomial distribution is quite flexible
though unimodal. There are two parameters. In the notation of
Williamson and Bretherton,'$ the shape parameter, £, is estimated
from the sample mean and the proportion of zeros in the observed
distribution, or from the maximum likelihood equation. An inverse
scale parameter, p, is estimated from k and the sample mean. The
number of users recording r uses, f(r), out of a total of N potential
users is seen in Figure 1 whereg = 1 — p. Each rth term is more
easily evaluated as the (r — 1)th term multiplied by gk + r —
1)/r. The mean of the distribution is kg/p and the variance kg/p-.

DATA

The fit of negative binomial distributions was tested for the fol-
lowing sets of data from academic libraries. Ritter®? gives nine-
week circulation totals for 468 students in a liberal arts coliege.
Maxted:® records borrowing over two terms from an unsupervised
library in a hall of residence by 342 students. Knapp® records
reserve and general collection withdrawals by 738 students from a
college library during one semester. Clayton® presents similar data
for 545 students in another college, and Schnaitter for 3755 junior
students (1598 women and 2157 men) at a university.

Most sets of data are grouped in some way. They have been
regrouped in Tables 1 and 2 for conciseness, but all analyses were
performed on the original data. Authors’ estimates of the size of po-
tential user populations were accepted. Ritter discounts absent or
uninvolved students, but other authors probably give gross totals
derived from enrollment records. It was impossible to estimate sizes
of potential user populations for the use of particular parts of collec-
tions (e.g., withdrawals from reserve collections), and subdivisions
of the data sets were therefore not analysed. It is likely that a pro-
portion of use in Maxted’s survey went unrecorded.

Figure 1
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TABLE 1

pDistributions of recordad library use from Ritter (13}, Maxted (10}
and Enspp (8) and expected frequencies, fitted paraneters and observed

values of the chi-square statistic for the proposed model.

Observed (Obs.) and expected (Exp.) numbers of users

Humber

of recorded Ritter Haxted Knapp

uses Obe. Exp. Obs. Exp. Obs, Exp.
0 150 151.1 149 145.3 111 108.7
1 27 30,5 35 31.8 58 60.0
2 4] 33,1 i 20 28.0 61 55.7
3 23 29.3 25 22.1 54 49.8
4 23 24.9 . 13 17.5 49 44.3
5-9 84 82.9 58 51.0 192% 185.5
10-14 41 45.4 19 22.6 S0 88.7
15-24 50 42.9 18 17.0 62 87.9
25-49 26 25,1 4 6.7 61 56.6
50+ 3 2.8 1 0 - -

Total 468 ) 342 738

Mean use 6.8 4.0 2.1

Yariance B4 45 114

Parametera: k 0.6 0.47 0.81

B 0.126 0.113 0.0654
3 1,63 1,08 0.7

Chi-square value 30.4 13.5 1G.0
Number of cells 26 16 11

P 0.1 0.3 0.2

Kotes.

Parameters: k, negative binomial shape parameter
p, pegative bipomial scale parameter
3, Poisson paraneter.

Chi-square test.

Expected frequenciea arc pooled to give & mipipun cell value of 5.0,
P is the approximate probability of the observed chi-square value
being exceeded in rapdon sampling.

s Numbers of recorded uses are grouped: 5-10; 11-15; 16-25; 26+,
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TABLE 2

Distributionn of recorded library use from Clayton (3) snd Schoaitter

(1) snd expected frequencies, fitted parameters and observed values

of the chi-gquare statistic for the proposed model,

Observed {(Obs.) and expected (Exp.) oumbers of users

Ruzber
of reccrded Clayton Schneitter W Schoaitter ¥
uges Obe. Exp. Obs., Exp. Obs, Exp.
0 48 48,0 392 394.8 216 815.5
1 28 24.6 111 111.4 187 186.6
2 20 26.4 112 102.5 178 157.7
3 23 25.4 82 B6.4 116 123.0
4 22 24.2 79 73.7 89 98.2
5-9 102 103.3 242 259.4 284 209.4
10-14 73 77.6 185 161.0 164 150.4
15-24 114 100.1 177 185.8 131 136.4
25-49 54 91.5 147 169.5 79 79.2
50+ 21 23,9 61 53.7 12 10.6
Total 545 1598 2157
Meazn use 15.5 11.0 5.0
Variance 216 - -
Parameters: k 1,08 0.53 0.38
P 0.0749 0.047 0.067
1.18 1.025% 0.85*
Chi-square value 17.8 35.6 18.8
Hucber of cells 23 29 28
P 0.5 0.1 0.7
Notes,

Schnaitter W: women; Schnaitter M: men.
* Rounded

Parameters: k, negative binomial shape parameter
p, Degative binomial Bcale parameter
j, Poiason perameter,

Chi-gquare test,

Expected frequencies are pooled to give a minimum cell value of 5.0.
P is the spproxinmate probability of the observed chi-sguare value

being exceeded in random sazpling.
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A number of factors makes recorded use an unsatisfactory unit to
support consistent analysis. Records will represent a whole range of
types and lengths of use, and many valid uses will not be recorded.
Differences in academic requirements and in the accessibility and
availability of material will vitiate comparisons between all but the
most demonstrably similar users in the same library. Crude as the
unit is, however, it is the most accessible indicator available.
Among users it is likely to be regarded as clearly reflecting purpose-
ful library activity, whether productive or not.}

FIT

Negative binomial distributions with parameters estimated from
the maximum likelihood equation did not fit the observed distribu-
tions of Tables 1 and 2 closely. Observed values of the chi-square
test statistic would have been exceeded in random sampling with
probabilities ranging from 0.002 to 0.2. The fit to the zero or early
terms of some distributions was poor. Nonetheless, the essential
shape of the observed distributions was reproduced, so that the
negative binomial distribution appeared to be a serviceable base for
approximation. It was more successful than lognormal, Neyman
Type A and arbitrary distributions. To improve the fit in particular
areas of the distribution, an extra parameter, j, was introduced and a
new model proposed. This model comprised a mixture of Poisson
distributions with individual means distributed according to a nega-
tive binomial distribution and multiplied by the constant, j. For each
user, the probability of s uses is the negative binomial probability of
r activities multiplied by the Poisson probability of s uses given a
constant mean (over all users) of j uses per activity. The number of
users recording s uses, f{s), out of a total of N potential users is then
seen in Figure 2 where e = 2.718 and the other notation is as
before.

Figure 2

N pk k+r-1 -rj -
f(g) = — e (ri) 4q (s =0,1,2,...)
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It is possible that the two compenents of the model (negative bi-
nomial distribution and Poisson distribution) could represent actual
and observable activities among users. Data collected from three
UK academic libraries suggested that a Poisson distribution roughly
approximated actual distributions of numbers of uses per library
visit or attempt at use. Individual rates of visiting and use did not,
however, appear to remain constant as assumed in the model. The
model does not therefore necessarily simulate user activities in col-
lection use.

Tables 1 and 2 show the fit of this model 1o the sets of data already
described. Parameters were estimated from the sample mean and
proportion of zeros. Tables 3 and 4 show the fit to six sets of data
derived from a study by Wall.16 Table 3 shows the use of a short-
Joan textbook collection by a purposive sample of 309 students over
periods of four, eight and sixteen weeks. Table 4 shows eight
weeks’ use of the same collection by all students in each of the three
classes (years) of a science course.

Observed values of the chi-square statistic were used to test good-
ness of fit. The results are shown in Tables 1 to 4. The null
hypothesis could not be rejected at the 5 percent level of significance
for any of the sets of data. The probability, P, that chi-square values -
would be exceeded in random sampling ranged from 0.1 to 0.9 with
three values greater than 0.5. The fit of the model was therefore
judged 1o be satisfactory.

EXTRAPOLATION

Under certain conditions, the model may be used to extrapolate
distributions of use beyond the time period for which data have been
collected. The accuracy of the forecast will depend upon the degree
to which both the parameter k and the mean rate of use per time
period remain stable. If these conditions are met, then the expres-
sion g/p scales linearly with the mean and with time. Time periods
should be of such a length that behaviour in one time period appears
independent of behaviour in another, since this is a property of the
model.

The method is set out by Chatfield, Ehrenberg#:!37 and others who
studied brand loyalty among buyers of regularly-purchased con-
sumer goods. They extrapolate negative binomial distributions fitted
to frequency distributions of numbers of **purchase occasions’” re-
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TABLE 3

Distributions of the recorded use of a short-loan textbook collectioan
by 309 students over four, eight and sixteen weeks and expected
frequencies, fitted parameters and observed values of the chi-sguare

statistic for the proposed model.

Observed (Obe.) and expected (Exp.) numbers of users

Nunber
of recorded Four weeks Eight weeks Sixteen weeks
uses Obs. Exp. Obs. Exp. Obs. Exp.
o 161 159.1 108 103.7 70 €8.2
1 40 40.4 37 36.2 30 29.0
2 32 30.4 29 30.8 24 24 .4
3 21 21.3 30 24.5 26 20.3
4 17 15,1 26 18.6 24 17.2
5-8 27 32,5 50 55.7 53 58.8
10-14 B B.2 9 22.1 32 33.5
15-24 2 2.0 14 13.3 a1 334 .
25+ 1 o 6 3.0 23 24.27
Total 309 309 309
Mean use 1.9 3.9 3.1
Variance 12 ’ 47 192
Parameters: k 0.56 0.7 ¢.64
P 0.195 0.133 ¢.0444
3 0.8 0.B86 0.59
Chi-square value 3.1 18.9 15.8
Number of cells 11 16 23
|4 0.9 0.1 0.7
Notes.

Parameters: k, negative binomial shape parameter
p, negative binomial scale paranmeter
j, Poisson parameter.

Cbi-square test.

Expected frequencies are pooled to give a minipum cell value of 5.0.
P is the approximate probability of the observed chi-squere value
being exceeded in randowm gamplinpg.
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TABLE 4

pistributions of the recorded use of & short-loan textbhook collection
by students in three classes of a science course over eight weeks

and expected frequencies, fitted parameters and observed values of
the chl-équare statistic for the proposed model,

Ruzber Obperved (Obs.) and expected (Exp.)} numbers of users
of recorded
usas Obe. Exp,. Obs, Exp. Obs, Exp.
0 31 30.7 18 18.0 13 12.8
1 8 8.0 9 8.0 8 8.8
2 7 6.6 6 7.4 8 7.4
3 4 5.1 8 6.0 8 6.3
4 6 4.0 3 4.9 4 5.5
5~9 14 11.8 22 15,1 13 18.2
ig-14 2 5.3 2 6.7 12 9.3
15-24 k] 3.9 1 4.5 11 7.5
25+ 2 1.8 4 1.4 1 3.z
Total 77 73 79
Mesn use 4.1 5.0 6.8
Variance 58 56 47
Parameters: kK 0.48 0.77 0,88
p 6.09 0.07 0.028+
J 0.85 0,458 0.22
Chi-square value 1.7 4.0 9.7
Nunber of cells 8 8 11
P 0.3 0.4 0.2
Notes.

Parameters: k, negative binomial shape parameter
p, negative binomial secale parameter
3, Poisson parameter,

Chi-square test,
Expected frequencies are pooled to give a mipimum cell value of 5.0,

P is the approximate probability of the observed chi-square value
being exceeded in random sampling.

* Rounded
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ported by consumers and show how numbers of loyal buyers per
sales period and sales volume to loyal and to irregular buyers may
be predicted for the brand under consideration. Perhaps most useful
in the library context will be the prediction of numbers of non-users
and maximum levels of use. These aspects are now briefly treated.

Consider the data in Table 3. The parameter k and the mean month-
ly rate of use are reasonably stable up to 16 weeks. Table 5 shows
mean numbers of users recorded in any two weeks separated by
varying lengths of time, arbitrarily chosen. Weekly numbers of re-
users appear largely independent of the length of time and amount of
use intervening. The data of Table 3 appear, therefore, to meet the
conditions for extrapolation in multiples of one week.

By extrapolating the scale parameter, p, we can now calculate ex-
pected distributions of use for any period of time over which condi-
tions of use would have remained unchanged (in this case. up to 24
weeks). As an example, we use the scale parameter, p = 0.133. of
the eight-weeks data in Table 3. In calculating numbers of non-
users, only the zero term of the distribution is required. Zero terms
are estimated from: fl0) = Np(% (1 + e~tkg + ek (k + 1)
g*/2! + . ..) which simplifies to: f0) = Np(D/(1 — ge~/}.
where p(1) is the scale parameter. p, adjusted for time period 7 and
g = 1 — p(f). Table 6 shows expected numbers of potential users

TABLE 5

Effect of recorded use in any week of a sixteen week pericd on use
in subsequent weeks: neap number of users recorded in the first,
second, third, eighth snd tenth weeks after previcus use,
irrespective of intervening use, for 309 potential users of a

short-loan textbook ¢ollection.

Week after previous use

First Second Third Eighth Teoth

LY

Kean nunber
of users 39.7 36.1 35.2 32.9 32.3

95% confidence
interval 2.2 2.4 *2.7 2.9 *5.8
for the mean
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TABLE €

Obgerved and expected numbers of potential users

not recording use of a short-loan textbook collection.

Observed Expected Scale

pumber of punber of paraneter,
Time pericd non-users nop-users p(t)
Weeks 1-4 161 147 0,235
Weeks 1-8 108 104 0.133
Weeks 1-16 T0 68 0.0712
Weeks 1-24 - 53 0.04865

Extrapolated from parameters fitted to deta for weeks 1-8

(Table 3): ¥k = 0,7; j = 0,86; p(t) as shown.

not recording use in 4, 8, 16 and 24 weeks estimated from this ex-
pression and using the scale parameter, p(7), as indicated.

MAXIMUM MAJORITY USE

It is clear from Tables 1 to 4 that distributions of use are very
skewed. A proportion of potential users remains unrecorded while a
minority is extraordinarily active with transaction rates several
times the mean. No single statistic characterises the distribution
well, although the sample mean and the proportion of non-users will
be important. The upper end of the distribution is not defined, and
the range can often be exaggerated by a few high values well sep-
arated from the rest of the distribution. In such cases, the median
and percentiles could be used to indicate levels of activity not ex-
ceeded by given proportions of the population, with calculations
made either from data or with extrapolations from the model. More
simply, however, a statistic describing a level of activity not exceed-
ed by a majority of the population (say, 90% or 95%) can be
estimated directly from the sample mean.

For this purpose, the model is simplified by ignoring the Poisson
component and setting the shape parameter, &, to unity. The resuit-
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ing geometric distribution has values similar to those of the model
over the range required. The parameter, p, is estimated from the
sample mean. If ¢ = 1 — p, then, for mean, m, q=m/(1 + m).
The proportion, a, of potential users who each record 7 or more uses
is q. Thus r = log aflog [m/(1 + m))]. Each of the proportion
(1 — a) of potential users is expected to record less than r uses. If 4
is set to 0.1 or 0.05, then r becomes the level of use below which
90% or 95% of the population are expected to record.

In Table 7 actual percentages of potential users recording less
than the 90% and 95% levels of use are shown for each set of data
from Tables 1 to 4. The 95% level of use tends to be underesti-
mated, but both approximations are close enough to be useful indi-

TABLE 7

Observed percentages of potential users recording less than
the 209 and 95% levels of use and three times the sample

mean for the data of Tables 1 to 4

Observed percentages not exceeding:

Data set 80% level 95% level 3(mean)
% % %
Table 1: Ritter 86.5 90,6 * 89.7
Maxted BE.9 92.4 90.4
Knapp 91.0 93.6 83.0
Table 2: Clayton 90.9 5.5 95.6
Schoaitter W 83.5 92.3 91.5
Schnaitter M 87.5 91.7 90.8
Table 3: Four weeks 91.3 92.9 91.3
Eight weeks 81,9 83.5 83.2
Sixteen weeks 90.0 93.5 92.6
Table 4: Column 1 92.2 83,5 93.5
Column 2 93.2 93.2 83.2
Column 3 89.9 94.9 94.9

90% and 95% levels of use are estinated from geometric
distributions fitted to the data.
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cators of the maximum activity of a majority of potential users. The
value of three times the sample mean usually falls between the 90%
and 95% levels of use whether calculated from the data or from the
geometric distribution, where {m/(1 + m)]*" lies between 0.1 and
0.05 for m between 1.6 and 350.

DISCUSSION

Good approximations to observed distributions of recorded li-
brary use from six sources have been obtained using mixtures of
Poisson distributions with negative binomia! distributions of means.
Although further elaboration of this model might improve some of
the fits, it would be difficult to demonstrate a general improvement
using only data-fitting methods. The model may, in any case, not
accommodate all outcomes of collection use. Polymodal distribu-
tions, for example, could only be fitted by subdividing populations
of users. For the data available, however, the model appears to offer
a good compromise between approximation and simplicity.

The transaction data from which the parameters of the model are
estimated are precise and easily obtained. Transaction data cannot
be assumed to typify the total use of the collections concerned, but
the distribution of activity among users appears real and persistent
and the model allows these user data to be summarised and. where
patterns of use are stable, extrapolated.

Two basic analyses have been illustrated; other applications using
the model in combination with local information will be readily sug-
gested. Reference to Ehrenberg? will assist the reader in manipulat-
ing negative binomial distributions and adapting the model 10 his or
her purposes.
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