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The aim of this research was to investigate the synthesis of novel heating, ventilating, and air
conditioning (HVAC) system configurations using model-based optimization methods (Wright et
al. 2008). This paper describes the experimental results for the optimization of a two-zone HVAC
system of a building located in a continental climate. The goal of the optimization was to find a
feasible system design that operated with the minimum system capacity at each load condition.

The optimization method used in this research is based on a Genetic Algorithm search
method. The robustness of the optimization was examined through the consistency of the design
solutions found from multiple runs of the algorithm (each run being subject to different initial
conditions). The results indicate that given two runs of the algorithm, there was a high probabil-
ity of finding a system design that has a performance comparable to existing system configura-
tions. Given eight runs of the algorithm, it is probable that the best system found would have a
performance that exceeded that of existing system configurations. However, approximately one
third of all optimization runs would converge onto an infeasible system configuration, the elimi-
nation of this characteristic being the subject of future research.

The optimality of the synthesized systems was judged in comparison to the performance of
three benchmark systems and by comparing the system capacity to the minimum possible at a
given load condition. The best of the synthesized systems had a performance that exceeded that
of the conventional benchmark systems and that was comparable to that of a conceptually opti-
mum system configuration. The system capacity was also close to the minimum possible capac-
ity and as such was judged to be a near-optimum system configuration for the example building.

It can be concluded that the optimization approach is able to synthesize near-optimum sys-
tem configurations that have a performance equal to or better than existing system configura-
tions. The algorithm, however, requires multiple runs in order to find reliable solutions, a fact
that should be addressed in future research. The current algorithm, however, represents a sig-
nificant step toward the design of software systems that are able to synthesize new and optimum
HVAC system configurations.

INTRODUCTION

Previous research has demonstrated that the capital, operating, or life-cycle cost of a building
can be reduced through the use of model-based numerical optimization methods. To date, such
research has been concerned with the optimization of building construction (Caldas and Norford
2002; Wang et al. 2005), HVAC system size (Wright 1996), HVAC system supervisory control
(Nassif et al. 2005), and the simultaneous optimization of building construction, HVAC system
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size, and system supervisory control (Wright et al. 2002). However, there is no previous
research into the optimization of HVAC system configurations.

This paper presents the results of a study into the model-based optimization of HVAC system
configurations (the optimization procedure described by Wright et al. [2008]). The aim of the
optimization is to simultaneously find a system topology and operating strategy that minimizes
the system energy use. Two groups of problem variables are optimized; the first group describes
the connection between a fixed set of components (the system topology), and the second group
describes the system operation at a number of load conditions. For each load condition, the sys-
tem operation is specified by the capacity of the components and the airflow rates throughout
the system. The system’s energy use is defined to be a weighted sum of the total system capacity
at each load condition.! The optimization problem is also subject to a number of constraints that
ensure the feasibility of the topology and system operation (Wright et al. 2008).

The optimization problem has been solved using a Genetic Algorithm (GA) search method
(Wright et al. 2008). Since GAs use probabilistic search operators and in general do not test for
formal convergence of the search, there can be a degree of uncertainty associated with the opti-
mality of the solutions. In this respect, the experiments described herein have been designed to
evaluate both the repeatability of the optimization as well as the potential of the approach to syn-
thesize near-optimum HVAC system configurations.

EXPERIMENTAL APPROACH

There are three factors considered in judging the performance of the optimization algorithm:

* The procedure for judging the robustness of the optimization algorithm, robustness being
defined in terms of the consistency of the solutions obtained from a number of different opti-
mization runs.

* The method by which the optimality of the solutions can be evaluated.

* The design of a representative optimization problem.

Examination of Algorithm Robustness

The GA used to solve this optimization problem uses a pseudo-random number sequence as
part of its probabilistic search operators and to initialize the search with the first set of trail solu-
tions (Wright et al. 2008). A change to the pseudo-random number sequence is therefore likely
to result in a change in the behavior of the search and possibly the “optimum” solution found by
the search. The robustness of the algorithm has therefore been examined by comparing the solu-
tions from a number of optimization runs for the same problem, with each run using a different
pseudo-random number sequence. In this study, solutions from over 40 different trial optimiza-
tions have been compared, the pseudo-random number sequence used in each trial having been
initialized with separate time-dependent seeds.

Evaluation of System Optimality

The performance of the synthesized systems has been compared to three benchmark systems,
two of these based on conventional system configurations. The third is a conceptually optimum
system configuration derived from an analysis of HVAC system performance (Wright et al.
2004; Zhang et al. 2006). The operation of the benchmark systems has been optimized in the
same manner as for the synthesized systems,> which ensures that a difference in performance

1. Note that the term capacity is used here to denote the instantaneous rate of energy flow at a given operating point; the
term capacity is therefore not restricted to the “peak” duty of the system but applies equally to all load conditions.
2. This was done by optimizing the airflow rates and component capacities at each load condition.
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between systems is a function of the system configurations rather than the manner in which the
systems are controlled.

The optimality of the synthesized systems has also been evaluated by comparing the systems’
capacities to the minimum possible capacity at each load condition.

Minimum System Capacity and System Effectiveness. The minimum capacity of a system
can be considered in two parts; first, the fan capacity required to move the air through the system,
and second, the sensible and latent capacities associated with the heating, cooling, humidification,
and dehumidification processes (the air-conditioning processes). Conceptually, it has been argued
that the minimum possible fan capacity should be taken as zero (Wright and Zhang n.d.). How-
ever, for a multizone system, the minimum capacity associated with the air-conditioning processes
is a function of the extent to which the zone loads may be offset by the transfer of energy between
zones (Wright and Zhang n.d.). The mechanism for energy transfer between zones considered here
is interzonal airflow and, therefore, the minimum system air-conditioning capacity at a given load
condition is equivalent to the sum of the zone and outdoor air loads on each zone after the zone
loads have been minimized through the use of interzonal airflow. For systems conditioning a small
number of zones, the minimum system capacity can be calculated using a logic-based approach
(Wright et al. 2004), although for systems serving more than two zones the calculation is likely to
require the use of a model-based optimization method (Wright and Zhang n.d.).

The extent to which a system operates with the minimum capacity at a given load condition
can be evaluated by a metric known as the system effectiveness, ¢, , this being given by
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where
Oo"" = minimum capacity at load condition i and

Q™ = operating capacity of the system being evaluated (Wright and Zhang n.d.).

1

Equation 1 gives a number in the range 0.0 to 1.0, a value of 1.0 indicating that the system oper-
ates with the minimum capacity (note, however, that due to the manner in which the minimum
capacity has been calculated in this study, the system effectiveness can be greater than 1.0; see
Appendix).

Equation 1 can also be extended to give the effectiveness of the system over a number of load
conditions by:
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where
w; = weight applied to a given load condition
n = number of load conditions being considered

The weight w; represents (or is derived from) the time interval associated with the capacity at
each load condition i.

Benchmark System Configurations. The benchmark system configurations, against which
the performances of the synthesized (optimized) systems have been compared, are illustrated in
Figures 1-3. Figures 1 and 2 illustrate “conventional” single-duct and dual-duct systems, the
only unusual feature of these systems being the use of zone-based humidifiers (rather than a sin-
gle centrally located humidifier). Figure 3 illustrates a conceptually optimum system configura-
tion that resembles a fan-coil system with ductwork to allow the use of interzonal airflow. A
detailed analysis of the performance characteristics of each of these systems is given by Wright
et al. (2004) and Zhang et al. (2006). In brief, a system’s energy use is a function of the extent to
which it is able to operate with the minimum outdoor airflow rate, the need for simultaneous
cooling and heating operation, and, finally, in the context of this research, the extent to which
the system is able to minimize the zone loads by the use of interzonal airflow.

Both the single-duct and dual-duct systems use the central recirculation of the extract air from
all zones. Where this is the case, the amount of outdoor air entering a particular zone is in pro-
portion to the ratio of zone supply airflow rate to the total (mixed) airflow rate:

sisupply
mfl;tdoor — _ iz m?utdoor, total (3)
5 rhzjota[
1
where
rh;”“” = mixed airflow rate in the main duct at load condition i
I“”Zp”’y = corresponding supply airflow rate to zone z

poutdoor;total  — tota] outdoor airflow rate entering the system

1

] ;";’d””’ = outdoor airflow rate entering zone z

Since for the system operation considered here the supply airflow rate to a particular zone,

“”p”’y , varies with the load conditions, it is likely that under some load conditions it will be
necessary to increase the total outdoor airflow rate, m"”’d”"’ total " above the ideal minimum so
that the indoor air quality is maintained in all zones. This would result in some zones having a
higher than desired outdoor airflow rate and increase the required system capacity above the
minimum possible (Wright et al. 2004; Zhang et al. 2006). Although this applies to both the
single-duct and dual-duct systems, it is not the case for the conceptually optimum system con-
figuration (Figure 3) since there is no central recirculation of the extract air (in effect, each zone
has an independent outdoor air supply).

Under some load conditions, the use of zone re-heaters also results in the single-duct system
operating with the simultaneous cooling and heating of the supply air. However, for the two
zone examples considered here, the mixing of air from the “hot” and “cold” ducts of the
dual-duct system enables it to operate without the use of simultaneous cooling and heating and,
therefore, with a lower system capacity than the single-duct system. This is also the case for the
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Figure 2. Dual-duct system configuration.

conceptually optimum system configuration, which uses distributed rather than centrally located
air-conditioning components (the load in each zone being met by zone-specific air-conditioning
components).

Finally, the only system that is effective in using interzonal airflow to offset the zone loads
is the conceptually optimum system (Figure 3). Therefore, it can be concluded that the per-
formance of the synthesized systems should be at least equal to that of the single-duct system
(Figure 1) and preferably equal to that of the conceptually optimum system configuration
(Figure 3).

Example Optimization Problem

The example optimization problem is for a system serving two mid-level zones of a multistory
office building (Wright et al. 2004). Table 1 gives the set of components used in the example
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Figure 3. Conceptually optimum system configuration (fan-coil system with interzonal
airflow).

Table 1. Optimization Problem Component Set

Component Number

Airflow mixing “T” 4
Airflow diverting “T”
Heating coil
Cooling coil

Steam humidifier

Zones

— NN NN S

Ambient environment

optimization problem; note that strictly the zones and the ambient environment are part of the
component set (Wright et al. 2008). The fans are excluded from the optimization since in the cur-
rent optimization approach their location is considered to be a post-processing design exercise.
The fan power is, however, calculated and included in the system capacity (Wright et al. 2008).

This component set would allow a system to be synthesized where each of the two zones was
conditioned by a unique set of coils and humidifiers (as is the case for the conceptually optimum
system configuration in Figure 3). Further, although the number of zones may be lower than
served by many multizone systems, the component set results in a total of 120 optimization vari-
ables—21 discrete variables for the system topology and 99 continuous variables for the system
operation (Wright et al. 2008). The high number of optimization variables together with a topo-
logical search space in the order of 3.2 x 10!° alternative topologies (Wright et al. 2008) indi-
cates that this is a large-scale and challenging optimization problem.
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The optimization is also subject to a number of constraints formulated to ensure the feasibility
of the system topology and system operation (Wright et al. 2008). The most difficult constraints
to meet are concerned with ensuring that the system is able to offset the zone loads, this being
defined in terms of the difference between the supply air conditions required to offset the zone
loads and those resulting from the current system operation. This gives two equality constraints
for each zone at each load condition, one constraint on the supply air temperature and a second on
the supply air humidity ratio. Since equality constraints can be difficult to solve, an engineering
tolerance of 0.2°C has been applied to the supply temperature and 7.5 x 10‘4kgvapor/kgd,y_air to
the humidity ratio (which is approximately equivalent to 5% relative humidity at 20°C and 50%
relative humidity). Another constraint that impacts the optimization results is that in order to
maintain the indoor air quality, the minimum specified quantity of outdoor air entering each zone
must be maintained, regardless of the current airflow regime throughout the system. In total, the
optimization problem is subject to 11 equality constraints and 127 inequality constraints (Wright
et al. 2008). Finally, the behavior of a GA is subject to the value of certain control parameters; the
experiments performed in this research are for a single set of algorithm control parameter values,
the choice of which is described by Wright et al. (2008).

Example Building Loads. The example building is notionally located in Oklahoma City,
Oklahoma, USA, a location that has a continental climate and a large annual range of ambient
conditions. The building is orientated so that one mid-level zone faces east and the other west.
Nine load conditions have been used in this study, the conditions approximating early morning,
midday, and afternoon operation, in each of three different seasons, winter, spring/autumn, and
summer. The weight of each load condition has been chosen arbitrarily, with all loads having
equal weight except that the spring/autumn loads having a slightly higher weight to reflect that
they represent two seasons of operation (spring and autumn). The load conditions have been
selected to ensure that a range of operating conditions exist, including conflicting modes of oper-
ation; for example, one zone requires heating while the other requires cooling. Conflicting operat-
ing conditions have been included to examine the potential for synthesizing truly multizone
systems (since a system serving zones that have similar loads is in effect a single-zone system).

Table 2 shows the ambient conditions and the weight applied to the system capacities in cal-
culating the objective function value. Tables 3 and 4 provide the corresponding zone design con-
ditions and loads for the east and west zones. In order to simplify the analysis, the zone latent
loads have been fixed across all load conditions. However, the sensible loads vary significantly
between load conditions and are driven primarily by the fabric heat transfer and, in particular,
the solar gain. Since for some load conditions the temperature and humidity ratios differ
between zones, it is evident that the system capacity could be reduced through interzonal airflow
(Zhang et al. 2006; Wright and Zhang n.d.).

Minimum System Capacity. Table 5 provides the minimum system capacity at each load
condition for the example building (with the minimum fan capacity being taken as zero). The
capacities indicate that under optimum operation both zones require full mechanical air condi-
tioning, although some load conditions can be met through free-cooling (indicated by an outside
airflow rate higher than the minimum of 0.096 kg/s for the east zone and 0.032 kg/s for the west
zone). Seven different modes of system operation (Table 6) can also be deduced from Table 5.
Table 5 also indicates that to achieve the minimum system capacity, the air from the east zone
must be exhausted through the west zone during winter operation (Figure 4c) and that this flow
configuration is reversed during summer operation (Figure 4b). During spring/autumn opera-
tion, the airflow should be exhausted directly from each zone (Figure 4a).
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Table 2. Ambient Design Conditions

Season Time of Day Weight Temp:z (rjature, Hlfl(iilaig:t;, Humidity Ratio,
% Keyapor' KEary_air
08:00 0.1 -15.6 72.0 0.0007
Winter 14:00 0.1 -11.1 57.0 0.0008
17:00 0.1 -12.2 65.0 0.0009
08:00 0.1 8.9 81.0 0.0057
Spring/Autumn 14:00 0.2 16.7 60.0 0.0071
17:00 0.1 15.6 62.0 0.0069
08:00 0.1 294 57.0 0.0147
Summer 14:00 0.1 38.9 36.0 0.0157
17:00 0.1 37.8 37.0 0.0154

Table 3. East Zone Design Conditions
(Negative Load Values Indicate Heat Loss and Positive Heat Gain)

Minimum

Time Temperature, Rela.ti}fe Humi.dity Sensible Latent O}ltside

Season of Day oC Hlll‘zlldlty, Ratio, Load, Load, Airflow
%o Keyapor' KEary_air KW kW Rate,
kg/s
08:00 20.0 50.0 0.0073 0.61 0.60 0.096
Winter 14:00 22.0 50.0 0.0082 -0.35 0.60 0.096
17:00 22.0 50.0 0.0082 -0.54 0.60 0.096
08:00 22.0 50.0 0.0082 0.95 0.60 0.096
Spring/Autumn 14:00 22.0 50.0 0.0082 2.12 0.60 0.096
17:00 22.0 50.0 0.0082 1.07 0.60 0.096
08:00 20.0 50.0 0.0073 4.39 0.60 0.096
Summer 14:00 24.0 50.0 0.0093 2.17 0.60 0.096
17:00 22.0 50.0 0.0082 1.92 0.60 0.096

EXPERIMENTAL RESULTS

The performance of the optimization has been examined using 41 runs of the optimization
algorithm. The trials were performed in two sets, the difference in the two being the number of
iterations of the algorithm before termination of the search. An iteration of a GA is known as a
generation; in the first set of experiments, the search was run for 20,000 generations. This was
reduced to 10,000 generations in the second set of experiments as it was evident that this was
sufficient for convergence of the search. The experimental results are examined here in terms of
the consistency of the solutions obtained from the algorithm as well as the optimality of the
solutions (particularly the best solution found in all trial optimizations).

Algorithm Robustness

Of the 41 trial optimizations, 14 failed to find a feasible design solution. In all cases, the
infeasibility was due to the constraints on the supply air temperature and humidity not being
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Table 4. West Zone Design Conditions
(Negative Load Values Indicate Heat Loss and Positive Heat Gain)
Minimum
Time Temperature Relative Humidity Sensible Latent Outside
Season of Da po C > Humidity, Ratio, Load, Load, Airflow
y %  KEyupor'kEary air KW kW Rate,
kg/s
08:00 18.0 50.0 0.0064 -2.02 0.20 0.032
Winter 14:00 20.0 50.0 0.0073 2.60 0.20 0.032
17:00 20.0 50.0 0.0073 0.64 0.20 0.032
08:00 22.0 50.0 0.0082 1.33 0.20 0.032
Spring/Autumn 14:00 22.0 50.0 0.0082 2.56 0.20 0.032
17:00 22.0 50.0 0.0082 1.49 0.20 0.032
08:00 22.0 50.0 0.0082 2.18 0.20 0.032
Summer 14:00 20.0 50.0 0.0073 5.07 0.20 0.032
17:00 20.0 50.0 0.0073 5.55 0.20 0.032
Table 5. Minimum Air-Conditioning Process Capacity
(Negative Capacity Values Indicate Cooling/Dehumidification and
Positive Heating/Humidification)
East Zone West Zone
. Min. .
Time|  pin, Min.  Outside | Min. Min.  Outside | Tora  Airflow
Season  of | gepgihle Latent Airflow | Sensible Latent Airflow Capacity, Exhaust
Day | Capacity, Capacity, Rate, |Capacity, Capacity, Rate, KW Zone(s)
kW kW kg/s kW kW kg/s
08:00| 2.82 0.95 0.096 291 0.05 0.032 6.72 West
Winter 14:00 3.54 1.13 0.096 0.00 0.99 0.089 5.66 West
17:00 3.84 1.13 0.096 0.20 0.07 0.032 5.24 West
08:00 0.31 0.00 0.096 0.00 0.43 0.101 0.74  East/West
Sering/ 1400 0.00 053 0399 | 0.00 116 0480 | 1.69 East/West
Autumn
17:00 0.00 —-0.03 0.167 0.00 0.59 0.233 0.63  East/West
08:00| -5.30 -2.35 0.096 -2.23 —0.48 0.032 10.36 West
Summer 14:00| -3.48 -1.92 0.096 —5.67 —0.85 0.032 11.93 East
17:00| -3.37 -2.17 0.096 —6.12 —0.82 0.032 12.49 East
Weighted Sum 5.72

met. Further inspection of the results indicated that the system operation had been optimized
and, therefore, that the infeasibility was due to the search having converged on a system topol-
ogy that was inherently unable to meet the zone loads.

The 27 feasible solutions are provided in Table 7, which also indicates the performance of the
benchmark systems. Table 7 indicates that the majority of the feasible systems have a weighted
capacity that lies between those of the single-duct and dual-duct systems. This supports the
notion that the standard deviation of the optimized system capacities is low and, therefore,
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Table 6. System Operating Modes, High-Load Building

East Zone West Zone
Load Condition
Sensible Latent Sensible Latent
Winter: 08:00 Heat Humidify Heat Humidify
Winter: 14:00 Heat Humidify Free-cool Humidify
Spring/Autumn: 08:00 Heat Zero Capacity Free-cool Humidify
Spring/Autumn: 14:00 Free-cool Humidify Free-cool Humidify
Spring/Autumn: 17:00 Free-cool Dehumidify Free-cool Humidify
Summer: 08:00 Cool Dehumidify Cool Dehumidify
A
Zone Zone Zone Zone Zone Zone
[West] [East] [West] [East] [West] [East]
S

@) (b) ()
Figure 4. Extract and exhaust airflow configurations.

notwithstanding the fact that algorithm can fail to find a feasible solution, it can be considered to
be “robust.” Table 7 also indicates that solutions from both experimental sets are evenly distrib-
uted throughout the range of feasible solutions, although the best solutions arise from the first
experimental set in which the algorithm was run for 20,000 generations (rather than 10,000 gen-
erations in the second set).

The algorithm’s performance is further analyzed in Table 8, which gives four categories of
solutions: infeasible solutions, solutions having a poorer performance than the conventional sin-
gle-duct and dual-duct systems, solutions having a performance comparable to conventional
systems, and systems having a better performance than conventional systems. Table 8 indicates
that although there is approximately a one-in-three chance of the search converging onto an
infeasible solution, there is a greater chance (one in two) of finding a feasible system that has a
performance comparable to the single-duct and dual-duct systems; that is, when the algorithm is
run twice there is a high probability that the best of the synthesized systems will have a perfor-
mance comparable to conventional systems. Further, although it would be necessary to run the
optimization on the order of eight times to find a solution having better performance than the
conventional systems, the likelihood of finding a feasible solution having a worse performance
than the conventional systems is only 1 in 14.

Optimality of the Synthesized System

Rather than assess the optimality of all the synthesized systems, the optimality of only the
best solution obtained from all 41 trial optimizations is evaluated here. Figure 5 illustrates the
best of the synthesized systems. The system has several features that act to minimize the
required system capacity. First, the air-conditioning components are evenly distributed between
the two zones, there being no centrally located components. This means that the load in each
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Table 7. Feasible Solutions

67

(All Capacity Values are for the Weighted Sum of the Capacities
at Each Load Condition and Include Fan Capacity)

Experimental Set

Total Capacity, kW

1

Ju—

4.34
4.45
4.78
4.79
5.09

T
(4.10 kW)
Conceptually
Optimum System

— N NN = =

— NN = NN = N = = NN

5.26
5.42
5.58
5.85
5.94
6.36
6.44
6.52
6.61
6.77
6.99
7.00
7.01
7.03
7.04
7.10
7.10
7.31
7.38

T
(5.13 kW)
Dual-Duct System

(7.42 kW)
Single-Duct System

—_— N =

2

7.62
8.43
13.07

Mean

Standard Deviation

6.57
1.67

Table 8. Summary of Algorithm Performance

Number of Solutions, Probability
System Performance
— % ~ratio
Better than conventional systems 5 12.2 1:8
Equal to conventional systems 19 46.3 1:2
Worse than conventional systems 3 7.3 1:14
Infeasible system 14 342 1:3
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Figure 5. Best of the synthesized systems.

zone can be met by dedicated air-conditioning components and that the high-capacity operation
associated with centralized cooling and zonal re-heat will not occur. Second, since the extract air
from the east zone is exhausted through the west zone, the system has the potential to transfer
energy between the east and west zones and therefore reduce the west zone’s loads. Further, the
system has independent recirculation paths, which means that the system is always able to oper-
ate with the minimum outdoor airflow rate to each zone when required. Finally, note that for the
west zone, the air-conditioning components are located in the recirculation legs of the duct sys-
tem. Since the airflow rate is lower in the recirculation legs than in the supply leg, locating the
components in the recirculation leg reduces the pressure loss across the components and there-
fore the fan capacity; this is most effective during free-cooling operation when the recirculation
flow rate is zero.

Table 7 indicates that the general performance of the synthesized systems is comparable to,
and in some cases exceeds, the performance of the contemporary systems. However, the opti-
mality of the solutions can only be confirmed by comparing the system capacity to the minimum
possible capacity at each load condition (the minimum capacities having been corrected for the
tolerance on the supply air conditions; see Appendix).

Since the minimum possible fan capacity has been taken to be zero, the fan capacities are con-
sidered separately from the capacities associated with the air-conditioning processes (the mini-
mum possible air-conditioning process capacity being greater than zero for most load
conditions). The fan capacities of each of the systems are of similar magnitude, with the
single-duct and conceptually optimum system configurations having the lowest fan capacities;
the fan capacities are also small compared to the capacities associated with the air-conditioning
processes (Wright et al. 2004).

The extent to which the system performs with the minimum possible air-conditioning process
capacity is conveniently represented by the system effectiveness. (Equations 1-2 and Appendix).
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Table 9 provides the effectiveness of the best of the synthesized and benchmark systems. During
winter operation, the effectiveness of both the single-duct and dual-duct systems is less than 1.0,
as both systems are unable to offset the zone loads through the use of interzonal airflow, which, in
particular, resulted in the need to humidify the east zone supply air. Conversely, both the concep-
tually optimum system (Figure 3) and the best of the synthesized systems (Figure 5) are able to
circulate air between zones and therefore offset the zone loads such that no humidification is nec-
essary (since the humidification load falls within the tolerance on the supply air conditions).
Finally, inspection of the system operation indicated that the effectiveness of less than 1.0 for the
synthesized system was due to premature convergence of the system operation optimization
rather than an inherent flaw in the system configuration.

As might be expected, all systems are 100% effective during spring/autumn operation, as
these seasons are dominated by free-cooling (although there is a small heating load during the
early morning). The effectiveness of less than 1.0 for the early morning operation of the synthe-
sized system is due to a slightly higher than necessary heating capacity and therefore what
appears to be premature convergence of the system operation optimization.

The poorest performance of the single-duct and dual-duct systems is most evident during
summer operation. The single-duct system suffers from the use of the centrally located cooling
coil, which is used for both sensible cooling and dehumidification. The centrally cooled and
dehumidified air is then reheated before being supplied to the zones. The poor performance is
exacerbated by an outdoor airflow rate that is higher than the specified minimum, this being nec-
essary to maintain the indoor air quality (Wright et al. 2004). The performance of the single-duct
system is also degraded since it can not promote load reduction by interzonal airflow. For the
two-zone system considered here, the dual-duct system is able to operate without the need for
zonal re-heat and therefore has a higher effectiveness than the single-duct system. The dual-duct
system does, however, suffer from not being able to reduce the system capacity through inter-
zonal airflow; the system also operates with an outdoor airflow rate higher than the specified
minimum (Wright et al, 2004). Conversely, the conceptually optimum system is able to operate
with maximum effectiveness; the effectiveness values greater than 1.0 for afternoon operation
are due to the tolerance on the supply air conditions (see Appendix), whereas the effectiveness
of less than 1.0 during early morning operation appears to be due to the premature convergence
of the system operation optimization. Similarly, the best of the synthesized systems is also able
to avoid the use of simultaneous cooling and heating and is able to operate with the minimum
outdoor airflow rate. However, the system effectiveness is less than 1.0 during afternoon opera-
tion, as the system is only able to transfer air from the east zone to the west zone, whereas the
minimum capacity calculation suggests that the opposite is required to minimize the system
capacity (Table 5).

DISCUSSION AND CONCLUSIONS

The aim of this research was to investigate the synthesis of novel HVAC system configura-
tions using model-based optimization methods. This paper describes the experimental results
(the optimization procedure is described by Wright et al. 2008). The experimental approach
described herein is focused on evaluating the repeatability of the optimization process and the
optimality of the solutions, optimality being judged by comparing the system performance to
three benchmark systems and the minimum possible capacity at a given load condition.

The results indicate that multiple runs of the optimization algorithm are required to find a feasi-
ble design solution but that approximately two runs of the algorithm is sufficient to find a system
design having a performance that is comparable to existing system configurations. Further, eight
alternative runs of the algorithm is likely to result in a system that operates with a lower capacity
than contemporary systems. Although this indicates a degree of robustness of the algorithm, one in
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Table 9. System Effectiveness

Effectiveness
Season Time of Day Single-Duct  Dual-Duct Concefptually Best.
System System Optimum Synthesized
System System
08:00 0.97 0.96 1.00 1.00
Winter 14:00 0.86 0.85 1.00 0.90
17:00 0.95 0.94 1.00 0.96
08:00 1.00 1.00 1.00 0.87
Spring/Autumn 14:00 1.00 1.00 1.00 1.00
17:00 1.00 1.00 1.00 1.00
08:00 0.91 0.91 0.97 1.00
Summer 14:00 0.36 0.88 1.07 0.94
17:00 0.56 0.85 1.09 0.97
Total (Equation 2) 0.60 0.89 1.04 0.97

three runs of the algorithm are likely to result in an infeasible solution. The infeasibility is typically
due to the search having converged on a system configuration that is inherently unable to provide
the required supply air conditions. This characteristic of the search is partly a function of the con-
straints imposed on the supply air conditions. An approach to eliminating these constraints has
been proposed by Sowell (2002) (this is a possible subject for future research).

Although multiple runs of the algorithm are required to find near-optimum system designs, it
should be emphasized that the algorithm operates without any embedded or a priori design
knowledge, the only information used by the search to judge the suitability of a design solution
being the capacity and feasibility of the system (Wright et al. 2004; Wright et al. 2008). The fact
that existing system designs are a result of over a century of human research and development
indicates the significance of the design task and the success of the algorithm in synthesizing sys-
tems that have equal or better performance than the existing systems.

The optimality of the best of the synthesized systems was examined in comparison to the min-
imum possible capacity for the system. The system operated with near-optimal performance that
was significantly better than the example single-duct and dual-duct benchmark systems. The
best of the synthesized systems had several novel features that contributed to its performance
(and that match those of a conceptually optimum system).

It can be concluded that the optimization approach is able to synthesize near-optimum system
configurations that are likely to have performance equal to or better than existing system config-
urations. The algorithm, however, requires multiple runs in order to find reliable solutions, a fact
that should be addressed in future research. The current algorithm represents a significant step
toward the design of software systems that are able to synthesize new and optimum HVAC sys-
tem configurations.
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APPENDIX

Minimum Capacity Correction

The thermodynamic minimum capacity of a multizone HVAC system is equivalent to the sum
of the zone and outside air loads on each zone after the zone loads have been minimized through
the circulation of air between zones (Wright and Zhang n.d.). For the two-zone optimization
problem considered herein, the extent to which air should be circulated between zones, together
with the outdoor airflow rate to each zone, has been determined through a sequential logic-based
calculation (Wright et al. 2004). The logic-based calculation assumes that the supply air temper-
ature and humidity ratio are maintained to meet the zone loads exactly. However, although con-
strained, the supply air conditions in the optimization are subject to a tolerance. Therefore, in the
analysis presented here, the calculated minimum capacity is corrected for each set of the optimi-
zation results using the optimized supply air mass flow rate and degree of tolerance utilized by a
solution:

nz

Q;ninz> Z ((Q'min’sgn”ble*mi’ZCpATi,Z)+(Qzlin’lutent*mi’zLAW,”z)) (Al)

iz
z=1

where

Q'min, sensible
i,z

= calculated minimum sensible capacity for load condition i and zone z

Q'min, latent
i,z

= calculated minimum latent capacity for load condition i and zone z

=  optimized supply air mass flow rate

i,z
AT; , and Aw, . = differences in the supply air temperature and humidity ratio from that
determined for a zero tolerance (note that AT, _ and Aw, . will both be

less than or equal to the value of the tolerance provided that the opti-
mized solutions satisfy the constraint on the zone supply air condition)
Cpand L = sensible and latent heat capacities of air at the supply air temperature

Note that Equation Al is formulatedl with the convention that all capacities have a positive
value.
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Although this procedure corrects the minimum capacity for the energy associated with the tol-
erance on the supply air conditions, it does not account for the fact that the tolerance can result
in a different control priority from that determined by the logic-based minimum capacity calcu-
lation, the control mode being determined to ensure that both the zone sensible and latent loads
are met with the minimum capacity. Under some conditions, either the sensible or the latent load
will dominate the control strategy and, in particular, the use of the outdoor air in free-cooling or
the load reduction by interzonal airflow. For example, although the outdoor air may be used in
free-cooling to reduce the sensible load, the ambient conditions may be such that the latent load
is increased by the outdoor airflow. Under these conditions, the outdoor airflow rate will be dic-
tated by the trade-off between the reduction in sensible load and the increase in latent load. The
trade-off for the optimization result can be different from that for the zero-tolerance logic-based
minimum capacity calculation. For example, the latent load may fall within the tolerance on the
supply air conditions in the optimization, which would then give complete priority to the sensi-
ble load and perhaps allow an increase in the use of free-cooling and, therefore, a lower capacity
than predicted using the zero-tolerance logic-based capacity calculation; this in turn could result
in a system effectiveness of greater than 1.0. Note that the supply air condition tolerance also
impacts the use of interzonal airflow, the choice of interzonal airflow rates also being a function
of the trade-off between the sensible and latent loads and, therefore, the tolerance on the supply
air conditions.
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