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CthﬂS, mcrease in demand and pollutlon events. However, levels of servrce ‘to the .-

consurners eannot be cornpromlsed Therefore, -to understand the behav1our of dlStI’lbUthIl_ ;

. -systems, performance assessment is nnportant

~In t'ms thesrs, problem of fallure events m water dlstnbuttons system is dlscussed and the causes
g of fallure are descrlbed Component farlures are selected to srmulate the extreme srtuattons in the
'drstrrbutlon systems, Random nature of the component fallures are srmulated by way of
E.".rer-nployma a Monte Carlo techmque based on the farlure probabrhtres of the components The

_:, methodology was 1llustrated with an example apphcatlon

7 Appropriateness of existing network analysis methods to simulate failure events is analysed and

o their- shortcommgs identified. To demonsirate the impact of component failures, they are'

'i-”stmulated with the hydraulic network analysis model. The traditional demand driven network
: i analysrs approach is not sensitive to pressure variations in the systen. Therefore, s1mulat1ng

: fallures w1th demand driven analysis methods produces inaccurate flows at the nodes.

The pressure dependent demand analysrs on the other hand, is capable of accommodating the

flow redistributions in the water dlstnbutron network, caused by failure events, The pressure
;-'-dep_endent functlons used in the analysis are meant to predict the ﬂows that are consumed by the
{fﬂ:seconclary networks (tree petwork supplied from primary node), However, representing the
:‘ "secondary network behaviour by usmg only a few coefficients (as in the PDD functions) do not

- always results in correct predictions. -

An alternative method that is based on micro level models (secondary networks) is proposed.

Micro level models try to simulate the exact network conditions, taking into account of the

o :’fljt_:l'on‘sumers piping arrangements. Applying micro level models to a large real network will be a

) tedlons' nl"ocess, as the size of the network will increase by many folds.

L “To avofd the difficulties in the micro level modeling, a method based on artificial neural networks

: :"'EI(ANN) is introduced. The ANNs mimic the behaviour of secondary networks in the micro Jevel
¢ model Therefore, instead of physically attaching the secondary networks, ANNs are incorporated
: .j::WIth the analysrs The ANN based network analysis model predtcts the pressure dependent

f‘_.\'demand outflows at the nodes.
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ABSTRACT

Water distribution systems are often susceptible to failure events, mainly due to component '
. malfunctions, increase in demand and poliution events. However, levels of ser'vice' to- the .
consumers cannot be compromlsed Therefore, to. understand the behavrour of dlstrrbuuon'

' systems performance assessment is Important

‘In th1s thes1s, problem of farlure events in water dIStI‘lbllthI]S system is dlscussed and the causes‘ o
of fa1lure are descrlbed Component faﬂures are selected to mmulate the extreme situations in the
. distribution systems Random nature of the component failures are’ simulated by way of

emp]oymg a Monte Carlo techmque based on the fallure probabﬂmes of the components. The o

e 'methodology was 111ustrated with an example apphcatlon

Appropriateness of existing network analysis methods to simulate failure events is enalysed and~
their shortcomings identified. To demonstrate the impact of component failures, they are
simulated with the hydraulic network analysis model. The traditional demand driven network
analysis approach is not sensitive to pressure varriations.in the system. Therefore, simulating

failures with demand driven analysis methods produces inaccurate flows at the nodes.

The pressure dependent demand anaiysis on the other hand, rs.capable' of accommodating the
flow redistribotions' in the water distribution network, caused by failure events. The pressure
dependent functions used in the analysis are meant to predict the ﬂov&s that are consumed by the
secondary networks (tree network . supplled from primary node). However, representing the
secondary network behaviour by using only a few coefficients (as in the PDD functions) do not

always results in correct predictions.

An alternative method that is based on micro level models (secondary networks) is proposed.

Micro level models try to simulate the exact network conditions, taking into account of the

consumers piping arrangements. Applying micro level models to a large real network will be a o

tedious process, as the size of the network will increase by many folds.

To avoid the difficulties in the micro level modeling, a method based on artificial neural networks
.'(ANN) is introdnced. The ANNSs mimic the behaviour of secondary networks in the micro level
model. Therefore, instead of physically attaching the secondary networks, ANNG are incorporated
with the anaiysis. The ANN based network analysis model predicts the pressure dependent

demand outflows at the nodes.
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The behaviour of water distribution system is evaluated using performance measures. Existing
performance indicators are reviewed and their shortcomings identified. New measures are
proposed that give better insights into the behaviour of the system and also the failure expetience -
of the consumers.” . e o B R
The iinpi‘oved'performancé' asS_esSmént method is applied to a case study- network and results

- were explained.

iii



ACKNOWLEDGEMENTS

) I am deep]y 1ndebted to my. super\usor Dr. Kala Vatravamoorthy,_currently Professor of 7
: 'Sustarnable Urban Infrastructure Systems at UNESCO IHE Instltute for Water Educatron, Dclft,_"': B

The Netherlands for encoviraging me to pursue the doctoral researches studies in the UK. His ) "

guidance, encouragement constructrve criticism and ‘the- support for this research has been . .

' mvaluable to me, On personal front I could never forget the support and assrstance Dr Kala

Varravamoorthy has provrded me durmg my PhD studres and throughout my stay in UK B

I would also lxke to glve my spec1a1 thanks to Dr SumlD Gorantrwar for hrs support and - -

- encouragement durrug the last ye.ar of my research

1 would also like o mentiou'my sincere gratitude to Mr. 1an Smout for his valuable advice and

the support in submitting the thesis.

- The following are thanked for providing data for analysis and for their co-operation and help

during field visits:

¢ National Water Suupiy and Drainage Board, Sri Lanka '
Mr. Santha Fernando, Deputy General Manager—Training
Dr. Lalith Kaluperuma (Senior research engineer)
. Water Board, Kalutara Sri Lanka
_ Mr. Dhammika Perera {(Chief engineer)
e MWH High Wycombe,UK
Mr. Jivir Viyakesparan (Principal engineer)

I am thankful to Dr.Harsha Ratnesooriya, and Dr.M.Z.M Malhardeen, University of Moratuwa,

Sri Lanka, for their constructive comments during my field visits.

" I would like to thank my friends and colleges at Loughborough University. In particular thanks
are due to the following for their vaiuable contribution in the form of academic help and moral
support: Mr. Harshal Galgale, Dr.Sachin Shende, Dr Jimin Yan Mr, Hulpeng Li and Mr. Yibo
Shen.

tv



Heartfelt thanks are expressed to my wife Iimah, for her patience, understaﬁding and forbearance.

Finally, to my parents for their'cncouragement and suppoft always. -



TABLE OF CONTENTS |

. CcoNTENTS . PAGE

I NI (XX R L]

: Ackno_v'vl'édgementr BRI S 7 v

'Tameqf'contemsi_- LT e e v

List of Figures - | | | | T xivo
Notations

CHAPTER 1

1.1 Introduction o | _ , ' o 1
1.2 Aims and Objectives of this Research- - 4
1.3 Research Methodology - _ 4

1.4 Thesis Structure ' ' o _ _ 6

CHAPTER 2

PERFORMANCE MEASURES FOR WATER DISTRIBUTION SYSTEMS |
2.1 Introduction : _ 9
2.2, Pérforrnance Measures in WDS - 10
2.3. Existing Performance Measures in WDS o 11
23.1L Reiiability Baséd Performance Measures | - 13
2.3.2. Availability Based Performance Measures . 24

- 2.3.3. Risk Measures Based on Simulation Method .. 28



2.4, Pér_fonnancc Meésures Used in the Indl:lstry |
o2l . Cnt:msms of Existing Performance Méasures
- 26 Deﬁviﬁé New Measﬁres S
o 2;6.2. ._Ac.l.équacy o
G b
. 264 Demar.l_dSzlltisfactié.g Ratio
' 2.6.5 Node Satisfaction Ratio

2.7 Application of PErforma]_lce Measures

.2.8 Conclusion

CHAPTER 3
COMPONENT FAILURE MECHANISM
3.1. introductio_n
3.2. Stresses on WDS
3.2.1, Increase in Demand
3.2.2. Climate Change Impacts
3.2.3. Deterioration of Assets
3.3. Component Failure Mechanism
| 3.3.1. Physicai Iﬁdicators
3.3.1.1. Pipe material
3.3.1.2, Pipe diameter
3.3.1.3. Pipe length

3.3,1.4. Pipe joint method

30

.36‘:'_.
37
40

41

46

48
49
49
51
52
54
56
56
57
57
57



3.3.1.5. Internal_ protcctioﬁ
'3_'.3._2'.’ Enviro.nn-'l_épta_l _Iﬁdic_étéfg _. -
. 332.1Bedding condition
- -~ 3322 é()il coiz_'r(i')sijvi.ty. o
| 3.;.2.3;"_w¢i~krpanship'
3.324. Sufface permeability-
o 3325 .(.fx-rqu_.ﬁdWater condition -~
' 3;3.2.6.- Buried ciepth |
3.3.2.7. Traffic Iéad
3.3.3 Operational Indicators -
3.33.1 Number of \.zalve.s
333.2. Frequenc-y.of supply
3..3.3.3. Duration of water suppiy ,
3.4'Pipe Failure Prediction Models
3.4.1 Physical based models
34.1.1. Physicél deterministic models
3.4.1.2. Physical probabilistic models
3.4.2. Statistical Models
3.4.2.1. Statistical deteﬁ_ninistic models
3.4.2.2. Statistical probabilistic models
' 3.42.3, Statistical probabilistic group models
3._4.3. Summary of Failures Prediction Models
~3.5. Pump Failures Prediction |

3.6. Generating Component Failure Events

38
'_'_7';'5-8' -
w

o s_é_
59
s

60

60
60
61

61

61

62

62

64

65

66

69

7

73
74

75



3.6.1. Behaviour of WDS During Failure ' _ 75

3.6.2 Dpratio_l}s gf_Féilure Events S S '76_ _
363 Simulat'mgCompéngﬁtﬁai_mref; o | 77
| 364PrposedFailuePredicion Metod 78
| 3.7'Examp1eA§p1icati¢n-'_ | R S
3.8Cdnc1usion e - S S 35

~ CHAPTER4.

' PRESSURE DEPENDENT DEMAND IN WATER DISTRIBUTION SYSTEMS -

4.1. Introduction | ; | 87
4.2, Demaﬁd Driven Analysis Method - o 88. '
4.2.1. Formulation of Network Anéleis Problem ' o 88
422 Network Simulation Algorithm . B 89
‘ 4.2.2.1. Extended period aﬁalysis metho.dolo'gy : | 91
43.PDD Analysis Method o R 9
4.4, Préssure Dcpend.ent. Dérnand Functions | ' - ' 93.
4.4.1. PDD Functions for Continuous Systems | 95
4.4.2. PDD Functions for Intermittent Systems 103
4,4.3, Strengths and Weaknesses of PDD Functions 105
4.5 . Pressure Dependent Demand Modelling with Micro Level Models 107
| 4.5.1, Proposed Micrb Level Modelling of WDS o 107
4.5.1.1. Piping arrangements of household 107
.- 4.5..2. MLM Development | 109

4.52.1. Identifying MLM structure 109



4.5.2.2. Evaluating equiValent tank dimensions in MLM
4. 5 2 3 Res1dent1a1 water use | | |

4 5.2, 4 Obtalmng Iumped demand proﬁle L

4 5 2 5 Slmulatmg PDD behavmur _': SRt

4 6 Companson of Ana1y51s Methods

4.7. Conclusion . .~

- CHAPTERS

112

113

i

134

ARTIFICIAL NEURAL NETWORKS IN PRESSURE DEPENDENT DEMAND

ANALYSIS

- 5.1, Introduction
5.2. Arufic1a1 Neural Networks
5.2.1. Types of Art1ﬁc1a1 Neural Networks Archltectures
| _ 5.2.1.1. Multl_ layer peroeptron networks
_5.2.1.2. Radial basis networks -
5.2.1.3. Time delay networks
5.2.1.4. Recurrent networks
522, Trajniﬁg the ANN
5.2.3. Testing and Cross validation
5.2.3.1. Regularisation
5.2.3.2. Early st'opping
5.3. Application of Artificial Neural Netw.ork
5.3.1. .General Applications of Artificial Neural N etWorks |

5.3.2. Application of ANNs in Water Distribﬁtic_)n Systems

136
137
130
140
142
143
144
145
147
147
147
148
148

149



5.4. ANN Model for Pressure Dependent Analys1s
o 5 4.1. ANN Model for Representmg Secondary Networks

5. 4 1 1. Obtalmng secondary networks

s, 4 1 2 Data representmg secondary network behavrour ,' o

' '54.13. Optlrnal ANN archrtecture for tra.tmng

5.4.14. Tralmng the ANN w1th secondary network beha\nour'

5 4 2 Integratron of ANN w1th Network Analysrs Program

55, ‘Application ANN Method 0 2 Network -

5.5.1. Results
- 5.5.2. Comparison

5.6. Conclusion

CHAPTER 6
SIMULATION AND APPLICATION
6.1, Introdtlction
_ .6.2. Performance Assessment Model | '
6.3. Representing a Failed Component
6.4, Integration of the Three Models
6.5. Case Study
6.5.1. Network Details
6.5.2..Failure Prediction
653 Training ANN for the PDD 'Analysis
6.5.4. Simulation Results |

6.5.5. Performance Measures

' 715.1
12
Lz
156
e
159

164
168

170

172

172

173
175
177
177
180
182
183

194



6_.6. Conclusion
~ CHAPTER7
'CONCLUSION _ -
'7.1'.Gér.1-é1;211 C(V)'nclusion;sT -
'72 Spemﬁc Conclusmn -

7 2.1. Modlfied PDD analys1s

7 2 2 Performance measures

' 7.2.3. Slmulauon
7.3. Future Research
74 End Péint |
REFERENCES
APPENDICES
Appendix 1 |
Appendix 2

Appendix 3

200

20
202
202 .

205

205

206

207

222

240

243



LIST OF TABLES
'Tablé 2.1: Selected perfbnﬁancé indicators for WDS (IW_A) o DA I
Table”2.2: Ranks a_ri_d their ﬁurﬁericél eqdivalent for thé_irimportance and consequen@:es 38

Table 2.3: Performance measures for selected féiiu;e_e")'ehts I B

. Table 3,1; Water pipe deterioration indicator -~ =" ss

Table 3.2: Typical values of Hazen-William coefficient (C) for different t pipe material 56

Table 3.3: Soil corrosivity for different types of soils 59
| Tablg 3.4: Pipe inter faiture times - : : R 33
Table 3.5 Pipé failure and repair times 84
| Table 4.1: Combonents of alhouseh;ﬂd w;1ter ﬁse o S ' - 17
_ Table 5. 1: Data representing individual secéndary networks. _ 155
Table 5.2: Architecture and performance of ANNs o S 163
‘Table 6.1a: Link details of the case study netwox_'k o | N : o 179
Table 6.1b: Link details of the case study network '_ - 180
Table 6.2: Random pipe failure details | 181
Table 6.3: Archifectures used for training the ANN _ ' 182
Table 6.4a: Nodal adequacies; node satisfaction ratiq and equity . o 195
Table 6..4b: Nodal adequacies, node satisfaction ratio and equity 196
Table 6.5a: Nodal severities and demand satisfaction ratios ' 197

Table 6.5b; Nodal severities and demand satisfaction ratios _ _ 198

xiii



'LIST OF FIGURES

C FIGURES . PAGE

I IIIInnTTTmnm T OO nTInIrI,TTImINmmnMmImmmmMmMmMmmm eI nmnmnmnOIOImMmMmmI.

~Figure llResearch cb.r'npor-le‘ﬁt_s' c B T : o .5_ g
Figue 2.1: Continious nodal availabily %
_ Figute 2_,.2:'E-xa-.r:np'le-:(30_r.u)“c.les) ne"twofk PR | o N o 42
| Figure 3. IVZIiOLtaLI”lQl_Il i_frigé_tii)n “w,ater consumﬁt_io“n by region | _ | _ E - 49 -
Figue 32 Bahwbeure s
Figure 3.3: Steps in Monte Carlo method | S £
Figure 3.4: Generating C(.)mp.onent failure events : 82
~Figure 4. 1 a: PDD function for continuous systems ' ' 94
Figure 4.1v: PDD function for intermittent systems _ . _ _ 94 .
Figure 4.2: Germanopouios’ PDD function . _. | 96
Figufe 4.3: .Germanopoulos’ PDD functio.n | o o 96
' Fighfe 4.4: Wagners" PDD function - | | 98
Figure 4.5:_. NFA relationships - | | 100
| Figure 4.6: Fugiwara’s function | | iOl
Figure 4.7: UK and European household piping arrangement _ 108
Figure 4.8: A Typical micro level model (Fed from a primary nodej ' 110
"Figure 4.9; Househ.old water use _ | 118
Figure 4.10: Measured flow raie to an area (Field, 1978) 119
Figure 4.11: Calculated flow rates at the service pipe (Filed, 1978) _ 119
Figure 4.12: Consumers’ water access based on Field (1978) data 120
Figure 4.13: Usage profile for 50 households (secondary node) , 121

Xiv



Figure 4..14: Usage proﬁlé for 600 households (primary node)

Figur¢'4. 15: Micro level rﬁodels (sééondary nodes represented by overhead tanl.cs). -

S F1gure 4-..1-6:-0\}erhead tank of a :ho.ﬁs'éﬁqldﬁ. =

 Figure 4.17: Portsmouth ball valve characteristics

H gure_4. 18 Flowchart _iﬁdicaﬁng_ the Pressure D_ependent Flow in MLM
Figure 4.19: Head at selected nodes (ndﬁﬁal operations) - .

Figure 4.20: Nodal outflows at selected nodes (normal operations)
F gure 4.21: Variation in nodal Pressure for node 8 (normal operations)
Figure 4.22: Variation in nodal outflows at node 8 (normal operations)
Figure 4.23: Nodal flows at selected nodes at 9 AM (failure)

Figuré 4.,24: Pressure at selected nodes at 9AM (failure)

Figure 4.2_5_: Variation in nodal outflows at node 8 (fai!ufe)

Figure 4.26: Variation in nodal Pressure for node 8 (failure)

Figure 4.27: Nodal flows before and after the failure event at 9AM (from MLM method)

Figure 4.28: Nodal Pressure before and after the failure event at 9AM (f MLM method)

Figure 5.1: ANN afchitecf.ures _

Figure 5.2: Multi Iayer perceptron

Figure 5.3: Structure of a RBF network

Figure 5.4: Typical time delay neural network

Figure 5.5: Structure of a recurrent neural network
Figure 5.6: Secondary network and ANN‘modeis
Figure 5.7 Secondary network models

Figure 5.8: Interaction of ANN with network analysis

Figure 5.9: Error analysis plot during the training of the ANN

v

121

122
126
128 -

129
129

130

131

131~ “
132
132

133

. 139

141
143
144
145
151
153;
161

163



Figore 5.10: Heads at node (Normal operation-9 AM)

Flgure 5.11: Flows at node (Normal operatlon-9 AM)

o Flgure 5.12: Vanatron in heads and ﬂows of MLM and ANN models (Normal operauon) 165' B

o Flgure 5. 13 Vanatlon in heads and ﬂows of MLM and ANN models (Normal operatlon) 166' ,7 R

: Flgure 5 14: Heads at node (Fatlure-QAM)

Frgure 5. 15 Flows at node (Farlure-QAM)

Flgure 5. 16' Vanatlon in heads of MLM and ANN models (Failure) .-

_ _Flgure 5 17 Vanatlon in flows of MLM and ANN models (Fallure) -

.. Frgure 5. 18 Heads at node before and after farlure '.
' .Frgure 5.19: Flows at node before and after failure

Figure 6.1: Performance assessment model

- Figure 6.2: Simulation of a pipe burst _

Figure 6.3: Step by step approach of performance assessment
FiQure 6.4: Birmlngham area {shaded)
Figure 6.5: Case study network |
Figure 6.6: Performance of ANN during training
Figure 6.7.1a: Nodal pressnre 'during normal operation at 9 AM
Figure 6.7.1b: Nodal Pressure during normal operation at 9 AM,
Figure 6.7.1c: Nodal flows during normal operation at 9 AM
Figure 6.7.1d: Nodal flows during normal operation at 9 AM
Figure 6.7.2 a: Pressure variation at node 6 during normal operation
Figure 6.7.2b: Pressure variation at node 22 at normal operation
Figure 6.7.2¢: Flow variation at node 6 doring normal operation
Figure 6.7.2d: Flovs;‘ variation at node 22 during normal operation
Figure 6.7.3a: Nodal pressure during failure

Figure 6.7.3b: Nodal pressure during failure

xvi

164

- 165

' _166.- .
i
'16'7

168
o

170

173

174

176
177
178
183
184
184
185
185
186
187
187
188
189

189



Figur.el 6.7.3c: Nodal flows dﬁring failure

- Figure 6.7.3d: Nodal ﬂows during failure

- Figure 6.7.4a: Pressure variation at node 6 -~ - -

'. ' Figure 6.7.4b: _Preséure variation at node 22~

= Figu_i-é__6.7_.4c: Pressure varia_t_iqn__at hpde 6

| F}gure 6.7.4d: Pressure Variz:;tion. atnode 22

xvii

190

190 : E
e ....'191. 7
o 12

193



NOTATIONS |

- NOTATIONS ' DEFINITIONS

I I I N I NN NN NN N IO I T Y U e

AGY - -~ Nodal availability at node i_ R
- AD, . Adequacyat nc_:d_éi'
" “AE,  Expected value of nodal availability considering link/ . ..
o . A(i), | B Nodalava:llablhty with ‘l-in'lf; 1 ope'xfatidnal o
CAQ@), -Nbﬁal avai]ability with Iink { non operational
" ANN Artificial Neural Network
AR, Allocation ratio for the # th node
- AR.. Average of the allocation ratios -
g : - Ageing factor (1/year)
ad, Actual inflows to the i th node in the system
.a,.;; Performance rating of node i during the time period s
av, Availability during time period i
a, Probability that link ! is available
B Coefficient of breakage rate growth
by * Failure factor (1/year)
C Capacity rate in units of diséharge lost.
- CT Total capacity required
C j Numerical equivalent for the consequences for j th group of consumers at a node
C, Correction factor for pipe break frequency

xvii



C, Correction factor for pipe size

C o Con_sy_j_mp:tion af'nbde i
Ca 0 Resscetime
; c C i.' ' R Period oftxme bet:;;véeh'faﬁlﬁ}a occurrenceand begmmngof repalr ._ o
D 3 Diafnepcr O_fpri.pé.-" Tl ' o
| DD | f)eniat“:d dri_ven'qr_lal:ysi.s:
WDSR,;}- i "Derrllland sﬂﬁs’fa&icﬁ ratio for x%ofdemand to-béléét.isr.'léd. for i:.tl;li‘nocilﬁe '
DEV Percentage o pipe lengt i low and moderatly comosive soil
d . - . 'Totél demaﬁd of.the éystem | . |
d, ‘Number of nodes where x% of the demand is not satisfied for jth failure event
d, Desired inflows to the i th-node in fhé system
"E Equity of the WDS
EP‘_S" Extended Period Anélysis
é - _ Specified tolerance
e, - - Eievatioﬂ at node i
-FDD, - | Fractiqn of deli;'ered demand at nodei -
FDYV, Fraction of delivered volume at node /-
F, Tiﬁe factor

F, Node factor
F ; Maximum flow during the failure of link j
F(i,m) Nodal unavailabiiity. '

F(H,—e,) Pressure dependent demand function cotresponding to node i

£ ' Failure frequency

xviii



@

o L)
- -4..:de(H:1) | ::_:. :

H

§

min .
Hs,}' '

Life time probability density functions
_ Probability density function of the supplied pressure head

Probabili:ty_density fﬁﬁ’ctioh' of the minimum pressure head R

- Base year time

H_e_ad available at sdui‘cé_ AR

" Head at source below which outflow at node 'j will be unsatisfactory

 Head at source above which demand at the node would be fully satisfied

Source héad above which outﬂov&; ju-s.t.begir.ls at any ﬁode
Upper bﬁund of the nodal heads
‘Lower bound of the nodal heads
Minimum at p_bde J
Available head at nocie j |
Desired head.at node i
Minimurh required pressure at nédei |

Desired pressure at node
Hazard function
| Arbitrary baseline hazard_ function
Residual pressure at .node z during time period ¢

Hazard functions
Percentage of overlain by industrial development

Nodes connected to node

Xix



KLoad(r) ~ Demand factor for time

LH . Lengthof pipe in highly corrosive soil
: M R | | Nﬁf_ﬁbei of préé_s_..u_rgmv'_ibllatioﬁs._ R
o | m : B Indexforcountmg '\;}é'lafiohs ofmmlmum pressure o '
| MF L . _ | Mean time Bétweeﬁfﬁilhfé é\'}énis.o:f duﬂrat.i'ohmg:rééjter than t_‘ k o
B MILM ._ _ | Micro level model |
| MLP Muld layer perceptron |
MTBF " Mean time befiveen fiilwes
NS o Numlﬁg:f of subsets of éoml;onents_
NC _ 'Number of components in each set
NN Nu.r'nbér of consumer nodes |
N - Number of siniulation runs
. ﬁuﬁeﬁcal éciui?élent of rank
NF Numﬁef of fai.!ure events
NSRA'J. | Noﬂé saiisfaction ratio for the demand to bersati'sfied for the  j th failure event
N(t) Number of breaks per unit Iehgth (.km) per year
N(t,) Number éf breaks at the year of installation of pipe
NY | Number of years from installaﬁon to ﬁfst repair
- N, Number_of failures in a time périod
N, Number of repairs in a time peribd _
NPN Number of pressure nodes |
nl N.umber of links

Total mumber of consumer groups

XX



n " Total number of ranks

no .—: ‘Total number of cb_nsumer groups .

nn Numberoffallureoutoftotal efenté when x%ofthedemand is_.'n_.o_t satlsfled . R
n Imeger S e _ _

7],5 L _ Repalr 'fa'te.::'o.f pumps ' B

P - o Ab_sofute_ pfessp;giviéﬁnthe pipe

P) P ety ik fis

P;,. o Numencal equwalentfor 1mportance fér the ] thgroup o.f. bdns;urmers'.a.t anode L
- PT f’ipe type. o | |

P,.(k)  Probability of pipek failure

P(g) Probability that all the pipes are available

P(S i) o Probabil.itylof a subset. of lmk S is‘ unavailable

.P(l)_ ' | Pfobébility that. only.pipe [ is unavaijlable

P(l,mj Probability that two éompogents simultaneocusly failing

Pf(r, T)_ | Probability of rrfa_ilure.s in time T

Pr(t >t,n, T) Probability of duration ¢ of # failure event in time T greater than duration

PDD Pressure dependent demand
PRD | _ Pressure differential
PR Required pressure

PNetwork  Probability of no pipes being out of action
PKLoad(t) Probébility corresponding to the demand factor KLoad (t)

0, Probability that link  is non operational

0.() Flow when pipe [ is unavailable

xxi



’
RBF
RC
RV
RF

RES

REP

Flow available at node /when § jis gﬁavéilable
, Timé—averaged dem__and'at nodez:'- o |
~ Mean value of water supply atnodei .
F loW: in fﬁe I'.l-f:.'tv;_aorl-c_ ééfr_ie_n@ connectmg nodes i and j
: Floiv_v ﬁt ﬁqdé i \%\;hé'n tw;) _crqr-hpohénté. ére gnayﬁﬂab]e
Flow availa.l.b-le at hode J

‘" 'Flowrequiredatnode j

Fiow at node
Nodal Reliability

SYstem reliability (the minimum of the nodal reliabilities) -

- Nodal reliability at node, i node number

Ss(stem reliability (the ari_thmetic méan of the noda;l reliabilities)
System reliability (the supply wei.ghted.m.ean of the nodal réliabilities) .
Radial basis function

Dischﬁge reiiability factor -

Volume reliability factor

- Overall reliability factor

Volume reliability factor
Network reliability factor
Probability that link ! is operational

Percentage of pipe overlain by residential development

Number of repairs

xXil



tm)

BT

s

SL

CSH

Probability that link / is operational

. Reliability at node i w_hén .twc') cqmponents are uﬁavaillab-le
© The feiiﬁbﬂ;fty'whgﬁ: Sj lS uﬁ;vé_ﬁ;;bi_e; S
Ranknumber SRS :

Survnval functlons f@ébécti?e;]j :

' _Surfaée' Q'_:il_réao_t; pi[..).é. mlow :ééfrosiﬁé soils

: sﬁrfac'e 'are; of bipeiirrlrlrlrig}}ly 99@osiye s’q’i_l_; |

| State of'_th_e' nodéﬂ B

Total time of simulation
Simulation period s.

Length of time periods

“Total duration at run j at node i

Total operational time
Number of time periods at which node is available
Total repair time

Expected duration of repair

Age of pipe from first break
The unavailability of a component

Volume shortfall during a single failure or an entire time period

Total volume reciﬁired

Available volume,
Required volume

 Total volume supplied at all runs

xxiii



R | Fraction of volume supplied to node

ji
W, . Weight facfo:_’_for the i th node in the system - :
| WDS Wa_té_r_ dlstnbutlon system RN |
x,,y, Regrcssmn coefﬁc:lents
| Z ,'-b T Vectors of co;f.a.riate-s _aﬁ'd coe'f_ﬁc'ierit”_érl
Z__ - o Vec_tt_'ﬁ‘ of cévar_iates affectmgthe pfp'c de.t.efi_qfa.tion.
"" T Euélidéan norm | - |
CIZ_- .- N . | _. Vectorof coefflclents é's'ti'r-nétéd.using'fe.gr-essi.d_h
ag, B h: | .Constants.for particuiar node
a,a;,G, - Regression .cc_)efficienis
Ah, . Head loss across fhe element between nodes i and j
é; - Head ﬂow.'.relatim.ls_hip for thé network ele::mcnt between ﬁodes fand j
y7 Mean | | |
o _ Standard deviation -
FI A Failure rate of pumﬁs
6, Scale and shape parameters respectively
é, Baseline value
A Failure rate
J7i . Expected périod of time between successive failure occurrences

XXiv



CHAPTER 1
- INTRODUCTION .
- 1.1 Introduction
o Water distribution sjrstems (WDS) afe _cﬁie '(I)f the most impor_tant lifeii_iié infrastruct_uré sysfems.'. '
The Levels of Service (LOS) pft)vided by thg:_WDS_ até often"comp_romised by failure eve_n_ts' '

(component failures and increases in demand). During failures, WDS experience a reduction in -

- pressure and as a result a "shortf_all in nodal outflows. Compromising consumers’ levels of service

s not acceptable. Therefore, it is important to evaluate the performance of.WI)-'S"-dufih:gmt:ailure; o

events to understand the reductions in LOS.

Traditionally in waterrindu'stry satisfactory performance of the WDS was ensured by having
_ conservative design criteria and Operdtihg pdlicies (Vairavamoorthy, 1990). The detailed
component failure analysis was nét performed and the consequences of failure events were not
predicted and taken into account. The whole design philosophy was underpinned by a
conservative approach rather than based on logical methods_“of failure and consequence analyses. '
This may be due to the unw_iliirigness to admit that any designed system may fail under certain
conditions and as a consequence of certain events, However, improvements in efficient network -
analysis algorithms and the need for the optimised use of resources have paved the way to

develop new methodologies for performance assessment of WDS, -

Performance assessment in WDS has been carried out for quite a long time; initially analytical
methods such as conditional probability approach and minimum cutest methods were employed
(Wagner et al., 1988a, Vairavamoorthy, 1991). A major shortcoming -of these methods is their
inability to consider the nefwork conditions arising from failure events. Furthermore they assume
that the only criterion for satisfying demand is the availability of water, in addition fhey fail to

accommodate partial failure events.

More recently simulation methods have been employéd. These methods are capable of simulating
the changes in the WDS due to failure events. However, network simulation based on Demand’
Driven formulations are not capable of predicting the reduced nodal outflows resulting from the

drop in system pressure, This limitation was later over come by introducing pressure dependent



'demand funcnons (Wagner et al., 1988b, Vatravamoorthy, 1994 Germanopoulus, 1988, Tabesh

et al., 2005) relating the pressure changes with nodal outﬂows during failure events.

The events that create extreme situations in the distr1bution system may range from shortage of -

. water through to major plant fallures (such as water treatment plants). Often component (pipe, - __-:: N

pump and valve) faxlure events are the primary causes for the supply interruptions in WDS. These .
1mpend1ng events may result from ageing components, transient events, intentional sabotage and_ ‘o

1nappropr1ate des1gn and construcuon.

Some of the 1mpendmg events in WDS are called controlled event,s (Thorley, 1991) in that the

operator and the de51gner of the system have 1nﬂuence over the occurrence of the failure event, as .

" in the case of transient events; start up of the pumps and val_ve oper_a_nons. On the other hand, they °
have much less if any at all influence on events like natural component failures, power failures

etc.

Failure events and their consequences in WDS are unpredictable. In order for a water authority or
utility, to provide an efficient supply, it is important that they should understand the behaviour of

~ the WDS _duting extreme situations,

Failure events in WDS directly inﬂuence the LOS prouided to the consumers. The LOS during
failure events is dynamic in nature. Immediately after the component failure, consumers
experience a sudden reduction in the LOS - extreme scenario; followed by a moderate LOS, after
the failure has been isolated with a reduction in the system capacity; finally the system returns to

normal operational mode after the repairing the failed component.

When analysing failures and comparing the WDS performance, it is important that decision
makers select the performance measures that can articulate the levels of service to the consumers.
There is no single definition for a good petformance measure (as good performance is determined
by meeting the expectations of the consumer). The levels of service and the performance of WDS
are interrelated and therefore the perforrnance measures should indicate different aspects of the
LOS in WDS. In addition, understanding the expectations of the consumers is essential to clearly
demonstrate how a pamcular system is performing against a failure event. This is essential
considering the importance of different consumers and the consequences of failure. Existing
performance measures are not adequate to show whether the consumers’ expectations have been
met. As a result there is a need 10 develop performance measures that provide information on the

LOS and the failure experiences of the consumers as well as the WDS.



Currently, reliability, availability and risk measures have been used to evaluate the performance
of WDS. These are interrelated, as they are functions of nodal flows and pressure in WDS. The
' amo'unt of information that can be obtained by these' measures is limited mainly, to shoxt falls' in

: ﬂows, fallure frequency and the tlme duratton of system unavarlabﬂrty These measures fa1l to

o _address the issues related to consequences faced by the consumers.” Undcrstandmg the farlure Rttt

L experlence of the consumers is 1mportant as the farlure expenences vary dependmg on factors o

" such as types of consumers, time of- use, - mternal piping arrangements of consumers-etc. -

_Therefore, development of appropnate performance measures that complement the existing ones e

- is needed, to be able to understand the overall effects on the WDS and the CONsSumers as a result

of farlures S

Performance assessment methods generally cons1st of three procedures farlure predrctmn of '
© components, network analys1s and performance measures. There are issues that are needed to be
addressed with these procedures of the existing performance assessment methods, in partrcular

with the network analysis model and performance measures. These issues are mentioned below.

WDS component failures are random events. Therefore to understand tlle behaviour -of the WD,

random component failure behaviour should be simulated. This is achieved by performing a’
-Monte Carlo process using appropriate statistical dlstrlbutlons of component failure times
'(Wagner et al., 1988b). The corresponding failure durations are generated by using repair time '
rdistributions obtained from the field data. Once the failure events have been randomly generated
from the appropriate distribution, they can be simulated using the network analysis model to

understand the consequence of the failure event.

During extreme situations WDS experience reduced pressure and as result consumers receive
reduced nodal outflows. Therefore the relationship between the pressure in the system and the
demand is important. The network analysis model uses pressure dependent demand (PDD)
functions to evaluate the nodal outflows in WDS. These functions are supposed to represent the

behaviour of secondary networks of corresponding primary nodes, in other words, the PDD

- functions predict the flow variations in the secondary networks due to reduced pressures.

-However, there is no indication of any relationship between the secondary networks and the PDD
functions. Furthermore extensive field data is necessary to determine the coefficients that dictate
the nature of the PDD relationship. In the mean time, it is possible to develop methodologies that
reflect the secondary network characteristics, when evaluating nodal outflows. Such

methodologies might lead to modifications in the WDS modelling process. Therefore the present



. research studies were undertak_en'to investigztte in detail different techniques of hydraulic network
modelling and existing performance measures and come out with the new sets of performance
* measures that descnbe the performance of WDS in the events of fa11ure and the approprlate '

. hydrauhc network rnodel for the newly deve]oped performance measures
' .1'.'2 Aiins and Objectives of this RéSenreh '

The axm of this the51s is to develop an 1mproved method for assessmg the performance of water . -

dtstnbutlon system durm° extreme events The spec1ﬁc objectlves of the study were as foIlows

e To review the extent of the problems assoc1ated wnth ex1st1ng methods of performance_' T

' assessment of water dlstnbutlon systems and to 1nvest1gate the 1mphcatxons of the

proposed modlflcatlons o

¢ To review the existing pressure dependent demand analysis methods and their suitability

to be apphed in performance assessment.

. To identify modifications reqmred to develop pressure dependent demand ana]ysns that

simulate secondary network conditions in the network.

e To review and devel_op' artificial neural metworks that simulate secondary network
conditions to predict pressure dependent nodal outflows and to integrate it with network
analysis. ' '

s To review the existing methods of quantifying the performances and identify the

shortcomings of the existing measures.

*+ To develop appropriate performance measures that reflect the fatlure experience' of the

stakeholders.

* To develop a simulation method for risk assessment by combining component failures,

pressure dependent analysis model and new performance measures.

o Toapply the method to a case study and verify its applicability.

1.3 Research Methodology

The research methodology adopted in this thesis comprises of three key components as shown in

Figure 1.1. The main contributions to the meth_odoiogy are the modified network analysis and the



development of new consumer based performance indicators to evaluate the WDS performance
during failure events. The failure prediction model used in this research is obtained from the

. literature and appropriate modifications were carried out on lt The combmatlon of all the three

L models glves the performance assessment method for. WDS

- WDS component failure = - Discussed in Chapter 3
predlctlon C : M

" Network analysis based on » - - Discussed in Chapter 4 -
micro level models - ‘ '

Incorporating ANNs with Discussed in Chapter 3
network analysis

]
Performance measures

—*1 Discussed in Chapter 2

Figure 1.1 Research Components

The main compo'ne'nts of the research are the improved hydraulic network analysis method and
the introduction of new performanee measures. The hydraulic network analysis method is
primarily based on the secondary network (tree shaped networks represented by primary nodes)
analysis. This is a more satisfactory method as it enables modelling of the actual network
conditions, thus reducing the number of assumptions. However the shortcoming in this technique
is that number of secondaty networks will become exeptionally large for real WDS and also the
modelling process will become much more cumbersome. Therefore in order to simplify the -
secondary network modelling, Artificial Neural Networks (ANNS) are introduced. The ANNs are
capable of representing the behaviour of secondary networks or micro level models- withoﬁt
physically incorporating the secondary networks into network analysis. The ANNs are trained
with the characteristics of the secon_dary networks. The trained networks will represent the

behaviour of secondary networks of corresponding primary nodes.



In this research micro level analysis of WDS is investigated and when applying this method to
real networks, application of ANNs along with the network analysis is demonstrated. Therefore
i hydrauhc network analysrs proposed in this thesis is the micro level network analysrs based on .
'ANNs '

The performance measures developed in’ thrs thesrs are parttcularly concemed “with the
= consumers behavrour Consequences of fatlures experlenced by the consumers vary dependmgr E
on _the consn_mer_behaylour, times of failure events, internal piping arrangements, and the income |
fevels etc. Therefore when.developi_ng performance measures the above factors must be taken into

~account. The proposed performance "measures are developed to "complement the existing ones. .

The new measures 1ndlcate the extent of farlure consequence in the WDS especrally the supply". ST

equity durlng extreme srtuatlons and the failure expenence of groups of consumers. These

measures exXpress the network behawour durmg failures and the extent of impact to consumers.

Component failure prediction model presented in'_this thesis is based on the model presented by
Wagner etal, ('198813).' However, slight modifications have been carried out. These.are mainly to
include: duration at which a component remains in dynamic failed state, and the duration at which
~ the component is isolated for repair. Although there is no signiﬁcant_researoh contribution to this
- section, this model is incorporated to complete the - performance - assessment model. A

demonstration of the application of the performance assessment model is given in Chapter 6.

1.4 Thesis Structure
Chapter 2

Performance Measures for Water Distribution Systems

This chapter reviews the existing performance measures used to evaluate the behaviour of WDS
including reliability, availability and risk based measures. The applicability of these measures to
different situations is investigated and shortcomings identified. Need for consumer based

measures is discussed and development and application of new measures explained.



Chapter 3

Component Fnilnfe Mechanism

- ThlS chapter 1nvest1gates the factors that 1nﬂuence the component fatlurcs in WDS and methods N

" available to predlct the fallure behav1our of components In addltlon dxfferent states of the water_' v

i dlstnbutlon system durmg a failure event are explatned The methods of smulatmg random -

component failure events are dlscussed and an appropnate method is selected a.nd apphed to an-

, example network

'Chapter 4' :

Pressure"l)epenelent Demand in Water_Distﬁhntion Systents -
- This chapter reviews the existing network analysis techniques; the demand driven and the
pressure dependent demand approach. The existing PDD functions are reviewed and their
applicability discussed. A comparison of PDD functions and secondary network analysis carried
out and the shortcomings of PDD functions identified. The basis that underpins the secondary
network or micro level analy51s is discussed. Development of mlcro level models (MLM) and

their ablhty to simulate the PDD behaviour are explamed ‘Application of the micro level model to

an example network is presented
Chapter 5 .
Artificial Neural Networks in Pressure Dependent Detnand Analysis

This chapter describes the development and implementation of ANNs to predict pressure
dependent outflow of WDS. The chapter starts with an introduction to different types of ANNS,
their corresponding architectures and applications. Particular attention is given to multilayer feed
forward neural networks and their applications to water sector. Multilayer perceptron networks
are described in detail including data requirements, training, testing and cross validation of the
networks. The application of MLP network to represent micro level networks is discussed in
detail. Integration of 'ANN representing the MLM with the netWork analysis is explained and
finally the ANN based network analysis is applied to an example network to demonstrate its

capability.



Chapter 6
 Simulation and Application

_ '_This chdpte__:f' de'sqrib'e's 'th_e' intcgratich and _'iniérac_:ti_on_'bét:\'yeen the 'diff_%:x_'_exjt_ @:brﬁp_oﬁéﬁis of the '
' performance’ assessment methodology. The methods available to represent component failure
- events are also described. The developed failure assessment model is applied to a case study

network 'anc_l results c_liscusséd.



| CHAPTER 2

PERFORMANCE MEASURES FOR WATER DISTRIBUTION
SYSTEMS

2.1 Introduction

 Performante measures are indicators that describe the behaviour of a system in terms ofits

'tanolble operational characterlstlcs For a water distribution system performance mchcators, -

quanufy its behawour mainly based on the nodal outﬂows supply pressure at consumer out]ets, o

supply 1nterrupt10ns amount of leakage and water quality issues.

The objectives of the water distribution system are the drivers behind the development of
performance measures. In this section the water distribution system objectives have been
restricted to those of sufficient supply with adequate pressure. Thus only performance measures

 indicating supply reliabilities such as the reliability, availability and the risk indices are discussed.

The factors that contribute to the frequent interruptions of the water distribution s'y'ste'm operation
can be niainly categorised into two groups; system demand increase (urbanisation, population )
incfeaso etc.) and deterioration of asse.ts'(component failures, leakage, loss in carrying capacity-
etc.). Such events cause notable changes in water distribution network conditions and result in
reduced flows and residual pressure at consumer outlets. Therefore, it is imperatiﬁe to understand
and quantify such changes in the behaviour of the system that results in unsatisfactory levels of
service experienced by the consumers. Hence, the need for approprlate performance measures to
articulate the behaviour of WDS.

This chapter discusses the existing performance measures used both in literature as well as in the
water industry. Their ability in demonstrating the consequences faced by the consumers during
extreme conditions is analysed. Need for the new measures that will assist in predicting WDS
~performance are outlined and their suitability is demonstrated by comparing them with existing

measures.



2.2. Performance Measures in WDS

The mai'n' objectives of a WDS are to “provide an unintermpred supply of safe water in adequate,

: _'quantzt:es with suﬁic:ent pressure Thts definition of water supply takes into account the quallty, L e

' 'quantlty and operat:onal aspect of the WDS such as ‘the mterruptlon to supply and pressure at "o

consumer s outlets (WHO study group, 1987)
The World Health_ Orgamsatu_)n defines safe water as “water that does not contain harmful
chemicals or micro organisms in concentrations that can’ cause illness of any form”. And -

~ adequate supply is defined“aé “the suppl)i that providés sufficient quantity of water for cfri'n)‘cfng, '

' culmary and other household purposes to ensure the personal hyg;ene of mdzwa'uals A rehable e

year round suppiy should be avazlable near or wzthm the household where the water is bemg '
used” (WHO study group, 1987) '

‘Providing good quality water in sufficient quantities that can be easily accessed are the main
criteria to be met by the water utilities. The quality of water to be provided is usually decided-
based on the 'water‘quality guidelines (WHO guidelines, Buropean Union standards, USEPA
guidelines etc.). The qpantity dpp'ends on consumers’ needs, incpme, weather conditions etc. It is
important that the quantity supplied is sufficient to meet the hygienic needs of the consumers.
Operational aspects of water supply; supply pressure and frequency of interruptions are factors

that determine the supply equity, consumer satisfaction and the continuity of the water supply.

Levels of service in a WDS are the conditions that needed to be satisfied in order to meet WDS
objectives. Performance measures provide a tangible way to understand the LOS and also the
behaviour of the WDS. They translate the levels of service requirements to measurable indicators

of the WDS characteristics (such as flow, pressure etc.).

Performance measures are indicators that reflect the ability of the WDS meeting the levels of
service. A variety of measures have been defined to monitor various aspects of the performance
of WDS. These aspects vary from frequency of interruption of supply through to leakage in the
system (OFWAT, 2005). Performance measures employed in the water i"ndustry to evaluate the
behaviour of water distribution systems can be categorised into different groups depending on the
objectives. IWA has grouped the performance indicators of WDS into: water resource indicators,
operational indicators, physical indicators, quality of service indicators, financial indicators and
personnel indicators_ (IWA, 1997). Some of the currently used ‘measures have been listed in Table
2.1 below. ' |

10



Table 2.1: Selected performance indicatbrs for WDS (IWA)

- Performance Indicator N Unit .
.- Mains - ‘
“Removation ... - oo oo . L0 Y peryear-
- Replacement - -+ . e e Dl Gh per year o
* Valvereplacement =~ - ¢ L. -0 |7 % peryear
Refurbishment - T B % per year .
- Replacement - - . - .. = [ . G pervyear.
Water Loss C e
- I_oss per connectlon T m’/connection/year
-Losspermain-~. -~ -+ S e B m3/km/da'y
" - Service Lo o
Population coverage with service connection %
Pressure of supply adequacy - . : %
Bulk supply adequacy %
Continuity of supply _ . %
Water interruptions - . - % _
Interruptions per connection : ' No/1000 connection/year
Bulk Supply interruptions Noldelwery point/year

- Apart from these, other indicators that reflect the behawour of WDS have been w1dely discussed
_ in the lrte_rature. These mdxcators, unlike the ones glven in IWA and OFWAT, looks into the
function of the WDS in terms of performances of nodes and system (Gupta and Bhave, 1996). '

. This chapter reviews the available performance me_ésures used in WDS ahd to propose
modification where there are shortcomings. This section particularly focuses on the water supply
objective relevant to the supply of sufficient quantities, theréfore only indices concerned with
supply to consumers are considered. A comprehensive review of existing performance measures

rela,tmﬂr the supply aspect of water distribution is given below.

2.3. Existing Performance Measures in WDS

The performance measures in this section refer to indices that represent the levels of service
related to the amount of water supplied to WDS the nodes or consumers. The aspects of water
quality and conservation are not considered as this thesis is only concerned with the framework of

performance assessment with respect to water distribution.

Performance measures are generally used as surrogates to assess the levels of service in WDS.

They provide useful information as to how the system behaves during the operation, in particular -

11



during extreme situations such as failure events or peak demand periods. Various definitions of
performance measures based on issues related to reliability, availability and risk, have been

proposed in the literature to suit speciﬁc situations (Gupta and Bhave; -1996; Germanopoulos,'

R 1988 Tanylmboh et al.; 2001; Shlnestme et al, 2001 and Ostfeld et al, 2001) So far there have ':; A

been no umversally accepted performance measures to quantlfy the consequences of extrerne S

' events However the measures proposed m the literature are capable of captunng different '

E aspects of the behavrour of WDS durmg faliure events. These are d1scussed 1n the next section. -

_- Walski (1984) 'poin'tedr that reliebi_]'tty besed: p__er_fon'nance me'asnres' need_ to_ co'nsider_the'r"r'_

conseQuences' experie'nced by the consumers. Similarly'dstfeld'(ZOOI)' mentioned that these - '

- measures should be consumer driven and must be able to 1ndzcate the requlred levels of service. -

'Therefore, generally performance measures must reflect the behaviour of WDS from the pomt of
view of consumers, Hence the characteristics of performance measures that represent the
behaviour of WDS should also be able to address the following along with considering the

reliabilities, availabilities and risk in the System due to failure:

* Extent of the consequence to consumers due to failure.
" Variation in the LOS among consumers during a failure,
e . Frequencies of breaching consumers LOS.

¢ - Consumers’ failure experience.

Observation of existing performance measures assists in categorising them into three' different
groups, namely; relia.bility based measures, availability based measures and risk based measures.
~ Although the three types of measures differ in definition they are interconnected as they all are

functions of flows, pressures and time.

Reliability based performance measures indicate the ability of the WDS to function in spite of the
possible supply interruption throughout a given time period. Mathematical expressions of these
measures are functions of available and required flows in a system or at the nodes of the system.

This measure is obtained for failure events occurring throughout a time frame (say 10 years).

On the other hand availability measures indicate the proportion of time when the WDS is not in a
failure mode. In other words, availability represents the amount of time the WDS operates with
satisfactory LOS. The difference between the reliability and availability measures is that the

former is a function of flow ratios whereas the latter is a function of time. However, higher values

12



of reliability measure implies that the system performanee is satisfactory and hence the system is
available. That is higher reliability values will unply that the WwWDS 1s avatlable for Ionger

3 durations and vice versa

- Risk based performance measures attempt to evaluate the nsk of the WDS fallmg due to a -

'partlcular failure event within a given ttme frame Risk is the complement of the rehabllrty, :

" therefore, a WDS thh htgh risk will have low reltabiltty and as a result low availability
In a WDS, it is very rare to find any two nodes behaVing in Similar manner, also evalua_tin'g the .
" performance of nodes does not give any indication of the performance of 't'h:e'WDS'as a Whole

' Therefore performance measures that desenbe the behav1our of mdivndual nodes as well as entire

- : WDS are needed Descnption of each category 1s given below.

2,31 Reliability Based Performance Measures

In the titerature, several different definitions of reliability based measures have been proposed.
Their definitions are mainly functions of the ratios of available and desired demands at nodes
(Tanyimboh et al., 2001; Shamlr and Howard 1981) Furthermore rellabihty measures given in

the literature covers both nodal and system reliability issues.

Nodal reliabilities evaluate the behaviours of individual nodes during failures and system
reliabilities * express the “system performance. Both nodal and system relizbilities are
interdependent. Fujiwara and Ganesharajah (1993); Xu and Goulter (1998) mentioned that there
is a continuing uncertainty in the relationships.between nodal and system reliability. It has been’
the practice to indicate the system reliability with a single index along with nodal reliabilities
(Bao and Mays, 1990). This is due to the fact that a single system reliability index will not be able
to capture the whole picture of the system performance. Tanyimboh ef al. (2001) showed that the

“system reliabilities can be given by demand weighted means of nodal reliabilities.

Bao and Mays (1990) proposed performance measures based on probability of sufficient supply.
They specified nodal and system reliability measures to assess the performance of the water

distribution system.

Nodal reliability R, was given as the probability that a given node receives sufficient flow rate at

the required pressure head. In other words the nodal reliability is the joint probability of flow rate

and pressure head being satisfied at the given nodes. But it is difficult to determine the joint

13



probability of the flow'and pressure head being satisfied as both of them are'interdependent. In

order to rectify this issue, ‘Bao and Mays (1990) used the conditional probability in terms of the

_pressure head, provided that the water. demand has been satisfied. Mathematlcal expressron for T

o B ‘the nodal reIlability is given as the probabllity that the supplied pressure head H, at the glven- : L

“node is greater than _or equal to the required mmtmum pres_sure h_ead H' 4 .ThlS is given below in o

equation 2. L

=P, > H! \Q Qd f £.(H )[f fd, )dH ]dH '.“(2-_'-_1)

Where f ( ) is the probability den31ty function of the supplied pressure head and Fu\H d,( ) the - =

probabrhty den31ty function of the minimum pressure head

Considering both upper and lower bounds of the nodal heads (H; and H ; }, the nodal reliability

is expressed as:

Rn=P(H:!‘2H52H;)= E#fs(Hs}iHs, (22) .
Bao and Mays (1990) proposed to represent the composite effect of the nodal reliabilities by

defining system reliability _'measures. They provided three different expressions for the system

 reliability as functions of the nodal reliabilities that are given below:

» The system reliability R, is expressed as the minimum of the nodal reliabilities:
R, =min(R ) (2.3)

Where R, is the nodal reliability at node, i is the node number

» - System reliability R, is expressed as the arithmetic mean of the nodal reliabilities.
R =4 24

Where N is the number of nodes in the system,
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~*  System reliability R, is expressed as the supply weighted mean of the _nodal reliabilities.

o s

fLa

Where st meaﬁ .value ef water su;iply atnodei.

_ The nodal reI;ab1I1ty measure proposed by Bao and Mays is the probabxhty of the pressure head
'. bemo thhm the upper and lower bounds of the nodal heads Thls would only 1mply the numberr
of times a node being in a satlsfactory or falled condition during a glven stmulation penod In
other words the performance of the node is expressed as the frequency of pressure v;olatlons at
the node. This does not provide any. indication of actual consequence at the node. For example
~ during an extreme event, there will be a reduction in flow into nodes due to the loss of water from

WDS, as a r_esult a flow shortfall. Moreover, the extent of the consequences due te such ﬂoW

. shortfalls is not reflected.

Out of the three system reliability measures the first two are the miﬁimum and average
probabilities of hodes satisfying the pressure constraints. These are meart td indicate lower bound
and the average values of the system reliability respectively. It should be noted that representing
the system reliabilify using the lowest value of the nodal reliability may indicate a distorted
picture of the system as the reliabilitjf of the entire WDS is represented by the node with the
lowest reliability, this is an extremely conservative approximation. In an event where the
reliabilities of the majority of the nodes are considerably high (frequency of pressure violations
are low); the reliébility indices will still show that the system operate with low reliability (or with

a high number of pressure violations).

Equally representing the system reliability using arithmetic mean of the nodal reliabilities is also
not appropriate as there may be considerable variations in the performance among nodes i.e.
arithmetic means are sensitive to extreme values. Still this measure gi"ves a better picture than the
earlier one as the contribution from each and every node is considered in the derivation of the
system reliability. An important point to note is that each and every node in a WDS has different
characteristics in terms of demand, number of consumers etc., therefore, a similar pressure

violation at two different nodes may result in different in the extents of consequences depending
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~ on the characterlstlcs of the node. This fact is not 1nc1uded in the arithmetic mean. One way to

include nodal cha.racterrst:cs wrth the rehab111ty may be to ass1gn welghts to nodes

- .The thrrd system rel1ab1hty express1on pr0posed by Bao and Mays is the flow werghted mean of . -

L _noda! relrabrhtres The welghts correspondmg to the nodal characterrstlcs are represented by L : _.

' average . nodal ﬂows Thrs measure is the ‘most approprrate of the three system rehablhty '

expressrons as it takes account of characterlstlcs of nodes as welI as their individual rellablhtles I

Khomsr f al. (1996) deve]oped similar performance measures to that of Bao and Mays ( 1990) to_ o

* " analyse both the nodal and system performance of the water d1stnbut10n system They deﬁned an -
'avallablllty measure to assess’ the performance of the node and a rehabllrty measure for the B

" system

Khomsi et dl. (1996) defined the nodal ava’ilability as the nrobability of a given node receiving
sufficient supply at or above a minimum pressure. The nodal unavallabllltles are obtained as
given below.

For network without failure;

F(i,m)= PKLoad()* PNetwork 2.6)

Where F(i,m)is the nodal unavailability, PNetwork is the probability of no pipes being out of
action, m is an index for counting violations of minimum pressure, i is node number, KLoad (t)
is the demand factor for time ¢ and PKLoad (t) is the probability corresponding to the demand
factor KLoad ).
For areduced network (with failure);

F(i,m)=P, (k)*PKLoad() (27)
Where Pope (k) is the probability of pipe"C fatlure.

Reliabilities of individual nodes are given as the total nodal availabilities;

nl

R,=Al)=1-Fa(}) @9
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' Mum o ' o o o
Where Fn(i)= ZF (i,m), M, is the number of pressure violations and A({}is the nodal

) m=1

" availability. -

' ::Th‘? r_éiizib_ili_tj __of the system has been é){pfgs:éed as the demand_wéightédmééns of the nodal ~

© reliabilities.
’ RS = Z[Rm' *Qext (I)]/ZQexr (i) L (29)
. ~ LT :
Where Q.. (1) is the time-'é\'réfag'ecﬂl demand at nbde_i_; and RS is _the system reliability. R

The niodal availability and the reliability expresséd above represent the probability of the node
being available during a period of time. The difference between these rhéasures and that of Bao
and Mays (1990) is that the nodal availability is based on probability of sufficient supply above 2

" minimum pressure whereas, the nodal refiability is a function of probability of pres'sure head
satisfying the minimum required value. The additional feature in Khomsi’s definition is that they -

: inéorporated the variable nature of the hodal_ demand by introducing dema_hd factors, However,
like Bao and Mays’ performance measures, these also do not indicate the magnitude of nodal
 reliability in terms of consequences of an extreme event. The shortcomings associated with Bao

and Mays are equally applicable to the measures proposed by Khomsi ez al. (1996).

System reliability proposed by Khomsi et al. (1996) is similar to that of Bab and Mays’ third
system reliability measure. Both measures are supply weighted means of nodal reliabilities,
therefore, the criticisms of Bao and Mays is also applicable to this situation. The system
reliability measure like the nodal reliabilities does not indicate the .severities and actual shortfalls
in flows during failure situations, but rather provides an index based on probability of sufficient

supply at the nodes,

Shamir and Howard (1981) ouﬂined the considerations involved in determining the fe]iability of
water distribution systems. They defined three performance measures namely; the discharge
reliability factor, the volume reliability factor and the overall réliability factor. The proposed
performance measures were based on short falls of total volume and supply rate, The overall
reliability factor was defined as the average of discharge reliability factor and volume reliability

factor which are defined below.
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* Discharge reliability factor is defined as:
" “RC =1_[_§‘_) e @10
o Where RC 1s the dlscharge rehability factor C is the capacaty rate in umts of dlscharge lost

' CT is the total capac:lty reqmred and nis an mteger

O Volume reliability is 'c_l_c_aﬁné;d as:
RV =.1'—-(..K_J--__ LA e e

Where V =C*D, RV is the volume reliability factor, V is the volume shortfall dtiring a single
failure or an entire time perlod VT is the total volume required, D2 is the time requ:red for repair

and restoration

'Over__all feliability_ factor RF is given as;

rp=RCIRV 51
2 )
Also _ _ _
RF=1- (_C/ CT) 2+ (€C/€T) (2.13)

In developing these measures Shamir and Howard considered the demand as a random variable;
as a result the reliability factor becomes a random variable. The measures proposed by Shamir
and Howard are applied for lumped’ (demand and suppiy) model, they did not consider individual
areas of networks aifected due to extreme events. However, these reliability expressions are
equally a.pplicable to individual nodes. Shamir and Howard varied the values of the exponent
from O to 5 and found the values of ngreater than 1 caused the discharge reliability factor to
decrease rapidly when C approaches CT and for values of nbelow 1, the discharge reliability
factor was found to decrease rapidly for small vélués of C. If the exponent becomes unity,
- discharge reliability factor, volume reliability factor and the network reliability factor will be

identical.
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In the expressions given ab_ove discharge reliability factor has a power relationship whereas the
volume reliability factor is a Iinear function. The variables in both the relationships are same

(C,CT) therefore the dszerence between dtscharge re11ab1hty factor and the volume rehabtltty

factor is the exponent However, Shamlr and Howard dtd not gtve any mformatton on how the o

"~ values for the exponent were evaluated From the expressron of rehabthty factors, it can be seen E

o that the exponent depend on the charactertsttcs of the distribution system The dtscharge volume

- and overall rehablhty factors W111 be represented by positive 1nd_1ces, 'ou_t it is not very clear how

these indices can be interpreted to reflect the performance of the WDS during extreme events. All

three reliability factors that have been discussed above are not consumer driven rneasures (ie.

they do not consrder the effect of faﬂure on the consumers) but only mdlcate the system .

. performance, - . "

Fujiwara and De Silva (1990) developed system reliability measures for water distribution system’
as a function of total minimum shortfalls in flows. They defined the system reliability Ry as the

‘complement of the ratio of the expected minimum total shortfall in flow to the total demand,
Lo ni ) ) ) Fig . .
Ry=1->p(jy1--L| @19
J=0 d

Where plj) is the prob'ability_ that only link j fails while all other links operate, F; is the
maximum flow during the failure of link j» dis the total demand of the system and nlis the

number of links.

The maximum flows in the links of the system are estimated using a maximisation algorithm. The
system reliability obtained by this measure will be an upper bound as the reliability is a function
of minimum total shortfall. This measure takes all the failure events into account when evaluating

the performance measure. Therefore, the system performance due to a single failure is not known.

Gupta and Bhave (1994) proposed performance measures as functions of shortfalls of nodal
outflows but slightly differed from other measures as Gupta and Bhave’s measures do not
incorporate probabilities of cornponent failures into their formmlation. These measures cover both
the node level and system level reliability. The three indices given are; the node reliability factor,

the volume reliability factor and the network reliability factor.
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The node reliability factor is defined as the ratio of total volume of water supplred to volume

required for the entire duratlon of the analysis and is glven by:

Zvavl' .
va

Ceay

Where R is the node relrability factor V"”’1s the available volume, V”q is the requtred volume,'. .;

i 1s the node number s is the state of the node

_ Tlns factor consrders all the states durmg a failure event when evaluatmg the reliability factors L

- for e example durmg a pipe failure event all three states the failure state (dynamlc) the 1solat10n '
state (repair period) and the normal state (time after the repair) are consrdered. Therefore, this -

measure enables to capture the entire picture during the failure event.

The volume reliability factor is defined as the ratio of the total volume of water supplied to the -
volume required for the entire network for all states during the period of analysis. This is also
related to the node rellabilrty factor as the cumulative total of node reliability factor gives the

: volume reliability factor. In other words this can be called the system reliabillty factor.

zzvav.’ .
R, = ZZVJ" (2.16)
Where R, is the volume reliability factor, V' is the available volume, V™is the required

volume, j is the node number, s is the state of the node.

The node factor F, is a measure indicating the performance of all the nodes and defined as the

geometric mean of the node reliability factors:
UN :
[H R, ] .17
i=] .

In this measure all the nodes have been allocated the same weighting and also this measure can be
interpreted as another way of expressing the system reliability. Compared to the volume

reliability factor, the node factor will be smaller due to the multiplication of the node reliability
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. factors. Also a node with zero reliability will result a zero node factor whereas volume reliability

‘ factor will still have a value greater than 0.

L _Network rehablhty factor descrlbed by Gupta and Bhave (1996) evaluates the rehabihty of the'

' system asa whole and is defmed as o

| -'-'R,;;=R;,F,F,,_'.' SRNURT

'.Where R, is the'network r'eliability factor,” F, is the time factor (see availability measures), F,

i

'1s the node factor and RV is the volume re11ab111ty factor The network rehab111ty factor isa

o functlon of F R andF therefore the network re]1ab1]1ty factor will have all the weaknesses of -

the above factors

_Tanyimboh et al. (2001) proposed nodal and system reliability measures taking into account the
availability of the _components in the distribution system. They suggested that the state of the
system, whether it is in an operational or failed mode is the prime factor dictating the quantity of
water delivered to the consumers, Clearly the status of the system depends on the availabilitie_s of
the component. A reduced state occurs when a component is unavailable to the system due to a
 failure event (such as pipe burst, pump outage) or repair and maintenance activity, Tanyimboh et

al. (2001) defined that probability P(¢) that all the pipes are available is given by:

P@=[le, @19

=L
Where g, is the probability that link [ is available, n{ is the number of links. If there are NS
subsets with NC components in each set. Tanyimboh ef al. (2001) again proposed that probability

of a subset of link § ;, and only that subset is unavailable is given by:

P(S) P(q))H[ J forall §;  (2.20)

=S,

u,is the unavailability of a component and pipe availability is generally given by the ratio of

mean time between failure and mean time between failure plus the mean time between repair

(Cullinane et al., 1992). This can be expressed as a function of pipe diameters as follows:
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0018734
*/ ~ 0.000294D™ + 0018730

221

N D is the diameter of the ptpe in mlllimetres

The nodal rellablhty of the system 1s deﬁned as the rat10 between the avallable and de51red ﬂow_ R

at the node Nodal rehability when S 1s unavailable is given by

| 05)
o

:_I}(SJ-) = for all S and i (222) '

7 (S ) is the l'ellablhty, Q (85 ﬂow available at node iwhen S is unavailable ConSIdermg -

on]y one and two component subsets the nodal reliability is given by:

Rm' = Q reg

(P(m.o, (#)+ ZP(:)Q, O+ Z > PU,m0(, m)) (2.23)

I=l mm>1
P(l) is the probabi]ity that only pipe [ is unavailable, ‘ r;(l') is the reliability when pipe [ is

unavailable 0.(Dis the flow when pipe [ IS unavailable and P(/, m),r.(l,m) and Q.(l,m)

corresponds to the unavailabihty of two components.

- When there is an unavailability of more than two components the formulation for the reliability

becomes
R, = P(¢)[Z(r(s )H J+:;.(¢)J forall i (2.24)
IeSj

System reliabilities are obtained by demand weighted means of nodal reliabilities and the general -

expresSion for the system reliability or the network reliability R; of the network as a whole is

given by
R, = P(¢){Z (r(S )H ]+ r(¢)J (2.25)
=l leS, i
A '
r(§;)= QQ( e;' ) is the system reliability when S is unavailable
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The above measures by Tanyim'boh et al. (2001) are expected values of the observed and desired
ﬂows at nodes during the failures of a particular component This relrablhty formulatlon has the

ability to 1ncorporate more than one smultaneous failure event. These measures are developed

T ,' only to accommodate component fallures, therefore, mod1f1cattons need to be made to mclude_ )

‘farlure events other than component fa1lures, for example fallure due to demand exceedence-' Rt

(durmg peak demand s1tuat1ons) can be mcorporated by including the probabﬂmes of demand e

. exceedence in the WDS in place of the probabthmes of component fallure

o Tanylmboh’s measures est1mate the nodal and System rel1ab111t1es based on expected shortfalls "
That is for a smgle component failure event, Tanylmboh con51ders the ratlos of avat]able and

_— requ1red flows at the node durmg no fa1lure and also due to the component fa11ure

Ostfeld et al. (2002) proposed rehabtl:ty measures based on the nodal demands and the duratrons. .
of no failure in the system. These measures are very similar to that of Gupta and Bhave (1994).
Ostfeld ef al. (2002) defined two measures (fraction of delivered volume and fraction of delivered

demand) particularly to evaluate the levels of service in terms of supply.

Fraction of delivered volume i is defined as the ratio of the sum of the total volumes dehvered toa
consumer node i and the sum of the total volumes requested by the consumer node at all '

‘ 51mulatton ns.

N

>V, _
.o Jd ]
- FDV, = J:l/ for all consumer nodes NN (2.26)

i
T

“Where FDV, is the fraction of delivered volume at node i, NN is the number of consumer
demand nodes, N is the number of smulanon runs,V;;is the fraction of volume supplied to

nodei at all runs, V. is the total volume supplied at all runs

This measure considers the entire duration of the operation therefore, only the overall
performance of the node is identified, but the performance of the node during a particular failure
event is not reflected. This can be easily achieved by performing the simulation only for the
particular event, provided that the time of failure and the duration of failure are known. The
measure only indicates the localised reliability (nodes) but does not consider the system wide

~ reliability.
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| Rellabﬂlty based measures d1scussed above have been developed keepmg in mind, the need to
identify the ability of the WDS to survive a particular failure event, Both the nodal and the system
: rehablllty measures have values between 0 and 1. The 1nformat1on that can be obtamed from :

these measures is the expected demand shortfall values and the probabrht;es of WDS rece1vmg

_sufﬁc1ent supply Although such mfonnatron is he]pful in understandmg the behavmur of the Sl

' system lack of the ab1|1ty of these measures to mform the consumer based issues such as '
frequency and.- extent of consumers fallure expenences warrants further mvesugatron into

developmg new measures

232 'Availability Based Perfo_rma_nce Measures
The availahllity measures expres's- thedurauonof a node or system experiehciug acceptable LOS ”
during a failure event in the WDS. Cullinane et al. (1992), Gupta and Bhave ( 19'9-6) and Ostfeld

et al. (2001) are a few who employed availability measures to assess the performance of WDS.

Cullinane ef al. (1992) introduced availabillty measures to determine the performance of water
distribution systems. They suggested that availability measures are more appropriate for the water

distribution'system than the reliability measure as the components in the system are repairable. -

' They devised the availability measure into ttvo as the hydraulic and‘ the mechanical. The
Hydraulic availability is concemed with the quantity of water delivered, the residual pressure at
the outlets, time of supply, and the location within the system to which the water is delivered. On
the other hand, the mechanical availability is concerned with the availability of the water

distribution system components.

Cullinane et al. (1992) defined the hydraulic availability of a water distribution system as the
ability of the system to operate with an acceptable level of interruption in spite of abnormal
conditions. In other words availability is the percentage of time that the demand can be supplied

at or above the required residual pressure.

The hydraulic performance at critical locations in the distribution system may be more important
than the average system availabi]ity as a result of the spatial and temporal distribution of demands
in the system.. However, the overall average system availability may be an important indication of
performance therefore, any unified procedure for evaluating the WDS availability should be

capable of computing the availability at a point and the average system availability.
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~The nodal availability, A(i) at nodei, is given as the percentage of time that the pressijre at the

node is greater than a preset required value, which is stated as:

A() Z a;r -'(2,27)' S

The_ system reliability A ie givén'as _the ave'rage'df the nodal av'ailabil_itie.s in the system.
A
A= Zﬂ L oy

NN

o1

s _,Where A(z) is the nodal availability at node L IS the length of time perlods av,is the avallabllity -

' 'durmg time pertodz 15 is the number of time penods at whlch node is available T is the total

time of simulation and NN is the total number of nodes

The two equations 2.27 & 2.28 above assumes that the components are perfectly reliable, this is
far from the reality therefore, Cullinane ef al. (1992) combined the mechanical availability and
the hydranlic performance using expected value analysis. Hence the nodal availability can be

stated as;
AE, = R(A®),)+0(40),)  @29)
‘Where AE,, is the expected value of nodal availability considering link l., R, is the probability that

link ! is operational, Q,is the prebability that link ! is non operational, A(i), is the nodal

avajlability with link l operational and A(%), is the nodal availability with link / non operational.

 Previous works by Su er al. (1987); Goulter and Coals (1986) and Cullinane et al. (1992)
proposed a discrete, zero-one relationship between the availability during a time period (av, )' and

the pressure. Using this relationship, availability during a time period i can be expressed by the

following mathematical relationship;
av, =1 for h, 2 PR (2.30)

av, =0 for h, < PR (2.31)

H
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Where av, is the availability during time periodi, h, is the residual pressure at node i during

time periodr ; PR is the required pressure.

'The dtscrete approach assumes that the avarlabxlrttes of nodes are- zero below the requtred L

pressure, for exarnple if the requlred pressure 1s 20m and ‘the avatlable pressure is lm, the -

- avarlabxltty value wﬂl be zero, when the pressure becomes 19 9m st1ll the avatlabrltty value will
T be evaluated as Zero. ' '

| - When supplying toa UK househ'old where there is an over head tank (OHT) the head at the stop |

tap should be hlgher than the mlnor losses and the helght of the OHT, a lower head will result in-

- water not reachmg the tank. Slmtlar s1tuat10ns can be seen wrth the stand p1pes In these situations, - o

the dtscrete approach of the ava1lab111ty can be applled However it is nnportant to evaluate the -

minimum requ1red pressure accurately In systems where the minimum required head and the

desired heads are not defined, the discrete availability relationship may not accurately represent
~ the real situation within the rangé of minimum and desired head. In such situations a continuous

availability function can be used.

Cullinane et al. (1992) proposed a continuous availability function based on the normal
- distﬁb_ution function to incorporate the partial failure situations (Figure 2.1) in water distribution
~ systems. This approach is more appropriate as it determines the availabilities for a range of

- residual pressures.

~ Availability
© o ©
~ O

o
D
1

0.5 %
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Pressure (m)

T T T T T T T i 1 i T T 1

Figure 2.1: Continuous nodal availability
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~ The main feature of the availability measure is that it_s' ébility to evaluate the availability of the

© . partially opefational'nodes It doés not quantify the extent of the consequence of an extreme event

- in terms of ﬂow shortfalls but only sug gest the system uptimes. The system ava1lab1hty Index ise

evaluated by glvmg 51mllar welghtmgs to aII the nodes ThIS 1s not appropnate as the performance_' f. e o

of nodes differ dependmg on factors hke the consumer behawour dcmand and the locatlon R

Mo_reover, th;s measure faﬂs to mcnt;on 1mpact of the WDS down tlmes on the_: consumers._ -_ B

Gupta and Bhave (1996) proposed “Tlme FactOr along W1th other rehablhty measures. ThIS :
'measure 1$ synonymous ‘with Culhnane 8 avallablllty measure as it 1nd1cates the perxod durmc -

: whlch the WDS is at operational state.

The time factor f{)r a distribution netwqu is given as: -

NN
. Zzai.s
E?-SL - {2.32)

WY

5

)

¢ is the duration of titme period 5.NN is the total number of demand nodes, a,,is the
performance rating of node i during the time period 5. Which is defined as ,, =1, if the ratio of
flow delivered to the ﬂow required (Q” / Q”") is equal to or greater than an acceptable value

(0.5 for example), g, =0, otherwise.

Gupta and Bhave (1994) did not provide any insight into how to rationally decide on the
acceptable value of the ratio of flow delivered to the flow required. Therefore, the evaluation of

the perfbrmance rating is arbitrary and depends on the experience of the individuals.

The time factor is an arithmetic mean of the performance rating and it has the same weightings
assigned to all the nodes. This is not acceptable, as different nodes will have different
performance levels. The discrete relationship of the performance rating will have the shortcoming
of the discrete availability discussed above. This can be rectified by having a continuous

relationship as shown in Figure 2.1.

Ostfeld et al. (2001) developed “the Fraction of Delivered Dcmand” measure similar to that
proposed by Gupta and Bhave (1996). The fraction of delivered demand is a measure that

indicates the availability of the node during the operation of the distribution system. This measure
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is defined as the ratio of the sum of all the time periods at all 51mu1at10n runs for which the '

demand supplied ata consumer node jis above the demand factor (i.e. the system is up) and the

tota] number of snmulatlon runs multiphed by the demand cycle

qu o

DD, =3 forall NN- - 233)

_Where FDD is the fraction of delivered demand at nodet Nis the number of 31mu1at10n runs,
T is the duratlon of each rumn, t is the total duratlon at run _] at node i for wh1ch the demand -

o _"s_upphed is aboye the demand_factor (1.e.7 the system_ is up). R

The short coming with the fraction of delivered demand is similar to that of the other availability
measures. They are only capable of indicating the average system up times and do not provide

details of the performarce in terms of demand.

The availability measures, like the reliability, mainly focus on the performance of the system

They only indicate the times at which the system is operatlonal and overlook the experiences and -
' consequences faced by consumers resulting from the failure events. Knowledge of system '
" uptimes is a good indicator of the performance of the WDS, however, it lacks detail on satisfying

* consumer demand at the nodes and the frequency of demand shortfall.

2. 3.3 Risk Measu.res Based on Simulation Method

Risk measures in WDS try to quantify how likely the system is susceptible to failure and what
“would be the consequence corresponding to such a failure event. Risk is the complement of
reliability. Germanopoulos (1988) and Vairavamoorthy (1990) introduced performance measures
based_ on probability analysis to evaluate the consequences in WDS during a failure event. The
measures indicated the probability of a failure event exceeding certain duration with a particular

frequency. The'proposed measures are given below.

PH(r.T) = (T/uy eti)(— T/u) 2.38)

Where Pr(r,T) is the probability of r failures in time T, # is the expected period of time

between successive failure occurrences. -
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The probability of the duration ¢of one failure event being greater than a given time t"is given
by:

Where tr is the expected duratlon of repair is, c is the penod of tlme between fallure occurrence

_ _and begmmng of repalr

The above two dlstnbutlons can be combmed to gzve the probabxhty of occurrence of a fallure:- B

event of duratlon greater than " whlch _15 glver_l by.

(2;36) -

_ P (t >-t ,-:,T) (T/MF). eig)(‘ T/MF)

Where Pr(r > r*,n,T) is the probability of duration ¢ of n failure event in time T greater than

duration ¢ , MF is the mean time between failure events of duration greater thant".
g

These measures provide the probabilities of failure events exceeding a prespecified duration. In
order to apply the above risk measures to a WDS, data on pipe failure and fepair are required._
' thaining this type of information is a tedious task ae most of the WDS have ageing assets for
which the water utilities do not have cemplete failore or repair records. None of the above
mentioned expressions of risk have any term to reflect the demands of WDS hence do not
expl_icitly indicate the shortfalls in demend'aseociated with the failure, however, they can be
felated with these measures by. retfospectively evaluating the demand shortfalls. Furthermore, the
above risk measures fail to represent the consequences associated with the consumers as a result

of the failure,

Unlike the reliability and the availability measures, risk measures do not expose details of the
demand shortfalls and failure experiences of the consumers. They rather inform on the
performance of the system. Therefore, performance measures that reflect consumer failure

experiences need to be developed.
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2.4 Performance Measures Used in the Industry

The water compames and regulatory bod:es have Iong recogmsed the 1mportance of developmg o

measures to quantxfy the WDS behav1our and to assess the consequences caused by the fallure“. L

- events. Over the past few years, several measures that are capable of predlctmg the behavrour of '

' _.'the WDS have been proposed in the lrterature, but appllcablhty of those measures in the rndustry el :

| depends on the ab1hty of operatlonahsmg them.

Spec1ﬁed LOS requ1rements for water compames in England and Wales are deflned as 10m statlc e
pressure at the consumer’s stop tap or 9 V/minute ﬂow from the k]tchen tap (OFWAT 2005) ThlS

: pressure is Sufﬁc1ent to hft the water to the second ﬂoor of a household. .

OFWAT (2005) spemﬁed benchmark performance assessment cnterla for WDS is an event where
the pressure at the consumers stop tap falling below the minimum 7111 over one hour period for

more than twice in four weeks,

The bench mark performance assessment criteria can be related to the availability and the risk
measures discussed above in this chapter. The availability can be determined.by evaluating the
time duration for which the households experience pressure at least 7m. The risk associated with
" the WDS can be determined 'by evaluating the probabilities of more than two failure events of

duration one hour occurring within four weeks.

The bench mark criteria suggest that it is allowable to have two failures every month where the
consumers experience static pressure below 7m through duration of more than one hour. Also this
implies that failure events of duration less than one. hour are not considered. The major
shortcoming in this measure is that it does not account for the intensity of failure in terms of

shortfalls, also severity faced by the consumers if the failure occurs during peak demand periods.

Although these measures provide some form of indication of the levels of service provided by the
water companies, the duration of lack of supply and how the system respond to the loss in levels
- of service are not reflected. Therefore, it is essential that appropriate performance measures need

to be applied in the water industry to represent the behaviour of WDS.

In the event of operationalising the performance measures in WDS, it is of interest to know the
local as well as global effects on the system due to failures in the WDS. This warrants the

introduction of measures that indicate the behaviour of both the sYstem and that of consumers.
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System performance measures will assist in comparing the WDS under different 'operatiolnal :
- conditions while the measures indicating the local performance will show the impacf of different

~ condition on different parts of the network and the consumers,
: 2.5 Critieism's'ef Existing Performan'ce Measures =

_ In this chapter ex:stmg performance measures were rev1ewed and the1r apphcablhty to WDS_. o
. analysed The ﬁXIStlI‘lU measures have been categorlsed into three types dependmg on the

deﬁmnon and the 1nformat10n that i is expected to obtaln from the measure. Most of the rehablhty,'

avallabihty and rlsk measures proposed in the 11terature wh1ch have been discussed above

- prov1de useful mformatlon such as percentage of supp!y shortfalls i in WDS system uptlmes and

- probabilities of failure events OCCumng ina partlcular period of tlme B

The performance measures that have been described in the literature are. very useful in
understanding the behaviors of WDS during extreme situations. However, there are a number of
limitations associated with them. The first limitation is the performance measures themselves and
how they have been defined and that there is some concem about how well these performance

measures really reflect the levels of service that consumers experience. .

The reliability definitidns that are most favoured in the literature are based on the nodal
performance (Tanyimboh et al., 2001), due to the fact that the reliability index can be related to
~ WDS perfofmance. Definitions that are based on 'probabilities give good indications of the

reliability but lack the ability to relate the consequence of extreme events in terms of flow and

* pressure with it,

The réiiability of a WDS is generally looked at two different levels; the node level and the system
level. The node level reliability expresses the ability of an area covered by the WDS node to
withstand the impact of extreme events, thus expressing the localised performance. On the other

hand, system reliability indicates the collective performance of nodes in terms of reliability.

Nodal reliabilities are usually defined as functions of demand shortfalls {Gupta and Bhave, 1996;
Tanyimboh et al., 2001; Tabesh et al., 2004). This measure expresses that a particular node will |
function with certain reliability (say 0.5) throughout a period of operation (say 10 years) due to
failures or extreme events in the WDS. This suggests that at least 50% of the demand is satisfied
at that node during extreme events. However, it does not clarify which of the scenarios mentioned

below is referred to:
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e All the consumers in the node receive at least 50% of the demand through out the failure.

. Only 50% of coﬁSumer_s served by the node receive 100% supply and remaining consumers
receive nothmg ' o IR L

o 'Assummg that the consumers have surular demand characteristics

Both of the above sce'nario's will result in the se'me reliability index but extents of c-o'iise'qu'ence' E

experienced by the consumers differ greatly between the two s1tuatrons Therefore the reliability o

- mdex is not sufficrent to express different scenarios that rmght occur in the system

' Reliability of a WDS is dependent on factors such as the magmtude of failure event, the,

- frequency of failure, the duration of failure and the duration of repair. A large fallure of a shorter' L

) duration and a small failure of a conSIderably larger duratlon can result in same reliability factor
. for the WDS. However, the 1mpact of larger failure may be hlgh on the consurners as a result of
loss in large quantities of water whereas small failure will have not so significant impact as the

rate of water loss s low. Such events are insensitive to the reliability indices. -

" The system rellablhty is meant to indicate the rellablllty of the entlre WDS to failure events. Thls
| is evaluated by averaging the nodal reliabilities (Gupta and Bhave, 1996), and in some mstances o
nodal demands are assigned as weights to reflect the individual contribution of nodes (Tanyimboh |
et al., 2001). The latter method is more appropriate than the former one, however, selection of
nodal demand ratios_as weights does not reflect the impacts of failure of the consumers rather
indicates an overall performance of the node. Thet'efore, appropriate weights that indicate the
impacts of the nodes need to be introduced in evaluating system reliability. Furthermore, system
reliabilities alone will not give a clear picture of the WDS. For example a reliability value of 0.5
can suggest that either 50% of the nodes are receiving 100% of sopply while the remaining nodes

| operate in a complete failure state or all the 100% of the nodes operate at 50% efficiency.

Therefore, both nodal and system reliabilities need to be looked at simultaneously..

The nodal and the system availabilities are meant to inform the durations at which demand is
supplie_d to the systems at a 'pre specified pressure. The approaehes that have been applied so far
do not 'clearly indicate how to determine the minimum required pressure above which the nodal
availability is 1. This type of availability is not applicable to partial failures. However, continuous
availability measures can be used to overcome this shortcoming. Here the pressure range at which

the availability is between 0 and 1 depends on the mean and variance of the pressure at node.
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 The risk based measures discussed in the feview are capable of informing the probabilities of an

. extreme event with a certain consequence occurring in a given duration. In other words risk based

approach explores the frequency of failures ';Which'-cau.ses the systém to meet acertain LOSina

B glven perrod of t1me ThlS measure enables to ldentrfy the most crmcal component of the system .

- The lnformatron retrleved from this measure depends on the accuracy of the f1e1d data on the': o -

component fallure and the reparr duratlons for each component

The mvestlgatlon of the ex1stmg performance measures reveal that they mainly focus on levels of
4 SerVICe based on the ﬂow ratios. They do not gwe specrfrc mformatlon on the lmpacts of fallures

- at the consumer nodes and the system such as:

o The uniformity of ‘demand shortfalls 'among'-the', nodes; this will indicate the relative
performances of the nodes during failure events.

. The nodes that satisfy a pre specified' percentage of demand during extreme events;

suggesting the extent of failures within the WDS.

¢ The number of times a pre spemfred demand is breached due to failure durmg given span of

time (say 10 years). -

e The failure experience_'of the consumers as a result of their internal piping condition.’

The issues mentioned above will provide better insight into the performance of the WDS as well
as into the impact of failure on the consumers. Therefore, performance measures that embrace the

criticisms of the existing measures and give better insight into the behaviour of WDS are needed.

2.6 Deriving New Measures

The above review on the performance measures revealed that there are some issues which need to
be addressed. The focus of this section is to develop performance measures which address the
concerns raised above that would help to give better insight into the behaviour of the WDS
performance during extreme events. The primary difference between the existing measures and
the proposed ones is that the proposed measures focus on the extent of the impacts of failure at

the nodes and the system as a whole.

The performance measures proposed in this section have been developed using existing

definitions as well as the performance indices employed in the other fields of engineering,
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irrigation engineering in particular, The derivations of the proposed performance measures are -

~ given below.

- 2 6.1 Equlty

_ The pnmary performance measure that is proposed in thlS sectlon to address the 1ssue of supply
umformlty is called the eqmty ThlS is deﬁned as “the complement of Ihe average varzanon of the .
~actual and the mean demand allocatwn rattos of ﬂows at nodes The demand allocatlon ratio

represents the ratro of ﬂow at a parncular node and the curnulatwe ﬂows of the entrre nodes in the :
._WDS ' ' '

Eqnity represents the uniformity of water supply among the consumers in 4 WDS. This measure
indicates" the colleetive “degree of _reriation in the nodal flows. .The basis for the equity
perfonnanee measure is derived from irrigation engineering, where similar measures have been .
‘used to evaluate the equitable supply of water to the farmers durlng water scarce situations. In
order to be able to apply the equity measure to WDS parallels must able to be drawn between the

two systems.

* There are very close similarities between the WDS a_nd irrigation systems with respect to water

snpply. Important similarities corresponding to the equity performance measure are listed below.

. Both systems use links to transport water (canals in 1mgat1on and pipes in water

dxstnbutron)

"« Destination of the water supply is the consumer nodes (farms or lands in irrigation, and

demand nodes in water distribution).

¢ Water demand in the nodes depend on various factors (size of land and types of crop etc.,

in irrigation whereas type and number of consumers in water distribution).

* Flows to nodes during water scarce situations become inequitable in both systems.

These similarities of both system permits to translate the performance measures used in irrigation
system to water distribution systems. Equity in irrigation depends on planned and delivered
resources of water to-the farms or irrigable lands (Gorantiwar and Smout, 2003). Therefore, the
translated definition to water distribution will depend on the actual and desired demands at the

nodes. The mathematical description of equity applicable to WDS can be given as:
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AR,. = /Ia /ﬂd : (2.37)

'.Where AR is the allocatlonratlofornodez }L Zad ZZad, , )» Zd ZZd |

1-1' . T !-—1_

:E_quity.o.f the WDS is g'i_vénby T
- (] _..._._..2{2. .-.-—_

E=1-| Y [(AR = AR?]” [nAR| @39)

- ad, anc_!'*d‘.'_a're' the:actuél'and_de_:sired inflows to the ith node in the systém. _AR,. lsthfe
alllocation ratio for the [th node', AR is the average bf the 'alioéation rét_ios, T is the simulation

period, » number of nodes.

Th1s measure only indicates the degree of variation among the nodal inflows. Higher equity
mdlcates ]ess variation in the actual and desired flow ratios at nodes. An equity value of 1
" indicates that the ratio of the actual and the desired flow at all the nodes are the same. In other
| wbrds all the nodes have the samé__ peréentaglg of flow shortfall. Higher equity does not
'neéessarifjr mean that the WDS is operating with a satisfactory level of service. If there is a
) Satisfactory level of service, the equity wiil be high, as ail the nodes will be receiving their
allocated or required flows. Therefore, to understand the complete picture of the WDS ottier

measures that are described below must be employed in conjunction with equity.

The equity measure in WDS is used fo evaluate the 'degree of unevenness in the supply to the
consumers during extreme situations, This, unlike the system reliability measures, quantifies the
variation in the supply at the demand nodes, thus providing an indication of the extent of the
difficulties experienced by the consumers at the nodes. This information is helpful in

understanding the impact of failures in the WDS which is one of the objectives of performance |

assessment.

The equity is not only applicable to the primary network of th_e WDS, but this is equally
applicable to the secondary network to evaluate the degree of flow distribution among the
consumers. However, the equity measure fér the primary network implicitly indicates the
variations of inflow to the secondary networks, as these networks receive flows from the primary

nodes.
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_ Frequently used measures (the reliability, availability and the_' risk) do not provide 'sufﬁcient
information about the performance of the WDS.'There_for'e, measures that complement the already
available measures as well as the equity are needed. Such measures are defined below. -

| :'262Adequacy ' o SRR

P Slmllar to the equtty the “Adequacy measure also has its roots in 1mgat10n engmeenng and B

management From the 1rr1gatton perspectwe, adequacy deaIs with the water supply for n‘rlcatton. o '_ e

o relattve to its demand (Bos et al, 1994 Gorantrwar and Smout 2005) “When translatmg the
. 'adequacy into adapting to WDS lt 1s very 1mportant to con31der the paral]els between both

- _ 1rr1gatxon systems and WDS The defmmon of adequacy proposed for 1rr1gatxon systems by Oad -

- and Sampath (1995) is equally su:table for WDS.

Oad and Sampath (1995) described the adequacy as “the ability to deliver the amount of water
required to meet the farmers demand”, This can be converted to a mathematical form by defining
the adequacy as the rat10 of the actuai ﬂow to the desired flow to the farmers. This is identical to
the nodal reliability factors defmed in the hterature review above. However in the context of
WDS, the definition proposed by Oad and Sampath (1995) has been adopted The defmmon has

been mod1f1ed to su1t WDS and is glven below.

The modified definition of the nodal adequacy as used in this section is given as “the ratio of
actual and the desired demand at a particular node through out the simulation period”. The

mathematical representation-of this definition can be given as:
AD,=Yad, [3.d; 239) |
r T

Where AD,is the adequacy at nodei, ad;,d, are the actual and desired flows at node {and T is

the time of the extreme event that causes the reduced levels of service.

ThlS measure is actually describes the percentage of demand satisfied at a node. The aggregated

of nodal adequacies is used to describe the adequacy of the system which is defined below.

3 4D,
AD =
n

(2.40)
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Where 7 is the number of 'nodes in the WDS and AD can be taken as the system adequacy.

| The aggregated of the nodal adequames give the percentage of total demand sat:sﬁed in the WDS.
Therefore, the hlgher the value of AD the better the leveIs of service in the WDS The des1red_

. _leve[s of servrce w1ll be achleved when AD becomes 1

o Applymg both equlty and system adequacy measures mmultaneously to a stressed WDS w1ll... B

1nd1cate somewhat the whole plcture of the srtuatton in the system Agam 1t is also possrble to use. -

: these measures to compare the performances of dlfferent WDS

. The two performance measures dlscussed above are not sufﬁcrent to understand the behav1our of _

- 'WDS during extreme s1tuatlons Therefore performance measures that look into different aspects"'-- -

" of WDS performance and also the consequences of failure on the consumers are discussed in the . -

following sections. Some of the measures include: severity,' node satisfaction, demand

satisfactton,

2.6.3 ‘Severity

The performance “measures proposed in the previous section consider that each group of
consumers or the nodes has the same importance and consequence due to a failure. event.
However, in real situations this is not the case. The hospitals might be more important and the
consequences of failure of supply to them are more severe compored to industries and businesses.
The recreation site is important but the consequences of failure of water supply to them may not
' .be severe. The group of consumers having the storage tank can withstand the failure to some
extent and hence the consequences may not be as high as when compared to the consequences of
a group having no storage. Therefore, it is necessary to include the importance and the
consequences of the consumers along with the impact of failure. This section introduces a
“severity measure” that takes into account the consumers’ importance and consequence

simultaneocusly.

Severity is defined as the complement of the weighted nodal adequacies. And the procedure in

.developing the measure is explained below. .

The weight factor that integrates the importance of consumer and consequences of failure is
proposed. The approach suggested in the proposed method depends on obtaining the qualitative

“information from the experts. The qualitative information is in linguistic form, for example:
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‘importance is extremely low’; ‘the consequences are extremely severe’ etc. In this case the
' important task is to determine the number of ranks for qualitative explanation In this study, based

. S0 on the dlscussmn with the experts it 1s proposed to use 5 number rank systems (Table 2. 2) It is

L expected that the experts assagn the rank cons:denng all the aspects mcludmg the number of - -

; consumers affected, thelr Vulnerablllty to failure and ﬁnan(:lal cons1derat10ns The numerlcal

equlvalent for each ank is obtained by dividing the tctal scale (0~I) by the number of ranks and-“ - -' o

mulnplymg it with its rank number as shown in equatlon 2 41,
- N, = (-r]v--—- o (2.41)

Where N, the mumerical equivalent of rank is, n, is the total number of sanks 'and ris the rank

number. ' |

' Tabie 2.2: Ranks and their numerical equivalent' for the proposed qualitative opinions of |

importance and consequences

Rank ‘Tmportance Numerical - Consequences - . Numerical
: ' equivalent for : - | equivalent for
importance : , consequences
1 Very low 0.1 Not very severe 0.1
2 Low . 03 Not severe : 0.3
3 Average 05 Average - 05
4 High .07 Severe 0.7
5 Very high . 0.9 1 Very severe ' - 09

" For each node, the weight factor is computed using equation 2.42.

ijcj
e B
' n

c

(2.42)

Where, W, is the weight factor for the i th node, P, is the numerical equivalent for importance
for the jth group of consumers at the specified node, C ; is the numerical equivalent for the

consequences for the j th group of consumers at the specified node and #_ is the total number of

consumer groups.
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It is important to prepare proper questionnaires to obtain the appropriate information from the

experts on importance and consequences.

The importance and consequences of different_ types of consumers were obtained by conducting

o 'telep'h'one' interviews with experts from the water sector. The questionnaires that reflect the

' 'tmportance and the consequence of consumers to fallure events were developed and grven in

Appendlx 1

The experts were asked to comment on the 1mportance of the consumer and the consequence due-
- to farlure events m the WDS taking into account, all the relevant factors affectmo the CONSuIMmers

such as; the health, hyglene, ﬁnan01al and the mconvemence

-4 experts from 4 major water consultancies in the UK and an academic from the Loughborough
Uni'versity were interviewed to obtain the consumers failure experience in terms of importance
and consequence The experts were informed of the deta1ls related to the water dlstr1but|0n
system, consumer distribution and demand categories, before the mtervrews The experts were
then asked to gnve their opm1on on the severlty and the consequences of different types of .

consumers durmg failure events.

In reality interviews should be conducted with experts from a variety of stake holder groups .
(water companies, water authority, public etc.) to obtain the opinions of consumers’ _severity and
consequences during failures. Weights obtained using the data from different stakeholders will
provide more realistic picture of the consumers failure experiences. The objective of this section
is to demonstrate the applicability of weights in detennining' the severities of consumers.
Therefore, in this research only 5 individuals were interviewed and all of them were considered to
be from the water industry, as a result the weights derived were_ based on the information from
one group of stake holders. However, the methodology involved in interviewing and derivation of

weights based on the data from different stakeholders is given in Appendix 1.

The proposed severity measure takes the form of;

SV, =W, -(fi-f-;aﬂ (2.43)
14
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Where SV. is the modified performance measure indicating the severity of the node, that
includes the 1mportance and consequences of the faﬂure and W, is the weight factor for thlS.

-performance measure. L

- The diffet'ence between the'perfo'rtnance n’ieasure'r (adequacy) and rnodified perfonnance measre o

- (severity)” would be that the " latter one 1ncorporates the importance of consumers and . . <.l

' consequences of fallure For example cons1der two nodes that have the same value of adequacy
The first node is assigned low value of weight factor meanlng that the 1mportance and_consumets '
~and consequences of failure are not significant. The secfond'node is assigned a high value of
- weight factor suggesting that the importance and consumers and consequences of failure are
'SIgmﬁcant The severity w111 be higher for the sec0nd nodes 1ndicat1ng the 1rnportance of th1s o

node in the event of fallure

The niethOdology proposed to include the importance and consequences in this section do not
include the uncertainty in obtaining the qualitative information from the experts. The unceitainty
agpect can be overcome by using fuzzy based methods to o'btain.the numerical equivalent for the
. qualitative information. This is out of the scope of this study, as the purpose in this instance is
. only fo develop the methodology for including the nnportance and consequences However, this

~ would form the suggestions for future work.

2.6.4 Demand Satisfaction Ratio -

One of the ways of evaluating the consumers’ performance is by evaluating the percentage of
failure events that will violate a certain pre specified percentage of demand throughout the total
. number of failure event. The performance indicator that describes this aspect, called demand

satisfaction ratio is synonymous with the availability measures proposed in the literature.

Demand satisfaction is a percentage of number of failure events where the consumers will have at

least a pre specified amount of demand satisfied. This is given as:

DSR,, = M (2.44)
NF
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‘Where DSR is the demand satisfaction rat1o forx% of the demand to be satlsf”led for the zth

i node n 1s the number of faxlure events ot of total fallure events when x% of the demand is

e _not sausfled and NF is the total number of fallure events

' _ThlS measure mdtcates sen51t1v1ty of the consumers Wlth respect to the fallure events ngher L

) demand sat:sfact:on rauos mean, fallure event does not have hlgh 1mpact on the consumers at the R

pamcular node and vice versa

| 265N0de Satisfaction Ratio- B i

The node satisfaction ratio unlike the previous measure, considers individual failure events. Itis - -

defined as the percentage of nodes where at least a certain pre Spe_cified demand is satisfied
during a particular failure event. This measure indicates the percentage of nodes where x% of the

demand is satisfied for a particular failure event j . This is defined as:

(n;dxj)

h

NSR,, = (249)

Where NSRxJ. is the node satisfaction ratio for the demand to be satisfied for the jth failure
- event, d , is the number of nodes for which x% of the demand is not satisfied for the j th failure

~ event and # is total number of nodes.

Node satisfaction ratio directly relates to the number of consumers, who are receiving a certain
amount of water during a failure event. This also enables to identify the effects of individual
faiture events. This is a measure that describes the extent of the system that has been affected due

to failure. Therefore, more information about the effect of failure can be obtained.

2.7 Application of Performance Measures

A 30 node network as shown in Figure 2.2 was developed to demonstrate Ihe applicability of the
performance measures proposed in this chaptef. The network is generated using an ordinance
survey (OS) map from a London suburb. The primary network follows the road layout in the OS
. map. The primary network consists of 40 pipes with diameters vérying from 150mm-300mm. The

~ dimensions of the pipes in the primary network 'are'dete:mined by optimising the network using
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'OPTIDESIGNER (Optiwater, 2003). Secondary networks corresponding to the primary nodes are
identified in the OS map and build using EPANET (USEPA, 2000), 28 secondary networks were

g deveIoped Detalls of the network and secondary networks are grven in Appendlx 1. The analysis -

~of network usmg dtfferent approaches has been dlscussed in Chapters 4 and 5, However m th1s_ S

e mstance the purpose is only to demonstrate the utrhty of performance measures

For t the purpose of demonstratmg the performanee measures, the above network i is assumed to .

have only 5 plpe fallure events (plpes 1, 3 4, 8&9) at IO am in the mormng and each fallure event
' was assumed to have fallure duration of 3 hours and repair duratlon of 6 hours The perforrnance
. measures correspondmg to fatlure events. are shown m Table 2 3 below. To demonstrate the -

apphcablhty of the proposed measures these are compared wrth the well known ex1st1ng

~ measures proposed by Gupta and Bhave (1996)

g

Figure 2.2: Example (30 nodes) network
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" Table2.3: Performance measures for selected failure events' -

Pipe 1 | 3 | 4 ] 8 | 9 | [ 1 | 3 4
Node | - Adequac - DSRy; Severity - | G&B -}
I 1-1.007.090. 1 096 |} 097 § 098 | 080 { 0.51 0401 096
3 -.]1:091 | 089 | 091|093 | 096 | -040-] 050 | 039 | 091
4 0.94 | 094 | 094 | 0.96- 096 }.040 .| 045 034 | 094
5 | 099 [ 099 § 092:] 1.00 1100 | 0.80-| 0.46.| 0.36 | 0.92
6 109510951095 | 097.1097-| 100 | 070 | 055 | 095
7 .| 095 095 | 095 | 095 0.97 1.00 | 048 | 0.36 { 0.95
8 0951094 | 0.90 0,91 -{ 0.95 040°| 046 | 0.36 0.90
9 0.98 [ 098 | 094 | 094 | 1.00 | 060 | 0.8 | 070 | 0.94
10 [ 0941094 094 [ 094 | 095 020 | 047 | 041 | 094
- 11 1 093 | 093 0.87 | 0.89 | 093 0.00 {.0.52 | 041 0.87
o 12-1:0961.096 .1 092-1-0.93 | 0.95 1060|046 .. 0.367]0.92"
- 13 1 0927091 [ 0.89 |.091 | 0.94 0.00 | 0.88 "0.88 | 0.89
14 [ 066 | 0.96 |- 094 0.95 | 097 0.00 | 0.35 0.27 | 0.94
15 092 | 092 | 085 | 087 | 091 0.00 035 | 0.26 0.85-
16 095 | 095 0.91 092 | 095 0.60 0.32 | 0.23 0.91
17 0,95 | 0.95 092 [ 0.93 0.95 0.60 0.56 0.39 0.92
18 095 | 094 0.91 092 | 095 0.40 0.41 0,29 | 0.91
19 0.93 | 093 0.90 | 0.91 0.93 000 | 055 | 042 | 0.90
20 0.96 | 0.95 0.93 0.94 | 0.95 0.60 0.51 0.37 0.93
21 . }.092 | 091 0.85 0.87 091 | 000 | 0.44 | 033 0.85
- 22 094 | 094 0.92 | 093 0.95 0.20 | 0.39 0.20 | 0.92
24 096 | 096 094 | 095 | 0.9 0.80 | 045 | 031 0.94
25 10951 095 ) 092 | 093 | 095 | 060 0.48 0.37 | 0.92
26 095 1 094 | 092 | 092 | 095 0.40 0.37 0.28 0.92
27 1096 | 0.95 0.94 094 | 0.96 0.60 0.61 0.52 0.94
28 0.96 | 0.95 0.93 0.94 | 0.96 0.60 -] 038 | 0.29 0.93
29 0.93 | 093 0.88 0.90 | 0.93 0.00 050 | 039 | 0.88
30 094 | 0.93 090 | 0.91 0.94 0.00 040 | 0.31 0.90
Equity | 0.94 | 097 [ 092 | 091 | 0.91
NSRys | 0.39 | 0.54 | 0.89 0.75 0.25
VRFE 095 { 094 | 0.91 0.93 0.95
NF 095 | 094 | 092 | 0.93 0.95
Key:

DSR-Demand S_atisfaction Ratio
NSR-Node Satisfaction Ratio

VRF-Volume Reliability Factor (Gupta and Bhave, 1994)

NF-Node Factor (Gupta and Bhave, 1994)

G&B-Gupta and Bhave’s Reliability Measure
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Nodal adequacres mdlcate the percentage of water shortage experlenced by the consumers at

nodes for a given fatlure event. Th]S is the complement of the node rehabihty factor proposed by B

« Gupta and Bhave (1994). On the other hand volume rehablhty factor and node factor for a faiture - o

event md1cates the performance of the entire WDS In th1s example both the nodal adequacies.

and the node rehablllty factor suggest that the shortfall in demand is very smali at the nodes; =

- majonty of the time demand shortfall 1s less that 10% For all the failure events both node factor o
'and vo]ume rehabﬂity factor are above 0. 9 which suggest that the operation of WDS is not cr1t1caI
furthermore these measures provide only an overall mdicatlon of the consequences at nodes and
the WDS. They neither provide much details of how the nodes expenence the failure events nor
the failure experience of the consumers These 1ssues are addressed by the equ1tys demand 7

o satisfact:on ratro node satlsfaction ratlo and severity

Equity indicates the distribution of water among the nodes in other words it gives an indication of
the distribution of failure conse.quence among the consumer nodes. This should be considered in
conjunction with adequacy of the system. High equity means that distribution of the Water among
the nodes is hichiy uniform with respect to their required demand. System adequacy value of 1
and equ;ty of 1 will suggest that the WDS operate satisfactorily, lower values will" indicate
deterioratron in performance Higher values of adequacy will result in higher equities. But higher
equ1ty does not necessarily mean that the system operates with a high adequacy. If for example
' equity of 0.5 will indicate that the supply among the nodes are the non uniformity in the water
supply is high. The higher the equity, the more uniforrn the supply between the nodes. 'Therefore, :

one of the aims in WDS design is have a high equity values during pressure deficient situations.

In the above example the pipe failures 1,3,4,8 &9 result in equities 0,94, 0.9.7, 0.92,091& 0.91
and adequacies of 0.95, 0.94, 0.92, 0.93 & 0.95 respectively. This suggests the WDS and the
nodes operate in a satisfactory manner. That is the maximum demand short fall at nodes is on
average 0.08% and the shortfall in demand is almost equally distributed among the nodes as the

equities are below 1 and above 0.91.

Node satisfaction ratio is a complementary measure to adequacy'and equity, this suggest that the
percentage of nodes that satisfies a pre specified demand, in this case 95% of the demand during a
failure event. Higher node satisfaction ratio indicates greater percentage of nodes operating above
a pre Specified percentage of demand. In the above example the node satisfaction ratios for the
failure events as shown in the table are 0.39, 0.54, 0.89, 0.75 & 0.25 respectively. These values

indicate the percentage of nodes that do not satisfy 95% of the demand during their corresponding
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failures. If the pre specified demand is lowered to 90% the above values will become 0, 0.04,
0.18, 0.11, O respectively indicating only 4%, 18% and 11% percent of the nodes do not satisfy .
- 90% demand dunng failure of p1pe 3,4&8 respect1vely Also these values su gest that fallures o

S of plpe 1& 9 are much less severe compared to the ptpes 3 4 & 8

- Slmllarly demand satlsfact1on rat1o suggests the frequency of a partlcular node sat1sfymg the pre_' '

' speCIfled demand throughout the whole duratlon of the fallure event Th1s ¢an also tmply the .

" rellabihty of the node In thlS example for the glven 5 fa1lure event node 1 has a DSRgs is 0.8 that "~

- is 80% of the time the node satisfy 95% of the demand ‘When the pre spec;ﬁed demand is

- dropped to 90% the DSRgo for node 1 becomes 1. That is 100% of the time node 1 satlsfy 90% of -

- demand for any fallure event, -~ o o

The seventy measure is dlfferent from those d:scussed above as it takes the consumers behav1our
and their importance and the consequence into consideration. Therefore, it is capable of
determining the failure expertence of the consumers. The we1ght associated with this measure is
the.important aspect. They help to iden_tifv the importance of different consumer groups with

r_espect to their vulnerability to failures.

Severity comhines the consequence of the consumers with importance thus indicating the failure
experience. Acco'rding to the weights, it is app'ar'ent that higher the severity, the: more severe is the
consumers’ failure experience. For example consider the pipe 1 failure By analysing the
perforrnance of node 3 and 9, 1t can be seen that the latter node has a smaller flow shortfall than
the former one, also the severlty of node 9 is 0.89 hlgher than that of 3(0.39) thus implying that

consumers at node 9 will experience a severe failure than that ones at node 3.

In order to compare the perforrnance of the WDS for different failure events, system based
measures such as system adequacy, nede satisfaction ratios and equity can be employed. In this
example criticality of failure decreases in the following order: pipe 9, 1,3,8,4 which is based on
system adequacy (percentage of satisfaction of demand) and node satisfaction ratio. A .

comprehensive analysis of WDS performance is carried out in Chapter 6.

45



2.8 Conclusion

. ~In this chapter new-performance meas'ures are presented for the- purpose of evaluating the

. behav1our and performance of WDS durmg extreme s1tuat10ns (component fallure events and of o

- peak ‘demand perlods) ThlS is in hght of the fact that ex1st1ng measures are not sufficient to

mdlcate the nnportant aspects of the WDS durmg extreme events Tradltlonally the performance )

o 'measures used in the WDS have been developed to evaluate rehabﬂltles and tisk of WDS.

' Rel1ab111ty and risk measures alone do'not nccessanly capture the whole performance of the

system .' o i g

"The pfoposed performance measuﬁs unlike the existing ones, eyaluate the distribution of failure_ o

" consequence through out the system (equlty) They also Capture the failure experience at nodesby 7T

: con51der1ng the tmpoxtance of the node and consequence of the fatlure by way of employing
weights. On the other hand, the adequacy, demand satisfaction and node satisfaction ratios

present snapshots of different aspects of consequence of failure in WDS.

Some of the measures (equity and adeqnacy) proposed in this thesis originate from the field of
irrigation engineering. The similarities between 1rr1gatlon systems and WDS enabled those

" measures to be modified to be applled to WDS

In order to demonstrate the proposed performance measures, they were applied to an example
system (_'30' node network) and also a case study systern. The proposed measures are compared
with currently available ones. The results of the example system are provided in this Chapter 2

and that of the case study network is given in Chapter 6.

From the results it was observed that the proposed measures not only give more information
about the extreme events but also complement the existing measures. Therefore, it is an

improvement in the evolution of performance measures for WDS,

The main criticisms of the proposed and the existing performance measures are that they can only
be applied with network analysis models that are sensitive to pressures. The results produced by
the measures depend on the type of pressure dependent demand method adopted for network
analysis and in the way that extreme events are simulated. In other words the more realistic the
simulation of extreme event and the network analysis is, the more accurate the predicted
performance of the WDS, |
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- The principal conclusions of this chapter are:

.' .. e The performance of the WDS durmg extreme events cannot be fully understood by usmg

- _ ex1st1ng rellablhty, nsk a.nd avallablllty measures.

e __.Appropn'_ate pe_rfonnance_ meas_ur__es that are eapable "c_>f prov1d1ng _z.tdd.it.ieil.a-lu 1n51ght a_re ‘__. R

. needed. Hence new measures have been introduced. which compl_ement the ‘existing | .

measures.
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. CHAPTER 3

- COMPONENT FAILURE MECHANISM

R B Introduetion_-: s

- One of the atms of the water utlhttes is to provtde the customers Wlth an unmterrupted supply and L

satlsfactory ievels of servtce (LOS) However, in reahty leve!s of serv:ce to the consumers are - - -

often breached as a result of unforeseen events faced by the WDS The 1ncreases in consumer

demand due to urbamsatlon IOSSes n the dxstnbutlon system and component fallures are the mam ST

'factors contrlbunng to the unsatlsfactory levels of service in WDS. This thesis con51ders'

deterioration of WDS only due to component fallures

'Pipes, pumps, valves and storage tanks (reservoirs) are the primary components of the WDS. The
first three are the ones that often eaberience failures. The failure'frequencies of p.umps'are v.efy
small compared to that of pipes. Malfunctton of a pump may be more severe than that of a pipe as
the former failure may result in the entire network not getting water. In the mean tlme durmg the

 latter failure event some or most of the nodes may function within acceptable levels of service.

Failures in WDS are the result of a combined effect of physical, mechanical and operational.
factors acting on the components. It is not possible to eingle out their individual contributions.
Intensity' of a component failure varies with its age. Initially it will have a higher failure rate for a
short period followed by a lower and constant failnre rate for most part of the life of the

component and at the end very high failure rate for the remaining part of its life.

Failure behaviour of components in WDS are of random nature, therefore to simulate the failure
behaviour in WDS, a Monte Carlo type technique based on the probability distributions of failure

events is employed.

This chaptef_ discusses the behaviour of component failures in WDS and reviews currently
available failure prediction and simulation models. It also proposes a method to generate random
failure events in the WDS and to simulate the dynamic behaviour of the failure events. The
proposed methodology is based on that given by Wagner et al., 1988b, however modifications
were incorporated. Furthermore unlike in Wagner’s method, the proposed method also generates

time to isolate the failure, enabling to simulate the entire failure process of a component.
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The proposed methodology is applied to a 30 node network to demonstrate the capab'ilities and
results are provided at the end of this chapter.

. 32Stresseson WDS -
. Water _d_is_tr_ibution-" sy.st-ems.-héve ce.rtéi-n. objectives rhat_ need to' be met. Those .h_a:v-e been -
discussed in chapter 2. The méﬁri issite related to functioning of WDS is how well a WDS can
meet these obJectlves There are some global pressures that mhxbrt the system from meetmg its

objectwes These are classrfred as:

«  Tncrease _iri_ demand. -
o . Climate change impacts. .

- & Deterioration of assets.

Unsatrsfactory performance of WDS can be attributed to one or a combmatron of the above

mentloned causes.
3.2.1 Increase in Demand

) ‘The demand increase in a WDS occurs as & resulé of social snd environmental changes that |
directly influence the behaviour of consumers and the water supply system (Memon and Butler,
- 2005). Demand increase forces WDS to breach the desired levels of service provided to .the '
consumers, Figure- 3.1 gives an indication .of the increase in non irrigable (domestic, industrial

and livestock) water use throughout the world.

700 - ' o @1995
600 -
500
400 -
300 4
200 -

Consumption{cubic km)

Figure 3.1; Total Non Irrigation Water Consumption by Region (Rosegrant ef al., 2002)
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Increase in consumer demand without improvements to the WDS assets and increased (water)

' resources wﬂl put severe stram on the system. WDS are desrgned to accommodate only a certain -

. amount- of. addruonal load durmg its desrgn hfe Events such as unexpected 1ncrease m :

) populations create a sudden surge in water demand that breach the deswn values Such suuatrons L

prompt the system to operate w1th reduced levels of servrce, thus farhng to meet the set objcctrves o
of the WDS. ' ' '

Main fac_tors which contribute to the increased demand ina WDS are:

_ Urbanlsatton ;
o -_'_, Improvements in standard of lwmg and ltfe style

" Population increase.

It is a well known fact that there is arapid movement of populations from rural areas to urban
centres (Vairavamoorthy, 1994). For example between 1950 and 1990 the number of cities with
populations of more than 1 mitlion increased from 78 to 290 and this is expected to exceed 600
by 2025 (Yan, 2006). This has put severe strain on the urban infrastructures, especrally the WDS

" making them unable to meet the consumer demand.

' Another factor that aggravates the prob_lem of urbanisation and water scarcity is the increase in
population. Currently the population increases at an average rate of 1.2% in the world, and in

Aftica alone the rate is twice the average rate (DFID, Climate change in Africa 2005). This

feature is very critical in developing countries. It has been estimated that by 2025, a third of the ~

popu!ation in the developing world will face severe water shortages (Seckler et al., 1998).

Rapid urbanisation of cities is a sign of economic development in the region. As a result a cross
section of consumers will be achieving higher living standards. This is usually reflected by their
lifestyle. Consumers with higher standard of living generally have a higher per capita
- consumption compared to those experiencing lower standards. This fact is reflected by the
difference in per capita consumptions of the developed and the developing countries. A
contributing factor towards this phenomenon might be the use of household appliances and other

equipment that the latter group does not have the luxury of acquiring them.

The increase in demand caused by the above discussed factors is further aggravated by the
depletion of existing water resources. This results due to pollution events and the over

exploitation of the sources. The impact of water source depletion on the agriculture may be very.
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significant than on the potable water supply. This is mainly due to that the quantities of water

used for agriculture is much higher than that of potabl_e use.

o It is well documented in the lrterature that unplanned urbamsatlon combmed with water scarcny_- B

s has forced the water supply systems in major c;ttes espec1a11y in the developmg wor]d to operate S

.:.: .1nterm1ttently (Valravamoorthy, 1994 Akmpelu 2001)

: Intermlttent systems are where there is supply only a few hours a day Wlth low resrdual pressures _' -
- These systems supply a reduced ﬂow that has negatrve impacts on the health, hygiene and the

quahty of life of the consumers The i 1nconven1ences of the consumers are compounded by the

- urnusual t1mmgs of the supply in such systems and sometime forcmg the consumers to queue for N

| _ water at t1mes when they would otherwise be rather workmg {Akinpelu, 2001) Such systems _ -

_ come at 4 cost to the consumer by way of _forcmg them to mcur capital costs for additional storage

facilities.

This situation clearly shows that acceptable levels of service are breached, therefore failing to
meet the objectives of providing sufficient quantltles of safe drinking water with sufﬁc1ent

res1dual pressure

- 3.2.2 Climate Change Impacts

‘Some of the unusual and unpredictable environmental changes have been blamed on the climate
change phenomenon. Some countries are increasingly experiencing drought conditions, in the
mean time others experience devastating floods. These changes in climatic conditions influence
the water supply system. Drought conditions in places where there is already a water shortage

will further weaken the water supply..

However, there is very little information of the precise impacts of climate change phenomenon on
specific locations (DFID, Climate change in Africa, 2005). Most climate change predictions are
for long term (2050-2100) and there is great deal of uncertainty in short term predictions and the

climate models make predictions on a very broad scale,
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3.2.3 Deterioration of Assets

. Structurel and fuhctional deterjoration of water distribution system assets are iheifitable Agirig of

‘water d;stnbutlon assets IS a g]obal problem Some of the water dlstnbutlon assels servmg the' R

R 'utrhtles in Western Europe and North Amerrca are: more than 150 years old (Saegrov et al,

1999). It i is estlmated that 50% of all larger d1ameter water mams in the 50 largest cities in the US L

" are more than 50 years old (Summers, 2001) Interactlon of different factors associated wrth plpe '
. deterioration makes ita complex process These factors are mainly categorlsed into phys1ca1 (aoe
diameter, matenal length etc. ), envrronmental (sorl Corrosivity, - internal and external loads
. ;'locatron etc) and operatronal {break history, leakage record, operatlonal pressure efc.) factors
- (Yan, 2006) However, the degree of contribution of each. of the factors to the deterroratron'-” .

process is unknown.

Deterioration of water pipes has been one of the concerns refated to WDS that may pose a public
health hazard (Yan, 2006). Aging and deterioration of the water distribution assets compromise
the integrity of the water distribution system. This causes water Ioss from the distribution systerrr
through leaks, intrusion of coﬂt_aminants_, loss in carrying capacities of the pipes and also
increased failure frequencies. These events will have a direct negative contribution towards the

levels of service to consumers, making the system unable to meet the objectives. - -

Water losses in distribution systems are a common phenomenoh, losses occur mainly dug to

leakage resulting from deteriorated assets, faitures and illegal tapping. The water loss in a WDS is |
categorised mainly into two types: apparent losses and real losses. The first type of losses is due
to unauthorised or illegal connections on the system and also due to metering errors. However,
the more important’ component of the water loss in terms weter conservation and demand

management perspective, is the real loss.

The real losses results from the leakages through joints and cracks in WDS. The high volume of
background (undetectable) leakage in the system is due to the large number of joints and fittings
on the service connections between the main and the property boundaries (Farley and Trow,
2003). New bursts on the transmission mains and the distribution pipes further aggravate the

situation. Most common factors contributing to the real losses are:

e Leakage on transmission and distribution mains,
s Over flow and leakage at storage tanks.

s Leakage on service connection.
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It has been noted that WDS losses a considerable amount of water during the distribution process.
Water loss in distribution varies country to country based on existing conditions of water
distribution lnfrastructure and water management practtces The losses may range from 44%

' '(Malta) to 2.4 % (Smgapore) of the total mput dependmg on the consumptton per’ serv1ce

s connectlon (Farley and Trow, 2003) Albert there have been speculatrons about the llIlltS used in L

- determtmng real losses, the amount of water lost asa result of real 1osses is enormous OFWAT L
: specrﬁed leakage reductlon target in 2006 for Thames Water is 860 mﬂhon litres per day‘i o
(OFWAT 2007) Such amount of water 1f saved will make a big dlfference ina WDS satrsfying ;

the set levels of serv1ces to the consumers

e -'Intemal cleterloratlou and agmg plpeS causes the reductlon in the carrymg capacrtles of the prpes,:"'- .

resultmg m greater energy losses durmg the dlStI’IblIthl’l of water Thrs creates pressure problems
- in the WDS and also result in inefficient operation of the system. Loss in carrying capacnty can be
directly related to the bacterial growth in pipe walls. This alters the effective diameter of the '
pipes. The carrying capacity depends on Hazen Williams's friction coefficient and dimensions of

the pipes (Vairavamoorthy, 1994).

:‘ Main components in a water distribution sy.stern are the pipes, pumps, reservoirs or storage and-
'_ the valves. These are often susceptible to failure events, Failures are influenced by physical,
' environmental and operational factors. It is difficult to single out the contributions of individual .
~factors in the failure process. The impact of deterioration on component_failure frequencies is a
factor of importance. As a result of the deterioration process the structural characteristics of the
pipes are compromised. Especially the corrosion pits will affect the pipe wall thickness making

the pipes vulnerable to failures,

It is recognised that a pipe which has a history of failures is more likely to fail again than a newer
one. This has been acknowledged by Shamir and Howard (1979} and Walski and Pelliccia (1982).
‘They proposed a pipe failure prediction model that determines the break rates at a given time
. Their relationship considered the previous break rates and failure frequencies in order to predict |
the current break rates. Therefore, it is evident that the deterioration of component increases the

failure frequencies of the pipes.

In the event of a pipe failure, the WDS will exﬁerience a sudden increase in demand due to the
loss of water through the burst. The distribution system will operate in a failed mode. Once the

burst is found and isolated, the WDS will still operate at a reduced carrying capacity as the failed
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links are taken out of service. The normal supply will resume on]y after the repair of the burst is
completed, Furthermore, cracks on the plpes may result in mgress of pollutants mto the WDS -_

when 1t 1s empty These types of events are more hkely to occur in mterrmttent supplles '_ o )

It is 1mperat1ve to acknowledge that all the above mentloned events (cllmate chanoe demandl,"’t.

" increase and the asset deterloratlons) are capable of havmg a negatlve mﬂuence on the . WDS

" levels of service. This thesis only con31ders the component failure aspect. Therefore, next sect_lon AR

- discusses the component failure mechanisms in ‘water distribution systems The discussion

focuses mamly on the plpe faitures smce they are the events often causmg mterruptlons to the R '

: ' supply

33 Component Failure Mechanism
Components in the WDS are often subject to failures. These events occur at different stages of -
their life. Remedial action to a component. failure event depends on several factors such as the -
' econom_'ical life of the component, the available options (to repair of replace) and the availability
of resources (ﬁnancial, technical, and human). Maost frequent remedial action to a failure event is
repair, as the cost of a repnir ‘process is very small compared to the replacement option and also
due to the fact that WDS components mfe repairable. The rest of this section explores the failure
behaviour of components particularly considering pipe failures. For a well designed water

- distribution system, most of the pipes can be considered repairable. The main reasons underlying

~ this nature are:

e The cost of repairs is small compared to replacement.
¢ The environmental effects due to failure are minimal. _
o The availability of additional storage reservoir in the network.

¢ The redundancies and the diversity associated with the network.

During a pipe failure, a small part of the pipe can be repaired or replaced to restore the pipe to its -
original state without replacing the entire pipe. The pipe may have undergone several repair
events before being replaced. Therefore, successive failures are not identically distributed and
- also not independent. (O Conner, 1995). Many repairable systems, including pipes, typically
have a “bathtub” shaped failure intensity function (O” Conner, 1995). This is shown in Figure 3.2.
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Where /I(t) is the fallure rate.

When a pipe is newly installed, the failure intensity can be high and as a result high failure rates.
This can be described as a settling in period, possibly due to construction practices. After early
faults have settled down, the failure intensity will be smaller and remain relatively constant for
long periods of its useful life. Then as the 'pipe ages, the intensity will begiﬂ to increase and the
pipes start deteriorating. This is the period of most interest, as eventually the intensity w1ll exceed

-a certam level, and it will become cost eff1c1ent to replace the pipe.

Pipe breaks occur due to excesswe external loads, plpe age, mternal condxtlons of the pipe
(corrosion pits, cracks), vulnerable Joints, stresses due to mlsahonments, previous pipe break
rates, etc. Physical mechanisms of pipe breakages are very complex process often not completely
understood. The different indicators that influence the pipe deterioration can be categorised into
physical, environmental and operatlonal factors. These are listed in Table 3. L. Several of these
indicators are becoming increasingly available from inventory databases (pamculariy the physical
indicators). However, some indicators are difficult to obtain (e.g. the external protection,

workmanship, soil condition indicators) due to incomplete data records. '

It should be noted that the indicators are not limited to those listed in Table 3.1. These are basic
deterioration indicators, past studies indicated that these indicators influence the pipe
deterioration most (AWWSC, 2002). This section explains their overall impacts on water pipe

deterioration.
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Table 3.1 Water pipe deterioration indicator (Yan, 2006) -

Physical indicators Environmental indicators Operatwnal indicators
(1)" (2) (3
Material .~ ~++_ | Bedding condition Frequency of supplies - -~ |
Year of mstallatlon - .| Traffic load - .| Duration of water supplies "~ " {" "~ -
Diameter =~ Surface permeablhty '| Number of valves" . ,
Length . .| External protection Number of CODHCCthl’lS ]
Joint method - - - { Soil condition _: - Leakage record . -
Internal protection Groundwater table Complaint frequency -
Workmanship Buried depth - . - Brcakage hiStory

Descrlptlons of the effects of these factors are gwen below ThlS sectlon only prov1des a summary _

- of the factors that contnbute ) the pipe detenorahon process A comprehenswe review canbe - - .

found in Yan (2006).

331 Physical Indicators

-3.3.1.1 Pipe material

_ Watef distribution pipes are made of diff érem materials. The rates of pipe deteribratibn vary from |
' one material to another. This is reflected in the decaying rate of Hazen William friction
coefficients (C value) w_ith .pipe age. Therefore, the C vélues of the pipes can be used as surrog_ate
‘measures o identify the rate of deferioration. Table 3.2 as given in Yan (2006) indicates the

variation in C yélues with pipe age for different materials.

Table 3.2: Typical values of C coefficient for different types of pipe material. (Yaﬁ, 2006) -

Pipe : Agein years

Material | New 10 20 30 40 50 60 | 70 | 80
DI 140 130 130 120 [ 120 120 110 { 100 | -
PVC 150 | 140 140 140 | 140 140 | 130 | - -
HDPE 140 130 130 | 130 | 130 130 | 120 - .
AC _ 150 130 130 120 | 120 120 | 100 - -
PE 130 | 120 120 120 | 120 120 1o |

PC/RCC 130 | 120 110 .| 95 70 70 70 - -
Steel/GI 150 . | 130 130 100 [ 100 100 60 | 60 | 60
Cl 1 150 110 100 90 80 70 70 | 60 -

From the Table 3.2 it can be seen that Steel/GI and pre stressed (PCj/reinforced concrete (RCC)
material deteriorate quickly than other materials such as DI, PVC, and HDPE etc.
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| 3.3.1.2. Pipe diameter

Walski-and Pelliccia (1982) .acknosyledged_ the impact of pipe diameters on the pipe fail'u_res'.. '

~ They developed expre'ssions that predict the failure frequencies of pipes' taking the contribution o

o of the plpe dtameters into account Kettler and Goulter (1985) prov1ded a regresswn equatlon for - ,

the number of breaks versus dtameter and time for cast lron and asbestos concrete mams in
Wmmpeg, Canada. Their expressions md1cate a stronc 1nverse relanonshlp with pipe failure and
drameter Loganathan et al (2002) mdlcated that apphcat:on of Kettler and Goulter’s reoressmn :
' ,_equatton to pipes in New York Phlladelphxa, and Saint Catharmes Canada, a]so show decreaSmg )
fallure rates w1th mcreasmg dlameter in these three cities, - in- Wthh fallures were found to

- _mcrease llnearly w1th t1me The reason behmd thrs phenomenon may be that
e Larger pipes are laid _With greater care. -
» Pipe wall thickness increases with pipe diameter hence less susceptible to failure .

¢ Larger pipes are less susceptible to ground movements as they have greater cementing

surface area (Cooper et al., 2000).

3.3.1.3 Pipe length

The vulnerability of pipes to failures is directly related to its length. Longer length pipes are ntuch
more vulnerable than that of shorter length. This is because longer pipes are more likely to be
overstressed resulting in potential longitudinal breaks (e.g. hoop stress — longitudinal breaks
caused by transverse stresses). Vulnerability studies of various pipes from eerthQuake hazards

‘further reinforced that pipe failures increased with pipe length (Yan, 2006).
3.3.1.4 P’ipe joint methed

Types of joints used in WDS pipes have a significant impact on failure. Joints can be
characterised by their strength to withstand stresses, ability of ﬂexibility to withstand movements
and water tightness. The joint types vary with pipe material ano size. Mays (2000) indicated that
welded joints are often used with steel pipes of a diameter of 600 mm and above, while bell and
spigot with rubber gaskets or mechanical couplings are common for pipes less than 600 mm.
Lead, leadite and rubber joints are often used with cast iron pipes. Most commonly used joint
type with ductile iron pipes, asbestos cement pipes, reinforced concrete pipes (RCP) is the rubber

joints. This joint altows for some deflection without sacrificing water tightness (Mays, 2000). The
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rubber gasket Jomt alleviates the shortcommg assocrated with leadite and r:gid joints in terms of

' allowance for deflecuon whrle a leadite Jomt is inferior to a lead joint (A‘WWSC 2002)

: 3.3.1.5 Ir_iternal prqtection X :

Type of 'iuterﬁal' pr'otectiou' us'ed"iu”\uaier'lplpes inﬂue'ﬁc'es' thei'r:"de'ter'ioratidn preeess due'to - .

. corrosmn Intemal corros10n can cause p1pe degradatlon (e.g., plttmg) wh1ch can result in.

Ieakage or Vulnerablhty to mechamcal fallure

, Modern meta]lic pipes are mostly manufactured with internal linings to preveut internal corrosion

- from soft or aggressive water. However, older metallic prpes may be unlmed and would therefore, Lo

be Susceptlble to- 1nternal corrosron The . AWWA Research Foundatlon has pubhshed two

' manuals that provrde a detalled descrlptlon of mtemal corrosion processes and their control
'(AWWARF 1989 AWWARF/DVGW 1986)

332 Environmehtul Indicators
3.3.2.1 Bedding condition

) Formetion of voids and loss of support on laid pipes can contribute to pipe failures.'Therefore, _
providing bedding support is an essential part of pipe lay'ing process. Standard pipe installation
' practices give indications of bedding types needed for different pipe materials and soils. The type
of bedding required is determined by a number of factors, including pipe material, size, éurface
load and werking pressure. Bedding type may vary from loose fill to complex bedding consisting -
of concreted and specially selected back-fill material (Smith ef al., 2000). The types of bedding
material that pose the greatest threat are silts and sands while those with the lowest degree of

impacts are clays.
3.3.2.2 Soil corrosivity

Pipe failures due to external corrosion are primarily caused as a result of the soil corrosivity. The
risk of external corro.sion of pipes is extremely high in areas with high soil corrosivity than with
- moderately or non corrosive soils. The corrosivity of the soils is influenced by the soil moisture,
_ supply of oxygen, salts, soil resistivity, and microbial activity (Cunat, 2001). The effect of soil
corrosivity on pipes can be negated by taking appropriate measures such as selecting the
appropriate pipe material and using cathodic protections, Table 3.3 below gives types of soils and

their respective corrosive natures as given in Yan (2006).
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TabIe 3.3: Soil corroswity for dlfferem types of smls (Yan et al 2006)

Sml type : . : Corrosivity
Sand . .. . . Essentially non—corroswe
Loamy Sand .-~ .. . | Mildly corrosive ..~ = - .
Sandy Loam " ~* - '| Mildly corrosive = "~
Sandy ClayLoam | Mildly corrosive
Loam ~ . . = " "| Moderately corrosive
SiltLoam -~ - . - .-~ | Corrosive = o
Silt. 3 _' | Highly corrosive
ClayLoam - - .| Highly corrosive -
Silty Clay Loam - =~ Highly corrosive .
SandyClay -~ . -1 Corrosive o
Silty Ciay . | Extremely corrosive
Clay - oo | Extremely corrosive .

3.3.2.3 Workmanship

The human factors in pipe installation are one of the many factors that contribute to the pipe
failures. These include not following standard codes of practices due to unavailability or lack of
enforcing such methods ThIS leads to poor workmanship that directly affects the frequency of

failures regardless of pipe age and other relevant factors. Workmanshtp cannot be quantxfied but

is usually indicated usmg descriptive statements such as bad good or very good
3.3.2.4 Surface permeability

Permeability of ground indicates the ability of .the gréund to allow the movement of moisture.
Highly permeable ground surface allows a large amount of moisture to percolate through the
ground to thé pipe surface. Moisture from the surface carries residual road salts along with it to
the pipe surface. This might create conducive .environments for corrosion' to take place.
Therefore, highly permeable soils may act as a factor that contributes to the deterioration process

of pipes.
3.3.2.5 Groundwater condition

Ground water in the areas of buried pipe may contribute to the deterioration of pipes due to the
quality of water flow. The location of water table may be permanently or intermittently above or
below a water pipe. The contributions of ' ground water to pipe deterioration are from the

following ways:
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- & Water with mmerals may corrode p1pes Some groundwater is aggressrve towards certarn

. plpe materlals .

. .'.- : Water ﬂowmg through the beddmcr materlal may cause ground Ioss and a subsequent lack e

_,-.'of support to water plpes S

e Interrmttent wettmo and drymg wrll make the beddmg materral unstab]e
3.3.2.6 Buried depth N

'The buried depth has an mﬁuence on the structural farIure of the plpe Water dlStrlbutIOIl prpes

S must be burled deep enough in order to avord damage to plpes by compressnon due to overhead

" foads eSpecraHy traffic loads. Smith ef al. (2000) suggested that in areas where vehrcle traff1c is

not a-concern, the top of water lines should be located at least 15cm beneath the maximum

recorded depth of frost penetration, typically 1.2m deep.

Davies et al. (2001) _reported from observations that pipe defects decreased steadily up to a
certain depth and after that'the defect rate increases. The first occurrence probably reflects road
traffic and the second occurrence reflects the effect of backﬁII soil and overburden pressure and

soil morsture with burred depth
3.3.2.7 Traffic load

Pipe failure rate increases with traffic load and the traffic load are normally greater on main
(principal) roads. However, it should be noted .th-at. principle roads are structurally .stronger.
Therefore, failure due to traffic Ioad on the pipes along principal roads may be minimal. Traffic
load therefore, should be considered as a trade-off between the loading and the type of road,

rather than being based on a single factor.

3.3.3 Operational Indicators

3,3.3.1 Number of valves

The water distribution systems consi_st of various types of valves that carry out different
functions. Number of valves in the WDS introduces twice as many joints that can create
vulnerable points in the distribution system. Furthermore it has been. observed that pipes with
greater number of valves deteriorate faster than those with less because the operation of valves

affects the flow pattern and may also cause pressure waves which increases stresses on pipe wall.
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it is therefore, assumed that the prpes installed with valves detenorate faster than the prpes
' wrthout valves (Yan 2006) '

- 3.3.3.2_Fréquelrcy of supply

The""wé{rerh'“ supply 'sys'te_rﬁs' in | developing eeﬁhn‘ies' usually . 'oﬁe"r'mé’a 'irr'terrrrittenf-l-)“r =

. (Valravamoorthy, 1994 Akmpelu. 2001) The frequency of water delivery in the plpe may vary .

(for example from twice a day to once in two days) The mterrnlttent water supply deteriorates the
' prpes due to the variation of pressure from maximum to zero resultmg in the plpes belng ina. .
contlnuous dry and wet situation. Therefore, the greater the mtermlttency of supply, the greater .

_ thie detenoratron of | pipe
. 3.3.3.3 Duratibn of _water supply |

In intermittent water supply sstems. durations of supply. vary depending on the availability of
water (e.g. 2 hours or 4 hours for each supply). When there is no water in the distribution pipes,
they experience wet and dry situations and results in air oxidation of pipe walls. Making the

chances of a pipe becoming deteriorated is greater, when there is no water in the pipe.
3.4 Pipe Failure Prediction Models

Pipe failures, as mentioned in the above section are influenced by several factors. The
conseqirence of a failure may be a reduction in the levels of service to consumer. In order to
estimate the loss in levels of service, the essential information required is the understanding of
frequencies and durations of component failure events. This is achieved by using component

failure prediction models.

Pipe failure prediction models can be classified as phyéi_cdl moedels and statistical models. The
physical-based models attempt to predict the pipe failure through estimation of the stress from
load (environmental and operational) and the scope and severity of corrosion on pipe walls.
Whereas, statistical based models predict the probabilities and/or frequencies of pipe breakage
using the past pipe breakage data to project a breakage pattern. These classifications ere further
subdivided into physical deterministic, physical probabiliétic, statistical deterministic and
statistical probabilistic models (Kliener and Rajani, 2001; Yan, 2006). A summary of the review
of these models is given below. A comprehensive review can be found in Kliener and Rajani
(2001) and Yan (2006).
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| 3;4.1 Physical based models |
Physical models have been developed in order to try and predlct the pipe fallures due to the -

o cumulatwe effect of the physical loads acting on the plpes Khener and Rajam (2001) rdentlfxed’.,'

: _'_the prlmary components of the complex physu:al mechamsms that 1nﬂuence the p1pe fa1lures as:

* Pipe structural propernes, matenal type, plpe sorl 1nteractlon and lnstallatlon quahty

. Intemal loads due to operanonal pressure and external loads due to buned sorl traffrc and- -
frost. .. | | |
. Material detenoratlon due to the extemal and 1nternal chemrcal b1ochem1ca1 and electro- _

L chemlcal environment,"

The sub division of physical models in to deterministic and probabilistic, distinguishes the
applicability of models to different situations based on the availability of data. Deterministic
models fail to consider the uncertainties 1nvolved with the characterlsucs of fallure event. On the
other hand probabilistic models 1ncorporate the uncertainties correspondmg to each parameter

that contrlbutes to the failure event.
'3.4.1.1 Physical deterministic models

One of the main reasons for external deterioration of cast iron and ductile iron pipes is the
electro-chemical corrosion. This results in development of corrosion pits on pipe walls which
grows with time eventually leading to pipe break. Physical deterministic models estimate the

impact of corrosion pits on the residual strength of the pipes.

Doleac et al. (1980) proposed models relating the corrosion pit depth and pipe age to the pipe
wall thickness of cast iron pipes. The model was validated with 5 pipe samples by comparing the
~measured pit depth to that of calculated from their model. The comparison produced mixed

results and is not sufficient to provide significant validation.

Kiefner and Vieth (1989) developed an analytical model that predict the pressure at Which a pipe
with a corrosion pit would fail. The model assesses the reduction in structural resistance in the
presence of corrosion pits. This model was primarily used with ductile material such as steel
pipes that are mainly used in the oil and gas industry. Therefore, the appropriateness of the

applicability of this model to cast iron and ductile iron pipes is not clear.

62



Randall- Smlth et al. ( 1992) proposed a hnear model to estimate the residual service lrfe of water
mains under the assumption that a corrosron pit’s depth has a constant growth rate. The mode! -

' _was developed as a rough screemng tool to rdenttfy poten‘ual problems rather than provrde a.

',"'means to predtct breaks Rajam and Makar (2000) developed a’ methodology to. predlct the e

remammo* service Itfe of grey cast 1ron mains by calculatmg the re31dua1 strenath of a p1pe The T

ca]cu]atron combmed the elements of the frost load axral stress hoop stress, tensnle stress and the =

remaining wall thlckness

'-External loads sttch as the frost, earth and the traffic loads acting on the WDS pipes are one of the )

main causes of plpe deterroratron These factors have a dlrect correlatton with the pit depths on

o the plpe walls; .__..; L e e __ EEEE—

Rajam et al. (1996) developed prediction' models to estimate the external ‘loads especially the
- frost loads acting on the buried pipes in trenches and under the roadways. The frost models are

complex and some of the input parameters such as the frost heave are not readily available.

Rajani et al. (2001) proposed a model based on eﬁ experimental study on pit and spun cast iron
~ pipe samples; with and without corrosion pits. “The model attempts to establish how the
dimensions and geometry of corrosion pits influence lthe residual strength of grey cast iron mains. N
The proposed model is based on a small-scale laboratory test and it needs to be v_alidated with
large-s_cale tests. In addition some material properties such as fracture toughness that are used by'

. the mode] are not readily available for most of pipe material of interest,

Seica and Packer (2004) carried out an extensive test-orr 11 excavated pipes in Toronto, Canada. -
The mechanical tests include tension, compression and ring bearing test as well as full-scale

longitudinal bending tests. The results confirmed that the mechanical properties of iron exhibit

significant variation. It was suggested nothing should be assumed in the attempt to estimate the

behaviour and strength .of cast iron pipes. Therefore, comprehensive sampling program that

includes mechanical testing procedures was needed (Yan, 2000). Seica (2004) also developed a

finite element model to estimate the remaining strength of water pipes based on experimentally

" obtained material properties.'Using the tools developed by Randall-Smith et al. (1992) and Seica
and Packer (2004) and also employing the appropriate corrosion models, the remaining life of a.

cast iron pipe could be predicted thus the sections which require attention could be identified.

Yan er al. (2006) proposed the Pipe Condition Assessment (PCA) model to generate surrogate

measures to represent the deterioration of pipes. This model does not predict failure rates, rather it
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_ranks the pipes accordmg to their cond1t1ons with respect to deterloratton ThlS mode] has the

ab1hty to mcorporate as many factors as necessary to estlmate the deterlorauon of pipes. The PCA

' proposed by Yan et al. (2006) con51dered the phy51ca1 envnronmental and operatronal factors in

‘ evaluatmg the condxttons of the plpes Thls model 1s dtfferent from the other ptpe farlure R '

predlctton models smce it uses fuzzy based techmques The fuzzy mathemauc techmques have
) been used in order to 1ncorporate factors that cannot be expressed usmg deterrmmstrc quantttles -
such as surroundmg condition (good bad or excellent) soil corroswzty (hrgh moderate or -

: mrld)” etc.

Once the effects of the factors mﬂuencmg the plpe detenoratlon is estabhshed usmg fuzzy'
" compromlse programmmg, (Bardossy and Duckstem 1992 Yan and Va1ravamoorthy, 2003) the '

pipe deterioration index is developed which represent the degree of deterioration in pipes.

The pipe condition assessment model (Yan et al., 2006), predicts the conditions of the pipe with
respect to the deterioration and ranks them from very good condition pipes through to very bad
ones. The advantages of Yan ef al. (2006) model compared to other models are that it considers a

variety of factors that influence deterioration of pipes. The main disadvantage of this model when

applied to predict pipe breaks is that it only gives a surrogate measure of the COﬂdlthl’l of the p1pe B

'_ concerned rather than the break rate.
: 3.4.1.2 Physical probabilistic models

These models estlmate the probability of pipe failure by using probab111ty d1str1but1on functions

of contributing parameters of pipe deterioration.

Ahamed and Melchers (1994) developed a physical probabilistic model to estimate the failure
probability of steel pipes based on Spangler-Watkins in-plane pipe-soil interaction model. They
used a simple power function to calculate the wall thickness over time. The in-plane tensile stress _
was related to the age of the pipe by an equation where each parameter and independent variable
in the model was then assumed to have a probability distribution with a known mean and
variance. The mean and variance of the dependent variable, namely the in-plane tensile stress,
was approximated using the second-moment description method. Later, Ahamed and Melchers
(1995) included the leakage of fluids through corrosion plts with this model. The leakage rate was

modelled as an exponential function of time and the corrosion pitting rate.
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Several probablhsttc physrcally-based models have been deveIOped that use the pipe residual
strength proposed by Klefner and Vieth (1989) Hong (1997) suggested a log—normai distnbution

- for the ratto between observed resrdual strength of a pipe and the predzcted value Agam Hong

(1998) related the probablllty distribution for the res1dual strength ratto to the corroswn pit S

d1mens1ons and developed a probabﬂistrc expressmn for the load- reS1stance ratlo between the'

- operatmg pressure actmg on  the pipe-and the re51dua1 strength of the p1pe under pressure Thc -

models proposed are more suited to ductlle p1pe materlal since they used the re81dua1 strength S
model proposed by Kiefner and Vieth (1989). The hmitatrons of these models when applying to
" the water mains are that only the 1n—plane stresses have been consrdered and the growth rate of

o corros:on pltS is not eXpllClﬂy modelled

._ “The physrcal mechamsms that lead to prpe breakage are often complex and not completelyr
. understood. The physmal models developed in the past did not consider all the parameters that
influence pipe deterioration. In addition, much of the data required for physical modelling is
unavailable or very costly to acquire. Although the physical modelling of pipe breakage may be a
robust way to predict pipe breakages, it is limited by existing k.now'ledge and lack of data.

3.4.2 Statistical Models

The statistical models fall mto three main categones determmrsttc, probablllstlc and probab1hstlc
group models (Klemer and Rajani, 2001) The differences between these models are primarily the
consideration of indicators that influence the breakage pattern. The deterministic models calculate
the number of breakages using two or three parameter- equations and are best applied to
homogeneons water mains group. The probabilistic single variate models develop the probability
distribution functions of the pipe breakage rate from historical data. The breakage rate is a
combined function of many parameters that influence the pipe failure. These parameters may
differ from pipe to pipe, and therefore the models are more suited to individual pipes The
probabilistic group derive pipe breakage probabilities by applying probabillstlc processes on

groups of data. A review of the various methods is presented below.
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3.4.2.1 Statistical deterministic models

The statistical deterministic models typically use two or three parameter equations to model the '

breakage pattem for groups of water pipes that are relatrvely homogeneous with respect to factors e o

- 7 -.‘_'that mrght mﬂuence thelr breakage pattem These models are relatlvely 51mple to apply but B

require. careful con31deratnon of group partltlons schemes Some of the 1mportant studles are’

' 'rev1ewed below

Shamlr and Howard (1979) used regression analysm to develop an exponentlal model for the -

breakage rate of a plpe as a functron of time. The proposed break predlctton model that relates

__:lplpe breakage to the exponent of 1ts ‘age can be ‘used to fmd the optlmal t1m1ng of pipe ... e

- replacement to mmnmze the total repa:r and replacement cost The proposed relat1onsh1p is given C

as:
'N(z)=N(r0)eA"'8) ' (3.1

Where tis the elapsed in years, N (t) is the number of breaks per unit length (km) per year,

N(1,)is the number of breaks at the year of mstallatlon of pipe, & is the base year time and Ai is. -

the coefftcrent of breakage rate growth,

It is assumed that the pipes always have a break rate albeit very small in the beginning of its life
- (Figure 3.2). Shamir and HoWard (1979) did not provide any information on the quality and
quantity of the data used_ in deriving the.expression._ However, they suggested that regression
analysis should be applied to pipes that are homogeneous with respect to the factors that influence
the breaks. Shamir and Howard’s (1979) two parameter model is relatively easy to implement.
The exponential model assumes that all the water mains in a group fail uniformly; this -

assumption has been questioned in the literature (Kliener and Rajani, 2001).

. Walski and Pelliccia (1982) enhanced Shamir and Howard’s exponential model b'y incorporating
~ two additional factors (the ratio of break frequency with previous breaks to overall break
frequency for cast iron and the ratio of break frequency for 500 mm diameter to overall break
frequency for pit cast pipes) in the analysis to account for the known previous breaks in the pipe
and breakage frequency for large-diameter, pit-cast—iron pipes respectively. The first factor

implies that once a pipe breaks, it is more likely to break again and the second factor accounts for
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: observed drfferences in breakage rates in large diameter pit cast iron pipes. The 1mproved model

takes the followmg form

B N’(t.) %'C',_CQN_(_I{;)eAff%g)_;_f R 32 '

“size. -

Walski and Pelecia’s (1982) improved cxponential model considered the type of pipe casting,
- p'ii)e'diar'neter and' distinguishee between first and 'eubSeqaeht breaks | Tﬁey did not indieate how
. much 1mpr0vement was made by correctlon factors on the prediction capablhty of the model Ttis
: obv:ous that the factors cons1dered in the model have a d1rect correlatlon with the breakage rate'
_ of the water mains, It is not very clear, that the assumption of the correctlon factors to act -
multiplicatively on the breakage rate, which implies that these factors only have an impact on the

initial breakage rate, not on the annual growth of the break rate,

Clark er al. (1982) observed a lag between the plpe installation year and the fIl'St break and
consequently . proposed to further enhanee the exponentlal model proposed by Shamir and
~Howard (1979). They transformed it into a two-phase model comprising a linear equation t_o

“predict the time elapsed to the first break and an exponential equation to predict the number of

subsequent breaks.
NY =x,+ x,D+x,P+x,0+ xSIRES + xGLH + x7T (3_3) -
REP = ye% e# PV gpugpy» (3.4)

Where x;, y, are the regression coefficients, NY is the number of years from installation to first

repair, D is the diameter of pipe, P is the absolute pressure within the pipe, 7 is the percentage
_of overlain by industrial development, RES is the percehtage of pipe overlain by residential
development, LH is the length of pipe in highly corrosive soil, T is the pipe type (1= metallic,
O=reinforced concrete), REPis the number of repairs, PRD is the presstlre differential, zis the
" age of pipe from ﬁret break, DEV is the percentage of .pipe length in low and moderately
corrosive soil, SL is the surface area of pipe in low corrosive soils, SH is the surface area of pipe

in highly corrosive soils.
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Clark et al (1982) produced modet'ate fitness with regre'ssion coefficient 2 values of .0 23 and

047 respectwely for linear and exponenual expressions. The linear equatlon 1mp11es that the

_ covariates act on the time to ﬁrst break mdependently and addmvely The low. value of

o ,’” suggests that the assumptlon is not vahd and the plpe detenorat]on isa result of _|01nt actlon of " o

: the factors con51dered The exponentlal ‘model on the other hand con51ders the breakage rate asan U

- exponenual functlon and is comparable w1th the other exponentlal models descnbed above

J acobs and Karney (1994) applied'a liner regression model to evaluate the breakage 'rates of water
mams They catecorlsed the pipes into three age groups (0-18, 19-30 and over 30 years) to obtam : 7

homogeneous groups L
- P= % +aL+ ;:ZA - @35)

Where Pis the remprocal of the probablllty of havmg a day with no breaks, L is the length of

plpe A is the age of pipe, a,, .:z1 »a, are the regression coefficients.

The additional data such as the Iength age and the breakage histories enable the format:on of
homogeneous groups. Application of the above model to mdependent breaks gave better

correlation compared to the results obtalned from applying the model to all the recorded breaks. '
 (Kleiner and Rajani, 2003). The results of the model indicate that independent breaks are more
uniformly distributed than the total breaks along the pipes. Generalisation of this phenomenon has

been questioned in the literature (Kliener and Rajani, 2001).

In addition to the time exponential ntodels described above, several other time linear models that
relate pipe break with age have also been developed. Kettler and Goulter (1985) found a moderate
correlation between annual break rate and the pipe age based on a samiale of ptpes installed within
a 10 years period. They suggested a linear relationship between pipe breaks and age. The data in
time linear models needs to be divided into homogeneous groups in order to implicitly consider
| additional factors, McMullen (1982) proposed a time linear model that was applied to the water
| distribution system of Des Moines, Jowa, USA. They concluded that corrosion was a major factor
in water main failure. They observed that 94% of pipe failures occurred in soil with saturated

resistivities of less than 2000 Q cm.

The deterministic models predict breakage rates using two or three parameters based on pipe age

and breakage history., In fact there are many factors such as physical, environmental and
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operat1onal that s1mu1taneously contrlbutes to the plpe breakage. In order for the two and three
parameter models to capture a true breakage pattern, the population of water plpeS analysed has to.

be pamtloned into groups that are apprecxably uniform and homogeneous w1th respect to factors -

that mﬂuence the breakage Therefore the determmtstlc model 1mp11c1tly and qualltatlvely uses__-" L

---'the group cr1ter1a as covarrates in the analy51s, Wh]Ch mamtams a relatlvely srmple mathematlcal

. format
3422 Statisti_cal probabili'stic rnodels_

The statlstlcal probab111st1c models expllclt[y and quantttatlvely conS1der most of the factors ‘

- coutrlbutmg to the plpe deterloratton The survwal analysrs method is the. -most wrdely used e s

-“-'“probablltstlc model for water plpe fallure Itisa statlstlcal techmque that deals w1th ttme to-'”

failute data. The proportional hazards model proposed by Cox (1972) is often used for’ survwal o

analysis, The proportional hazards model consists of a baseline hazard function and a vector of
variates, The mode! computes the coefficient for each of the variates that indicate the direction
and degree of flexing of the survival curve. Cox’s proportional hazard model is a general failure

prediction model for pipes and is given as:
MLZ)=h D G

Where,' tis the time, h(t,Z)is the hazard function (instantaneous rate of failure), iy (t)is the
arbitrary baseline hazard function, Z,bis the vectors of covariates and coefficients (to be

estimated by regression) respectively,

The baseline hazard function represents the time dependent aging component whereas, the
covariates represent the operational and environmental factors that influence the deterioration of

the water main.

- Marks ef al. (1985) proposed to use a proportional hazards model (Cox, 1972) to predict water
main breaks by computing the probability of the time duration between consecutive breaks.
Multiple regression techniques were used to determine covariates that could affect pipe breakage

rates and the baseline hazard function was approximated by a second degree polynomial.

~ Andreou et al. (1987 a&b) and Marks ef al. (1987) further developed the proportional hazard
model to include a two stage pipe failure process. The early stage was observed with fewer breaks

and was represented by the proportional hazard model, while the second stage was characterised
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. by frequent breaks and was reprcseated bya Poisson type model. The adaantage of their model is N

that different models were used for different breakage patterns. The two-stage failure model

confirmed the- observations that only a few plpes farled soon after mstallatron but the ttme' L

'between breaks is shortened after each addrtronal break The break rate seems to be constant after o

_ the thrrd break and thls is reﬂected by the second stage Poasson model

_Constantine and Darroch (1993) modelled thc prpe breakage usmg 2 Porsson model where the':

| .mean breakage isa functron of the plpe age
o éaoe“?_ | - 3.7)
/Izeﬁrz - . (38) o
Where 6, B are the scale atrd Shape parameters reapectively, 8,is the_. baseline value, ais the

vector of coefficients estimated using regression, Z js the vector of covariates affecting the pipe

~ deterioration.

The resultmg cumulatlve dlstrrbutton of this model was found to be equrvalent to the Welbull
. cumulative drstnbutron function, hence also known as Weibull process (Klemer and Ra_]am,
2001). o

Copper et al. (ZQOO)Idereloped a trunk mains burst model to estimate the failure risk ot‘ water
mains greater than 300 mm in diameter. The model was applied to Thames Water’s London water
éupply regiort where four variables (i.e. number of bursts per hour, pipe diameter, soil corrosiyity '
class and pipe density function) were chosen based on data availability to predict the trunk main
failures. A logistic regression model was developed to assess the probability of trunk main
failures based on the four key variables, The consequence of the trunk main failure was derived
- through a floodable area model which identified what area would be impacted by a main failure at
postcode level. The risk score of trunk main failure was developed by combining the failure

probability and the failure consequence score,

Pelletier et al. (2003) developed a model based on survival analysis to predict the annual number |
of pipe breaks and to estimate the impact of different replacement scenarios. They applied the
}aroposed modelling approach to three case studies. Basic descriptive statistical analysis was
carried out in 1996 for the three case study municipalities based on the total pipe length. The

statistics showed that breakage rates are high for small diameter pipes. It has been often reported -
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in the literature (Kettler and Gou]ter 1985) that small diameter pipes have an increased risk of

failure. The statistical analysxs for the pipe breakage rate versus the pipes mstallation period also

- showed often that it is not the oldest pipes that fall more frequently This may be caused by other o

factors such as quahty of material and workmanshlp such as 1nstalIat10n techmques The analys1s:"'i-' '7

also showed that the vast maJOI‘Ity Of pipe bréaks oceur on plpes made of cast iron, followed by . -

. ductile cast iron and PVC In most mun1c1paht1es, the record of break repairs is relatively shorter o

compared to the history of the network, therefore, two different probability dlSt[‘lbuthl’lS have

_ been used for drfferent breakage orders

g The “studies revieWed' in this section showed that "probabilistic models can consider many factors

that " affect” a breakage pattern, therefore homogeneous pipe groups need to be~ generated . -

* However, hlstorical water mains breakage data for a large number of pipes is needed to derive a

'probabﬂrstic model.
3.4.2.3 Statistical probabi_listic group models

The probabilistic group models derive probability of breakage by applying probabilistic pr_OCess
on grouped pipe-breakage data. These'rnodels differ from probabilistic model in that probabilistic

models are developed for individual pipes whereas the probabilistlc group models are developed =

for clusters of pipes.

* Goulter and Kazerni (1988) and Goulter et al. (1993) developed a model to account for the water
mains break-clustering phenomenon based on their observations of the significant temporal and

spatial clustering of water main failure in Winnipeg, Canada. They attributed this phenomenon to

the damaged bedding condition due to leakage and the repair process that exposed the pipes to.

low ambient temperature and frost. They defined an initial failure as a clustering domain of a
space and a time interval. Any failure occurring within this space and time interval was
- considered to belong to that cluster and the probability of subsequent breaks in a pipe was
predicted with a non-homogeneous Poisson probability distribution. These models provided a
- significant insight into the spatial and temporal clustering phenomenon of water pipe breakage in

Winnipeg, but it is not clear whether it describes a global or a regional clustering phenomenon.

Herz (1996) developed a lifetime probability distribution function based on the principles that had
‘originally been applied to population age classes or cohorts. Herz proposed to apply the model to

groups of pipes that are homogeneous with respect to their material type and environmental or

operational stress class, This model is capable of modelling the burn in and the wear out phases in
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" the bath tub curve (Khener and Rajani, 2001) The proposed dlStrlbutIOTlS have the fo]]owmg

forms :

bo-c) e e
(at+1)be B9

f(t)" [a + eb(r_c)]g
h(f) m - (3.10)
S(t) (““:(fl) [ERTII

Cl+

 Where, f (t),h(t),S' () are the pi‘obability density, hazard and survival fun.ctione”respecti\.fely, .

tis the useful life of pipe, ois the ageing factor (llyeer); bis the failure factor (Ilyear), cisthe -

resistance time (years, pipe will not be replaced at age <c).

The parameters of the model were estimated from historical data. However, the model can only
deal with relatwely large groups of water mains and not apphcable to prioritise individual p:pes
for rehabilitation (Klelner and Rajam 2001) ' '

Deb et al. (1998) apphed the cohort survival model (“KANE 7} to one British and four
American water utilities. Herz {1998) presented a case study and a framework to use the cohort
model in the long-term planning of water main's renewal. These cohort survival models are useful
 tools for long term planmng of water mains renewal budgets, but the models can only deal with

relatively large groups of water mains and is not suitable for individual pipes.

Gustafson and Clancy (1999) modelled the breakage histories of water mains using semi Markov
process, where each break order is considered as a “state” in the process and inter break tire is
considered as the “holdihg time” between the current and previous states. The main assumption in
the semi Markov process is that the time between two breaks is ihdependent, it only depends on
the break order. They modelled the breaks in two stages. The time from installation to the first
break was modelled by a gamma distribution and the subsequent breaks were modelled using an
exponential distribution. Gustafson and Ciancy (1999) applied Monte Carlo simulation to predict

the break rates. For this purpose they employed parameters derived for the inter failure times.

The model developed by Gustafson and Clancy (1999) predicted inter failure time in the water

mains based on historical data. However, this model was found to be inadequate to predict future
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‘break rates and they explained that thts madequacy was due to the changmg condtttons over the

years (Kleiner and Rajam 2001)

.The probabthstlc group models are based on the observatton of the breakage clustermo

o phenomenon The clustermv of water mam breakages 1s a reglonal rather than a globalr__'_".. '

phenomenon

343 Summary of Failures Pr_ediet_ion Models

The physmal models address the failure- causmg factors expheltly to assess the condltlon of the o

: p]pe The data needed to apply these models to estimate the corrosion pit growth of a pipe are R

' dlfflcult to obtam because they pertam to the condltton of the plpes laid underground (Loganathan S

et al., :2002). Statlsttcal models are primarily based on. regression and m_ general have IOW-:
correlation coefficients to predict failure times. A large number of historical breakage data are
" needed to establish the model parameters. Furthermore, the effects of many other factors such as
“environmental (e.g. soil condition and traffic load) and operational indicators (e.g. p.ressure,

leakage) are on]y treated impli_citly.

* Both the physwal and stattstlcal based models revrewed in thts chapter relate to plpe breakage
with one or more deterloratlon factors such as pipe age, material or dtameter or use previous
breakage data. In deterministic approach, there are many factors that contribute 1o deterioration
and only a few_are considered in the devek)pmerit of models. The insufficiency and the
inaccuracy of the breakage data makes it difficult to esta_blish the probability dist_ribution function
for breakage. The lack .of_ pipe deterioration data (for physical models), the pipe breakage -
historical data (for statistical models) and the lack of sufficient insight into the complexities of

_pipe deterioration process are the main difficulties faced in applying these models,

The pipe condition assessment model assesses the condition of pipe by interpreting all the
indicators that contribute to the deterioration of a pipe. The model is designed in such a way that
it does not need the collection of large amount of data and historical breakage data. The model is
based on understanding of different indicators that contribute to pipe deterioration. However, the

main shortcoming is that it does not explicitly predict pipe failures.
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.3.5 Pump F'ailu'res Prediction

Pumpmg stations in WDS are the mterface between the water source and the distribution system

They are employed either at extractlon pomts or boostmg and supply pomts Number of pumpmg R

., .. plants in the system is dec:ded by thc leveIS of serv:ce (LOS) requlred and the snze of the WDS o

VEach pumpmg plant has several pumps arranged either in parallel orin series 4

Unlike plpes, pumps are not subjected to stresses due to extemai physwal loads. Failures in

pumping stations are mamly from component wear and tare, tranSient events and trippmg deeto-

electrical failures Frequency of pump fallures is stochastlc in nature, which can be modelled

L based on their faiiure probabihties

. rArrangement of pumps in a pumping plant is. analogous to series and parailel arrangements _of. _-
| electrical circuit systems{ The difference between them being that the 'ser.ies arrangement bo_ost
the pumping head of the' plant whereas, the parallel arrangement is employed to affect the flow
: through the pumping station. The failure of a pump in a series arrangement makes the whole set
of pumps come to a standstill. A failure in the parallel arrangement does not affect the operations

of other pumps in the group.

- When analysing failures both mechanical and hydraulic faitures need to be considered to obtain
the realistic effect of the failure on the system. Hydraulic failures are triggered by mechanical .
 faitures of the components. Mays (1989) considered hydraulic failures of the pumping units. They
proposed expressions for hydraulic availabilities. Duan and Mays' (1988) employed a frequency
duration model to predict the reliabilities pumping stations. They used this mode! to estimate the
expected number and duration of failures during the period of study. They defined the failure

rate (&), repair rate (#)and frequency(f) in order to generate the failure events which are

described below.

N; '
ﬂ-‘-—t—‘ (3.12)
p= ‘:’ (3.13)

"N
f=—{1 (3.14)

1, +t;
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Where, N s the mimber of failures in a time period, N is the number of repairs in a time

period, ¢, is the total operational time, 7, is the total repair time.

It is usually as'sum'ed 'that' the time to failure and time to repair foildw'anexponential d'istri'bu'tion o

: Fallure rate and repa1r rates are taken to be constants from Wthh fatlure probablhtles of each "

. pumpmg station is obtamed
3.6. G'enerating Compo_nent Failure _Events -

Component fallure events in WDS are of stochasttc nature, which are’ induced. by phys1ca1 )

" environmental and operatlonal pressures acting on the components. It is 1mperatwe that. such R

B events be simulated when assessing the performance of the WDS, so that the random behaviour
of the component is taken into account. The failure prediction models discussed above do prov1de
a rational way of predicting component failures. Some of them are not equipped to simulate the

random component failure behaviour and a_lso they require extensive amounts of field data.

The fa1lure behaviours of the cornponents are found to follow statlstlcal dlsmbutxons (Wagner et
al., 1988b; Cullinane et al, 1992) Therefore the random failure events are generated based on
corresponding statistical distributions. It is also 1mportant to consider the different states of the -
components in the WDS after failure. The important aspects that influence the behaviour of the
WDS due to failure and repair events are their durations. Failure and repair durations depend on
factors such as ability of locating the failure event and availability of resources. A detailed

discussion on these factors is given in the followrng section,

3.6.1 Behaviour of WDS during Failure

One of the most important aspects of performance assessment in WDS is to represent the actual
behaviour of the components during failures. A component in water distribution system wil.l
undergo three different phases; normal mode, failure mode and repair mode. Each of the phases
‘will have their corresponding impacts on the behaviour of the system (Gennanopouloe, 1988)

which are elaborated below.

s Normal mode: is when the WDS experience no failure events and operates as usual with

satisfying the desired levels of services to the consumers. This is the ideal phase.
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e Failure mode: is the time between Just tmmedrately after the component fa11ure and just

before start of the repalr

' . Repair mode: is the duration from the start to the_completion of the repair process. S

) Durmg a fallure event the component and the WDS w111 be in faﬂed mode untrI the farlure has o
~ been detected In the event of ptpe fatlures WDS thl expertence a sudden loss of water and _
 reduced pressures, ThlS 1s usually 1dent1f1ed by the 1oss in the system pressure or mformatton :

_ " from the pubhc The duration at Wthh this component remains in the falted mode will be the time :
.- between the. occurrence of the failure and the isolation of falled component Thls depends on the :

'_ time taken to ldentlfy the ptpe brea.k and to lsolate 1t

Isolatmg the component consrsts of locatlng the fatled component and 1solatmg it by closmg the |
valves associated with the link. It is very unhkely to 1solate only the failed part of the component
instead an entire section may be shut off during the isolation process. Once the failed component
is isolated, loss of water from the system is stopped and the pressure in the WDS. TECOVETS.
However, the system will still operate with a reduced carrying eapacity. Repair of the failed -
component commences immediately after the' isolation The duration of the repair depends on the
' .avallablhty of resources (matertal techmcal and human). The system returns. to normal

Operatronai fnode after the completlon of the repalr

- The time at which the failure event occurs and the total duration of a failure events'are crucial
factors in the performance of the WDS. Failure of a hydraulically significant component during
peak demand period will result in extremely ]ow pressures in the WDS. On the other hand if the
same failure occurs during an off peak time the consequence might not be as significant as that of

during the peak time.

3.6.2 Durations ef Failure Events

The duration of a failure is the time period from the start of the failure event to the completion of |
.‘ the repair. During this time the network experiences two different scenarios: failure and isolation.
During the failure (pipe for example) there will be a free ﬂo_w of water from the crack on the pipe.
The network will start to experience a continuous drop in pressure resulting in reduced levels of
service. This dynamic situation lasts until the failed component is isolated from the network.
After the isolation the network starts to recover as the water flow is stopped and the Jevels of

service will improve. However, still there will be nodes with inadequate pressure since the
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network operates ata reduced mode (less hydrauhc canymg capacity). This situation w1Il remam |
until the repan" is completed Therefore, the duratlon of failure can be broken down into: '

e Timeto iso]ation.-"' SR

. T’irﬁé to rep'air'

. Trme requrred for an Isolatron process of a falled component is prlmanly determmed by the tlme o

taken to 1dent1fy, locate, and access the faﬂed component ‘In the event of a pump fallure these

 three time mtervals do not play a 51gn1ﬁcant role as pump fallures are eas:]y detected. Locatron of _

‘the pump is known and the tlme to access depends on the avatlablhty of mamtenance team j

- However, for ptpe faliure events 1dent1fy1ng the farIed component 1s very crmcal as some times, e

the fallure mlght be m a remote location (rural area) where it mlght not be notlceable Therefore,- '
tlme taken to isolate the failure mrght be very long as opposed toa fa1]ure event ina populated'

area where the fallure may be easﬂy notlceable

Times to repair, on the other hand depend on the type of maintenance to be carried out (repair or
replacement), ava11ab111ty of equipment and the human resource. Reparr time for a failure event at
a busy road may be shorter than that of a similar failure event on a road which is less busy. The
former one has high priority therefore, the water utility will try to complete the repair as quickly
" a8 possible. The data regarding failure times and repair times are not always easily accessible as

they are not readily available in water utilities.

363 Simulating Component Failure

Simulation of random component failure is one of the important parts of performance assessment
process in WDS. It has received considerable attention in the literature (Wegner et al., 1988b;
Germanopoulos, 1988; Gupta and Bhave, 1996; Tanyimboh et al, 2001; Ostfeld et al., 2002;
Tabesh et af., 2004). Majority of the models that represent the component failures do not consider _
the random behaviour. Those models were limited to isolating selected pipes based on failure
probabilities of the components. They also overlooked the different states (failure and isolation)
of WDS during the failure event. The WDS performance evaluated by such models do not
represent the realistic situations, they rather give an approximate picture of the network for

corresponding failure event.

On the other hand random behaviour of component failures were simulated by Wagner et al,
- 1988b; Ostfeld er al., 2002. They employed a Monte Carlo type technique along with the failure
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probabllttles of components Plpe and pump failures in the WDS were assumed to follow an
exponenual distribution (Goulter and Coals, 1986 Shinstine et al., 2001)

Wagner et aI (1988b) smmlated the random faﬂure behawour of WDS components for rehabﬂlty

o _ analys1s They used Monte Cario method to generate failure and repalr events of the components

Due to the lack of _snfftcxent field data on failure and repalr 1nfor1nat10n of the components, they . i

used 'p-ro.babilityr‘. distributions “which reasonably repreé_ent"; the failure and l"epé_ii-r' b_eha\:fionr, )

. Following information wel"_e'-assurned in the simulation process by Wagner et al. (1988b). . -

. Pipe 'f'ailure'times-t'oliow an exponentinl distfibution.

"'« Pipe repair durations are uniformly distributed with times from 3-72 hours for all pipes. =~ 7

. Pump"repair durations are Jog normally distributed w_it'h' 4 =393 and o= 0.2, o

In the simulation process, a cornponent is identified and its failure events and corresponding
repair durations were generated by using appropnate probablhty dxstrlbutlons throughout the -

* entire snnulatlon perlod

Waoner’s fa.ilure prediction‘ model does'consider the failure and repai.r times but ignores the
: sudden change of flow in the system due to Ioss of water resuItmg from the failure. Component
failure is represented by just 1solat1ng it from the WDS. They assume that once the component

fails, repair immediately follows, this does not represent the realistic situation. Another feature of

Wagner’s methodology is that all the components were considered one by one when generating

failure events. _

Ostfeld et al. (2002) also employed a Monte Carlo technique to generate component failure, time
of failure and the repair duration in order to assess the reliability of WDS incorporating the
effects of water quality. Ostfeld et al. (2002) did not provide much detail as to how the process

was carried out.

3.6.4 Proposed Failure Prediction Method

Majority of the failure predicﬁon models described in the literature do not attempt to simulate the
random failure behaviour of the components. More irnportantly-the different phases of the failure
events have not been considered. Therefore, it is essential to develop a method that combines the
various phases of component failures along with the random component failure behaviour.

Wagner’s approach to component failure is restricted due to the fact that different failure phases
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such as dynamic behaviour of failure (immediately after failure), repair event were not considered
- instead they only isolated the component ignoring the dynamic event. Wagner’s method

simulated the random behawour based on “the plpe mean tlme to fallure” The repalr duratlons of

- the component were obtamed agam usmg Monte Car]o method Typlca! steps ina Monte Carlo 3 I

e method to generate fallure tlmes are shown in Flgure 3 3 below -

' leen Component faﬂure tlrne dlS[rlbllthIlS Pr,
Given: Number of components n.

.k Number of 1terattons N :

Start '

Do j=1

{

iter

. Doi=1
{

Randomly generate failure times ﬂ for eaoh'c'o'mponent

{

_ Evaluate failure times for all iterations -
-} While i< N,
Evaluate ensemble mean of fallure times
} While j<n
Component status report
End

Figure 3.3: Steps in Monte Carlo method

A component failure model must be capable of Simulating the random component failures and
represent the different states in the WDS. Wagner’s approach covers the first part of the model,
- but to represent the two distinct states during failure, method proposed by Germanopoulos (1988)

is used.

Germanopoulos (1988) employed a pipe arrangement to simulate the dynamic failure situation of
the pipes. However, he did not attempt to simulate the random failure behaviour of the

components. Therefore, this section attempts to combine both Germanopoulos’ and Wagner’s
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-approaches to have a rnethod that is capable of predlctmo the random fallure behawour of |

_components as well as to sxmulate the dlfferent phases of fallure

A detail of the 31mu1at10n of dlfferent phases of component fallure behawour as glven in-

' Germanopolous (1988) is presented in Chapter 6. This section only exp]ams the methodology i

. mvolved in obtammg the random compone_nt fallure t1r_nes, times to 1s_olat10n and repalr tlmes, S

i For p1pe faﬂure 51mulat10ns 1nter fallure times of the components are obtained from ﬁeld records

- In the event of lack of fleld records approx:mate inter fallure tlmes were obtained from the

' _empmcal relationships gwen in the literature (Culhnane et al 1992; ‘Walski and Pelllcma 1982)

" The pipe inter failure times are ass_umed to be exponent:ally distributed and repair tlmes are .

" assumed to be uniformly distributed with 3-72 hours as given in Wagner et al. (1988b). Between

~the pipe failure and repair events the "fai_led pipe must be isolated from the 'system._The time to .
isolate the failure event depends on how quickly the location of the failed component is
identified. The time taken to isolate the failure event varies depending on the location of the

failure. Due to the lack of “time to isolation™ data, in this section the time to isolation is asstmed 7
to be 50% of the repair time. This assumption helps to demonstrate the effects on the WDS during
the failure (dynamic situation) mode of the components. It should be noted that in this 'section; it
is not intended to _delnonstrate the sensitivities of the times to isolation on the reliability of the

WDS.

- Walski and P'elliccia (1982) proposed an empirical relationship to evaluate the mean time

between failures of pipes in the event of lack of field data. The relationship is given as:

MTBF =0.001873D"*5! | (3.18)
Where, MTBF is the mean time between failures (days), D is the pipe diameter in millimetres..

The above information on component failures was used to generate component failure times,
times to isolate the component from failure state and repair times. Monte Carlo approach
presented in Figures 3.3 and 3.4 below was employed in the determination of random failure
events. The procedure was coded using Matlab. The main advantage of the method proposed in
this section is that it incorporates the methods proposed by Wagner et al, (1998b) and
Germanopolous (1988). These two methods combined produces a method that can both simulate
the random failure behaviour (as in Wagner’s method) and the different phases of the failure

event (as in Germanopolous® method).
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In this thesis component failures generated wererestricted for duration of 10 years- This was to .
reduce the number of simulations. ThlS restriction was aeceptable as this the31s only attempts to
' demonstrate the methodology adopted in predrctmg component faxlures However, in realrty the f

: total srmulatron perlod of operatlon need to be ta.ken for the srmulatlon

Once the component faﬂure times, 1solat|on times and repa1r times are generated they need to be o '

= -'srmulated with the network analy31s program Steps involved i in this process are shown in chapter e

6.
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Select component i=7 fo n¢

" Obtain inter failure times - |

Obtain repair time - - 1.
. distribution . -

h 4

Iteration j=I1f0 1000

— O

. Generate failure time -

g

Generate repair duration

v

If j=1000

el

l_ Yes

Determine ensemble mean of
failure times (T¢) and repair
durations (Tg)

Yes

Record Failure time
and repair time

i=i+]

Stop

Figure 3.4: Generating Component Failure Events .
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3.7 Example Application

To demonstrate the simnlation method described in this thesis, an example application is -

:presented for the 30 node network glven in chapter 2. The mean times between faIIures of the_:' '

-~ network afe given in Table 3 4 below based on the method descnbed above i 1n thlS chapter Also = L

" the random fallure events generated usmg Monte Carlo method is shown in Table 3 5. The_' '

_'snnulatlon was carried out for a perlod of 10 years. n table 3.5 the notatlons FT and RD Lo

' represent “failure time and repalr duratlon respectlvely L

Table 3 4 Plpe mter failure tlmes

Plpe

‘Length

Diameter_ Length -~ Inter - |- Pipe - | Diameter _

D |~ (mm) | (km) Failure - | - ID " (mm) | (km) | Failure

P S ' " | Time(Years) ' o | Time(Years)

1 300 -0.30 370 20 250 0.25 9.58

2 300 0.30 4.03 21 300 0.30 10.78

3 300 0.30 . 2.08 22 300 0.30 1.79

4 300 0.30 - 1.72 23 300. 0.30 3.81
] " 300 0.30 4.68 24 300 0.30 2.74

6 - 250 0.25 10.48 25 300 0.30 2.37
7 250 0.25. C 1170 26 - 150 “0.15 8.33 .
-8 250 0.25 805 | 27 300 0.30 238
9 150 0.15 8.33 28 150 0.15 2.98

10 150 - 0.15 3.93 29 150 0.15 - 3.93

11 250 0.25 6.35 30 200 020 2.53

12 300 0.30 5.10 31 300 030 | 215

13 200 0.20 4.31 32 300 030 | 1078

14 200 0.20 4.30 33 300 0.30 11.79

15 200 0.20 8.62 34 300 0.30 14.71
16 300 0.30 2.57 35 150 0.15 2.60

17 150 0.15 5.24 36 300 0.30 8.33

18 300 0.30 11.79 37 150 0.15 14.71

19 150 0.15 2.80 38 200 0.20 2.53

Table 3.5 shows the results of the 38 pipes the example 30 node network. The results indicated

that a single pipe has a maximum of 4 failures in 10 year duration. Also the pipe failure times

 obtained from the simulation suggests that there are no simultaneous failure events among the

pipes. This is consistent with the Gupta and Bhave, (1996) assumption that simultaneous failure

events in WDS are negligible. -
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.Table 35 : pre_ failure and repair timés

Pipe |. - - Failurel - Failure2’ ... Failure3 . Failured
No |- o oo o e T e
| FT(days) - RD(hours) | FT(days) | RD¢hours) | FT{days) ; RD(hours) | FT(days) | RD{(hours)
1| 735 s 27 0] 0|0 ] 0 0 00
21 2117 - 50 - 31759 | 219 o 0 0 0 O R
3 | 4128 - - 280 |1277.5 | .9 | 229950 |- 36 .0 0
.40 15336 45 | 31394 | 15 -0 0 0 0
5 '1642.7 52 . 0. 0 0 -0 0. 0.
-6 0 0 -0 S0 0 0 . S0 0
7 0. 0. -0 - 0 - -0 S0 . 0 0
8. 0 0 0. 0 0 .0 0 0 .
9.0 0 -0 0 -0 -0 -0 0.
10 ] 3394.1 17 -0 -0 0 0 =0 0
11 2226.5 6 3540.7 27 0 0 0 -0
| 2 . 0 -0 0 0 -0 0
13 3759.5 8 -0 -0 0 0 0 0
14 | 2646.2 11 0 0 0 0 0 0
15 . 0 0 0 0 0 0
16 .| 4537 15 - 839.3 - 5 23725 | 22 0 0
17 | 37964 20 0 0 S 0 0 0
18 | . 0 -0 0 0 0 0
19 | 29937 45 0 0 - 0 0 0 0
20 2409 . 30 0 .0 0 0 0. 0
21 0 0 -0 0 0 0 0
22 0 B 0 0 o 0 0 0
23 | 2664.7 60 3358 27 0. 0 0 0
24 1204.5 5 1715.5 56 2409 13 - 0 0
25 1496.5 18 0 -0 0 0 0 0
26 0 0 0 0 0 0
27 1825.4 7 3285 9 0 0 0 0
28 2920 68 35404 39 0 -0 0 0
29 949 40 2007.3 .21 3505 71 0 -0
30 2555 42 0 0 0 0 0 0
31 1679 51 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0
33 0 0 0. 0 0 -0 0 0
34 0 0 0 0 0 0 0 0
'35 512 26 0 0 -0 0 0 0
36 2190 T 0 0 0 0 0 0
37 1460 55 3433 70 0 0 0 0
38 1095 74 0 0 0 -0 0 0
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The failure times generated for the pipes \?ary from 454 days to 3797 days therefore, the failnre

eve'nts are spread throughout the 10 year period' Majority of the failure events occur after 1000

days {or 3 years) Thls charactenstlcs is cons:stent W1th the -bath tub curve (Figure 3. 2) as "

L mmally components experlence a few fallures (early fallures) followed by constant fallure rate " - o '

' (setthng in penod) and then components go 1nto the deterloratlon phase as fallure rate mcreases U

N _towards the 10th year
: 3;8 Con.clusion s

ThlS chapter dlscusses the - methods of modelllng fallure behav1our of WDS components

especnally pipe fanlures Faﬂures in WDS - are unpredlctab]e events, the most “vulnerable

** components of the WDS are the pipes. General _behawour of the components with age can be -

* represented by the “Bath tub curve”. The life of a component is described in three phases nemely

settling in period _(ezirly failures), useful life and deterioration.

Existing failure prediction models describe different phases of the bath tub curve. These models

are categor_ised' into physical, statistical and pipe condition assessment models. The physical

models associate the failure-causing factors to the condifion of the pipe. The data required for

these models are difficult to obtain because they penain to the condition of the pipes laid

underground. Statistical models are based on regression analysis. A large number of historical

breakage data are needed to establish the model parameters. Furthermore, the effects of many

other factors such as environmental and operational indicators are only treated implicitly. The
pipe condition assessment models require information on the characteristic of the pipes and
contributing factors to the .deterior'ation process. Unlike the physical and statistical models, pipe
condition assessment models only evaluate the condition of pipe in qualitative terms (such as
good, very good bad etc.). The main disadvantage of the above mentioned fallure prediction

models is that they do not represent the random behaviour of the pipe failure and also do not give

any indication of failure times.

_ This chapter uses the Monte Carlo method to simulate the pipe failures in the WDS. The failures
are.based on inter failure times that are assumed to fallow an exponential distribution. The repair
times of each failure is simultaneously generated with failure events assuming the repair times are
uniformly distributed as given by Wagner. Results of the failure prediction model applied to the
example network are given in this chapter and it can be seen that simultaneous failure of

components is very rare and in this case none.
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' The failure events that are randomly genei'ated by the failure prediction model are transferred to
the network analys1s model where they are mmulated using the arrangement proposed by

. _:rGermanopoulos (1988)

co The' main criticism cf this methcd is the assumptions and parametefs nsed'for failure time

'_ dlStI‘lbIlthl’lS These assumptlons were obtamed from Wagner et al. (1988b) The appllcatlon of T

' these assumptlons does not h1nder the process of the perfomlance assessment dlscussed in this
- thesis mainly due to the fact that the assumptions have been accepted as reasonable Wacner et al ,
(1988b) and this ehapter only tries to 1dent1fy a method that is capable of mmulatmg random
failure events in WDS ' ' o
.' The princ_ipal conclnsi(_ms of this chaptet are: o S e e -
' There is still a lack of sufficient insight into the complexities of pipe deterioration
process. _ - '
. _Existmg pipe failure prediction models demand extenswe data and in some mstances they
are dlfficult to obtain (burled pipes).

e A failure predlctlon model based on Monte Carlo method is used in thls chapter to

demonstrate the random behaviour of the pipe failures in WDS.
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CHAPTER A4 -

PRESSURE DEPENDENT DEMAND IN WATER DISTRIBUTION
SYSTEMS

4._1 Introducti.oil |

: Water dlstrlbutlon systems (WDS) are 1mp011ant llfelme mfrastructure systems In order to have a

. better understandmg of these systems mathcmaucal modellmg is essenual Imually analys1s of _

'WDS was carried - out manually by solvmg network contmmty and. head loss equatlons el

Development of efficient algorithms and advances in computmg prompted the automation of

water distribution network analysis.

Water distribution network analysis is primarily carried out to assess hbw networks respond to- .
consumer behaviour. Apart from this,: network 'analysis' is also used in evaluating optimal
 strategies for re_habilitation and repair of water distribution compohénts.‘ Improve_menté in
infrastructure management have resulted in network anélysis being incorporated with
“optimisation techniques, especially to obtain optimal designs of WDS and to devise pipe
replacement and rehabilitation options. One of the most important applications of network
analysis mefhods is in the asSesément of the performance of WDS -during extreme events,

especially during component failure and peak demand _CCSn_ditions.

It is important to note that the common network analysis formuiat_ion uses a demand driven
approach. In this instance the main assumption is that nodal demands are met irrespective of
system pressure, This approach does not give reasonable predictions when applied to deficient
networks with failure events. Therefore, alternative pressure dependent demand methods need to

be applied.

The commeoenly adopted pressure dependent'der'nand approach incorporates pressure dependent
demand (PDD) functions with network analyéis. Several different PDD .functions have been
proposed for this purpose and each of them has its individual strengths and wéaknésses. In this
chapter an alternative method to analyse deficient networks based on micro level modelling of
WDS is proposed. Motivation for this approach is from the application of secondary networks for

lumping secondary nodes (households) in intermittent supplies.
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~This chapter begins with a brief description firstly of the demand driven analysis method

- followed by the pressure dependent demand analysis. A comprehensive review of e’xistjng

pressure dependent demand 'meth(')d.s and functions has'also'b'ee'n 'p'rovided Shortcomings of

_ conventronal demand drrven and pressure dependent methods are h1ghhghted Fmally, proposed

o method of mlcro level modellmg is presented Wlth an apphcatlon :
4.2 Demand Driven AnalySis Metliod"' B

The demand drrven formulation has been the norm for analysmg water drstrrbutlon networks

operatmg under normal condltrons Th1s formulatlon is not sensrtxve to demand varratrons in the

o system, 1n_othe_r words, the n_odel d_emands are assur_ned to be satlsfre_d regardless of l;he system B

pressure. Therefore, a demand node in the network urill'reeeive the required amount of water
irrespective of the nodal press_ure.' This approach gives'reaSOnable results for water distribution
systems operating under normal operating conditions. (Tanyimboh and Tabesh, 1997). However,
when subjected to extreme situations the demand driven method deviates from being
representative’ of actual conditions of the network. This is as a result of not considering the'
_rnfluence of the pressure variation on nodal dlscharge ‘A brlef descnptlon of the demand driven

network analysrs process is grven below

4.2.1 Formulation of Network Analysis Problem .

_The flow in a WDS is governed by the nodal flow continuity equation and loop head loss -

equation. These two equations depict conservation of mass and energy. -

The nodal flow continuity equation states that the algebraic sum of flows at node is zero.

>0,+C, =0; VieNPN  (41)

Jjek;

Where (), is the flow in the network element connecting nodes iand j;C;is the consumption at

node i are all nodes connected to node  and NPN is the number of pressure nodes.

* The loop head loss equation states that the algebraic sum of all head losses around any closed

loop in the network is zero.
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): ;=0 VieNL (4.2)

Vi.jek
Where the summation is taken ouer ell 'elementsrin' the Ioop L -'Ah.'. is the'head loss' ac'ros"s"thé" '

element between nodes land j 5 I is gtven by 5’ is +1 1 or 0 dependmg on whether the ﬂow
is on the same d1rectron as the loop L[l s the opposite dtrectmn or otherwme respecnvely.

The next part of the analy51s is to select the state variables of WDS and formulate the above

equatxons m terms of these vanables In this sectlon nodal formulatlon is employed as 1t reduces:' "

the d1mens1ona11ty of the problem The state variables in the nodal formulation are the unknown o

- nodal heads. In this case, there are as many equatlons as the number of unknowns, whrch isequal " -

to the number of pressure nodes in the network. .

Flow through the network elements can be expressed in terms of nodal heads at the ends of an

- element using head ﬂotv equations Head flow relationshlps of different network elements of the
WDS are given in eravamoorthy (1994) and Akmpe]u (2001). Using these equattons the nedal
flow contmmty equation is given by _

Z¢U(HI,H)+C =0; VzeNPN - (4.3)

jed;

- Where ¢, is the head flow relationship for the network element between nodes

iand j H H are heads at node iand j respectively; C is the consumption at node i;J, are

all nodes connected to node i and NPN is the number of pressure nodes.

: 4.2.2 Network Simulation Algorithm

The water distribution network elements have non linear head flow relationships. Therefore, their
behaviour is represented by a system of simultaneous non linear equations. Solution of these set
of non linear equations is obtained by applying an iterative numerical process In this sectlon,
application and the solution methods of the Newton-Raphson Method (NRM) is briefly descrlbed
Comprehensive descriptions of different numerical solution methods (NRM, linear theory,
gradient method) for network analysis can be found in standard text books and also in Reddy
(1990), Vairavamoorthy (1994) and Akinpelu (2001). In this thesis nodal formulation is

considered in illustrating the network analysis for the reasons mentioned above.
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The nodal formulanon in terms of unknown nodal head H for a network with N pressure nodes
(N= NPN ) is glven by equat10n4 4. '

fl(Hl,Hz, ,H )= of S ER T Ry
fz(Hl,Hz, JH, )= 0 e -

This can be represented in Vector form as: B
ﬁ.(ﬂ_):O;‘v’i_eN S @5)
In this process,' the objective is to obtain a solution \}ecto_r H “that satisfies e'quation (4.5). The
' aigorithm starts with an initjal apprnximation vector H * which is cldse to the solution vector "
When applying the NRM, a linear st of equations is solved to obtain a correction vector oH k
This assists in evaluating an improved approximation of & ! which is gi_\}en by:
I-_IM :!__I'k '*‘5_1[![ . ' 4.6) '
Where 6H *is determined using the following linear equatibns:
ViH HE =-f(H"); VieN @7

This can be represented in matrix notation as shown below:

R k
oH, ' ' oH, || % SiHY)
. L] ‘o - - : ’ (4.8)
P ey ] L@
| 0H, oH, |- 7

The matrix of the first derivatives of f,(H)is called the Jacobean matrix.
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' This iterative precedure is terminated when;
”éH ]|<e o ' (4.9)

' Where || " is the Euchdean norm and 8 isa spec1f1ed to]erance e

* The heads at the node when the Euclldean norm falls below the spec1f1ed error are the actual
heads at the nodes Once the heads are establlshed flows are derived from the head- ﬂow'_' 7

relationships.

| _This is a steady state analysis of the WDS. However, this analysis can be extended to simulate the

ehangeé in the netWork over time by _a'eednnting" for the varlatlons of the network houndary__;‘

conditions and comblmng each steady state solution. This is generally called the extended penod
(EPS) analysis. Details of performmg an extended period analysis are given in the next section
4221, '

4.2.2.1 Extended period analysis methodology

The EPS methodology basically evaluates the boundary conditions of the network (reservoir
' levels) using the predictor corrector method. The new boundery condition is used to obtain the
nodal heads and outflows. Steps in the predictor corrector method employed in the EPS are given

below,
As menttoned above the two steps in the extended peri_od simulations are:

¢ Static solution for the network at time7 .
¢ Reservoir levels projected for time T 4+ AT based on the results of the static solution.
' The method of estimating the reservoir levels for the time T + AT is explained below:

Predictor;

1. Reservoir levels at the beginning of the static simulation is /(7") and from the results of

the static solution, net inflow into the reservoir is Q(t).

~ 2. Reservoir level H*(T + AT) i approximated to

H'(T+AT)= H(T)+{dH} AT (4.10)
ar |, ,
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~ Where [—3—{;—] = [CA]_l O(T)and CAis fhe Cross Sectional area of the reservoir

B 3 - The Static so]utiOri for the network at T'+ AT- is carried out with Ifés'érvoi_r'l'e'\}él équal'tror T :

- H (T + AT ) and l:dH } 1s obtamed as above
T T+AT oo .
4, _Corrected va]ue of the reservoir head is found at tlme T + AT

'_éi_“ dH) [aH S
L)

5.1f IH (T + AT) ~H’ (T+ AT)I is S less than the spe(:1ﬁed tolerance then H (T +AT) s .

taken as the réservoir level at the next time step. Heads and flows for the next time step

- are obtained. _ _
6 I ‘H(T+AT)'—H *(T+AT)| is greater than 'the-"specified tolerance then

H *(T +ATY=H (T + AT) and continue process from step 3.

- This research is concerned with the performance assessment of water distribution systems during
extreme events. In such situations WDS will experience pressure deficiencies. The assumptions
of demand driven analysis are no longer applicable when the system becomes pressure dependent,

hence alternative analysis approaches need to be adopted.

Pressure dependent demand approach is the common method employed to analyse pressure
deficient systems. Current pressure dependent demand approaches use pressure dependent
demand (PDD) functions. In general PDD functions in network analysis are used either to

simulate intermittent systems or to simulate failure scenarios in water distribution systems. -

4.3 PDD Analysis Method

Analysing pressure dependent systems is not as straight forward as conventional demand driven
methods. Generally when analysing the water distribution network using the PDD method, the
PDD relationship is integrated with the network analysis program (Germanopolous, 1988; Reddy,
1990; Vairavamoorthy, 1994 and Akinpelu, 2001). In a few of the PDD approaches the pressure
dependent demand relationship is not directly incorporated with the network analysis (Wagner ef

al., 1988b; Fugiwara and Ganeshéraja, 1993; and Tanyimboh et a., 2001). However, pressure
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dependent nodal outflows are determined retrospectively. These methods have been criticised in

the literature on the basis that they do not account for the flow redistrib_utions in the network. '

- The dtfference between the conventtonal demand driven and the ptessure dependent anaiy51s 15
-the mcorporatlon of pressure a dependent functton mto the node ﬂow eontmutty equatmn, as

shown below

Zgbu(H,,H )+tI)(H e) 0: Vze NPN @1y
Jelt; - : .- . o S

' Where ®, (H —€, ) is the pressure dependent demand functton correspondmc to nodez, H H;.e
“are the head and elevatlon at nodez . L

The prlmary drfference between equatlons 4.3 and 4, 12 is that in the latter equatlon consumer

demand is variable depending on the pressure at the node Therefore, when solving the system of

-~ equations with the pressure dependent demand functions, an additional term is added into the

Jacobean matrix. In other, words the diagonal terms of the Jacobean matrix given in equation 4.8
will have an additional term from the_ pressure dependent demand function which are given

~below. v

o, _ G H H )+, —e)

3, o, (4132
¥, deH,.H))
T o (4.13b)

The remaining steps in solving the set of node flow continuity equations follow on from that of

the demand driven method.

© 4.4 Pressure Dependent Demand Functions

This section reviews different PDD functions in water distribution network nnaiysis. Existing
PDD functions can be categorised into two. The first type is only suitable for systems in
developed countries where fully pressurised continuous supplies exist, These functions usually
specify a minimum and desired head at nodes within which the pressure dependent demand
behaviour is displayed by the function. When the head goes beyond the desired head the PDD

function predicts a constant demand. The node starts to receive water only when the nodal head
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reaches the minimum head. ThlS behawour of the PDD functton is in line wrth the consumer

behawour of fully pressun sed contmuous systems

" The second type of PDD functton 1s apphed to mterrmttent systems where consumer out]ets S

_behave lrke orrftces (uncontrolled) Consumers in an mtermrttent supply tend to keep outlets open

' _-'throughout the supp]y per1od (Va1ravamoorthy, 1994 and Aklnpelu 2001) Therefore the PDD - v

function does not show a constant flow for nodal heads beyond the. requ:red or des:red heads SR

g Typlcal PDD ﬂow charactemstlcs of contmuous and mtermlttcnt systems are shown in Flgures 4 ==

e aand41brespcct1vely e

e
S
b=
]
o T [ S,
Minimum Head Required Head .~ Head (h)
- Figure 4.1a: PDD function for continuous systems '
A
Z
Q
&
e
o}
Required Head ] " Head (h)

Figure 4.1b: PDD function for intermittent systems
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In the literature a number of PDD functions have been proposed (Gerrnanopoutos, 1988; Wagner
et al., 1988b; Vairavamoorthy, 1994; Tabesh et al., 2004). These functions have short comings

~and adVantages,' but so far thefe have been no indications given in the literature as to how to

'_‘---'1dent1fy the most accurate PDD functlon for the analy31s of WDS. In thlS sectlon the PDD 5

- functtons are inve sttgated based on thelr apphcabthty to contmuous and mter:mttent systems
"4_.4.1 PDD Funct_ions f_o_i' Con_tiiluous .SyStems B
' GennanOpoulous (1988) proposed an empmcal negative exponentlal relatlonshlp for pressure

; dependent analys:s of extreme events in contmuous systems The PDD relat:onshlp is gwen o

Chelow.
g U-ce™ ™y @414y

* Where g, is the nominal consumer demand at the node, ¢, 8., are constants for a particular

node, h;, q, are nodal pfessufe and flow respectively.

Figure 4.2 illustrates characteristics of Germanop_ouios’_ PDD function. When the available
pressure exceeds the fequired pressure, demand is no .longer .sensitive to pressure; a realistic
scenario in continuous systems. However, this function does not explicitly relate to the minimum
required head. The atpplicaoility of the function to WDS very much depends on the

coefficientsai,ﬁi, which are supposed to reflect the secondary network. characteristics.-

Germanopoulos (1988) did not provide clear indications on how to determine the coefficients of
the function and therefore, they are difficult to determine; furthermore they are node specific.

These shortcomings associated with the function raise questions on its applicability.
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Figure 4.2: Germanopoulos’ PDD function

A key observation of Germanopoulos’ PDD function is that between points “x” and “y” for a

small change of head there is a larger flow variation, whereas between points “y” and “z” for a

larger head variation, corresponding flow . variation is small. Figure 4.3 shows the PDD -

relationships for different values of o, B
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Figure 4.3: Germanopoulos’ PDD function
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Germanopoulos (1988) used the function with coefﬁc1ents o, = 10 ﬂ 5 respectxvely as shown

in Figure 4.3. It is also clear from Flgure 4.3 that coeff:ctents of the PDD functton depend on the__ _

- desired head at the nodes as desrred heads vary for dlfferent values of the coeffi c1ents Also,

o lower values of the’ coeffrc1ents produces lower nodal outﬂows even for h1gher values of head B

7 Th1s was also observed by Gupta and Bhave ( 1996)

' Gupta and Bhave (1996) modlf ed Germanopoulos funcnon such that it on]y consrsted of one”' '

"coeffic:lent 1nstead of two. and they also 1ntroduced a minimum_ head 1nto the’ funct1on The

e .'modn‘“ ed relationship is of the form_. R

=g A0 sy
Where himi“ is the minimum required pressure' at node i, h" isthe desired pressure atnodei.
Both equat:ons 4.14 ‘and 4.15 have exponentlal relationships, however the inclusion of the
minimum pressure to equation 4.15 tends to improve its general applicability. Germanopoulos
PDD funct1on has been used by Jowit and Xu (1993) and Gupta and Bhave {1996), however they

did not specify the relevance of the coefﬁments of the PDD funct1on to the water distribution

network therefore the accuracy of the1r results are not certain. '

Wagner et_ al, (1988_b) proposed a parabolic relationship for nodes' operating under deficient
conditions, This PDD rel:artionship considered all three operationnl modes in .the distribution
systern: the normal mode (adequate flow), the deficient mode (partial flow) and the failed mode '
- (no flow). The nodal flows fo_r each corresponding modes were calculated based on the

expressions given below. The relationship takes the form given in Figure 4.1a.

q;" = q;" (Adequate flow) if H{" 2 H " (4.16)

anl’ _ mm ' . ‘
;" = q’“(W] (Partial flow) if H}'" SHM <H{*  (4.17)
i

“”’ =0(No ﬂow) if H“"’ < H‘““‘ (4.18)

Where g%, g are available and required flows respectively at the node and H )™, H®, H{*

are minimum, available and desired heads respectively at the node.
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‘The important aspect of Wagner’s PDD function is that it is 'primarily dictated by the minimum

and the de51red head at. node. The values of the minimum and the desrred heads vary dependmg

“on the water drstrrbutron system characterrstlcs and the consumers’ levels of service requirements.

'-.VThIS relatronshlp is comparable to that of Germanopoulos functron however the drfferences._._-‘ _ L S

“occur due to the varlatrons in the coeffrcrents Generally equatron 4 15is assrgned a coefficient of A

' '0 5 (Wagner et al 1988b and Tabesh et al., 2004). Agam the relevance of the coefflclent to the

secondary network characterrstrcs Were not explamed therefore the accuracy of the predlcuon is

_not “certain, Frgure 2.4 below shows Wagner s PDD- functlon for d1fferent values of the el

" coefficient.
171=— =n=0.25 = = = n=0.5 IR
R . A
[ = n=0.75 =—n= .
0.8 .
-—-——n=2
g
s 0'6 4
g
lg 0.4
Ul v
0.2
3] — j - T ¥ - 7
_ o _ 10 o 20 30 40 50
Pressure

Figure 4.4: Wagners’ PDD function
Where g avail is the available flow, greq is the required flow.

From the Figure 4.4 it can be observed that for low “n * values the PDD function tendl to behave
more like Germanopoulos PDD function where small changes in pressure result in large flow
variations. Howerer, i.ncreasing the value of “n “results in gradually varying PDD curves. Similar
to other PDD functions, the shortcoming associated with this relationship is the evaluation of
apcropriate value for “»”. This can only be achieved by calibrating the functions with field data.

This would be a very tedious exercise as the coefficients are node specific.
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Wagner predlcted the nodal outﬂows of defxcxent networks by applymg the PDD relatlonshlp

retrospectively to selected nodes. hence both pressure and outflows were not simultaneously '

satisfied. This approach is clearly not surtab]e as ﬂow redlstrrbutlons in the network are Ignored

.-Tabesh et al. (2002) used a PDD relat1onsh1p 1dentlcal to that of Wauners The relatlonshlp was L

_based on the expressmn below
| H. - Hf.ﬂiﬂ. + R'.(qj')" . (4.19)' .

L Unhke Wagner Tabesh derived the PDD expressmn from the above relatlonshlp and mcorporated

: the function with the network analysm program The nonhnear governing equatlons were solved

B | by. Newton Raphson method effic1ency of the program was 1mproved by mcorporatmg a step_ T .

length adJustment parameter The advantage of thlS method over. Wagner s method is that the

- flow distributions due to deficient conditions in the systems are s1mu1taneously considered,

However, it is widely reported that the determination of parametersn, R; for a given network

would be Quite difficult in the absence of extensive field data and some form of calibration would
be necessary (Tanyimboh and Tabesh, 1997; Kalungi and Tanyimboh, 2003).

Bhave (1980) introduced the rlode ﬂow analysis (NFA), which is a complex iterative techn.ique to -

determine partially satisﬁed demands at nodes. The head ﬂow relationship used in NFA is:
| 5" =g (Adequate flow) if H f”’ > H @420
0< g <qjf" (Partial flow) if H;"f = H;.“‘“ - @21
g2 =0(No flow)if H3' < HJ® Cuw

This is a discrete relationship and the values of the partial flows are not explicit. Nodal heads and

the corresponding flows are obtained by solving expressions 4.20-4.22 iteratively, The demand |
driven conventional network analysis method is used in the iteration, This method does not
employ any PDD functions and therefore, does not incorporate the secondary network behaviour

when evaluating the pressure dependent flow.

Gupta and Bhave (1996) applied different PDD functions'(Gennanopoulos, 1988 and Wagner ef
al., 1988b) along with NFA techniques. The coefficients of the PDD functions were obtained by

regression analysis. They concluded that Wagners’ function along with the node NFA provided
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better results than the other functions. The shortcoming in this method is that coefficients of the

function cannot be related to'thé_secondary network behaviour,

4
3
55
T
1-,.
R o i - D
-0 .. .10 -~ 20 -3 - .40 - 50
' "'Head - ' '

Figure 4.5: NFA relationships

Fugiwara -and Li (1998) employed a differehtiable functidn proposed by ' FujiWara and
" Ganesharaja (1993) to simulate the pressure dependent nature of deficient nétworks. This function
is b_as'ed on the expected served demand and takes into account the insufficient heads and flows at
- nodes. The relative effectiveness of the nodal head, which is the ratio of available and required
flows, is defined by a function of nodal heads takin-g values between O and 1. The value of fhe -
function is zero below the minim_urh head and ohe_ above the desired head. The nodal hydraulic
'availability. of the available nod.allﬂow is evaluated using the expressions giveh below. Figure 4.6

illustrates the functions desctibed by the expressions below.

p(H)=01 H{" <H" (4.23)
o
[z-H™YH " - 2)dz
p(H =2 fHM™<SHY<H® @29
j Hie ) 7 4 7
J'(z___H}nin )(H;z'es _ Z)d
Hin ]
pHp)Y=1 I HY'>H}" (4.25)
Qavl = p(H_r )Qreq (4'26)
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- Figure 4.6: Fugiwara’s function '
The above expression does not seem to reflect the network characteristics or show any indication
of any relevance to the network behaviour. However, the PDD relationship shows characteristics
of the previous PDD functions where the pressure dependent nature is displayed between the
minimum and desired nodal heads. The function is likely to have discontinuities in the event of

integrating the relationship with the network analysis program,

Tanyimboh et .al. (2001) developed an alternative method to PDD functions called source head
method to predict the pressure dependent demand. Their method was based on demand driven
analysis, This method assumes that the deficiencies in pressure in water distribution systems have
localised affects in the vicinity of a failed componént or in the area where there is excessive
demand (Gupta and Bhave, 1996; Tanyimboh and Tabesh, 1997). |

Tanyimboh ef al, (2001) stated that the flows in looped distribution systems are directed in such a
way that the total energy loss is minimised. Tanyimboh and Templeman (1992) observed that the
small pipes which experlence high head losses usually carry little flow when there are multiple
paths in the system Therefore, areas with high head losses (where msuff1c1ent pressure is
prevalent) act as final destmatl_on points rather than transit points through which flows pass

through to other areas of the network .

Tanyimboh et al. (2001) also mentioned that when a system with insufficient pressure is analysed
. using demand driven method, it is necessary to adjust the flows at minority of nodes with low

pressures, knowing that the performance of the rest of the nodes will be mostly satisfactory.
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Therefore, equation 4.19 is used to relate the heads at the node to outﬂows.-After mathematical

manipulation the available flow at the node is given as:

: qf“ —-q;w,,f A, >-ff:7,xg o -.ff.ijfr*;.;11(427)ﬂ!f;';]’-

:. av.-' . H Hmm"' - | min des ) L ..
_____qj_f'qj B : 1f H __<H <H V_]. (428)

Hdes Hn'u.n 5.f
avl e min S
.qj ‘0. : }f H <H” ,VJ._ T -(4._29)
ziH“—H H+Hm ey
| Where Q’;M,q”q are available _and required flow at node i, H, is the head available at source,

H ;“1’" is the head at source below which outflow atnode j -wﬂl be unsatisfaetory or zero, H f‘f is
the head at source above whieh demand at the node would be'ﬁdly satisfied, H ;is the head at
node J, i }nin represents the midimum head at node j .which c.ar.l be approximated to the
elevation of node and » is the exponent whose value varj between 0.5-0.67, and caa be evaluated
by calibrations. o ' . ” -

The_ minimum head at source for node J (H min ) can be found by trlal and error usmg simulation

~or field tests,' which are time consuming. However, Tanylmboh et al. (2001) approximated the
H/ min 7 to the source head above which the outflow just begins at any node ( H ™0y and also H min

is selected such that it is above the minimum delivery head for any node thus:

H™ >min{H 7™ V) ~ min{elevation,, V) @

Therefore, the modified expression for the actual flow is given as:

H ._Hm'm "
q;zw' qt:eq [_S__S__] Hmm < H < Hdes Vj (432)

J H:‘e;s _H:mn 57

Tanyimboh ez al. (2001) found that the approximation given above is non conservative (over
estimate the nodal outflow with short fall in head). This effect is expected to be minimal since

only a small number of nodes are being considered due to the localised effects of failure.
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‘The equation 4.31 given above resembles that of Wagner et al. (1988h), however the only
difference is that this expression considers source head instead of nodal heads: This eonstitutes a
problem when there are more than one source supplymg water to the distribution system. The'

estlmatlon of source head will be a difficult process as the heads eorrespondmg to each and every -

‘- _source would need to be ldentlﬁed Moreover the predlcted flows would be approx1mate values : e

' '_ Therefore the su1tab111ty of Tanylmboh et al (2001) PDD method is not certam

442 PDD_ Functions for Inter'm'ittent: Systems . _

Lam and Wolla (1972) con31dered the scenarlo where the nodal draw- offs are not always flxed
- They suggested that draw—off at each node depends on the head at the nodes ThlS is expressed as 5_ '_i-

 follows; -
g, =F,(H,) (4.33)

‘qL is the outflow from the system, H; is the pressure head and F, is the load factor. The

relatlonshlp given by 4,33 is said to describe the loads as variable loads. The study further stated
_ that in computer simulations, the characteristic of variable loads i is assumed to have the followmg

form:

9, =4, -BH" (4.34)
In which A, B, and C; are appropriate constants'dependent on network characteristics.

Equation 4.33 takes the form of a power relationship. The expression suggests that even if there is
no pressure head at the node, there will be a finite flow available at the node. However,_

appropriate selection of the coefficients will result in a power relationship (orifice flow).

Chandrapillai (1991) proposed a relationship for the pressure dependent demand at nodes. This
relationship was applied to houschold with overhead tanks. He stated that in intermittent systems,
consumers will try to collect as much water as possible. The main assumption in thls method is

the consumers are active throughout the supply duration.

The basis behind this method is that the nodal supplies from each node depend on the inherent
| system characteristics such as the diameter, length, roughness, connectivity, elevations, demand
and the downstream conditions of each node. In other words, adjustments in system

characteristics such as the rehabilitation and replacement of components (pipes and valves) will

103



contnbute to the equ1table supply of water to the consumers. The nodal outflows are obtained by

an 1teratwe process and are gwen below
Y HJ . _H _ _+R.(qj4)_ TR 7;_(47_375). S

av.f

o - Hmm +R. (qavl)n H;"es : |
.'_qu"qi. .

- nR (qavf)rifl - ( 6)

- Where H ‘f"" H min H jare the mquired minimum and eveilable headsurespectively at nodes o

_:' R is the reswtance constant for the system, n 1s the exponent q’e“' is the ﬂow requlred at node,

avi

- q; i 1s the prev:ous value of nodal outflow and q ;18 the updated outﬂow for nodes wnth less than

fully satisfactory pressure

Nodal outflows given in Chandrapillai (1991) are corrected depending on the available and the

required heads at the nodes. That is when H j’."m <H,<H f“, the available flow g, is given by
equation 4,36, if H, <H ;-"i“ then the available flow ¢ ;=0 , when H J.'> Hf"-s the available

--ﬂ-ow becomes the deSiréd demand. =

According to Chandrapillai’s relationship the consumer outlet will have a constant flow rate when
the head at the node is above the desired head. This characteristic of the PDD function contradicts
the behaviour of uncontrolled outlets such as stand pipes in intermittent systems. Those outlets
are free flowing outlets and are characterised by the orifice flow (Valravamoorthy, 1994
Akmpelu, 2001). However, the relationship is applicable to systems with overhead tanks and

sump tanks.

Akinpelu (2001) illustrated this method by assuming a consumer connection that supplies the

water from the distribution main to an overhead tank (OHT). As illustrated in Figure 4.1a the

OHT is lfed. only when the pressure head at the tapping point is above the static lift (k) which is

the level difference between the distribution main and the OHT.

The network characteristics considered in Chandrapillai’s function are represented by the
coefficients of the PDD function. However, when it comes to the determination of PDD
coefficient this PDD relationship has the same problems as that of previously mentioned ones.

Furthermore the PDD relationship assumes that once the head in the network reaches the desired
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head, nodal outflows will not be sensitive to pressure. This assumption is not applilcable to water

‘ star'ved systems as the consumers in such system tend to keep the outlets open throughout the

supply per1od (Varravamoorthy, 1994 Akmpelu, 2001) Therefore, care should be taken when_-

- applymg thrs relat1onsh1p to rntermrttent systems

A head-dlscharge formulatron based on onflce funct1on (equanon 4. 36) was glven by Reddy_'_:_r

"'(1990) Va1ravamoorthy (1994) and Aklnpelu (2001) These formulat1ons were apphed to

_simulate the behaviour of mtermlttent systems where outlets are free ﬂowrng and wholly
_"_dependent on the resrdual heads Akmpelu (2001) combmed the PDD funct1on with queuing
process to simulate the activities of free ﬂowmg outlets where there is some control due to
_mcreased quantrtres of water However, he observed that the system becomes most vulnerable L

when all the outlets were d1schargmg srmultaneously (outlets become free ﬂowmg) hence the

. assumpt1on of orifice flow is still appropriate.

q=AH" @37

Where q is the ncdal outﬂow Ais the coefﬁment of the function which depends on the outlet

coeff" cients and # is a constant for part1cular outlets

Vairavamoorthy' (1994) and Akinpelu (2001) obtained the coefficients of equation 437 by
analysing the secon_dary network behaviour. The nodal outflows predicted using the above
: ‘relationship has no upper limit as shown in Figure 4.1b, For higher residual heads in the network,
(higher than the desired head), the outflows can be significantly larger than the required demand.
The outflow is sensitive to the values of the coefficient hence it is very important to evaluate them
accurately. The application of the power relationship (orifice function) is more appropriate for
intermittent systems than that proposed by Chandrapillai. The power relationship is applicable to

systems with both free flowing and controlled outlets.

4.4.3 Strengths and Weaknesses of PDD Functions

PDD functions are a convenient tool to analyse pressure deficient networks. The functions can be
easily incorporated with the network analysis and solved using one of many solution methods
(such as Newton-Raphson rnethod, linear theory method or gradient method) as described in the
section 4.2.2, The accuracy of predicting the pressure dependent demand depends on how well
the PDD function represents the network characteristics. The shortcomings associated with each

function are described individually along with the description of functions in previous section.
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- In general the deficiencies associated with the PDD functions are their inability to explicitly relate

the secondary network‘(the area which is sdpplied from the primary node) characteristics

‘| However, the coefficients associated with the PDD functtons 1mphcn1y represent the secondary R

. network behavrour Therefore determmations of the PDD coefficrents piay a major role in the use'__, .

. of the PDD functlons Wlth network analysm The secondary networks correspondlng to the WDS R

_ nodes are not similar, as a result the PDD coefficlents are node specrﬁc Hence determmmg the .

'coefflment wd] be a time consumlng as weII as an mtenswe process. Once the coefﬁcrents of the
functions have been determmed they need to be cal;brated to make sure they simulate the ﬁeld

: condmons

S Another issue that must be noted w1th PDD functions is that they are not sensrtwe to vartatrons 1n Lo

' the consumer demand behav1our For example the PDD functlon pred1cts the demand or the flow
into & node in the distribution system assuming that all the consumers are active at a particular
time period. However, when a part of the consumers (say 50%) are inacti\_fe, the PDD function
should predict a lower value for the nodal demand as only half the consumers are active at the
node. The predicted flow will be for the entire population at the node, in other words the nodal

' demand is over estimated.

The variation in the number of consumers accessing the supply W111 also have an impact on the
PDD coefficients. Even though the above mentloned scenario may hardly oceur in WDS, such

events restrlct the predictron capability of the PDD function

This situation can be remedied by analysing the characteristics of the PDD functions for different-
demand values at a node and obtaining corresponding. coefficients using field data and
calibration. This will result in a PDD function for a particular node having a set of coefficients for
different demand situations (peak times, off pesk times cic). This will add additional

complexitics the PDD functions.

The nodal flows predicted by the PDD functions depend on the range between the minimum and
desired heads at the node (Tabesh et al, 2004; Wagner et al, 1988b). Therefo_re, it is'very
important to determine the' exact boundary values of the heads which are based on minimal and
desired residual pressure at the consumers’ outlets. This information is usually available in
standard codes of practices, The OFWAT specified residual pressures are 7m minimum and 10m
desired pressures. These values need to be translated to the primary node which represents
hundreds of households.
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Furthermore, discrete PDD relationships giyen by Wagner et al. (1988b) Chandrapitlai (1991),
Tabesh et al' (2004) will have a problem of encountering dlscontmumes when mtevratmg with -

- the network analysxs program S

. Therefore the methods that are capable of over eommg the msensrtwmes and short commgs of SR

_ the PDD functxons must be developed ThlS is achleved by usmg micro level models as descnbed T

 below. L TR RN R L

4, 5 Pressure Dependent Demand Modellmg w1th MICI‘O Level Models

In this researeh the method based on the micro level modelhng of the WDS is proposed As the

' name 1mphes th1s method looks into the detailed” analys:s of the 'WDS. This is based on’

_ smulatmg the behaviour of each and every 1nd1v1dua1 consumer nodes (secondary nodes) In thls |

thesis this method is referred to as micro level modellmg

In this section, the micro level modelling of WDS to represent the pressure dependent behaviours
* of the demand nodes is presented. Mot:vatlon for the micro level ‘modelling to simulate the
pressure . dependent demands orrgmated from the use of secondary networks to lump the
individual consumer outlets in intermittent supphes (Valravamoorthy, 1994 and Akmpelu 2001).
In xnterrmttent systems consumer outlets are modelled as orifices whereas in the proposed method
1nd1v1dual households are represented by overhead tanks coupled with a ball valve to control the
inflow from the WDS. ' '

4.5.1 Proposed Micro Level Modelling of WDS

The micro level models (MLM) proposed in this thesis simulates the pressure dependent demand
behaviour of the water distribution networks without the use of PDD functions. This has been
made possible by representing the actual WDS behaviour upto mdmdual consumer level using
~ MLMs. The MLM represents the internal piping arrangements of the households. An insight into

the internal piping arragements of individual households is given in the section 4.5.1.1,

4.5.1.1 Piping arrangements of household

One of the factors that has a significant effect on the water usage among consumers is the
household piping arrangement. In continuous supply systems usually households are connected to

the WDS through an overhead storage tank (the UK system) or a direct connection (European
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.system) (Fleld 1978 Valravamoorthy, 1994) Whereas in intermittent supplies, households are

connected through sump tanks or yard taps

.. The pnmary drfference between the UK and the European systems is that- the f:rst one is S

- connected to the dtstrlbutlon main through an overhead storage tank coupled with a Portsmouth-_ T

o ball valve to control the 1nﬂows The second arranoement doesn’t have the storage tank Both"_'__

systems react dlfferently to pressure vanatlons n the dlstrlbutlon system

OHT | . - . pmmma .- . BUWB -j---___._-_____:

. §--—_—--‘----;- ' H‘!N - é . . - . g .

R i

_ P we !

L ) € 1

BT/WS ~|~°°" =y o

i i

WC 1 KT |-==-r==-mmmee- 3

i : S

-: |

| KT . [oeeermenene- ‘ | :

) . . .- HW Tt

O Water Mam | o O  Watet Main

UK System _ . ' . European System

Figure 4.7: UK and Europetm househo]d piping arrangement

| OHT - Over Head Tank, HW - Hot Water, BT/WB — Bath Tub/W esh Basin, WC — Water Closet

KT - Kitchen

Water Main
........... Hot Water

Cold Water
Sump tank and yard taps are analogous to the UK and the European systems respectively where "
~ sump tank is an OHT with zero elevation and the yard tap represents the direct connection to the
houschold. In the event of pressure deficient situations, flows in both the UK and the European

systems become pressure dependent. This is explained below.

In both the systems flow rate at any instant to a group of consumers depends upon the number of
households drawing water and their corresponding rates of flow. In the UK system the OHT will

receive a reduced flow when there is a reduction in system pressure. The flow into the OHT is

108



dictated by the system pressure, the consumer Behaviour is reflected by the response of the ball
valve to the water level in the tank. The OHT is capable of sustaining the supply to the consumers

when there is a pressure defrcrency in the system for a short perrod of time. On the other hand .

'_:”pressure deﬁc1enc1es in European type systems wrll rmmedrately lmpact the supply to the S

- tconsumer If low pressure srtuatlons per51st for longer duratrons the OHT i in the UK system w1Il R

- not be able to sustam the ﬂow and pressure lnstead w1ll behave like the European system
o 4.5._2 MLM De'velopme'nt'r -

.The bas1c concept of mlcro level modellmg proposed in this study 1s based on smulatmg the

behawour of 1nd1v1dual households as pre8sure dependent outlets and then mtroducrng this into .~

pressure dependent analysm However, since there are a large number of households; it is

impossible to simulate the behaviour of mdrvrdual households and incorporate those into analysrs. B
Therefore, these households are lumped together based on the homogeniety at the secondary .
-nodes and then evaluating equivalent_dimenslons of the lumped nodes (equivalent tank

dimensions and lumped demand profiles) which are used in the simmtation of MLM.

The development and the simulation of MLMs are the primary activities in analysing the pressure "
dependent demand nature of the WDS without the assistance of the PDD functions. The steps
involved in the MLM methodology are listed below. -
* Identifying the MLM structure.
"« Eavaluating the equivalent tank dimensions.
e Obtaining the lumped demand 'profiles.'

¢ Simulating the PDD behaviour,

4.5.2.1 Identifying MLM structure

Reddy (1990) reported that in large networks catering to urban areas, eons_umers are usually
served by small tree networks which are called secondary networks(or Micro Level Models). The
main feeding network is called the primary network. Generally secondary networks consist of
small diameter pipes compared to the primary network. Reddy (1990).suggested that parts of
network that have pipe diamteres of 100mm and less can be considerd to be the secondary

network. The area served by the secondary network must be selected based on expert judgement
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and expetience. The modeller’s experience is complemented by the use of a rational approach

such as the Voronor polygon ‘method to define the area as is grven in Akinpelu (2001) The

: methodology for generatmc V°r°n°1 pOlygons to define the secondary network areas is descrtbed e

7 in Appendlx 2.

' It has been argued that in determmlng the cha.racterrsttcs of the secondary networks the dead:': -

ends are necessary in" order to capture the cumulative outﬂows from the primary -pode’ -

-(Reddy,1990) It is p0551b1e for a Secondary network to abstract water from a prtmary node

elsewhere in the network hence 1t will not be correct to say that the total demand 1s satlsfled from'_.._' .

| the node under cons1deratton However, it has been reported in the water practtce manual (IWES

1984) that most networks are 1nsens1t1ve to small changes 1n demand between one ‘node and :'-

" another. Movmg a small demand from one node to another will have a very insignificant effect on. )
the system pressure. Therefore, the micro level models are developed as tree networks without

loops.

Primary Nodc.

-+ = : g Seeondary Network or MLM -

" ‘Water Distribution Sy_stern

(Not to scale)
Figure 4.8: A Typical Micro Level Model (Fed from a primary node)
Micro level models are identified by observing the area supplied from the primary nodes of WDS.

Figure 4.8 shows a typical MLM. The tree shaped network (shaded area) which is fed from a
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primary node represents a MLM. Each overhead tank in the network represents the consumers
served by the MLM. ' ' |

A prlmary node of a WDS supphes to hundreds of households in the area covered by the

RS correpondmg secondary network Representmg all the consumers in the MLM is unreahstrc'ff: T

= therefore the households w1th srmllar eIevatrons are lumped together usmo Voronm polygons as
'g1ven in Akmpelu (2001) : CT

. The lumping of households mainly concerns aggregating the demands and dimension of the

. overhead tanks.The demands of 1umpe'd' individual households are added together to obtain the.

_lumped demand of the secondary network node. - The. secondary network nodes. w111 have' i

;equrvalent OHT that represent the collectwe capacrty and the charecterlstrcs of the (lumped)'

. ._1nd1v1dua1 households. The methodology in determining the equivalent tank dlmensrons is grven -

in section 4.5.2.2 below,

Once the equivalent OHT dimensions are evaluated, the dimensions of the s_ervice pipes that
supply to the lumped node need to be determined. The equivalent service pipe dimensions are
determined based on the collective _carrying capacities of the service pipes. of individual

households and is described below in section 4. 5 2.2,

Once the lumping process is carried out, the MLM will have a manageable number of consumer

outlets representing the acutal number of consumers in the MLM.

The lumping process used in this thesis is based on the following criteria given below . This was

followed in order to maintain the consistency during the lumping process.

o A maximum of 50 households were lumped into a single secondary node.

¢ The maximum elevation difference between any two households in a Voronoi polygon

was selected to be 5m.

The headloss m the service pipes connecting the households are small (Reddy,1990). However,
having an upper limit to the numher of lumped households will help maintain the consistency in
the headloss between the lumped nodes. In other words, the maximum headloss between the
households in a lumped node is the headloss between the 15' and the furthest (50") household,
Lumping too many households together will compromise the detail in representing the behaviours
of the households.

111



The elevatlon d1fference between two households is kept at 5Sm morder to avoid large pressure

varlatrons in between the nodes that are being lumped

o 4s22 Evuluating._equi:‘laleht tank difﬁensisﬂs inMLM

Mlcro level networks dCSCI'lbe the WDS in greater deta1l mcludmg the mdmdual remdentral
servxce prpes Although the extent of detaﬂ is supposed to prowde accurate resuIts accuracy and

the amount of effott requlred to model the system are not proportlonal _

e The aim of lumping a MLM is to' Simplify the netWOrk in terms of size and complex'itjr..'When

-_____representmg the lumped consumer outlets, servrce p:pes fecdmg 1nd1v1dual consumers e

'7 replaced by equrvalent serv1ce p1pes The head losses'in ‘the service pipes are assumed to be o

negligible.

Equivalent pipes can be obtained by considering carrying capacities of each pipe. Anderson and
Al-Jamal (1995) proposed an element—by—element approach to obtain capecities of equivalent

pipes.'They considered the Hazen Williams head loss relationship, which is given below.
AH = KQ"** 438
S er
Q =GAH™ (4.39)

Where AH is the head loss at the link, K is the pipe resistance, G is the pipe conductance.

For, iseries pipes of resistance K. The equivalent resistance is given by:

K. =YK (4.40)

equ

and for 7 parallel pipes the equivalent conductance is given by
Gow =G, (4.41)

Once the consurner outlets in the MLM are lamped and eduivalent pipe dimensions have been
evaluated, it is essential to determine the equivalent plumbing arrangements for the lumped
nodes. The important component of the plumbing arrangement in the UK households are the
overhead tank. The tanks are of average height 0.75m and have an area of 0.54 square metre

(Field, l978).When determining the equivalent tank dimensions, the tank height is maintained at

112



0.75m, inorder to represent the variations that occcur in individual households, The area_ of the

equivalent tank is determined using the exptession given below,

' '_'"..D =2\/E L '.";'(4'.4'2) R

Where D 1s the dtameter of equwalent tank A is the area of a household tank (assumed to be:

0. 54m ) n is the number of households lumped together ina po]ygon '

' 45.2.3 Residential water usé

To obtain the usage profiles of the Jumped nodes in the MLM, individual usage profiles of the "

- consumers and how the consumers access the water distribution system must be known. The

follo»tting section gives an insight into the types of consumers and their water usage.

The main types of consumefs in a WDS are household users, industrial users and public
consumers (hospitals, fire fighting etc). Apart from the above mentioned constlmptions -water is
also lost due to leakage and 111egal connections (unaccounted for water) In this research the
component of unaccounted for water is mtegrated into the consumers usage as a percentacve of
" demand for the sake of 51mp11c1ty. This approx1matzon will have a very minimal effect in the
modelling process. Each of the above mentioned types of consumers have different usage
pattems. The household consumption has the most uncertain parameters and unpred1ctab111ty '

Therefore, it is approprzate that the household water usage is analysed first in this sectton

It has been observed that the household consumption can be categorized into two volumetric or
deterministic use and time dependent or stochastic use (Vairavamoorthy, 1994, Obradovic and
Lonsdale, 1998). The volumetric consumption constitutes the instances where a specific volume
of water is required as in filling a bath, using a kettle, the washing machine and the WC, These
‘usés will not be affected by the stight pressure variations in’the system. In time dependent
consumption, water is required for a specific period, for example having a shower, washing the
car etc., the quztntity of water consumed in these types of consumption very‘ much depends on the
system pressure. For example, a person hosing down a car will spend the same amount of time at

the job regardless of the system pressure (whether it is 15m or 25m).

Water use patterns and the sequence vary area to area depending on the lifestyle, availability of

water, cultural and religious practices etc. In order to generate a household consu'r_ner_ demand

113



profile or the demand profile for an ar’ea,. it is important to identify the householdconsumer usage

_in terms of the frer]uency of use, intensity of use, the duration and their corresponding probability

dlstnbutlons Field (1978), Buchburger and Wu (1995), Buchburger and Wells (1996), Alvisiet .

- al. (2003) .TankOVlC-NlSlC et al. (2004) all analysed the characteristlcs of res1dent1al water use to T

8 model the mstantaneous resrdential demand

- Field (1978) measured the ﬂow rates into three areas of domestic consumers as well as md1v1dual B

resrdences The data obtamed from the mdiwdual households were used to estabhsh mdmdual'

- water use sequences for the households The- analysis of the flow data from the. three areas B

showed that the flows started to increase around Sam and reached a peak by 9am After 9 am the

B _ flow started to reduce however produced secondary peaks

. Using the above information'Field (1_978) calculated the number of consumers drawing water at

each 10 seconds from the system by employing the following relationship.

0, =Ng, | . (443a)
0, =Ng,+Nyg " 443b)
Q= Ni‘lj_."‘ Nogjy +-+Nyg .-(4'43(:)

“WhereQ, is the measured ﬂow'rate at time { .4, is the calculated flow rate in the service pipe at '

time period j, N, represents the number of consumers starting to use water at time period i.

These calculations were done based on the following assumptions:

¢ The rate of flow of water started to increase at Sam i.e. the consumers started to access
the water. '
¢ All the consumers were active by 9 am.

® The peak flow occurs between Sam and 9am.

Buchburger and Wu (1995), Buchburger and Wells (1996) proposed a method to model the time
series of the residential water demand by means of a rectangular Poisson pulse process. In their
study they characterized the water use using three variables; the'intensity, the duration and the
frequency. Also water use was comp.ared with the queuing analogy where the home occupants

represent the consumers and the household appliances and the water fixtures represent the
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Servers. Ina queumg PTOCESS Consumers randomly amve followrng a Porsson process and engage

One or More SeTvers for a random length of time.

o Buchburger and ' Wu ( 1995) approxrmated the 1nstantaneous Water use by rectangular Pulses of'

~ random duratron and mtensrty It was suggested that more than one pulse startmg srmultaneously . L

is unllkely due to the Poisson drstnbutron However 1t is poss1ble for more than one pulse w1th L

different startmg times to overlap for a hmrted duration. In such s1tuat10ns the total water use was < -

' .evaluated by addmg the mtensmes of the-1nd1v1dual pulses Buchburger and Wu-(1995)

demonstrated that the mean water use mtensny, varrance of Water use intensity and ut1hzat10n B

. factor (serv1ce rate/arrlval rate) are the three parameters requrred to rnodel the water use of a'

_ resrdence

Alv131 et al. (2003) developed an altematrve method fo’ model the mstantaneous resrdentlal
demand. They mdlcated that the Poisson formulation is inadequate to represent the residential
deman(_i and also they questroned the addition of individual intensities to generate the total water

use,

" The alternative approach proposed 'b'y_'Alvisi et al. (2003) was based on Neyman-Scott clustered
point" process. This method - has been widely used in the simulation of rainfall events
(Cowpertwait, 1996 a, b) Alvisi ez al. (2003) illustrated that this method is more suitable for the

reproduction of time series of the water demand for a small number of users.

In modeling the water consumption, the water demands from the use of household appliances and
* fixtures were recorded as rectahgular pulses as in Buchburger and Wu (1995). The individual
pulses of demand are called elementary demand (ED) and a group of aggregated elementary
demands form a demand block (DB With the Neyman-Scott clustered point process, formation

of ED and DB are considered separately. The origins of the DB are represented by means of a

Poisson process with an arrival rate 4, and each DB is associated with a random number of EDs

which are distributed according to a Poisson process with parameter i, . The origins of each ED
are independently distributed whose temporal distances are distributed with an exponential

distribution with parameter Bz The temporal distance of each ED cell is represented by an
exponential random variable with parameter?};. The intensities of water use are modeled by an

exponential distribution with parameter £ .
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| Jankowc NlSlC et al. (2004) analysed the stochastic nature of the residential water demand with

respect to the frequency, intensity and duration of the use of household apphances in 28

households §| anlcowc~Ntsic et al. (2004) camed out a statistical analysis of the sum of the usage . .

e of a one particular appltance throughout the 28 household over 24 hours and concluded that a:_i, _ - _' oo

' "'standard water usage pattem does not ex:st However from the origmal data set they calculated' T |

_ ,the mean of the Po:sson dlstnbution for every apphance for every hour The chi square tests L

'carried out on the means supported the assumptlon of Poisson dtstribution

- The consumer demand patterns were generated usmg P01sson distributions for each appliance and o
. 'a Monte Carlo based random number generator was employed to generate the consumer demand

" patterns at node fevel, - -
) Both Buchburger and Wu (l995) and Alv.isi ef .al... (2003) demonstrated the methods to model the
instantaneous residential water use. The latter method is a parameter intense technique &)
parameters) whereas the first method only requires 3”parameters. Both the methods have the
capability to representthe realistic instantaneous residential water use. Jankovic-Nisic et al.
- (2004) method can be seen as an extension of the Buchburger and Wu (1995) method, where

" nodal demands are based on a Poisson process and also uses a Monte Catlo type method to

- generate the demand patterns for each time step.

The main'differenoebetween Field (1978) and the other methods described above is that the latter
tried to model the dynamic variations in the water use whereas, the former assumes a static

demand sequence based on observations.

The aim of the above review of the instantaneous residential water demand is to acknowledge the
developments and the available methodologies to model residential demand. However, the
intention in this chapter is not to accurately model consumer water use, but o use a simple

demand model to demonstrate the characteristics of micro level model analysis.
4.5.2.4 Obtaining lumped demand profile

In order to simulate the WDS using a .MLM, it is important to generate lumped consumer demand
profiles at the nodes. To develop the lumped usage protile, individual consumer usages
throughout the day should be known. In this section the individual usages are assumed based on
the observations made by Field (1978).
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Field (1978) only presented the morning household. usage, however the evening usage inctuded is
based on observations of 'household use and experience. For the p'urpose of simplicity, the
'eonsumer usage sequences are taken to be flxed The consumer usage Sequence adopted n thls o
:2 -,.thes:s is as follows ' _ ' . ' -
L Mormng use: : water c]oset wash; clean teeth kettle shower cleamng

. Evenmg use. washmg maehme, dlshwasher, cookmg, evenmg wash, kettle.

: Apart from the above menuon mommg and evenmg use, oecasmnal use of the kettle from kitchen
tap is also mcluded in the 1nd1v1dual household usage proﬁle The usage proflle is generated -

' ‘based on 4 mdmduals per household
. _-Both moming and e\{ehihg'uses‘ add up to 137 Iped (Table 1), which is the ave}age' p"e} eapita .
consumption for Severn Trent area (OFWAT, 2007). The household usage.pattern,based on

Field’s analysis is shown in Figure 4._9 below. -

Table 4.1: Components of a household water use

Water use Flow rate (Ips) Durations (s)
Water Closet - 0.145 70
Wash 0.167 : N - 50
Clean Teeth ' ' -0.09 _ 40
Kettle " S 0.167 : - 10
Shower _ Q.1 ' - 600
Cleaning- 0.017 1200
Washing M/C(evening) 0.028 - : o 3600
Dishwater(evening) |  0.017 ' 1800
Cooking(Evening) - ‘ 0.013 - : 1500 -

The individual household consumption profiles need to be aggregated to obtain the lumped
-demand profile. The aggregation of demands has to be based on the way consumers join the water
distribution system. The order in which consumers join the WDS will depend on consumers’

lifestyles and habits. This also dictates the distribution of nodal demands with time.

117



- .07

006-{--

0057
o004t

0034

Nadatﬂo‘ws (lls) |

0024

Co001d , s H
0 : L

o s e
| |  Time (hr)

25

Figure 4.9: Houschold water use

Nodal demands in water dxstnbutlons are random events, but there have been attempts to

associate statistical dlstnbutlons w1th the demands in water distribution systems. Alegre (1992) as

mentioned i m Jankovic-Nisic et al. (2004), used normal dIStl‘lbuthn to describe the vanabihty of

water consumpuon at nodes. Kh0m31 et al. (1996) ‘and Tabesh et al (2004) derlved the nodal
“demand distribution from the daily system demand distribution in a region in the Southwest

_Engla_ncl during the period of (1976-1989). Sensitivity analysis carried out on the data revealed

that the normal distribution is the closest. Similarly Xu and Goulter (1998) assumed that the nodal _

demands, reservoir levels and pipe roughness coefficients are normally distributed variables. In
the above menticned studies fhe consumer water usﬁge throughout a speciﬁed period wes shown
to be normally distributed. They did not specify any indication of how consumers join the water
distribution system but only highlighted the distribution of demand. However, in this section, the

way in which consumers accessing the water distribution system is modeled.

The lumped demand profile at the node is generated based on the assumption that consumers join
the water distribution systen in a normally distributed manner. The basis behind this assumption

is obtained from the observations made by Field (1978).

Field (1978) measured the water usage for an area and also obtained the flow rate at consumers’
~ service pipes which are shown in Figures 4.10 and 4.11 respectively. Along with these flow rates
and equatlons 443 a, b and ¢, the number of consumers joining the distribution system were

determined. Number of consumers accessing the water distribution at every one minute interval
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was determined and shown in Figure_ 4.12. A theoretical distribution with mean of 11minutes and _
a standard deviation of 5.5 has been fitted to demonstrate the normally distributed behaviour of .

~ consumer access.
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- Figure 4.10: Measured flow rate to an area (Field, 1978)
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‘Figure 4.11: Calculated flow rates at the service pipe (Field, 1978)

119



- EE Caloulated

| ——Fitted distribution |

No of Consumers =

D OL R FE R P RPF SO
' ~ Time(min}) ' '

Figure 4.12: Consumers’ water dccess based on Field {1978) data

Figure 4.12 indicates that the number of consumers accessing the WDS can be modeled using a
normal distribution. This has been derived based on a 'sm_all set of data. However, in order to
 generalize the assumption of normally distributed consumers’ access of the WDS, further

investigations based on a large set of data are needed.

In this instance the rationale for the assumptionlof noﬁnal distribution when generating consumer
demand préﬁles is obtained from the derivation of Field (1978) observations shown in Figure
4.12. Based on the analysis of Field (1978) data set, the lumped demand profiles of the nodes
were ge'nerated assuming that the consumers join the WDS in a.'normally distributed manner. In
other words the consumers are assumed to start the us'age at Sam with a mean at 7am and a
standard deviation of 2hrs, therefore the maximum number of consumers will be accessing water

at 7 am.

The usage profile of a lumped secondary network node with 50 households and a primary'
network node with 600 households are shown below in Figures 4.13 and 4.14 respectively. These
usage profiles have been developed based on the individual househotd usage profile shown in

Figure 4.9 and assuming a normally distributed demand behaviour as mentioned above.,
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Figure 4.13: Usage profile for 50 households (secondary node)
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Figure 4.14: Usage profile for 600 households (primary node)
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- 4.5.2.5 Srmulatmg PDD behavrour

_In order to smulate the pressure dependend demand nature of the WDS using MLM theic o

- behavtour need to be approprlately represented In other words plumbmg axrangements in the =

) households and the assocrated control, mechamsms should be mcorporated to the mlcro level

- model. The dlmensmns of household tanks and demand proﬁles can be obtamed as exp!amed in

the prevrous secttons The actlon of ball valve attached to the over head tank to control the ﬂow-
‘can be modelled usmg level control sw1tches coupled wrth the pipe supplymg the OHT., Figures
‘_'4 15 and 4.16 below show the secondary network (MLM) with mherent plumblng arrangement.

7 hand the overhead tank arrangement respectlveiy

Figure 4.15: Micro level models (secondary nodes represented by overhead tanks)
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Stop Tap ' o | '
Figure 4.16: Overhead tank of a household

AA~ Bottom water level at the OHT
BB ~Level at which ball valve becomes active

CC —-Top water level at the OHT

Water flows from the stop tap through the pipe to the overhead tank. Fiow depends on the head
difference between the stop tap and the overhead tank. The flow into the overhead tank in the

MLM is dictated by the head flow equation given below.

H;-H, =KQ’ C (444)
Where H is the head at stop tap, Hyis the head at the inlet of the OHT, Kis the carrying

capacity of the pipe that carries the flow from service pipe fo the tank, Q is the flow into the
OHT.

When the water level at the OHT is below the level BB, there will be no head at the OHT inlet
(ie.H, =0). Therefore, the flow in to the OHT will have the form:

; .
—_ 'H 4.4
Q= x (4.45)

The water level at the OHT varies between the levels “BB™ and “CC” ball valve in the tank starts

1o operate, enforcing a resistance to the flow into the tank, Hence the flow into the tank becomes;
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- _Where (H H ) 1s the head loss due to the remstance in the plpe and ball valve When “BB”' s

e approaches “CC” the value of ( H H ) decreases untll water level reaches the leve] “CC” “in

- the tank At thlS pomt the head 1oss at the ball valve exceeds the head at the stop tap, forcmg ano.

) ﬂow 51tuat10n

' Pressure defimenmes in the system will affect H therefore, the ﬂow mto the OHT will depend S

L household usage Charactertsttcs of a Portsmouth ball valve are shown m Flgure 4 17 beiow

: -Drop vs Discharge

Discharge (i/s)

Drop (mm)

Figure 4. 17: Portsmouth ball valve characteristics

Four dtfferent scemarios can occur when analysing the ﬂows into the OHT. This explained below

in Figure 4.18,

Normal operation without household activity: In this situation the system has adequate
pressuse but the flow into the OHT is nil as there is no consumer activity hence the ball valve is

closed.
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Normal operation with household activity: As consumers draw water from the OHTs, ball
valve opens and there will be a flow into the tank from the system, the quantlty of ﬂow w111 be

, equal to the usage and the rate of flow into the OHT w1ll be hlgh

Pressure deﬁcmnt s:tuatlon w1thout household usage Due to- the deﬁcrency in system

pressure head Wthh supphes to the OHT w1ll be reduced However, as ‘there is no consumer'

actmty ball valve remams closed hence no ﬂow into the OHT

) Pressure deﬁcrent srtuatlon wrth household usage When there is consumer actlvrty durmg a

- pressure def1c1ent sﬂuatron in the network rate of flow into the OHT will be slower than what:

~ CONSUMers draw from the tank. Therefore, pressure at consumers outlet will be reduced The-

srtuatlon Wl.“ be aggravated if the WDS experlences proionged pressure deficiencies and the”- .

consumers continue to draw water, In such s1tuatrons consumers may be faced with a situation

where they will experience very low pressures due to lack of water in the OHT.

There w111 be two separate srtuatlons where no flow will pass into the OHT The first one bemg

the OH’I‘ becommg completely filled up and the second is when the head at the stop tap is
insufficient to overcome the head loss in the pipe, in other words H; is not sufficient to raise the

. water up to the OHT.

OFWAT (2005) has speciﬁed that the minimum head required at consumers stop tap is 7m this
would be sufficient to raise the water up to a two storey house. However, the absolute minimum

required head at the stop tap would be the head that is sufficient to raise the water up to the OHT.

In order to supply water 1o a secondary network, the primary node supplying the secondary
network should have adequate pressure. The minimum required head can be derlved from the
minimum heads at the households. That is the minimum head that required to supply the
secondary network (ie. primary .node head) is the minimum required head at the consumers stop
tap and the lowest head loss'prov.ided hy the route from a household to the prirnary node. Which

is given by:
H,, =H;+HL,, (4.47)

Where H PN' is the head at primary node, H is the head at the stop tap, HL,, is the head loss

along the path from primary node to a stop tap in a secondary network which gives the lowest

head loss.
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- - Micro Level Model

" Normal
Operation .

~ Activity -

- Consumer ™\

Flow rate into
OHT=Consumer usage

No flow ihto
OHT

Consumer
Activity

Flow rate into OHT<Consumer
usage
- (Conswmers experience reduced LOS)

Figure 4.18: Flowchart indicating the Pressure Dependent Flow in MLM

The main purpose of the MLM is to simulate the behaviour of the PDD functions. This is

achieved by having micro level models attached to each primary node of the WDS as shown in

Figure 4.8. In the event of larger networks, incorporating complicated micro level models will be

unrealistic. Therefore, micro level models can be further simplified using lumping methods

described &b_ove. Once the WDS with micro level models is developed, it can be simulated for

different scenarios.
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4.6 Comparison of Analysis Methods

- In the above sections, uses and issues related to' the pressure dependent demand function, micro. .

. level models and also the convent:onal demand drlven methods were dlscussed However in th:s -

o sectlon the three dlfferent approaches have been compared usmg a 30 node network grven in~"

Chapter 2.1t was mentloned earher that durmg normal operatlon of the WDS both the demand
" drlven and the pressure dependent systems operate s:rm]arly The pressure dependent approach 1s._ '

'_ only requrred to analyse extreme 51tuattons Therefore m the anaiysrs below performance of
’ pressure dependent functlon is compared w1th other methods only durmg extreme 31tuat10ns (or .

- :lfallure events)

" The MLM is compared with conventional demand driven method and the pressure depe_ndent SR

function proposed by -Tabe'sh et al. (2002) (based on Wagner et «l, 198815 method). Unlike in ) -.
| Wagner’s method, here the function is incorporated with the network analysis to account the flow
redistributions in the network. Tabesh et al. (2002) method was specially selected due to the
srmphcrty and ease of use and also it is recommended that thls function i is capable of accurately

predlctmg pressure dependent demand

When using Tabesh' et al. (2002) pressure' dependent demand function, the desired head and
minimum head at nodes need to be specified. Here the desired pressure of 30m and a minimum
 pressure of 15m were considered. In addition, the exponent of the relatronshrp is taken to be 0.5

which is generally used in the literature (Tabesh et al., 2002).

Initially DD analysis method is compared with MLM during normal operation. A failure event is
introduced afterwards to simulate the deficient network conditions by introducing a pipe burst at
pipe 23. The network was analysed using all three (DD, MLLM and PDD function) methods to
compare the perforrnances of WDS. During Normal operation of the network the pressures and

flows at selected nodes are given in Figures 4.18- 4.21 below.
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Figure 4.19: Head at selected nodes (normal operations)
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Figure 4.20: Nodal outﬂows_at selected nodes (normal operations)
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Figure 4.22: Variation in nodal outflows at node 8 (normal operations)

From Figures (4.19- 4.21) shown above, it can be seen that the variations in nodal pressure and
that of flows are very small during normal operation. They fall below 5% on average, confirming
that the PDD method, micro level analysis and the demand driven analysis give similar results

during normal operations. -
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The next step is to demonstrate the difference in the results of ‘DD and 'PDD analysis when

~appliedtoa failure, In this'example a simple pipe burst is simulated in pipe 23 (between nodes 18
- & 20). Clearly the consequence of this fallure is a sudden drop i in pressure and the redrstrlbuuon
) '_-of ﬂows It is unhkely that the DD model wﬂl be able to respond approprrately as 1t will contlnue .
E to show demand being’ satrsfled 1rrespect1ve of the drop in pressure However 1t 1s expected thatiif SR

'- PDD analysrs would show varlatlons in demand due to the sudden drop in pressure

k Flgures 4 22- 4 25 show the outﬂows and pressures at selected nodes durrng the 31mu1ated fallure :

event. From these frgures 1t is clear that when the farlure is. smulated usrng DD analysrs the e

. pressures have dropped but the demand has not been affected (as it would be expected with a DD

- analysis). In some parts the pressures have fallen drastlcally (node 12) but still the nodal demands

- are bemg sat:sfled Clearly th1s isa much drstorted plcture of what would happen in the network.

However, when the same failure event was simulated using the PDD (MLM and the PDD
function) analysis, the picture is very different. Figures 4.22-4.25, indicate that there would be
drop in pressure but this drop results in many nodes not recei\{ing the desired amount of water

(nodes in a failed mode),

2 -

£ mDD
T 8 MM
3 |3 PDD
=)

=

Node No

Figure 4.23: Nodal ﬂoWs at selected nodes at 9 AM (failure)

130



i R
3 - |@Db -
8 B MLM
& QPDD
[1+]
u..
Q.
=
"~ NodeNo
Figure 4._24: Pressure at selected nodes at 9AM (failure)
- 3.0 H
25 -
g 201
z . ~+—DD
E 1.5 " —— MLM
5 o PDD
10
3 101
0.5 4 _
00 w»»t;wm(;“g ﬁﬁgfw@j«_@ﬁ&@awﬁ |
0 - 5 10 15 _ 20 25
Time (hr})

Figure 4.25: Variation in nodal outflows at node 8 (failure)
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Figure 4.26: Yariaﬁon in nodal Pressure for node 8 (failure)
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Figure 4.27: Nodal flows before and after the failufe event at 9AM (from MLM method)
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Figure 4.28; Nodal Pressure before and after the failure event at SAM (from MILM method)
. Key:
. B.F: Before Failure -

. A.F: After Failure

Figures 4.22-4._25 i]iustrates the difference in the results of DD and pressure dependent analysis.

- During the éxtrer_ne event DD aﬁalysis shows that the nodal demands are satisfied even though the

_network experieﬁces pressure deficiencies. However, both pressure dependeﬁt methods (MLLM
and Tabesh’s PDD function) show a droﬁ in nodal deiriaﬁd corresponding to the pressure drops at

~ nodes.

Analysis of the Figures 4.22, 4.23 and 4.24 indicate that certain nodes (9, 12,\17 &21) show zero
fiow for PDD function, but give a positive value for MLM analysis. This phenomenon is due to
the fact that Tabesh’s PDD function is not sensitive to the values outside of desired and minimum
heads (in this case 15m) at the nodes',. However, the MLM .on the other hand predicts the pressure
dependeﬁt demand outflows taking system characteristics into .a.ccount. In other words the-
carrying cépacities of each and every component (up to the households) are considered. From the
above analysis it is evident that both PDD function and the MLM are sensitive to the pressure
deficiencies in the system. However, there is considerable difference in prediction capabilities.
Figures 4.26 and 4.27 shows the predicted flow and pressures before and after the failure event

respectively. This indicate the sudden variation in the flow just after the failure event when the
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system is analysed using an appropriate pressure dependent analysis method (MLM). The
.. arguments given above mdlcate the capablhtzes of MLM m predlctmg pressure. dependent '
* demands in WDS. o '

oL '_Therefore M]CI'O level models are more approprlate in predlctmg the nodal outflows dnrmg i

. extreme events However when applytng this method to large dlstnbutlon systems there will be_' o

- comphcatlons as the size of the network mcrease exponentlally due to the mclusmn of the .

'secondary networks Therefore in thls the51s a new method is proposed to smulate the behaviour

of secondary networks using art:ﬁmal neural networks Thls method ehmmates the cornphcatlons. .

. involved with the dimensions of the network.
4.7 Conclusion
In this chapter the network analysis techniques that are applied to deficient WDS are described

and an alternative method to PDD functions intreduced that incorporate the micro level models of

individual nodes. .

" . This chapter.demonstrates the 'importz'mce of the pressure deoendent demand analysis in analyzing
_"deficnent water networks. The exrstmo PDD analysns methods and their limitations were -
_comprehensively reviewed. It was shown that they do not always predlct the actual nodal

outflows, An alternatwe method of analys1s i.e. the micro level analysis rnethod is introduced. .

' This method is capable of representmg the actual ‘conditions in the WDS as they mcorporate

micro (secondary network) level details of the network.

Detail description of micro level (secondary) network development is presented and the
applicability of MLMs to analyse pressure dependent nodal outflows in water distributions

systems is demonstrated.

.It was demonstrated that for pressure deficient conditions conventional demand driven method is N
not appropriate to analyse pressure dependent nodal demands_. However, MLM and PDD
functions were shown to be sensitive to pressure variations in the WDS. The PDD function was
sensitive only within the range of minimum pressure and desired pressure for corresponding
nodes. On the other hand MLM did not depend on the pressure ranges, Therefore, MLM method -

is more appropriate to analyse pressure deficient water distribution networks.
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However, there are short'comings involved in developing micro level models. Especially when

there are large networks involved. The issue of applying MLMs to large size networks is dealt

' w1th by mtroducmcr artlﬁmal neural networks. The use of ANNs becomes essential to snnphfy the L

network model rather than havmg secondary networks at each and every node therefore each' L

secondary network 1s replaced by an ANN Thrs method is grven in Chapter 5.

The prmcrpal conclusmns of thrs chapter are:.

. Demand drrven method of analysls is not approprlate for pressure def1c1ent WDS

N . PDD functrons have ltmrta.trons assocrated wrth them in terms of obtarnm0 coeffrcrents». .

for md1v1dua1 nodes

| . PDD functions are sensitive to pressure variations in the WDS but their applicability is =~

constrained by minimum and desired pressure ranges at the WDS nodes,

e Alternative PDD approach based on micro level analysis is more apprOpnate to ana]yse '

pressure deﬁcnent WDS.
e Applicability of MLM becomes cornplicated when applying t'o'large WDS.

s Hence a method to apply MLM to larger WDS needs to be developed.
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CHAPTER 5

ARTIFICIAL NEURAL NETWORKS IN PRESSURE DEPENDENT
DEMAND ANALYSIS

51 InffoduetiOH 7

: Understéndihg the water distribution network beh:iviour during pressure deficient conditions is-

- the main component of the performance assessment of WDS. So far d:fferent versions of network' o

. analysis technlques ‘which are dedicated to ana]ysmg the pressure dependent demand in WDS LT

have been’ analysed. It is 1rnporcan_t to recogmse that the nodal outflows are dictated by the
secondary network characteristics as .well. as the piping arrangements of the consumers. One of
the methods to incorporate the actual behavio_ur of the consumer is to incorporate secondary
networks. Although this approach is the most intuitive and straightforward method, it has
shortcomings in terms of practicality. Therefore, artificial neural networks that are able to

simulate individual secondary network behaviour are considered.

In this chapter a new methodo]ogy based on Artificial Neural Network (ANN) to predict pressure
dependent nodal outflows of WDS is proposed. The ANN is trained with the behaviour of the '
secondary network models and incorporated with the network analysis program to predict the .
pressure dependent outflows. In this way the secondary network behaviour is incorporated
without physically incorporating the secondary network with the network analysis. As a result the

actual situations in the WDS are represented during the network analysis.

ANNS are trained to mimic the behaviour of secondary networks by' incorporating the secondary
network characteristics. Each secondary network is represented by a set of parameters and ANN

is trained using inputs and outputs from the secondary networks.

This chapter begins with a brief introduction to ANN and describes different types of ANN
architectures. This chapter further presents the application of ANN in general, followed by
applications to WDS. Based on behaviour of ANN and its application, the utility of modelling
PDD functibns of secondary networks and primary nodes is described. Finally presentation of
ANN model developed in this study for predicting PDD function and its integration with the

network analysis is described and demonstrated by applying it to a given network. The simulation
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results during normal operation and durmg failures are analysed using both the proposed method
and the MLM descrlbed in chapter 4.

52 Artificial Neural Networks

- Amﬁcml neural netuvor_k is _ihSpireo by the functioning of biclogical nervous sj_stehi. ANNs uie
massively pareilel distributed p'roces'siné' sy.stem. They consist of simple processing units (called
: neurons) that have a’natural propensity to store and use experrmental knowledge ANN
' resembles the brain in that knowledge is acquired from its env1ronment through the process of

learmng Inter neuron connectlon strengths (synaptlc welghts) are used to store the acqu:red

S knowledge Learmng ocours through exposure (trammg) to a set of input/. output data where the .

training algonthm adjusts the weights 1terat1vely One of the most commonly used ANN is the
feed forward Multi Layer Perceptron (MLP) coupled with back propagatlon training algorithm
(Vemuri and Rogers, 1994),

"The evolution of the field of neural networks has been going on for the past four decades.
However, onIy in the last twenty years application of ANNs started to dominate in the fields of
engmeermg and commumcatlon (Swingler, 1996). ANN is distinctly different from the fields of
rcontrol systems or optimization where the terminology, basic mathemaucs and demgn procedures )

have been firmly established and applied for many years.

Generally ANNs are trained such that particular input leads to a specific target output. In many
cases, the network is adjusted (or trained) based on the comparison of the output with the target

. until the difference between the output and the target is a minimum.

Application of ANNs is particularly useful for the problems which are difficult to solve using
conventional physical methods. They allow to model complex functions with non linearity built
into them. This is possible only due to the ability of the ANN to learn the relationship of a
particular problem by example and very little user domain expertise is required. It is important to
note that ANNs cannot do anything that cannot be done using traditional methods, but they are
capable of modelliﬂg complicated relationships, which would otherwise be very. difficult to deal
with.

General advantages of using ANNs include adaptation to unknown situations, fault tolerance due

to network redundancy and autonomous learning and generalisation. ANNs are not exact as their
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size is variable and also the network may have large and complex structure, which again may

influence the performance and accuracy of the model.

e ANN is related to non lmear regressron m that they are able to build a non hnear relat:onshlp of . o

the problem concemed but unlrke the regressmn ANNs are much’ more ﬂexrble They use' S

trammg data to bu1ld the relatlonship by adjustmg the welghts Furthermore, the relatzonshlp o

' developed by ‘the ANN_ is sensitive to the input parameters, The more sensmve the mput- -
parameter to the _problem, the more accurate is the relatronshlp built by the ANN. Therefom, o

have better use of ANN models it is essentlal to have the knowledge of the physwal models

. More recently Support Vector Maehmes (SVM) have been mtrodueed Wthh are comparable to .

- ANNs (Vopnowc and Kecman 2004) In general SVMs are very similar to ANNs in their B

representatlonal capacrty however, main difference between the two models is found in the
training process. Learning in SVMs are performed by solving a quadratic programming problem
with linear equality and inequality constraints, whereas in ANN the learning is through solving a

non convex, unconstrained minimisation problem (Osuna et al., 1997).

‘Although SVMs are reported to have better performances in certain instances (Han and Cluckie, o

2004), most of the success stories of SVMs are found in the field of pattern recognition and
optical cheracter recognition (OCR). The ap'plication'of SVM in time series and regression are
still at early stage and are much more - problematic compared to classification problems
(Sivapragasam et al, 2001; Han and Cluckie, 2004)

ANNs are the popular choice for forecasting and prediction in hydraulic studies (Solomatine and
Price, 2004). It is a very successful method in modelling non linear relationships. However, there

are limitations associated with ANNs when applying to these models:
¢ They require large amount of data to train the model 10 develop a relationship between inputs -
and outputs.

e They are trained as global models to represent the whole data set (resulting models are not

transparent).

The data requirement is inevitable as ANNs are primarily data driven models, however input
parameters for training can be intelligently selected to minimise the amount of data required for

training.
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The relatlonshlps developed by the ANNS are not transparent because unlike in the physical

models they learn the relatlonshlp between the data sets therefore, the accuracy of the model :

depends on the accuracy of the data sets Solomatme and PnCe (2004) proposed an altematwe to '4 -

buﬂdmg global models Wlth ANNS by suggestmg the bmldmg of a number of smpler local,':

- models for various reglons of mput space ‘This glves the opportumty to develop Iess comphcated' R

models with hlgher accuracy in predlctlon

5.2.1 Types of _Ariificial Neural Networks Ar'chitectrutes‘“
E rA'rtifieial N'euifa-l Netwofks _are'ciessified based ‘on :thei_r characteristics and architecture. ANNs

©are ruainly categorised into two groups based on their architecture.

. Feedfforwa'rd neural networks. '

s Feed back neural networks.

- Feed back Loop

Feed Forward Network Feed Back Network

Figure 5.1: ANN architectures

Where

X=[X},X2,..X;..X,]input vector and o~ is the output vector in the ANN,

Feed forward networks are the ones which allow the information flow only in one direction that is
from input to output. There is no feed back loops, in other words outputs of any layer does not
affect the same layer. These networks are straight forward since they directly associate inputs to
the outputs. This type of organisation is called the bottom up approach, Some of the feed forward

architectures include multi layer perceptrons and radial basis functions.
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Feed back networks are ones that can have information travelling in both directions. This is

" achieved by introducing a feed back loop in the network. These networks are very powerful and

“often get extremely comphcated Feedback networks are dynamic, their state 'change's_ .

. contmuously untrl they reach an equrhbnum pomt They remam at the equ111br1um point unt1] the )

input chanoes Feedback archrtectures are aiso referred to as interactive or recurrent networks R

: Examples of feed back archltecture 1nclude recurrent networks tnne delay networks and H0pf1eId -

networks Froure 5. 1 shows the structures of feed forward a.nd feed back networks

ThlS chapter mamly covers rnult1 layer percptron networks as they are the archrtecture emp]oyed '
in this study. Other types of networks also have been brtefly drscussed Comprehenswe FEViews .

- of these can be found in sta_ndard text books on artificial neural networks (Brshop, _1_9_95). o

5.2.1.1 Multi layer perceptron networks

Multl layer perceptrons (MLP) are the most widely used ANNs (Swingler, 1996 and Bishop,
1995). This falls under the feed forward architecture. Perceptron is a hypothetlcal nervous system
designed to illustrate some fundamental properties of intel'ligent systems (Cerda-Villafana et al,
2004; Khanna, 1989). A MLP has a set of input values, obtained from outside, a set of output
units to predict the final answer, and a set of processing (hidden) units which links the inputs and
the outputs. The network is arranged into layers of units with differentiatble actir'ation functions
(linear, sigmoid, hyperbohc tangent etc.) and the value dtsplayed by each unit is known as its
activation and measures the degree to which it affects hrgher units. A typxcal MLP is shown in

Figure 5. 2.

Feed forward multilayer networks are architectures, where the neurons are assembled into layers
and the connection between the layers go only in one direction, from the input layer to the output
layer. There are no connections between the neurons in the same layer. However, there may be

one or several hidden layers between the input and the output layer.

These architectures are static (not time dependent), so the mapping between the input and the
output is a static function. In practice, this also means that the network does not have memory,
where it could store contextual information from the past. Therefore, the input of the network

must contain all the necessary contextual information which is used in representing the output.
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Input Layer

- Hidden Layers

' sit_ldul e

Figure 5.2: Multi layer perceptron

Where x= [X1’X2,X3,.....XH]T are the 'inputs to the network, wi, is the weightrfrom the input #* unit
to the [" hidden unit, w;, is the weight from ” hidden unit to /* hidden unit, wi; is thé_ weight from
7™ hidden unit to the i input unit, o; -is the " output unit. ' '

The MLP is a nonlinear model consisting of number of neurons (units) organized into multiple

layers, forming a mapping o=f {x,w)} between the i'nput x and the outputo , adjusted by the

weights w . This mapping with certain architecture and weights forms a static, nonlinear function.
_ The complexity of the MLP network can be changed from an almost linear model to a highly
nonlinear model by varying the number of layers, the number of units in each layer, and the

-values of the weights. A typical single hidden layer MLP network architecture with i outputs

gives rise to the f,{x,w),i =1,...,/ with weightsw. The model has the functional form:

g n '
f,.(x,w)=Zw§g[ wjnxi] - (D
1

=l i=

Where nnumber of inputs, ¢ is the number of hidden layer units, g is the activation function
for the hidden layer units and indices j and f correspond to the output and the hidden units
respectively, wy and wj, are the weights from hidden unit j to the output unit £, and from input

unity to the hidden unit j . I, the number of output units.
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A practical problem with neural networks is the selection of the correct complexity of the model,

i.e., the correct number of hidden units or correct regularization parameters. It is well known that

plam Optlmlzation of the MLP may lead to severe over fitting of the reIatxonshlp modelled by the o ’

| - ANN..The searches for the optlmal parameter values wh;ch maxxm:ze the respectwe leamm,,. =

: algorlthms search to mmlmlse the errer metnc for the glven data. Usual!y, the model that glves _ :.j o

_the smallest error for the trammg data does not generalize well with the new data. This is because o

themodel starts to represent the noise in the training data. The MLP is a qu[terﬂemble model, and

efficient learning . algorithms - are applied in'"' searching "the optimal parameter values.

Regularization methods are rieeded i in order to provide good generahzatlon ablhty Trad:tlonally,- -

__complexuy of the MLP has been controlled with early stoppmg or welght decay ‘methods
' (Blshop, 1995) R L

5.2.1.2 Radial basis networks

Another feed forward architectere is radial basis function (RBF) network. This eonsist_s of two
layers; a hidden radial basis layer and a linear output layer. RBF network training is said to be -
substantially faster than the methods used in MLP training due to the two stage training process
of the network. In the first stage the parameters governing the basis function (corresponding to
 the hidden .units) are determined by (reletively fast) unsupervised methods (6nly input data is

used, not target data). The second stage involves the determination of the final weights obtained
| from solving a linear problem, which irs therefore fast. However, the s.hortcoming of the RBF
function is that it consumes a considerable amount of memory when generating the network,. it
also would need as many hidden neurons as there are input vectors (Bishop, 1995; Swingler,
1996). ‘

Radial basis functions (RBF) are ones whose activation of a hidden unit is determined by the
distance between the input and target vectors. These functions have wide applications in function
approximation, regularisation, noisy interpolation, density estimation, optimal classification
theory and potential functions (Bishop, 1995). A typical RBF network is shown in Figure 5.3

below.
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Figure 5.3: Structure of a RBF network

5213 Time delay networks

Dealing with time varying datﬁ introduces new complexities to the modelling of the systems. -

Time varying systems can be predicted in two ways:

e By using the MLP networks.
* By using Time Delay Networks (TDN).

The main difference between modelling time varying data using MLP and TDN is that in MLP,
the time varying data is presented to the network as ordinary inputs and in TON the current value

of the time varying output is predicted from inputs of previous time step.

. The characteristic of the time delay systems is that one has to remember the things that happened
before and wait for those yet to happen (Swingler, 1996). One way of resolving this is by
developing a memory and a method to encode it in order that it interacts with new information as
it is received.' However, this method is not the most efficient way of dealin.g with time varying
data. For example in sound recognition the brain doesn’t have to remember the whole stream of
air pressure values (Swingler, 1996). A typical Time Delay Network is shown in Figure 5.4

below.
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Figure 5.4: Typical Time Delay Neural Network

Where D represents delay between successive time intervals, f is time and 7 is number of delays.

Other notations are same as before.

In the TDN, the network has an input layer, and one or several hidden layers. The number of
neurons used may vary. The input of the network is fed to the delay line. Values stored in the
delay Iine.'are then fully connected to the hidden layer neurons, thus the input layer implements
the deiay coordinate embedding the time series. The difference between TDN and MLP comes
from the hidden layer. In the TDN, the previous outputs'of the hidden layer units are stored in
delay lines. These values are then fully connected to the output layer (in univariate case output

neuron), which combines all values together.

5.2.1.4 Recurrent networks

Another network which can be used with time dependent data is the recurrent networks. These are
feedback networks. Recurrent networks are capable of building their own time lag (Swingler,
1994), Elmén (1991) demonstrated the ability of recurrent neiworks in Jearning the temporal
dependencies in grammatical sentences. Lin (1992) illustrated that recurrent networks used for
_ reinforcement learning had the advantage of being able to use the features in the systems history.

Figure 5.5 illustrates a Recurrent Neural Network.
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Recurrent Connection
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 Figure 5.5: Structure of a Recurrent Neural Network - -

'Recu;rent network‘sr are unsuitable for tasks which include non temporal déita. The entire input
layer is referred to, when the context layer is built; it is not 'possible to include static variables
without them being treated as part of .a time series. Incorporating evcrything as part of the system
history introduces extra complexlty, however this Timitation can be overcome by splitting the
hidden iayer into two: one for temporal variables and the second one for independent variables. |
Hence only the values in the temporal part of the hidden layer would be fed back into the
recurrent context buffer leavmg the effect on non temporal data limited to the time step at Wthh

they are received (Swingler, 1996).

5.2.2 Training the ANN

The most important aspéct of using ANN is training-tl-le network to obtain a relationship by way
of providing the network with examples (data). Therefore, it is of primary importance to obtain
data which contribute to the behaviour of the relationship concerned. It is helpful to have an
understanding of the physical model that depicts the relationship in order to select appropriate

parameters for the data set.

The data set should be of sufficient size and also include wide ranging different conditions so that
the ANN will be able to learn the entire characteristics of the relationship. Once appropriate data

set is selected, the all important tfaining process can be started.

This section is only concerned with the training of the MLP, Training the ANN is the next
important activity after deciding the architecture. It is generally carried out in one of two

methods.
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®  Sequential training,

e Batch training.

- In sequenna} trammg the wetghts and the b1ases of the networks are updated each tnne when an__ﬂ o

mput is presented to the network The sequent1al tralmng mode can be apphed to both dynamlc '
g (t1rne dependent) and: statlc networks (Blshop, 1995) The trammg data can be presented'

sequenually (as w1th dynannc networks) or concurrently

On the other hand in batch trammg the welghts and the bxases are only updated after a]l the', .

, mputs have been presented Batch trammg method can also be applled to both statzc and dynamlc :

'networks Durmg training the input vectors can be p!aced either in a matrix of concurrent vectors:

or in a cell array of sequenual vectors. But for dynamlc networks, the 1nput vectors need to be

passed as concurrent vectors. Generally batch training requires less we:ght updates hence, it is
faster and also provides more accurate measurement of the required weight changes. However, it

is more likely to become trapped' in a local minimum in the error space (Swingler, 1996)

_Trammg is a procedure for modifying the wenghts and the biases of a network. This is applied to
make the network learn to perform particular tasks Learning can be generally categonsed into

two as; superv:sed learnmg and unsupervised ]earmng

In supervised learning, the ANN is provided with examples of the behaviour of the network
(training set). As inputs are applied to the network, the network outputs are compared to the
targets from the training data set. The weights and biases of the network are odjusted in order to

move the network closer (o the target.

In unsupervised training, the weights and the biases are modified only in response to network
inputs. There are no target outputs to compare the network outputs. These algorithms are used to
perform clustering operations, They are capable of categorising the input patterns into a finite
number of classes. Unsupervised learning is especially used in vector guantization (Swingler,
1993, Khanna, 1989).

In this research we are only concerned with the supervised training methods, as pressure
dependent demand outflows of WDS are predicted using MLPs. When training the MLPs the
standard training algorithm used is based on back propagation of error (Bishop, 1995).
Comprehensive reviews of the back propagation training algorithms can be found in Bishop, 1995
and S\uingler, 1996. ' '
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5.2.3 Testing and Cross validation

One of the prob]ems that occur during the training process is the over fitting. The error on the

o train{ng set is driven to a very small value, but when the data is presented to the network the error < -

becomes large. In thrs 1nstance the network is sard to have memonsed the trammg example rather S

than leammg it to generallse t0 new srtuatlons .

T There are methods prOposed to 1mprove the network generahsatron (B]Shop, 1995) One of the -
methods mcludes usmg a network whrch 13 _]ust large enough to provide an adequate fit. The '

- Iarger the network_used, the more complex the functrons the network would generate. :

The main problem in generahsmc a network is pred1ctmg the srze of the network beforehand for a - o

partlcu‘lar apphcatron Some of the methods used to rmprove the generahsatlon of the networks

are regularisation and early stoppmg
5.2.3.1 Regularisation

Regularisation involves modifying the performance function, usually taken as the sum of squares
of the network errors on the training set (MSE) as given in equation 5.5. This function is modified

by adding a term consisting of the weights and biases which is shown below in equation 5.2.
MSE,,, = MSE +(1- y)MSW (5.2)
Where yis performance ratio, MSE is the mean sqnare error of weights (performance function),

1 & SOOI .
MSW ==>"(w*)? and w*is the weight vector at k “ iteration.
k=1

This modified performance function makes the network to have smaller weights and biases and

forces the network to respond smoothly making it less likely to over fit,

5.2.3.2 Early stopping

The data set is divided into training data, validation data and testing data. Iterative learning
algorithm gradually optimizes the network weights, until the error metric estimated from the
validation data set starts to grow. The training is stopped before the minimum training error is

reached, and the complexity of the model is regularized.

147



The training data set is used to compute the gradient and update the weights and biases of the
network, The error on the validation set is'continuou'sly monitored during the training process.

During the mitial phase of the trammg both trammg error and validation error. contmue tor

. _decrease However when the network starts to over flt the data vahdanon error w111 start to -

' mcrease, at thls moment the trammg is stopped and the welghts and blases for the Ieast valxdatlon' B

. error are returned

“The error on the test data is not used durmg trammg but is used to compare dlfferent networks If
the en'or in the test set reaches mxmmum at a 51gn1ﬁcantly dlfferent lteratlon number than the
o valldatlon set error this will mdlcate poor division of the data set.

53 Apisnc'aﬁonf;f Artificial Neural Network

Atificial neural networks are a powerful tool that can be applied to problems which are highly
complex and difficult to solve using physical methods. ANNs behave as a black box. The
relationships and mathematics used is not explicit to the user. However, ANNSs are applied in a

wide variety of fields.

5.3.1 General Applications of Artificial Neural Networks

The versatility_of the ANNs has paved the way for them to be used across a broad range of .
disciplines such as economics, engineering, COmmunieation, mathematics, science and military
are a few but to mentiou.'Most of the time ANNSs are successfully used in applications like pattern
recognition and speech recognition, due to the improvements in the development of ANNG. In this
section application of ANN techniques in civil engineen‘n.g, particularly in water sector is

investigated.

Huang and Foo (2002) applied ANNSs to predict salinity in rivers. A three layered MLP was used
to predict the salinity variation in the Apalachicola River in Florida. The ANN was trained with
the hourly salinity, the daily river flow and the hourly tidal data. They applied the trained model
to an indepehdeht data set. They established that the ANN model was capable of correlating the
. non linear time series of salinity and the multiple forecasting signals of wind, tides and freshwater

inputs in the Apalachicola River.

Abebe and Price (2004) employed MLPs to forecast surge prediction accuracy on the Dutch

coast. They used data on wind speed, observed and predicted surge at selected locations,
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predicted wind and pressure fields, to train the ANN with the connection between the data and the
surge prediction accuracy. They concluded that the ANN model was capable of forecasting the

B bias and the confidénbe interval of the Surge'predietion with re'ma'rkable accaracy.

- Marer et al (2004) apphed ANNs fo predtct optrmum alum doses and treated water. quahty. S

parameters in Southem Austrahan surface ‘waters. They used mulu layer perceptrons to pred1ct :

~both water quahty parameters and optrmal alum doses. The inputs to the ANN model predlctmo PR

the treated water quahty were raw water quality parameters and applred alum dose. The mputs for

_ 'optlmal alum dose modet were raw and treated water quality parameters They stated the ANN.__.: .
| models dISp]ayed good predrctlon capab1ht1es o |
Solomatine and Torres (1996) déveldp the néiral Hetwork tool “NNN” based on feed forward
multilayer perceptron to model the Apure river basin in Venezuela. They incorporated this ANN
model with Mike-11 to optimise 2 system of three reservoirs. The ANN was trained with daily

~ and weakly data with time spans rahging from I to 5 years and number of inputs ranging from 25-
29. - ' ' '

Lee et al. (1999) used ANNSs to develop. software sensors to estimate nitrogen based oxides and -
ammonia in sequencing batch reactors. They used two separate models for anoxic and aerobic
perieds.'This model was criticised due to its complex nature and the inability to modify the model -
(Kim et al., 2004).

Similarly Anctil and Tape (2004) used multilayer ANN models to forecast rainfall run off,
Almasri and Kaluarachchi (2004) employed modular neural networks to predict nitrate
distribution in ground water. Also a number of ANN applications in water sector are available in

refereed journals.

5.3.2 Application of ANNs in Water Distribution Systems

Even though, ANN s have found wide range of applications in many disciplines; there are only a
handful of applications found in water distribution field. Still very few applications are found in

replicating the behaviour of water distribution systems (Xu and Goulter, 1998).

Martinez ef al. (2005) applied ANNs to simulate extended period simulation model of water
distribution system. They generated input vectors for the ANN model from a calibrated hydraulic

model of the water distribution system. The calibrated hydraulic model was fed with random data
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generated using the online SCADA measurements. This step was introduced to minimilse the

errors in the SCADA measurements They used a s1ngle ANN to simulate the entire dismbutron

- system. Parameters used for the ANN trammg mc]uded 24 inputs (from 6 pumps 10 regulatmg L

_ valves, 6 zone demands and two tank levels at tlme r) and the 18 output vartables comprised of

. power consumptron of 6 pump groups 6 flows produced from plants 4 pressures at critrcal nodes -

_ and 2 tank levels at trme t+] Several drfferent archrtectures ‘were considered and a ‘three layer.
B "MLP wrth 24 mput nodes, 100 hidden nodes and 18 output nodes was selected as the op‘umal ‘
- archrtecture Parallel computmg fac111t1es were used for the ANN trammg to reduce the duration

| of the trammg process. The results of the ANN model showed that the output varlables can be’

predicied with an emror less than 1.7%. o |
" Freni 'et'dl '(200'4')'applied“rnultilayer perceptrons o r'node_l.the_ instantaneous residential water
demand in a water distribution system, 'They obtained the optirnal architecture of a MLP network

by trial and error using various input data. A three layer network with 7 inputs, 42 hidden and 1

output unit was considered as the optimal architecture. They trained the ANN with measured data
whrch consrsted of water demand at prevrous trme step (at tnne (t—l)) trme day month,

pressure at the inlet node at the previous time. step and daily maximum and minimum
temperatures. The results of the ANN model was compared with the Poisson model (Buchberger .

- and Wells, 1996) and found to be more accurate, less complicated and robust.

Skipworth er al. (1999) attempted to model water quality in distribution systems using ANNS,
They tried to predict Oxidation Reduction Potential (ORP) at single and multiple points in the
water distribution system. A multilayer perceptron network with two hidden layers of six and
three nodes was used. Hydraulic and water quality data were measured downstream of the service
reservoir that supplied the distribution system. Nine variables were used for the training of ANN
which included the temperature at time ¢ (T;), the ORP at time t (ORP,), and the flows at time £ to
t-6 (@04 1....0rs). The output from the ANN was ORP,,;. The input variables were selected
depending on the sensitivity of the inputs to the output. Comparison of the predictions carried out
using ANN model gave good indication that ANN models are a viable option to predict water

quality in distribution systems.

Unlike the previous applications, the method presented in this chapter is developed to predict the
pressure dependent nodal outflow in the water distribution systems. The main advantage of using

this ANN based model is that it tries to mimic the actual behaviour of the micro level (secondary
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network) models. Detail illustration of application of ANN to simulate the micro level model .

behaviour is given in section 5.4.

N 5 4 ANN Model for Pressure Dependent Analysxs

'_The method developed in tlns sectron is to use the ANN to pred1ct pressure dependent outﬂows L

from water dlstnbuuon systems The ANN model applled m this sectlon is based on the o

characteristics of the nncro level models in the WDS, The mam advantage of usmg the ANN
based model is that it tnes to m1m1c ‘the actual behavrour of the mlCI‘O level (secondary network) '
models Detall 1llustrat1on of apphcauon of ANN to simulate the micro level ‘model behav1our is

also glven m this section. Flgure 5.6 shows the basxc concept of representmg secondary networks :

) usmg ANNS

. l\fI.icra.I-.erel.Model :

: ANN Mozle]

F1gure 5.6: Secondary network and ANN Models (Not to scale)

The ANN method for pressure dependent analysis consists of following steps;

s Representing secondary networks using the ANN to simulate the pressure dependent

demand.

¢ Integrating the ANN to network analysis.

- This section describes the methodology.
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5.4.1 ANN Model for Représenting Secondary NetWorks

Pressure dependent demand in WDS can be simulated by 1ncorporat1ng secondary networks. This .

“has been extenswely explatned in chapter 4. Thls 1nd1cates that secondary networks emp]oy an -

lmpllCIt pressure dependent demand relatlonshlp This unknown reIatlonshlp varles node to nodef L

",-IW1th the characterlstlcs of the correspondlng secondary networks which are attached to the _' -

prtmary node Smce pressure dependent demand relatlonshlp of secondary network cannot be B

: physmally represented a bIack box approach to model the relatronshlp is needed therefore the .
- uses of ANN R '

Artificial neural networks (ANN) are capable of modeilmg complex re]atlonshlps usmg a _

" combination of lmear and non- linear functnons The PDD re]atlonshrp in a WDS depends on the -
characteristics and behaviour of secondary networks. The unknown pressure dependent
reIationships that aré implicit in the secondary networks can be trained using an ANN. This is
achieved 'by training various characteristics of secondary networks of the water distribution
. system. The activities involved in training the artificial neural network with secondary network

characteristics are listed below:
~*  Obtaining secondary networks of WDS.
¢ Obtaining data that represent secondary network characteristics.
» - Obtaining optimal ANN architecture. -

s Training, testing and validation.

5.4.1.1 Obtaining secondary networks

Secondary networks. are the networks that are fed by primary nodes. These networks usually take
after the road layout in the area. Consumers receive water through the service pipe which
connects the secondary network and the households. Although in reality, secondary networks are
looped networks, during the modelling and analysis, they are considered as tree shaped networks
(Reddy, 1990). When converting the looped secondary network into a tree network, care shoutd

be taken so that the original characteristics (flows in the pipes) of the network are maintained.

A WDS has as many secondary networks as the number of nodes. Each primary node in the
network is modelled as a secondary network. This process is easily done with the use of GIS.

Individual secondary networks are modelled using EPANET network simulation software
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'(USEPA 2000) The primary node correspondmg to the each secondary network is represented
by a constant head reservoir. The variation in the primary node head is represented usmg a pattern _

CII['VE!

-Secondary Network

anary Network -

* Figure 57 Secondary network models

Figure 5.7 a, b and c shows the primary network, secondary network which is fed from the
primary node and the secondary network with primary node replaced by the constant head

reservoir respectively.

5.4,1.2 Data representing secondary network behaviour

The behaviour of the WDS is mainly characterised bly the physical characteristics of the water
distribution system and the consumers’” behaviour. WDS is a collection of secondary networks
interconnected by a network of pipes. Demand in the distribution system is dictated by the
consumers, whereas the flows in the pipes depend on the physical characteristics of the network

- itself.

Physical characteristics that contribute to the behaviour of the water distribution system include;

the spread of the network, the size and the age of pipes (influence the carrying capacity of the
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WDS). The larger the network size, the more completed it becomes. Pressure in the network is
“influenced by the size and the age of pipes. Larger dlameter and newer plpes in the network w111. _

- cause low head losses. On the other hand smaller and older prpes are one of the causes of pressure .

' def1c1encres in the d1str1button system When cons1dermg the secondary networks in WDS the_ _: e

size of the network and the dlameters of the pipes will be much smaller The vanatlon in drameter_ R

in the secondary network wrll be much less compared to the varrattons in the prrmary network

Therefore the secondary network behav1our is mﬂuenced by the physical characterrstlcs such as .

length of prpes in the secondary networks and number of branches assocrated with the secondary_ B

. network

o :The length. of pipe 1ndlcates the length of the largest Plpe in the secondary network Wthh R

- receives the supply from prrmary node. When companng lengths of different secondary networks,
the ongmal pipes are converted to equivalent pipes with 100mm diameter with appropriate

carrying capacny. This is done in order to maintain uniformity among the secondary networks.

Factors related to the consumer. behaviour mainly impact the water network demand. The
consumer demand in the water distribution system is proportional to number of consumers in the
system types of the consumers and consumer usage behaviour. These factors are the main .
contributors to the flow in the prpes Hence factors that contrlbute to the consumer demand can

be represented by number of consumers and the average demand in the secondary network,

Therefore, parameters used to train the artificial neural networks with the behaviour of secondary
networks are: length of pipes in the secondary networks, number of branches in each secondary
network, number of consumers in a secondary network and average consumer demand in the
secondary network area. These variables are unique to each secondary network. In addition to the
above, the primary node head, the simulation time steps, head at the reservoir at a time step and
the corresponding flows into the secondary network are additional information that is needed to
train the ANN,

The simulation time step and the head at the reservoir are important to predict the flows during
different time steps. These two parameters drive the extended period simulation in a network

analysis.

The secondary node characteristics are obtained form the water network information and also
from the ordinance survey maps. The'pr'imary nede heads at different time steps are obtained

from the simulation of the Iumped micro level model. Flows in to secondary networks are

154



obtained from simulating the secondary networks with .the heads obtained from the Tumped
MLM. Table 5.1 below shows the table which is used in the arrangement of secondary network - :

: i_nformation_tc_) train ANNs.

L " Table 5.1: Data representing inc_iiv_idﬁal secondarynetworks S

Secondary‘ N_etwo_r_k No:- =

Average Demand (V/s):
No of Consumers: ~
SN_Length (km):
No_SN_Branch:. =

. Time(h) = | - Reservoir Primary Node SNFlow(l/s) | = .
. .| Head(m) | - Headim) | . - -

It is important to note that the parametérs that are used to represent the secondary network must
be easily obtainable and also sensitive to the-behaviour of the netv?orks. In this thesis secoﬁdary
network data from a representative area were obtained for training ANNs. For the secondary
network, the input and output vectors for ANN will take the following form (see Figure 5.2

above)

x, = [tn Jh,rh 1 ne,,ad, [ -input parameters to the ANN (5.3a)
a, =0} ={Q, } -predicted secondary network flow for the » th input data set. (5.3b)

I,nc,ad are the length, number of consumers and average demand of a particular secondary

network respectively.

155



t.h, h are the time of analysm and head at the primary node correspondmcr to a secondary '
network and the head at the reservoirs supplymg water to network Q is the ﬂow 1nto the

' secondary network

5,413 Optimal ANN architecture for training

Use of the ANN models for predrctlon isa very effectrve but the accuracy of pred1ct1ons depends .

. - on the structure and complemty of the ANN archttecture It is very important that the ANN model .

concerned has the approprtate archltecture It is not always possible to come up w1th the 0pt1ma1 '
archltecture in the ﬁrst attempt Itisa w1de1y accepted fact that experlmentatton is requrred

- before amvmg at the best solutton (Swmgler, 1996)

The multi layer perceptrons rnentioued in this chapter have input, hidden and output layers. The
de.cision to be made when building a MLP concerns the number of layers and number of units
contained within each layer. In the application of ANNs to predict pressure dependent demand,
inputs and outputs are predeterrnined as they are selected based on the characteristics of the water
distributton system. 'Generally the ANN architecture will have one input layer with as many units
of input barameters and one outp.llt layer with number of units equalling the number of outputs.

The comphcatlon arises in determining the number of hidden layers and the requlred amount of

units each hidden layer would consists of.

When selecting the size of the ANN, there is a trade off between the accuracy of prediction and
the complexity or the ability of the network to generalise. The aim of the ANN modelier is to
generate an architecture that optimises the generalisation ability of the network. The number of
hidden layers must be sufficient for the correct representation of the task (in this instant the
secondary network behaviour) but sufficiently low to allow generalisation to take place. There is
no simple formula to generate the optimal ANN architecture and no single answer (or _
architecture). It is always a trial and error process. Hatch-Neilson (1989) stated an approximate
upper bound for the number of hidden units as one greater than twice the number of input units.
In other words the number of hidden units will not exceed more than twice the number of input
units. Martinez et al (2005) employed the following formula to obtain the number of hidden

units.

J=(N+K)2+T (5.4)
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Where J,N, K are the number of hidden, input and output units respectively, T is the number

_of tra1n1n'ﬂr vectors

There are number suggestlons to detemnne the number of hidden units in the MLP. However :

o none of them grve the absolute answer. In thrs chapter drfferent arch1tectures were tested w1th the S

' data sets ‘and the one whlch satrsﬁes the error constramt is taken as the optnnal archttecture The

- different archrtectures consrdered and thelr errors are grven in Table 5 2 below Once optrmal'
: archrtecture for the ANN is obtamed the next step is to tram the ANN to represent the secondary h

" network behavrours

= 5 4 1 4 Trarmng the ANN wrth secondary network behavmur

' Trammg an ANN requrres data representmg the characterrstrcs of secondary network The data
required is obtained from simulating of secondary networks. The secondary network
characteristics and the nodal heads are used as the input vector and inflow to the secondary

networks is the target output.

The MLP leamning is_ by back propagation of error (Bishop, 1995, Swingler, 1996). The absolute -
error.s (square of the difference between the output and predicted yalues) are determined and -
weights adjus_ted 50 that the error function is minimized in the ditection of the negative gradient
of the error surface. Derivative of the errors with respect to weights are used to evaluate the
change in werghts This process is contimied until the error falls below a prespemﬁed value The

error function of 2 MLP is grven by:
MSE = —Z T(t) a()) (5.5)
mg
Where T'(z)is the target output vector at 1™ iteration or time step, a(r) is the output from the
neuron at ¢” iteration and m is the total number of iteration or (total time),

The back propagation algorithm is obtained by generalising the Widrow-Hoff learning rule to
multiple layered networks with non linear differentiable transfer functions. Input and
corresponding output vectors are used to train the network until it represents the relationship

required,
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The LMS algorithm generally known as the Widrow-Hoff learning algori_thm' is based on an
~ approximate steepest descent procedure. The mean square error is estimated using squared error -

- at each iteration. nggh;s and biases using the Widro_v)~__Hoff_ algorithm are givenby: -~ -+ "
= "_v"u(k'+1)'=' w(k')+205e(ij7(k) EEETSR '(5;6)

' Where a 1s the Icammg rate (larger the Ieammg rate, the qmcker the tramlng), k is the 1terauon o

number (or tlmc step) e is the error at 1teratton k.

' Standard back propagatmn is a grachent descent algorlthm The term back propagatmn refers to-

the ‘way in whmh the gradlent 1s computed for multilayered networks with non linear functions. e

" There are several vanauons ‘of basic back propagauon algorxthm based on different optimisation
technlques (BlShOp, 1995). In this thesis Levenberg- Marquadt a]gorlthm is selected for the

training purpose.

The special feature of Levenberg-Marquardt algorithm is that it generates an approximate Hessian
matrix in place of the actual one, to have faster convergence. For feed forward networks the
Hessian matrix is approximated as: - - . '

H=J"J G
and the gradient is given as:
G=JTe = (58
Where J is the Jacobean matrix of error, eis the vector of network errors ‘

Weights in Levenberg- Marquardt algorithm is given by:
wk+ D) =w(k)y =77 + [ J7e 69
Where 4 is a scalar which is adjusted to minimise the performahce function, [ is a unit matrix.

Main drawback of the Levenberg-Marquadt method is that the stbrage requirement may be high
for some matrices (Bishop, 1995). The problem of storage is solved by dividing the Jacobean
matrix into two equal sub matrices which are in turn used to calculate the Hessian matrix.

Therefore, the full Jacobean matrix does not have to exist at one time.
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Ji

2

H= JTJ { }[J, J1=0T1,+ 081, (5.10)

" The approxnnate Hessmn can be computed by Summmg a senes of sub terms Once a sub term:

- - has been computed the correspondmg sub matrlx of the Jacobean is cleared (Brshop, 1995)

5. 4 2 Integratlon of ANN w:th Network Analysm Program

'ANNs are tramed to pred:ct the pressure dependent flows into the secondary networks in other :
o words secondary networks at pnmary nodes are replaced by ANNG. The role of ANN in pressure _' '

' _dependent demand analysrs very much srmllar to that of pressure dependent functlon but differs *

mn that ANNS learn the secondary network behaviour. Incorporatmg the ANN with the network T

analysis program has the same procedures as. incorporating the ordmary PDD functions. The
additional term in the Jacobean matrix as shown in Chapter 4, Section 4.3 equation 4,13 would be
the derivative of the PDD relationship developed by the ANN. However, the main draw back of
the PDD relationship generated by the ANN s that it d_oes not have an explicit function and as a

result, analytical methods cannot be used to evaluate the derivative.

Therefore to evaluate the denvanve of the PDD relatlonshlp or a glven head, numerlcal
' dlfferentlatlon techmques need to be employed. Equatron 5.10 below shows how the pressure

dependent relationship obtained by the ANN is incorporated with the nodal flow continuity

equation. Here a relationship iDj(H ; ). is assumed for the PDD relationship developed by the

~ ANN in order to demonstrate the process of integrating ANN with network analysis.
' 0.
F(H,H) = Y AR, sen(tt, - B, JH, - B[ [r @) VieNPN (.11
=

- Where H; and H, are the nodal heads of nodes 7 and j; sgn(X) is the sign of X; R, represents
the conductivity of the pipe connecting nodes i and j (related to diameter, length and C value);

@, is the ANN generated PDD for node i and; J, are all the nodes cormected to node I, NPN is

the number of pressure nodes.

The central difference method of evaluating the derivative of the ANN relationship 'is shown’

below in the equation 5.11:
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30, _ ©,(H, +AH)~ D, (H,~AH,)
oH, -~ 2AH, .

i . ) i

(5.12) -
| '_Where q(H +AH ) q(H ) (H, ~ AH ) zmd(H +AH) H, (H AH) are the ﬂows o
'- and thenr correspondmg heads at the nodet and AH is the dlfference in nodal head, '

The _elements df tﬁe Jacobeari méirix take the'for'm shown below:

-0.46

BF

___;_,,__,5?—-05412 ]H -H[T - (5,i35) :
sy
_a = -;{JMRUIH Hjl*’“} al(i,. )_ e

The remaining steps are same as that of demand driven formulation,

Interaction between the ANN and the network analysis program is shown in the Figure 5.8 shown

below.
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Figure 5.8: Interaction of ANN with network analysis

In the Figure 5.8 primary role of the ANN model is to estimate the nodal flows corresponding to
the heads produced by the steady state model. These flows are in turn used to evaluate the all

important derivative needed to build the Jacobean matrix. In order to understand the temporal

variations in the network an Extended Period Simulation (EPS) is required.
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- The analysis of WDS using the proposed'network analysis is very similar to the conventional
network analysis with pressure dependent demand functions. The integration of the ANN with the
_network analys:s has the addltlonal advantage of srmulatmg the secondary network charactensncs
7 . and also takes the local plumbmg arrangements 1nto account. Although this program is applrcable' h

- to all situations, it is not necessary to use thlS dunng ‘normal ~operations as ‘the comfentlonal" o

i demand dnven method predtcts very reasonable nodal heads and outﬂows.

“The ANN based network analy51s model and the MLM based model (chapter 4) are
fundarnental]y same. The d1fference is that the ANN model replaces the 1nd1v1dual MLM attached :
- toeach pnmary node of the WDS To evaluate the performance of the proposed network analys1s

' program, it has been applled to a network

55 Application ANN Method to a2 Network

The same 30 node network given in chapter 2 is u.sed to demonstrate the applicability of the ANN
models in predicting pressure dependent' demand in water distribution systems. In this study 28
di.fferent secondary networks were modelled (on-e'for each demand node) out of which total of
5000 data sets were randomly plcked to train the ANN. The Secondary network data were divided
mto three parts 50% for trammg, 25% for testmg and the rest was for cross vahdatlon Different
'archrtectures were considered for the ANN training and their efficiencies compared by trial and -
error method, which are given in Table 5.2. From Table 5.2 it can be seen that the least mean
_ sqnar_e error in training is given by the 7-11-1 (7 input, 11 hidden and 1 output layers) network
~with hidden and output layers consisting of hyperbolic tangent and linear functions respectively.
The MSE were calculated using equation 5.7 for. 1000 runs for each architecture. Figure 5.9
indicate the error during training, testing and cross validation. The training process is stopped at
143 epochs. At this instant the validation error starts to increase, where the network is said to be

generalised to simulate any condition.
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7 Table 5.2: Architecture and performancé of ANNs

Trainiﬁ Parameter Architecture Epochs(no of runs) Error(MSE)
t,hyone L3510 223 . _ 306 . .
tyne oo o 3101 439, .. 275107
t,h, nb N 3_5_1;_: - B LT 168 o ’ 675 - R
t,h b 232101 .. 239 o218 0
t,had SR X8 . 389 .5.54%107 -
thad 3-10-1 550 - 2.59%1070 .
il 351 1050 315
t,h1 - 3-10-1 - 862 2.70%10™ :
t,hoad,n SR =3 SR 426 344107
t,h, ad,n 4-10-1 353 1.15%10°
t,h ad, 1 . 4-5-1 238 o 3d0%10t
t,k; ﬂd,t - 4._10_1 i ._ 140 ST - 2‘07*10_1_,,,_, W:i' -
Ne,hadnt 5-5-1 224 3.11%107
t,had n I ~5-10-1 188 1.73*10>
t,h, ad, ne,nb, 1 16-10-1 183 7.10%102
t,h, ad, ne, nb, 1 6-11-1 219 - 7.35%10°
t,h, ad, nc,nb,rh, 7-10-1 237 1.35%10
t,h, ad, nc, nb, rh, 1 - 7-15-1 203 4.11¥107
t,h, ad, nc, nb, rh, 1 7-11-1 143 1.35%10°
5 -
B ¢ Training ® Valdation -—+— Test
‘ .
A
231
il
e | ¥
c‘o:?- 24 &
4
141 @
%
0 50 100 150 200
Epoch

Figure 5.9: Errpr analysis plot during the training of the ANN
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To compare the ANN model and the micro level models during normal operetion of the network,

_ simulation of the WDS is performed To demonstrate the appllcablhty of ANN model when .

apphed toa failure, in this example a s1mple pipe burst i is srmulated in pipe 23 (between nodes i N

.18& 20) Clearly the consequence of thrs fa1lure is 2 sudden drop 1n pressure and as a result' o

y -:redrstrrbutlon of ﬂows Both ANN and MLM are expected to glve similar results with very lrttle :

L varratrons

5. 5 1 Results

3 Frgures 5. 10-5 13 show the s1mulat10n results of the MLM and the ANN models for selected

o , nodes The nodal heads outflows and the percentage varrauons are plotted for each analys:s-_ o

: method (ANN method and MLM method) These ﬁgures also show the resu[ts durlng normal
operatron. Frgures 5.14-5.17 grve that of during an extreme event at time step (pipe 23 burst) 9,
AM. | |

Normal Operation _

@ MLM
@ ANN

Nodal Pressure {m}) .

Figure 5.10: Heads at node (Normal operation-9 AM)
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Figure 5.12: Variation in heads and flows of MLM and ANN fnodels (Normal operation)
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Figure 5.13: Variation in heads and flows of MLM and ANN models (Normal 'operation)
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Figure 5.14: Heads at node (Failure-9AM)
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- Figure 5.15: Flows at node (Failure-9AM)
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Figure 5.16; Variation in heads of MLM and ANN models (Failure)
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Figure 5.17: Variation in flows of MM and ANN models (Failure)

5.5.2 Comparison'

Figures 5.10 and .5.13 shows that b_ot'h ANN method and micro level analysis methbds give very
similar nodal heads and flows during normal'_ operating condition, It was observed that the -
variation in the heads and the flows at nodes between the two methods fall below 5%. Therefore,

the predictions of MLM and ANN methods are very similar during normal operations,

Also from Chapter 4, the demand driven and the MLM analysis of WDS for normal operational
conditions produced very similar nodal outflows and pressures. Therefore, ANN, MLM and

demand driven approaches all are applicable to WDS during normal operations of the network.

When the failure was simulated on pipe 23, the pressures and corresponding flows at nodes are
shown in Figures 5.14-5.17. Unlike the DD model both MLM and ANN models show that there
is a shortfall in flow due to the drop in pressure at nodes. Furthermore, the differences in values
of flows and pressures between the two methods afe on average below 5%. This indicates that
during an extreme situation both the MLM and the ANN models predict the same results with

very small variations.

During the normal operations and also during failure events, the ANN model and the MLM

approach predicts the pressure dependent nodal outflows. The slight variations in the flow and
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pressure between the ANN and MLM models are due to the modelling errors and assumption
during building the MLM. However, the extent of modelling errors will be m1mma] in the ANN -

_ model as it is based only on data from the secondary network and no model i IS requnred

It was mentioned earher th'a'trthe_ meere the _elosest— eppfexirﬁate- model to the real WDS
because they ineerporéte the seeendafy nétWorks corresponding to eae.h"prir.ﬁery node. Also from o
the simuletion results, it is evident that the predictiohs of the ANN model ere\'fery close to that of ~
the MLM model. Therefore, the ANN model is good alternative to analyse the network condltlons .

espemally in the events of fallures or extreme events in the water dlstrlbutlon systems

Nodal Pressure (m)

Figure 5.18: Heads at node before and after failure for ANN
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Figure 5.19 Flows at node before and after failure for ANN

Figures 5.18 and 5.19., shows the nodal pressures and flows just before and just after the failure
events respectively, These figures indicate the flow variations at'nodcs'cgr)rresponding to the

- pressure variations as a result of failure events. -

5.6 Conclusion

This chapter introduces the artificial neural network based network_ analysis method to analyse
pressure dependent demand behaviour of water distribution systems, especially during extreme

(or failure) situations.

The selection of appropriate type of artificial neural network and architecture were explained and

the integration of ANN with network analysis program is described in detail.

The performance of the ANN and the MLMs in analysing extreme events in water distribution
systems were compared. Advantages of ANN method over existing pfessure dependent demand
functions are highIighted.IFurthermore, thé issue of applying MLMs to large size networks is
dealt with by introducing artificial neural networks. The use of ANNs becomes essential to
simplify the network model rather than having secondary networks at each node. Therefore, each

secondary network is replaced by an ANN.
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In this section ANN is used as a black box model ANN s are trained to simulate the behaviour of

secondary networks and incorporated in network analysrs program to predrct nodal outflows.

Training data requrred for the ANN 1nclude secondary network characterlstrcs (length of the -

' network number of consumers, average demand etc ) trme head and correspondmg ﬂow

'Developed ANN model is applred toa 30 node network and srmulatrons performcd durmg normal s

operatlons and extreme events (farlures) The results were compared mamly with micro level

models to assess the performance of the ANN based network analys1s model The outcome of the o '

: srmulatlons indicated that durmg normal operat10na1 condrtlons the MLM and the ANN based
o -network analysrs predlcted similar results. Applymg both the methods to a network with a farlure 7
- event produced less flows and pressures than durmg normal operatrons but the predrcted ﬂows'--

“and the1r correspondmg pressures were very simitar for both ANN based model and MLM,

It was shown in chapter 4 that MLM models to analyse pressure deficient WDS are more
appropriate than applying PDD functions. In this chapter it has been shown that ANN based
netvrork analysis and MLM based network model both behave similarl y during normal operations -
and also during failure events in WDS. Furthermore, integration of the ANN with the netWork '
‘analysm provides the ability to apply the MLM to larger and more complex WDS by way of
. training the ANNs with the MLM characteristics.

The principal conclu_sions of this chapter are:

«  Behaviour of secondary networks in the WDS is trained using ANN:.

o MLMs were represented by their characteristics such as length, diameter, average

" demand and number of consumers.

e ANNSs are trained with the characteristics of only a few selected secondary networks
from the WDS. '

e The Jacobean matrix of the ANN is obtained by using a central difference method.

* ANN based network analysis is more appropriate to apply to large and complex WDS

than the micro level models.

e Both MLM and ANN based network analysis models are applicable only if secondary

network information is available.
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CHAPTER 6
* SIMULATION AND APPLICATION =
6.1 Introduction

The the51s so far has tried to lllustrato the mdmdual components of the perforrnance assessment

model, T he pressure dependent demand analysrs method, component failure predlctron and the -

performance measures combmed tooether results in the performance assessment ‘model. The .

_ interaction between the three models 1s rmportant to apply the performance assessment model to

- WDS Thrs chapter descrlbes the 1ntegrat10n of the three 1ndrv1dual components

This chapter mainly focuses on the application of the performance agsessment methodology toa
case study water distribution system. The case study network is located in the Severn Trent utility
area (greater Birmingham area including the Solihull metropolitan borongh council area, Olton -

and Acocks Green).

In order to demonstrate the methodology, the water distribution network was analysed using' the
demand driven method, the micro Ievel_l method ‘and the proposed methodology. Failure
simulations are' carried out using PDD analysis and the proposed ANN based method.
. Components for the .failure simulations are selected using the component failure prediction

model. The results from_the .network analysis are fed into the performance measures and the |

results discussed.

6.2 Performance Assessment Model

The aim of the performance assessment model is to evaluate and quantify the consequences due
to failure events in water distribution systems. The performance assessment model developed in
this thesis consists of three _individual components namely:

e The component failure prediction model

¢ The hydraulic simulation model

» The performance measures
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Detail descnptlons of each of the above models have been given in earller chapters Th1s chapter
_attempts to explain the integration of the mdnvndual components that makes the performance-

assessment model

The sequence involved in appl'ying the individual niodels stétrts'nfith th'e use 'of component feil.ur-e:' B

prediction model followed by hydrauhc 51mulat1on modeI and performance measures ThlS order '
is Illustrated in Flgure 6.1 below. Component fallure events mcludmg the fallure tlme the failure

_ duration and the repau_' durations are generated by_: the failure pl‘edICtIOIl model. -

Component Failure Prediction-
Model

A 4
Hydra_tulic Sirnulation Model

Y
Performance Measures

* Figure 6.1: Performance assessment model

The failure event is then represented in the hydraulic simulation model so that the hydraulic
model can simulate the network behaviour. The method used to represent the fajlure events in
WDS influence the predictions from the hydraulic model. For example, a pipe failure in a WDS
can be répresented either by just isolating the pipe or by more accurately representing the
dynamic failure (immediately after failure) and the isolation (for repair) stages. The method used

in this thesis to representing component failures in WDS is given below.

6.3 Representing a Failed Component

The two types of component failures discussed here are the pump and the pipe failures. The pump
failures are sudden events and can occur due to various reasons. Power outages and seizing of

pump components are a few but to mention, Generally a pumping station will have backup pumps
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that w111 come into action as soon as a pump goes out of service. Therefore the pump fallures in

- WDS are less frequent events.

. Representlng a pump fallure in the water dlstrlbutlon system is by Just shuttlng down the pump .

o Lusmg the controls in the network analysm program or by grvmg a pump operatton pattem where f_ R

B the pattern wrll indicate the trmes at which pump stop

'Unlrke pumps, plpe faﬂures are’ comphcated as there are three states to be represented
Furthermore the ﬂow out of a burst will be pressure dependent Germanopoulos (1988),

__._Varravamoorthy (1990) Mansoor and Varravamoorthy (2005) used the followmg arranoement_ -

L shown in Frgure 6 2 to represent a pipe burst in the water drstnbutton system

The short pipe is connected to the main pipe at the point where the burst is to occur. A constant
- head reservoir is attached to the end of the short pipe. The water level in the reservoir is equal to
_the elevation of the main plpe at the point where the short prpe connects with it. The burst is

simulated by setting controls to open and shut the plpes

.. Short Pipe —-—-——P
“: Burst

e

"Before burst:-Pipe AB open and CD is closed
During burst: - Pipe AB open and CD is open
During isolation:-Pipe AB is closed

Figure 6.2; Simulation of a pipe burst
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The flow during the burst can be represented by:

L gEe— e 1

' Where gis the flow from the burst (through the short plpe) hls the pressure at the burst K TR

the conduct1v1ty of the (short) plpe depends on dlameter roughness and lencth

Equatton (6. 1) suggests that the ﬂow frem the burst isan oriftce ﬂow and depends on the pressure
. atthe burst ' T

L j'._6.4 Integretion of the Three'ModeI.s S

The three components of the proposed performance assessment model communicate with each -

other during the failure assessment process.

. Initially the failure prediction model generates the possible component failure events that may
oceur in the WDS. Out puts of this model are: the component inter fa:lure times, the frequency of
failures, the failure and the repait times, ThlS information is needed to model the fallure events .
with the hydraulic model. Each failure event is represented as explained in section 6.3 above and
a network analysi's is performed to understand the behaviour of the WDS. The ANN based
network analysis program will determine the pressure dependent nodal outflows of the WDS due
to the fajlure event. Outputs from the network analysis program are pessed on to the performance
measures where a set of performance measutes will be generated based on the nodal flows and
pressures at the WDS. Interaction between the component failure model, the hydraulic network

analysis model and the performance measures are illustrated in the Figure 6.3 below.
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Figure 6.3: Step by step approach of performance assessment
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6.5 Case Study

The appllcablhty of the ANN based network ana1y51s procram is demonstrated by applymg it to a

- case study. | ¢

" The water distribution network considered in this thesis is located in the suburbs of Birmingham, =~

in partlcular in the arcas of Sohhull Olton and Acocks Green. This area falI w1thm 7 miles from -
- the B:rmmgham cﬂy centre Out of the three areas consrdered Sohhull and Olton lies within the -
Sohhull metropohtan area and Acocks Green is a ward of South Bmmngham The case study area -

is in the Severn Trent water supply area.

Figure 6.4: Birmingham Area (shaded)

The Birmingham city is located to the west of the geographical centre of England. The OS grid
reference and the coordinates of the city are “SP066868" and “52° 29N and 1° S4W” respectively.
The city is at relatively high grounds, ranging around 150-200 metres above sea level. UK’s main

north-south watershed passes through this area.

6.5.1 Network Details

The section of water distribution network supplying this area is shown in Figure 6.4 above. This
network has been developed from scratch using the information obtained from the ordinance
survey maps and the local knowledge. The reason for developing this network is that the existing

network does not have detail information on secondary networks. The pipe sizes were obtained
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by performing ‘an optimisation using the Opti designer software. The network details and its

associated secondary. networks have been given.in the. Appendrx 3. However some detalls =

o relevant to component faﬂure predlction are gwen in Table 6 1 below

: The per caplta demands of Sollhull Olton and Acocks Green are aI] assumed to be 137 lpcd L

which conforms to the averace per caplta consumptlon for Severn Trent water supply area __3

(OFWAT, 2007). T_he usage sequence of the. consumers_1s assumed_to follow that given in .
" Chapter4. | o - |

Figure 6.5: Case study network

The consumers distribution across the network interms of income level and consumption are
determined by way of field visists and also from the Solihuil metropolitan borrough council This
information is 1mp0rtant in generating weights for the seventy measure that was proposed in
chapter 2. The process involed in generating the WelghtS has been described in detar] in Chapter 2
and Appendix 1.
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Table 6.1a: Link details of the case study network

gl

Length

| M1BF | Pipe:

Diameter | C ITB Length | Diameter | C . | MTBF
- No {m) .. {mm) Value | (year) [ No | - (m) | (mm) | Value | (year)
1] 1040 300 ] 100. | 962.| SL.| 608 | 100 - |. 100 | 235
=2 640 3000 [ 100 3.13 52.°1 400 - 300 - 100 - 5
3. 640 }-:--300 7] 100 105.21) 53 . 320 D300 - 1000 | 625
4 |.360 ]300 - 1001 .926 » 540640 0 | 300 ¢ 100 -} - 3.13
-5 240 200 100 -1:-695 | 55| 752 100 106° 119
6 b 272 b 300 100 -} 92 56 . 544 100 100 | 2.63 .
T 128 - ©300 [ 7160 7| 15.637°) 57 .. 544 200 - 100, |- 2.63
-8 | 160 | 300 | 100 [-125 | 58 .| 576 |..300 | 100|348
-9 432 300 160 463 59 592 100 .. | . 100 242
10 272 |- 300 -] 100 | 368 | 60 | 624 | 100 | 100 | 229
1) o640 1 250 - § 100} 2240} 61 ) 0352 . 250 | 100 | 406
12 720 [ 250 .- 100 - 1.99 62 - 320 7|0 250 100 447
13 640 300 100 313 | 63 768 300 | 100 261
14 560 300 100 - 3.58 64 - 944 300 - 100 | 212
15 640 300 100 3.13 .65 672 - 300 100 298
16 430 300 100 4.17 66 480 300 100 417
17 752 300 - 100 | 266 67 480 - 300 100 4.17
18 - 400 . 300 100 "5 68 960 - 200 100 1.49
19 480 300 100 4.17 69 240 300 100 834
.20 1152 300 100 1.74 70 560 300 100 3.58
21 560 300 100 | 358 § 71 320 300 100 | 625
.22 512 . 200 100 28 .1 72 464 300 - 100 432
23 640 100 00| 224 ¢ 13 1040 200 100 1.38
24 208 100 _100 | 6.87 74 960 300 100 2.09
25 496 100 100 2.89 75 160 300 100 125
26 224 100 100 6.38 76 360 300 100 3.58
27. 368 300 100 5.44 77 - 528 300 100 3.79
28 4507 300 100 445 78 1200 200 100 1.2
29 . 128 100 100 | 1017 ¥ 79 480 150 100 2.98
" 30 432 300 100 4.63 80 192 ~150 100 7.45
31 352 300 100 5.69 81 416 150 100 3.44
32 - 640 300 100 3.13 82 1000 150 100 1.43
33 320 300 100 625 83 512 300 100 391
34 608 300 100 3.29 84 160 300 100 12,5
35 688 100 100 2.08 85 528 300 100 3.79
. 36 112 100 100 | 1276 86 352 150 100 4.06
37 640 200 100 224 87 928 150 100 1.54
33 304 160 100 47 | 88 640 300 100 3.13
39 - 192 100 100 7.45 89 448 300 100 4.47
40 672 100 100 213 90 320 300 100 6.25
41 416 250 100 344 91 1232 150 100 1.16
42 560 300 100 3.58 92 480 - 300 100 4.17
43 624 300 100 321 93 . 480 300 100 4.17
44 576 200 100 249 94 832 300 100 - 241
45 1488 100 100 0.97 95 - 112 300 100 17.86
46 912 300 100 22 96 464 300 100 4.32
47 512 300 100 391 97 432 300 100 463
.48 512 300 100 391 | 98 592 300 100 3.38
49 352 300 100 5.69 99 560 300 100 3.58
50 416 300 100 4.81 100 352 300 100 569
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Table 6.1b: Link details of the case study network

Pipe Length Diameter = . C MTBF |-Pipe - Length- Diameter-  C - MTBF ]
“No" " (m) - (mm) " Value  (year) | No -~ (m) = (mm) - Value (year) | - -
T101 . 464 .. 300~ 100  432. | 117 - 112 .- 100 . - 100  12.76
10201767 0300 - 100 1137 | 118 .-~ 528 - ° "100 100 -+ 271
103 544~ . 300 - 100 - 368 | 119 80 300 100025
104 - 8592 300 .. {00 .338°[.120. -272.. 300 - .. 100~ 7.36 .
105 560 C300 . 1000 358|121 638 - - 300 100 - 251
106 2720 150 100 .. 526 | 122 ..672 . 150 - 100 - 213~
107 208 - 300 - <1000 . 9.62 123 512 7 100 IOO_' 28
108 . 672 - 300 S 100 - 298 01124 640 - 100 100 224
. 109 . 864 o300 100 232 1. 125~ 672. - - 100 100 2.13
110, 160 100 - 100 - 893 |.126 . 80 . 100 .....100 . 179
1177320077 1007 100 447 | 127 0462 3000 ¢ 100 .. .433°
11277 7320 100 . 100 - 447 | 128 - 500 - 23000 0 100 7 4
113 . 384 100 . 100 3.73 129 - 300 100 100 4,77
114 336 300 - 100 5.96 130 660 100 w0 217
115 240 300 100 8.34 131 250 S 300 100 - %
116 228 150 100 627 | 132 250 300 100 8

6.5.2 Failure Prediction -

The component failure events were generated using the Monte Carlo method given in chapter 3.
The pipe inter failure times were given in the Table 6.1 and the pipe inter failure times are
assﬁmed to follow an exponential distribution and the pipe repair durations are éssumed to follow
a 'uniform distribution between 5 and 72 hours. These _assumpti'ons are consistant with that of
Wagner et al. {1988b). In this analysis 50% of the pipe repair times are allocated for isolation of
the failed pipe, in other words just after failure, half the repair time is needed to locate the pipe
burst and to isolate it inorder for it to be repaired. It should be noted that data on pipe isolation
times are very rare as most water utilities record only pipe repair times and statistical
characteristics of pipe isolation times are yet to be deterimined. Isolation times vary depending on
the location and acceesibility and the time taken to isolate a pipe have an influence on the
performance of the WDS. In this section, the main objective is to demontrate different phases of
- pipe failures (failure,isclation and repair) therefore, assuming 50% of repair time for pipe

isolation is only for the purpose of demonstrating the isolation phase.

Randomly generated component failure events and their corresponding failure and repair
durations are given in Table 6.2. This table consists details of only 35 pipes, remaining failures

are given in Appendix 3.
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Table 6.2: Random Pipe failure details

Pipe | Failurel | Failure2 Failure3 Failured -
No ' S Ao
.. | FT(days) | RD{hours) | FT(days) | RD(hours) | FT(days) | RD(hours) | FT(days) | RDthours)
1.1-9496 |~ - 10 - {-16425 | 23 - | 18257 | . 48 . 3286.7 . | R
2029934 56 -0 0 S0 0 0- 00
3] 04 0 - 0 -0 20 0 .0 0
4 876.5 7 ) 200050 .18 |- 35773 70 0 0
5] 2190 66 0. 0 0 -0 0 - 0.
- 6| 2080.5 .29 0 - 0 0 0 0 0
ST 348 S 36 0 0 .0 0. 0 0
8 | 23725 12 0 0 0 0 .0 0
9t o- | 0 0 1 -0 -0 .0 0 0
10 1 766.5 O 1898 1 23 S0 0 0 0
1]l o "0 0 0 0. 0 0 0
12 0 0 0 0 -0 0 0 0
13 4745 15 730 60 0 0 0 -0
14 1460 43 1861.5 24 0 0 0 0
15 2555 13 0 0 - 0 0 0 0
16 b 547 20 2263 5 Q- 0 Q0 0
17 2628.3 16 3759.5 8 0 0 0 0
18 912.5 27 1095 19 2701.6 22 0 0
19 Q- 0 Q 0 Q- 0 0 0
-20 | 2847 50 0 0 - 0 0 0 0
21 3102 T 44 3686.5 14 0 0 0 0
22 0 0 0 0 0 0. 0 0
231 0 0 0 -0 .0 "0 0 0
24 0 _ 0 0 0 0 0 0 0
25 11315 55 0. 0 0 0 0 0
26| 6934 67 1204.6 "6 2810.5 71 0 0
27 0 0 0 0 0 0 0 0
28 -0 0 0 0 0 0 0 0
29 2226.5 22 0 0 0 0 0 0
30 1934.3 11 0 -0 0 0 0 0
31 3438 "9 0 0 0 0 0 0
32 5103 16 24254 30 0 0 0 0
33 211.5 23 2533.5 52 0 0 0 0
34 0 0 0 -0 0 0 0 -0
35 3110.2 17 0. 0 0 0 0 0

The network was simulated for 10 years, during that period of operation. The maximum number

of random failure events generﬁted by the program for a single pipe is 4. Some of the pipes did

not have any failures. It is also noted that in this network pipes did not encounter simultaneous

failure events (two pipes failing at the same time) however, such situations might arise if the

simulation period is large (say 100 years).
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6.5.3 Training ANN for the PDD Analysis -

: "In order to perform the hydréulic analysis of the case study network, the ANNs were trairi’ed o

- 'obtam the optlmal archrtecture 10% of the secondary networks were randomly selected and their *

.correspondmg to mput parameters In this case study 12, OOO data sets wete obtamed from the_jr L |

S caharacterlstlcs rdenufied for trammg purposes The tablé 6. 3 gives typrcal ANN' archrtectures: o

" secondary networks 50% of the data were used for training, 25% of the data for testing and the

remammo for cross Valldatalon Flgure 6.6 shows the performance of the opt1ma1 ANN durmg the

: trammcy process

- Table 6.3 Architeetures used for training the ANN B

Training Parameter

- Architecture

Epochs(no of runs)

Error(MSE)

t,h ad nc,nb, 1 6-10-1 218. 9.10%10™ -
t,h, ad nc, nb, | 6-11-1 315 8.11%107
t,h, ad, ne,nb,rh, | 7-10-1 197 5.5%10"
t,h oad ne,nb, rh 1 7-15-1 255 6.0%107
t,h ad nc,nb, rh 1 7-11-1 190 4.15%102
t,h ad nc,nb, 1 6-10-1 205 - 5.3%10
t.had ne,nb 1 6-11-1 200 3.32%102
t.h ad, nc,nb,ri [ 7-10-1 178 . 1.5%1¢71
t,h, ad, nc, nb, rh, 1 7-15-1 210 3.1%10%
t,h, ad, ne, nb, vk 1 7-11-1 195 2.3%10°
t,h ad, nc,nb, | 6-10-1 200 7.55%1072
t,h, ad, nc, nb, rh, 1 7-12:1 183 L.1*10°
t,h, ad, nc, nb, rh, 1 7-13-1 191 3.58*107
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- Figure 6.6: Performance of ANN during training

6.5._4 Simulation Results

The case study network was anélyséd for normal operations and also dufing a pipe failure event.
The network analysis was performed using the conVe'ntioﬂai demand driven method pressure
dependendent demand method with Tabesh et al (1997) function and the ANN based network

analysis method developed in this thesis.

The consumer demand characteristics for the case study was assuined to follow those given in
Chapter 2. The demand profiles for the nodes in the case study network were also developed as

mentioned in Chapter 2.

The objective of analysing the case study network is to compare the different network analy51s
techniques and to determme the appl:cablllty of the ANN based network analy51s method to the

case study network,

It is expceted that all the three network analysis methods to produce similar results during the
normal operation. However, when ‘a failure event is introduced, the network behaviour is

expected to differ from that of during normal operations.
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In this section simulation results of of 25 nodes from the case study network are presented.
Figures 6.7.1 a to 6.7.4 d show the results of 10 randomly selected noes. The remaining results
are giveven in Appendix 3. o B o
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Figure 6.7.1a: Nodal Pressure during normal operzition at 9 AM
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Figure 6.,7.1b: Nodal Pressure during normal operation at 9 AM
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Figure 6.7.1c: Nodal flows during normal operation at 9 AM
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| Figure 6.7.1d: Nodal flows during normal operation at 9 AM

‘Figures 6.7.1 a and 6.7.1 b shows the preésures at the nodes during the normal operation of the
WDS at 9 am. The demand driven analysis, the PDD analysis and the ANN based analysis all
produced very similar results. '
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The minimum and the desired presSure at nodes for the case study network were assumed to be °
15m and 30m respectively -When the pressure at the nodes is above 30m, the network node

© receive the requrred demand at adequate pressure AIl three types of analyses produced nodal.

_ pressures above 30m and thetr corteSpondmg flows as shown n Frgures 6. 7 lc and 6 71 d. The Lo

o above frgures suggest that the nodal outﬂows obtamed usmg the DD PDD and the ANN based SRR

methods are very srmtlar L

' Flgures 6. 7 2 aand 6. 7. 2 b shown below indicate the pressure variation and the flow varratron at -
| nodes 6 and 22 during normal operatrons Frgure 6.72 a shows that there is a dtfference in |
. pressure vanatrons in the results obtamed from the DD ,PDD and the ANN based methods 7

- However, the difference is very small and not srgmfrcant enough to create b1g variations in the -
" nodal outflows. Flgures 672 ¢ and 6.7.2 d show the flow lvarlatrons at nodes 6 and 22

- 'correSponding to the pressure variations shown in Figures 6.7.2 aand 6.7.2 b. -

40 hE
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Figure 6.7.2 a: Pressure variation at node 6 during normal operation .

186



Time (hr)

40
= 98
B
7 367 {—+-DD"
a ., _ :
S 34 s ANN
PR~ R
L&
32 A
80 TR e — — — L
0 5 10, 15 .20 25 - 30
Time (hr) '
: Figure 6.7.2 b: Pressure variation at node 22 at normal operation -
06 -
0.5 -
@ 04 o ,
H AT —e—DD
o | M(’!" '
i 0.3 /‘ , —#— PDD
3 ;\"’Z’ *\ o ey NN
g 027 W‘E{ oy Y N
n .
AN A
| N,
N | .
0 5 10 15 20 25

Figure 6.7.2 c: Flow variation at node 6 during normal operation

187




06 -

Loal SN
Qo034 o S N e
3 A : LN o
0.1 T ‘/;; . S g PR ,—‘. \%m‘(‘ .
o o ; o L
o
- o Time (hr) - o

Figure 6.7.2 d: Flow variation at node 22 during normal operation

The flow variations obtained from the DD,PDD and the ANN methods at the nodes 6 and 22
- show very little difference, which agrees with the différenge_in the variations of the pressure.
These results indicate that, all the three methods of network analyses are applicable during

normal operations.

It must be noted that, the DD method is not sensitive to pressure variations in the WDS like the
other two methods. Therefore, during normal operations of the WDS, the network analysis

- method need not be sensitive to pressure variations.

The next step is to analyse the network when there is a failure event in the WDS. A pipe failure
event was introduced on pipe 46 between the nodes 6 and 13. The failure event was represented

as described in the section 6.3.

- The failure event introduces pressure deficiency in the distribution system, as a result the nodal
pressures are expected to fall. Figures 6.7.3 a and 6.7.3 b shows the pressure variations at the

selected nodes during the failure event.

The pressure at nodes 4,6,7,10 and 13 have fallen from 34m, 36m, 37m, 37m and 32m to 16in,
9m, 19m, 35m and 0 during the failure event. There is a drastic drop in the pressures except at
node 10.
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Figure 6.7.3b: Nodal Pressure during failure
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Figure 6.7.3d: Nodal Flows during failure

The nodal flows corresponding the nodal pressures are shown in Figures 6_.7.3 cand 6,7.3 d, The
nodal outflows obtained from DD analysis were same during normal operations and during the

~ failure event. It is important to note that the DD method predicted 0 pressure at node 13 during
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- thefailure event, but the node still predicted an outflow. This is far from the reality. This

. behaviour is expected as the DD analysis is not sensitive to the pressure variations in the network. - -

' Nodal outﬂows for the PDD and the ANN based analyses were lower than that of durmg norma] f' S

7. operattons thus mdtcatmg thelr sensmwty to pressure T

" The’ pressures at node 6 for the PDD and ANN methods were 92m and 95m and thetr_,

correspondmg nodal outflows were 0 and 0. 11/s respectlvely durmg the fallure event. The PDD . _7

' _analysrs is not sensitive outside the minimum pressure and the desired pressure Therefore PDD

analyms predicted a zero outﬂow for node 6 On the other hand the ANN based method does not .

have restrictions on the range of minimum and desrred pressures and as a result predtcts a nodal y
"demand of O llfs

When the nodal-p'ressure is between 15m and 30m for node 7, the DD, PDD and the ANN
methods give pressures of 19.6 m, 192 m and 19.5 m respectively and the corresponding flows
0.49 15,0.13Us and 0.14Vs. The PDD analysis and the ANN based analysis both predicted very
similar demands for similar pressure's This suggestst that during a failure event both PDD
analysis method and the ANN analysis method behave similarly when the available pressure is

* between the minimum and the desired pressures. -
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Figure 6.7.4a: Pressure Variation atnode 6
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Figure 6.7.4d: Pressure Variation at node 22

By analysing the heads and the outflows at nodes 6 and 7, it can be concluded that the PDD
analysis predicts pressure'depender_lt nodal outflows when the available pressure is between the
" minimum and. the desired preassures. On the other hand ANN based ‘method is sensitive to

pressure variations in the system regardless of the desired or minimum pressures.

Figures 6.7.4 a and 6.7.4 b show the pressure variations at the nodes 6 and 22 during the failure
event for the three analysis methods. The difference between the pressure variations obtained .
from the DD, PDD and the ANN methods are very small at both the nodes. However, the

corresponding flow variations are not similar as can be seen from Figures 6.7.4 ¢ and 6.7.4 d.

The flow variation produced by the DD analysis for node 6 is the same as that obtained during the
normal operations,but the PDD and the ANN methods differ, The PDD analysis method produced
zero flow throughout the simulation period .This corresponds with the observations of the nodal
pressﬁre being below the minimurh pressure range. The ANN based network analysis method -
produces a nodal flow throughout the simulation period. This shows that it doels not depend on
the minimum and desired pressures as discuused above. The results of node 7 can also be

interpreted in a similar way.
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6.5_.5 Performance Measures .

' The results obtained from the network analysis program has be'en fed onto' the- performance .

e _assessment sect1on whrch eveluates the performance measures as descnbed in chapter 2 The

performance measures evaluated usmg this model has been shown in Tables 6.4 and 6 5 below In- L

'thls section, results of only a few plpe fallure events have been provrded The remalnmcr results -

L are gwen in the Appendlx 3.

* The performance of the nodes durmg fa11ure events are 1dent1f1ed usmg nodal adequacres demand: s
 satisfaction ratios and severities. The nodal adequacres mdrcate the condition of the node after.

. 'every faiture event,‘_whereas_the dernand_ satisfaction ratio 1dent_1f1es_ the performance throuougt - '.
h the duration of the operation"(lo yearS).' The severity, on the other hand, expresses the failure

- experience of the consumers at the nodes.

For example failure of pipe 1 results in almost all the nodes operatmg with a very low nodal-
adquacy in otherwords very low shortfalls in flow, infact majority of the nodes operate wrth ZETo

demand shortfall. Therefore, the fallure event_does not cause a critical situation to the net_work. :

Pipe.l faiture causes the node 1 to operate with an adequacy of 0.917, that is the node X
experiencing a demand loss of only 8.3% due to the failure ev.ent but the demand satisfaction
ratio for node 1 is 0.967 indicating that 96.7% of the time node. 1 is satisfies at least 90% of the
requrred demand. These two performance measures demonstrate the behaviour of node 1 for

individual and collective failure events in the WDS.

The severity at node 1 corresponding to pipe failure 1 is 0.027. This is obtained by taking account
of the weighting factor at the node and the nodal adequacies. The nodal weights depend on the
importance of the consumers angd the consequences of the failure events. The severity thus

expresses the experience of the consumers due to failures.

For a particular failure event nodes in the WDS have different severity values. For example the
severity of the node 2 for pipe failure event is 0.016 which js lower than that of node 1. This
suggests that the consumers at node 1 will experience more severe conditions than that at node 2.
Tt is .interesting to note that the nodal adequacies of node 1 is smaller (0.917) than that of node 2
(0.963), suggesting that node 2 have a lower demand short fall than node. This also conforms
with the severity values. That is node 1has higher high importance and severe consequences than

: node2.
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‘Table 6.4a: Nodal adequacies, node satisfaction ratio and equity for selected pipe failures

Cossol

Pipe 1 -2 - 4 6 8 - 10 13
Node F1 - F1 F1 - F1 F1 - F1 .| F1 -
1. - 0917 0343 - 0319 - 0454 0.634 [ 0583 - 0,650
2 0963 [, 0307 - 03527 . 0459 - . 0652). - 0571 o
-3 0981 02021 0364 1 0459 06521 - 0s571) 0637}
4 1000, . 023971 04081 . 0547 -0.722 0.667 |- 0.744
5 S 0915 . 0340) - 0326, - 0423 0602 - 0533] - 0.601
6 . 1000 0263] - 03811 - 0459] 0573 .0.595 0.664
7 - 1000 - 0278} 0370 C0466 [ 0640 0572 - 0.650
8 1000 ) 0225 ). . 0422 . 0500 0.675 | . 0508 0.697
9 . 1.000 _0.069 | . . 0565 " 0.667 108241 - 0639 0837
10 - - 1.000 0250 -~ 0404  0519] 0692 0606 |. . 0.621
1 " 1.000 0.150 0.484 - 0.612 0784 | . 0686 0724
co 125 71000 0 - 0000 0785 ) 0950 ) 7 1.000 0048 {7 1.000
13 -0.985 | 0289 - 0.366 04651 06327 0574  0.640
14 0.875 0369 | - 0302 0.399 - 0.576 0.514 - 0.573
15 . 0.983 0201 0367 0.477 0.641° 0.583 0.638
16 10001 0.184 0.444 0.547 0.711 0.658 - 0.716
17 1.000 0.230 0.424 0.523 0.692 0.621 0.693
18 *1.000 - 0,056 0.568 0.677 0.812 0.763 0.823
19° 0.986 0.289 0.370 0.461 0.645 0.574 0.640
200 0.915 0.340 0.326 0.423 0594 0533 0.588
21 0.929 10.330 0.336 0.441 0.610 0.548 0.603
23 S 0929 . 0332 0.327 - 0443 0625 0557 0.621
24 - 0875  0.369 0.294 0.400 0.582 . 0514 0.579
25 1.000 - 0.051. 0.561 0.664 0.803 0.765 0.855
26 . 0.937 0324 [ 0339 0.445 | 0.614 1 - 0560 0.625
27 1.000 0.264 0.387 0.467 0.662 | 0.594 0.677
28 1.000 0.263 0.391 0.504 0.679 0.609 0.678
29 0.936 0.325 0.340 0428 0.623 © 0.553 0.617
30 0.932 0.327 0.335 0.423 0.604 0.483 0.598
31 0.926 0.332 0.331 0419 0.599 0.489 © 0.601
32 0.937 0.324 0.339 0.435 0.614 0.487 0.609
33 0.944 0.318 0.336 0431  0.608 0.477 0.604
34 1.000 0.262 0.402 0.495 0.661 0.484 0.664
35 0.943 0.319 0.338 0.431 0.606 0.474 0.603
36 1.000 0.220 0.420 0.540 0.720 0.630 0.674
37 1.000 0.071 0.548 0.686 0.857 0.750 0.786
39 1.000 0.206 0.439 0.560 0.733 0.642 0.592
40 0.985 0.289 0366 0.453 0.632 0.564 0.640
41 1.000 0.253 0.391 0.507 0.690 0.603 0.648
42 © 1.000 0.184 0.462 0.568 0.751 0.658 0.679
43 0918 0.337 0324 0422 0.597 0.535 0.596
44 0.983 0.291 0.370 0.466 0.626 0.572 0.638
45 0.920 0.336 0.327 0.423 0.595 - 0536 0.598
48 1.000 0.234 0.412 0512 | 0.674 |. 0.618 0.690
49 0.922 0.334 0.328 0.426 0602 | 0537 0.599
50 1.000 0.266 0.379 0479 0.649 0.592 0.648
51 1.000 0.267 0.387 0.487 0.663 0.592 0.660
52 1.000 0.179 0.454 0.556 0.735 0.662 0.739
53 1.000 0.085 0.543 0.646 0.812 0.763 0.823
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Table 6.4b: Nodal adequacies, ;_iode satisfaction ratjo and equity for selected piperfailures

8

Pipe 1 2 4 (] 10 13
Node Fl. N i | F1 ¥l F1 K1 )L Rl
54 | . L000[ - 0240] - ©0405| - 0507| - 0687 - 0613]
55 (0936 0 03251 - 0340 - 0436 .. 0613 . 0545 - 0.608
56 = 1L000 4 S 00007 0 10001 . 10001000 ST 1000
57 .1 1000 02371 0415 0515 0.688 . . 0615 . 0.687
58. 0962 . 0306 0354 0452 0631 | 0560 0625
59 - - 0946 0318 ©o 0345 04431 0621 Q.551 . 0614
61 - 1.000 - 0.069 0.565 - 0.667 0.824 0.750 0.837
62 . 1.000 “ 0,265 0.391 0.488 0.662 0.606 - 0.662
.63 - 0.927 0.331 0.330 S 0427 |- -0.601 0.540 0.595
64 1.000 0.189 | 0453 “0.575 0.728 | 0.671 0.730
© 65 1.000 0.200 0.444 © 0535 0720 | 0.645 - 0,704
66 - - 50986 L---0288 1 - 0.368 0.468 - 0.646 10574 0641
-~ 68 - 0.957 " 0310 - . 0.356 0.463 - 0.625 0.567 0.621
60 © 0958 0.309 0.353 0.450 0.616 0.558 0.622
70 0.984 0.2900 03721 0.469 0.642 0.573 0.639
71 0.957 0.310 0.356 0.463 0.625 0.567 0.621
72 1.000 0232 0.418 0517 0.674 0.620 0.691
73 1.000 0.225 0.422 0.520 0.675 0.625 0.697
74 0.900 0.351 © 0319 - 0415 0.592 0.530 0.585
75 0.962 0.306 0.348 0.446 0.620 0.560 0.615
76 1.000 0.267 0.387 0.487 0.663 0.592 0.660
7. 0.896 0.353 0.311 0.408 0.582 0.522 0.577
78 0.946 |- 0.318 0.345 0.443 0.621 0.551 0.614
79 1.000 | - 0.000 0.701 0.812 0.937 0.906 1.000
81 - 1000 . 0.092 0.524 0.629 0.802 0.726 0.811
82 - 0.939 0.322 0.346 0.434 - 0.615 0.555 0.610
83 1.000 - 0.266 0,383 0.482 0.649 0592 | 0.661
84 0.937 0.324 0.339 0.445 0.614 0.554 -0.609
85 - 0915 0.340 0.326 0.423 0.594 0.533 0.594
86 0.930 0.329 0.334 0.440 | 0.611 0.548 0.604
- 87 1.000 0.099 0.524 0.629 0.802 0.726 0.811
88 0.921 0.335 0.328 0.426 0.606 . 0.537 0.598
39 0.948 0.316 0.343 0.442 0.623 0.552 0.608
90 0.212 0.342 0.328 0.431 0.599 0.538 0.592
91 0.962 0.306 0.354 0.452 0.631 0.560 0.625
92 0.917 0.338 0.331 0.435 0.603 0.540 0.595
94 1.000 0.237 0.415 0.515 0.688 |. 0.615 0.687
95 1.0Q0 0.278 0.382 0.494 0.667 0.583 0.628
96 0.972 0.298 0.363 0.472 0.648 0.567 0.612
98 - 1.000 0.278 0.379 0.491 0.687 0.583 0.629
99 1.000 0.071 0.548 0.686 0.857 0.750 0.786
100 - 1.000 0.122 0.514 0.625 0.809 0.708 0.769
101 1.000 “0.164 0.462 0.584 0.751 0.675 0.697
102 0.917 0.338 0.325 0.422 0.596 0.534 0.595
103 0.898 0.352 0.314 0.409 - 0,591 0.523 | 0.590
104 0.929 0.331 0.336 0433 0.607 0.548 0.611
AD 0,968 0.257 0.402 0.504 0.673 0.600 0.667
Equity 0.962 0.900 0.824 0.828 0.572 0.681 0.580
NSRyy, 0.942 0.135 0.077 0.019 0.029 0.029 - 0.030
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Table 6.5a: Nodal severities and demand satisfabtion'ratios

Pipe | 1 _2 4 6 8 10 | DSRy; |
1 0027 0217 . 0225 . 0180) .- 042t - 0.138] - 0967
270 | 0016 [ - 0.291 0272 0227 0146|0180 | .- 0989
30006 | 023400210 G079 0015 0,142 70956 |
4 S0000) . 0320 - - 0249] 7 0190}  0.117§ 0140} 0836
5. 0036 0277 0 0283 0 0242 0167 - 019 0978
6 S0.000f  0.273 0229 0200] - o458 7 o150 09]
7. 10.000 0379 ..0331F . 0280 1 0.189 0.225 -0.744
8 S0000 | 0256 L0191 0165|0107  .0162|- 0922
9 ] . 0000 0307 . 0144]  0I110| . 0058 |- - 0119] - 0867
10 ~0.000 0315 0250 0202] - 0129} 0165|0911
1| 0000} 0281} - 0170]  0.28 0071  o104] . o7i1| . -
12 0000 |- 0443 00950022 0000|0023 0756 T
S 13- [ - 0,005 0235 0 0209( "  0.177 T0.021 | 70141 0.822
4 0.041 0.208 S 02301 0198 0.140 0.160 0.673
15 0006 0234 0209 0173 © 0118}  0.138)] . . 0844
16 0.000 0.269 0.183 0.149 0.095] - 0.113 0.956
17 . 0000( - 0254 0.190 0.157{ . 0.102 0.125 0.889
18 0.000 0.312 0.143 0.107 0.062 0.078 0.878 |
19 - 0.005 0.235 0208 0178 0117 10.141 0.744
20 0028 -0.218 0222 o190 . 0134{ o154l - 09
21 0.023 0.221 0219 0.184|  0.129 0.149 10.789
23 00237  .0.220 0.222 0.184 0124 0.146 0.689
24 0041 ). - 0208|  0233] - 0198| - 0138 0160 0.778
25 00001 0399 0.134 0.141 0.083 0.099 0.856
26 - 0026 0284 . 0278 0233 0162) . 0185} - 0956
27  0.000 0243 | 0202 0176 | . 0.112] . 0134 0.8
28 0.000 0327 = 0270 0.220 0.142 0.173 - 0.967
.29 0021 . 0223] - 0218 0.189 0.124 0.148 0.833
30 0.029 0.283 0.279 0242 0.166 0.217 0.922
31 0024 0220 0.221 0.192 0.132 0.16% 0.856
32 0,028 0.300 0.293 0.250 0.171 0.227 0.922
33 - 0.018 0225 . 0219 0.188 0.129 0.173 0.822
34 0.000 0.244 0197 0.167 0.112 0170 0711
35 © 0028 0.334 0.324 0279 0.193 0.258 0.889
36 - 0.000 0.328 0244 0193 0118 0.155 0.7
37 0.000 0.307 0.149 0.104 0.047 0.083 0.856
39 0.000 0.262 0.185 0.145 0.088 0.118 0.822
40 0.005 0.235 0.209 0.181 0121 | 0144 0.789
41 0.000 0.247 0.201 0.163 0.102 0.131 0.933
42 0.000 0.343 0.226 0.181 0.105 0.144 0.9
43 0.027 0219 | = 0223 0.191 0.133 0.153 0.744
44 0.006 0.234 0.208 0.176 0.123 0.141 0.8
45 0032 0.269 0273 - 0234 0164 0.188 0.967
43 0.000 0.340 0.261 0216 0.145 0.169 0.933
49 . 0033 0.280 0.282 0.241 0.167 0.194 0.789
50 0.000 0.242 0.205 0172 = 0.116 0135 - 0.767
51 0.000 0.242 0.202 0.169 0.111 0.135 0.778
52 0.000 0.271 0.180 0.147 0.087 0.112 0.744
53 ©0.000 0.302 0.151 0.117 0.062 0.078 0.944
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Table 6.50 N odal severities and demand satisfaction ratios

Pipe 1 -2 C. 4 6 8 10 ) DSRgo f
] 54 0000 )~ ~-0372} 0202 0242]. 0153 . 0150 0.8389
o550 0021 00 02234 . 0218} 0186 0 0128 . 0150} .- 0.878
560 [+ 0000 T 0.330) - 0000( 0000 - 0000 0000 - 0967
57 ~0.0001. . 0252 - 0193 - 0l60f - 0103 Q.127 S 0789
- 58 0.013] - 0.229 02131 . 0181 - 0.122 0145 .. 0778
59 0018 0.225 02161 . 01841 - 0125 0.143 |. . 0744
61 0.000 03071 0144 T0110 0.058 0.083 0.967
62 0.000 (.243 20201 _0.169 |- 0112} - 0.130 0.767
63 - 0.024 0,221 0221 .. 0.189 -0.132 0.152 - 0.967
64 |0 - 0.000 0342 | ° . 0231 T0L79 | 00115 - 0.139 0944
65 0.000 - 0336 . 0234 ~ 01951 - 0118 | ... 0.149]  ~ 0.789
66 . 0.005{ 0235|- 0209  0I76)  o0117{ - o1a1] ..
68 - 0.014 0228 0 0213 - 017 0124 .. 0143
69 0.019 - 0.306 0.287 0.244 -0.170 0.196 0.389
70 - 0.005 0234 | (1.207 -0.175 0.118 0.141 (.878
71 0.014 0.228 0.213 - 0.177 0.124 0.143 0.944
72 0.000 0253 0.192 Q.159 0.108 0.125 " 0967
73 0.000 0.349 10.260 0.216 0.146 0.169 0.789
74 . 0.033 0214 0.225 . 0.193 0.135 | 0.155 0.844
75 0.013 0.229 10215 0.183 0.125 0.145 0.967
76 0.000 0.242 0.202 0.169 0.111 0.135 0.889
77 0.034 0214 0.227 0.195 0.138 . 0.158 0.956
78 0.018 [ 0.225 0.216 | 0.184 0.125 . 0.148 0978
79 6.000 0.330 0.099 0.062 0.021 0.031 0.867
- 81 0.000 0.297 0.157 0122 0.065 0.090 0.956
82 - 0.020 0.224 0.216 0.187 0.127 0.147 0.789
83 0.000 0242 0.204 0.171 0.116 0.135 0.744
84 0.021 (223 0.218 0.183 0.127 - 0.147 0.889
85 - 0.028 0.218 0.222 0.190 0.134 0.154 0.722
86 0.023 0221 0.220 0.185 0.128 0.149 0.878
87 0.000 0.297 0.157 0422 0.065 0.090 | 0.722
88 0.026 0219 0.222 0.189 | 0.130 -0.153 0.978
89 0.017 0.226 0.217 0.184 0.124 0.148 0.800
90 0.029 0.217 0222 - 0.188 0.132 0.152 0.978
91 0.013 0.229 0.213 0.181 0.122 0.145 0.700
92 0.027 0.218 0221 0.186 0.131 0.152 0.967
94 0.000 - 0.252 0.193 0.160 0.103 0.127 0.756
95 0.000 0.238 0.204 0.167 0.110 0.138 0.956
96 0.014 0.344 0312 0.259 0.172 0.212 0.667
98 0.000 0.292 0.252 0.206 0.135 0.169 0.956
99 0.000 0.307 0.145 0.104 0.047 0.083 0.878
100 0.000 | 0.290 “0.160 0.124 0.063 0.096 0.967
101 0.000 0276 0.178 0.137 0.082 0.107 0.856
102 0.027 0.218 - (.223 0,191 0.133 0.154 0.711
103 0.034 0.214 0.226 0.195 [ 0.135 0.157 0.878
104 0.023 0.221 0219 0.187 0.130 0.149 0.967
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- It is also important to note that of 'severities at nodes only indicate the relative experiences of the
consumers at nodes. The hrgher the value of the seventy measure the more severe the failure

- experlence of the consumer

. The behav1our of a WDS durmg a fallure event 1s dnven by the collechve performances of the ce

- -nodes There are numerous methods of representmg the collectwe nodal performance which have .
' been discussed in chapter 2. Measures that are employed to determme the WDS performance are -

equlty, system adequacy and node sausfactmn ratio, :

, Equ1ty referes to umforrmty of supply to consutmers or nodes ThlS measure tries to quantlfy the ) |

- umforrmty in the reduced ﬂows to the nodes durmg farulures in the WDS. For example equltyr

among the nodes durmg failures of ptpes 1 and 4 are 0962 0.824 respectlvely, whereas the o

' system adequacies for the same failures are 0.968, 0.402 respeetwely. Comparing the equities
alorig with system adeouacies reveal that, higher the system adequacy, the higher the value of
~ equity, indicating that when there is a larger quantity of water, the uniformity in suppiy will be
high. The above values of equity suggest that pipe 1 failure result in a more equitable supply to
. the nodes than that during pipe 4 failure, It can also be scen that high adequacy for pipe 1 failure
has hlgher equity and a lower adequacy for pipe 4 failure also has higher value of equrty This
suggests that although the amount of water received by nodes is lower during the prpe 4 failure,
: the_supply among the nodes has high umformlty. The reason behind this is the uniformity in

pressure among the nodes after the failure events. )

It is not essential that higher adequacy values should always have higher equities, there may be
sifuations where a failure event results in a high value of adequecy and a low value of equity.
This will be a result of the location of the failure and the pressure dlstnbuuon in the WDS which
causes the non umform1ty in the distribution of flow among the nodes, therefore causing a fow

equity.

When equity equals unity, ail the nodes will receive a vniform supply that is proportional to their

demands, in other words nodes receive an ecjuitabie supply.

The node satisfaction ratio expresses that the percentage of nodes. operating with at least a pre
speciﬁeld demand. In this case, 90% of demand for a failure event, The node satisfaction ratios for _
the failures of pipes 1 and 4 are 0.942 and 0.077. That is 94.2% of the nodes and 7.7% of the
nodes operates at least with 90% of the demand during failures of pipes 1 and 4 respectively. In
other words the only 5.8% of the'nodeand 92.3% of the nodes will be operating below 90% of
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demand durlng the two failures. The adequacy values for the fatlures of plpe l and 4 correspond

with the vaiues ‘obtained for node satlsfactlon ratlos

- _ Therefore, the performance measures that descnbe the system performance comp]ement each .

B other and aiso they mdlcate dlfferent aspects of the perfonnance of the system durlng fatIure

66 .Co_n'clu-sion"

This chapter descnbes the mtegratton of the dtfferent components that constltute the performance R

. assessment model developed in thls theSIS

Indmdual components (the fallure pred1ct10n model network analy31s and the perforrnance
‘ measures) of the model have been comprehensively dlSCUSSed in the earlier chapters The fallure
prediction model generates probable component failure events in the WDS. The ANN based
network analysis simulates the behaviour of the water distribution network, Performance
measures quantify the characteristics of the water distribution network and consumer’s failure

_ experiences_ during the operation of the WDS.

The three separate components of the performance assessment model neect to connnunicate with
each other in order to predict the performance of the WDS Component failures are obtained from
the failure prediction model, The failure events are represented in the network analysis model and ,.
the ANN based network analysis is used to simulate the failed water distribution network. The
'nodal pressures and the outﬂows are transferred to the performance measures to determme the

WDS performance.

The performance assessment model developed in this thesis is applied to a case study system to
demonstrate the applicability of the model. The case study network is located in the greater
Birmingham area which comes under the Severn Trent water utility. Therefore, the average

Severn Trent per capita consumptions were used to generate the consumer demands.

The network analysis simulations of the case study network, showed that the ANN based‘ network
anaiysiscornponent of the'perforrnance assessment model is applicable to a WDS operating under
the normal conditions as well as well as the pressure deficient conditions. Furthermore, it was
shown that the ANN based model was more appropriate than the PDD approach as the ANN
based method does not depend on the minimum and desired nodal pressures as opposed to the

PDD approach based on the pressure dependent demand functions.
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The outputs of the network analysis program were used to demonstrate the apphcablhty of the

= perfonnance measures to the case study network

- It was shown that the perfonnance measures proposed in this thesrs were able to expose dtfferent o
3 _characterrstlcs of the WDS behav10ur Espec1ally the equrtable dlstrrbutlon of water among the.- |

consumers, adequacres of the water supply and the consumers fallure expenences
o The priri_cipal conclusidns of this Chapter are: '

e The perfonnance assessment model developed in thls thesis can be apphed to real water

drstnbutron systems
. The ﬁetwork analysis"model depends on the secondary network information. -

e ' The performance measures demonstrate different aspects of the behaviour of the WDS

during failure events. ~

Coastar
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CHAPTER 7
.C.ON.CLUSION] o

) _'7._'1_ General C_o.nc:lusiens'..‘. S

. “This thesis has investigated the issues in the"existing metho'ds- of performance assessment of water

distribution systems and showu that there isa need to 1mprove the hydrauhc network analysrs for

" properly assessmg the perfonnance measures.

S order to assess the performance of water d:smbutron systems the thesis has recogmsed that the

- usual demand driven approach is not suitable ¢o assess the performance measures Dunng the

“events of failure of WDS, the demands are pressure dependent and hence it is 1mponant to
recognise the pressure dependent nature of demand during nctwork analysis and devise the

appropriate performance measures.

-The shortcommgs assocrated with the exrstmg pressure dependent demand ana)ysrs were

' mvestlgated It was found that the PDD anaiysxs method that is capable of representmg the

- secondary network behaviour is more appropnate for the simulation of pressure dependent

demands of WDS during failure events A significant achievement of this research is the -

development of PDD analysis based on the micro level models that represent the secondary
network behaviour apprc)prlately Another achrevement of this thesis is the development of
technique based on artificial neural networks to represent the behavrour of secondary networks.
These ANNs are incorporated with the network analysis program by way of numerical methods.

This simplified the application of micro level methods.

The performance assessment procedure consists of predicting and representing failure events in
the WDS, simulating the network conditions using network analysis and assessing the

performance with the proposed performance measures.
7.2 Specific Conclusion

7.2.1 Modified PDD analysis

This thesis has shown that the major modification required to the network analysis process is in

how the pressure dependent nodal outflows are evaluated, It was shown that the demand driven
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approach that is conventionally used to evaluate nodal demands is not appropriate in predicting -

nodal out flows when the WDS experience deficient system pressure. This is because extreme

events in WDS'ca-use high head lo'sses and also rloss in‘canying capaeit'ythus ereating a pressure - '

 deficient situation in the distribution system. Therefore, currently available methods use PDD .

~ functions mcorporated w1th network analysrs to address this issue, The role of the PDD functron o

_ isto predlct the pressure dependent outflows in the water network asa result of the changes inthe - -

secondary networks. However, PDD f'll’lCthnS do not represent secondary hetworks behaviour in A

" the WDS and hence 1t is not pOSSlb]e to appropnately assess the performance of WDS wrth the ..

o heIp of ex1st1ng PDD functlons especrally in the events of failure of WDS

m this’"'tiiésis s alieimitive method to PDD function is therefore, presented Which is based on

' -representmg the secondary network behaviour. Therefore thrs method is more appropnate than '
the PDD functions. o ' o '

" The proposed method of network analysis is basically a method that i_noorporates the secondary
networks of corre_sponding primary_nodes in the WDS and incorporates the detailed information

of the secondary network including the consumers’_ piping arrangements into the analysis.

| . However it is not practical to mcorporate details of each and every 1nd1v1dual consumer and
hence behaviours of homogeneous consumers are lumped usrng Voronor Polygons s0 - that
secondary networks are simplified. It is also not practical for large networks to have secondary
networks attached to each primary node due to the complexity involved in the rnodelling.
Therefore, ANN has been used to represent the secondary network beha\_riours of WDS. The -
ANN is trained with the features of secondary networks and incorporated with the network
analysis. This new method is basically a mioro level analysis but without physically incorporating

the secondary networks.

. This modified method of representing secondary network by trained ANNs has been applied to
e:iample networks and compared with the existing PDD function.s. The modified method predicts
comparable results and these results are more appropriate as they incorporate the actnal secondary
network behaviour in the WDS unlike the PDD functions. '
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722 Performance measures

" The second aspect of the performance assessment of WDS is the use of approprlate performance. _

. _='measures In this thes1s new performance measures were mtroduced that can be used to 1dent1fy_-_" S

the Vanous states in the WDS due to failure events The pr0posed performance measures mamly'

i 1dent1fy the actual state of the nodes as well as the system; unlike the existing rehabrhty and risk- o

based measures. The proposed measures can be used to evaluate the actual’ states of nodes in’
' terms of Supply with respect to demand as a result of failure events Furthermore these measures ,

?'are capable of 1dent1fymg the d:stnbutlon of supply among the nodes of the network during .

= extreme events and hence reﬂect the equlty in supply to the consumers. Durmg a normal

operatron all nodes W111 get therr requlred share of supply and hence the equ1ty 1s unlty However,- 'i'
a failure event may result in highly inequitable srtuatlon in the distribution sys_tern. Here equity
does not merely suggest the equal quantities of water that is supplied to the nodes; instead the

equity is described for demand satisfaction ratios.

Another feature of the proposed perfonnance ‘measure is that they assist in understanding the
: experrence of different stakeholders such as water users (consumers), water 1ndustr1es and

utilities and water boards (council) during the events of failure. This is very important, as.

primarily a failure event in WDS_wﬂl have direct 1mpact on these stakeholders. Then again the

importanCe of different water users or consumers and the consequence of inadequate water supply
- may vary depending on the characteristics of the.consumers and the adequacy of supplies to the
consumers. This has been incorporated through a factor called weighted factor for each node. The
importance of the consumers and consequences of failure of Water supply are derived using
~ weightings obtained from consumer surveys and the importance of different stakeholders could
be obtainied by AHP.

Overall the proposed performance measures are useful to investigate the behauiour of the WDS
due to extreme events. To assess the performance of WDS using the proposed performance
measures, the hydraulic analysis of the network needs to be carried out using the proposed micro-
_ level method that incorporates ANNs. It should be noted here that the existing reliability based
performance measures combined with the proposed hydrauhc analysis will also provide a useful

tool for performance assessments of WDS
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723 Simulation

_The performance assessment methodology consists of three procedures namely component -

- '_failure predrction model hydraulrc network analysrs and performance measures This thes1s 1s- o '_ L

~ mainly concemed w1th the latter two procedures and accordmgly deve]oped the new procedure :

L _for hydrauhc network analysis and produced the new set of performance measures ‘The fallure L

predictlon model srmulates the random component failure behav1our In the present study, the '

" simulation model proposed by Wagner et al, (1988b) is used with s]tght modifications to

. mcorporate the durations of failures (farlure and repan' durations). It is very Important 0 10 te ot

the simulation method mtroduced in this the51s takes into account the varrous states of failures -
: 1nclud1ng dynamlc failure state (1mmed1ate1y after failure) and the reduced state (where the failed
'components are isolated for repair) in whrch the network operates with a reduced carrymg

capacity. The three models are combined to produce the performance assessment model.
7.3 Future Research
The results of this research 'expose some issues and potential areas for further investigations.

e The failure prediction model proposed in this thesis considers random failure behaviour
of the components by using a Monte Carlo method. This also can be studied by
¢onsidering the failure histories of the components by inéorporating prior probabilities

“and posterior probabilities using Bayesian probabihty techmques This method would

| produce improved failure predictlons of the components

. The proposed network analysis model is based on secondary networks. The analysis
method considers the entire network during failure events. An alternative method may be
to identify the areas of influence of failures in the. WDS and extract that particular area
for the analysis, rather than performing the simulation for the entire network, This

approach would help to analyse the parts of the failed networks in greater detail,

e To mimic the secondary network behaviours of WDS, ANNs were used. In this thesis
only multi layer perceptron networks (MLP) were used. However, instead of using static
feed forward networks like MLPs, use of dyn'amic networks (recurrent networks) which

have inbuilt time delay components can also be explored.
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. Performance measures proposed in this thesis primarily descrxbe the consequences of

faiture in the WDS and also the failure expertence of different stakeholders. The measure

that desenbes the fa11ure experlence is derived based only on adequacy, however the " e

falture experlence ¢an be further refined by mcorporatmg other measures such as cqutty )

" 'and demand sattsfactlon ratios for example usmg an analyucal hlerarchy process
7.4 EndPoint

This thesis has made contributions to understanding of how water distribution Systems behave

durmg fatlure events and how they should be ana]ysed and theu' performance evaluated. The

" proposed network analy51s model represents reahstlc SIl’uatIOIlS in the WDS and thc new_'.". -

- performance measures contribute to the detaﬂed understandtng of the WDS behawour

It is emphasised that the ANN based network analysis technique propdsed in this thesis is a step
forward in analysing deficient WDS, Also introduction of performance measures that evaluate the
consumers’ failure experience is the first step in devising new and more comprehensive measures.

It is anticipated that future research will result-in better understanding of the performance of

-~ WDS..
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APPENDIX 1

| The 30 node network - e

Figure A1.1; Schematic of 30 node network
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Table AL1: Pipe data for 30 node network

Pipe ID - | - Diameter (mm) | -Length (km) | - Failure |- MTBF(Years) | .
e e oo | probability- | - .|
1 C300.. .. | 03 024 | 370
2 - 300 03 o022 - 403 .
3 300 03 038 | 208
4 300 03 044 - 1.72 -
5 300 0.3 0.19 . 4.68
6 T250 - 025 0.09" 1048 -
ST 250 . 0025 0.08 L1170
8 250 0.25 012 1 8.06
.9 150 . . - 015 RN (NS E I 8.33
10 150 015 C023 L 3es
11 250 0.25 T 0.15 035
12 300- 0.3 0.18 5.10
13 200 0.2 0.21 4.31
14 200 0.2 0.21 4,29
15 200 0.2 0.11 8.62
16 300 0.3 0.32 2.57
17 150 0.15 0.17 5.24
18 300 0.3 0.08 11.79
19 150 : 0.15 0.30 2.80
20 250 025 0.10 9,58
21 300 0.3 - 0.09 10.78
2 1300 0.3 0.08 11.79
23 300 0.3 0.23 3.81
24 - 300 0.3 0.31 2.74
25 - 300 0.3 0.35 237
26 150 0.15 0.11 8.33
27 300 0.3 0.35 237
28 150 0.15 0.29 298
29 150 0.15 0.23 3.93
30 200 0.2 0.33 2.53
31 300 0.3 0.37 2.15
32 300 0.3 0.09 10.78
33 300 0.3 0.08 11.79
34 300 0.3 0.07 1471
35 “150 0.15 0.32 2,60
36 300 0.3 0.11 833

223




Table Al_;Z: Node data for 30 node network

Node No ]| Elevation (m} [ Demand (V/s)
w1 35287 <t 108 -
2 DN .| " DN ...
3 315046
4. - 3136 .0 | 048
5 ‘3421 |0 226
6 3123 0 066

7 - 31.18 . 0.38

8 ] 268 | 104
o | 304 0.64
10° | 3074 066

11 ) 2688 - - 1.32
- 12 S 26.4 122 s

S 13- . 2988 - | 0.64'_--_-__- N
14 2983 | 116

15 26.11 1.64
16 25.32 ’ 3.34
17 25.18 ' 1.44
i8 24.74 1.28
19 . 22.96 . 058
20 2549 0.86
21 24.74 1.5
22 : 26.51 _ 1.58
23 DN - ‘DN
24 23.65 - 319
25 25.55 2.1%8
26 25.44 1.19
27 25.34 1.56
28 25.29 © 098
29 2522 421
30 2525 148

Pump Details.
Both the pumps 'supplying the network has a characteristics curve which has the form of ;
H=100~0.040> Al1

Where
H —Head (m)

O — Flow (1/s)
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Table A1.3: Secondary network details of the 30 node network.

Node No Secondary | No of Branches -Average . Noof
: network length | o “demand . CONSUMmers .
1 w5300 4 ' - 1.08 L 467
B R . ‘DN - DN DN = - : DN
.3 . 480 - 3 046 199
4 < 495 3 048 . | - 208 -
5. 950 .. 5 2260 | 97T
6 500 . -3 0.66 286
7 .- 450 3 0.38 E 165
8’ 545 4 1.04 L 450
9 7 500 3 064 - 277
10 - 505 -3 0.66 _ 286 1
Sl o600 4 AR U5 AR Y ) B
12 sso- 4 1 sy
13 510 3 0.64 277
14 5335 4 .16 -~ | 502
15 800 4 1.64 709
16 1240 6 - 334 1443
17 570 4 - 1.44 623
18 _ 560 4 1.28 553
19 498 3 0.58 251
20 - 520 -3 - 0.86 - - 372
21 - 585 4 L5 _ 648
22 o 59 4 .. 1.58 ' 683
23 DN DN " DN DN
24 1200 6 3.19 1379
25 900 5 ~ 2.18 _ 942
26 555 4 1.19 515
27 - 590 4 1.56 : 674
28 540 4 098 | 424
29 1430 7 4.21 1819
30 580 4 1.48 640

Key: '
DN- Dummy node
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Al.1 Weight Factor for Nodes

_ :The welghts for understandmg the consumers fallure experlence were obtamed by mterv1ewrng
the respondents and analysing therr responses based on the1r opmron ‘For this’ purpose a;.
N questlonnarre was prepared 15 consumers types grouped 1nto 4 ma_]or categorles were 1dent1f1ed__
for this regron ' The consumer types may vary from node to node. For example at Node-1, there_ -
may be 4 types of consumers (househo]d with storage household without storage, care homes and’ '
schools) and at another node there may be 3 types ‘of consumers (busmess, offlces, restaurants) |

__The general form of quesuonnarre con31denng that all types of consumer at parucular node is _'

- given below '

As stated belOw in the guidelines, the respondents were provided with the information on the =
characteristics of each consumer type and the percentage of popuiation of each consumer type for
all the nodes. The respondents were asked to provide the information on “importance” for each
node separately as the % of population of each consumer type varies according to nodes and

hence the “importance” of particular consumer type varies from node to node.

However the respondents were asked to provide the information on “consequences” for each
consumer type separately for the whole region (thus irrespective of the % of population of each

consumer type at different nodes).

Typically interviews should be cortducted with all the stakeholders involved in the water industry;
however, in this thesis only one group of the stakeholders have been considered. Here the purpose |
is only to demonstrate the applicability of the weights. Therefore initially the methodology
employed to determine the weights from one group of stakeholders has been demonstrated. At the
end the method to determine weights from different stakeholders based on an Analytic Hierarchy
Process (AHP) is shown.
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Example questionnaire for assessing importance and consequences of consumers to

failure events
AL _.Gl_lid.e_line's: :
:.’I‘he"deta_'ils of eéch .ty'pé.o'f éonsi;metféléré bfbvidéci:béléw. '
Househod |
'IWith -z.u.ild“iti;m'al étor;ge-OHr .Watef ri..s“'neéc;éd for dgme;tic purposes .Th.ese typés of |
consumers have overhead water tanks. The capacxty of the tanks vanes from 110 to 410 htres and .

s usually Is suffiment to prov1de buffer stock of water for one whole day

Without storage: Water is needed for domestic purposes. These types of consumers do not have
~ any water storage and hence are sensitive to failure events, However they have the capability to

import water from other sources.

Care homes: Water is needed for domestic purposes but for the people having special nee.ds_.
The small amount of storage is available. Capability to import ‘water from other sources usually

depends on the social worker.
Medical Facilities

Hospitals: The patients are admitted here and they are resident in hospital. Though storage of
water is available, the need of water during the failure event might be multi folds than the
available storage. The unavailability of water may stop functioning of the medical equipments

and cause casualty.

Medical Centres: The general medical practices (or surgery) where people go to see a general
practitioner. Water storage is available. The unavailability of water may hinder the day to day

functions.

Clinics: The people suffering from different diseases are checked. Usually the water storage is
not available. The need of water during failure events depend on the type of diagnosis activities

taking place. Some of these activities can be postponed.
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Hospice: Where people with tenninal illnesses are looked after. Usually water storage is
avallable Unavallablhty of water may cause sever dlSl‘llpthl‘lS and the consumers are very

: vulnerable in terms of water need

. Industries S

Bulk water use (e.g Brewenes) Water 1s requlred in huge amount and the storage for this huge =
: amount is not available. It i is quite posmble that the operatmg units will have to be stopped from

' functlomng due o shortaoe of water The 1mp01‘t of water is not p0551b1e

: Busmess The storage is not avallable the probabxhty that water w111 be needed durmg the fallure_

_ events is less The activities can be postponed for later date

“Catering: Some storage_ is available but usually may not be sufficient to cater the needs during
the failure event. The activities during failure can be postponed for some time. The import of

water is not possible.

Restaurants: Some storage is available and usually sufficient to cater the needs during the failure
event. However in case of shortages, the activities during failure cannot be postponed to later

time. The import of water is not possible.

Sports and Recreation: The storages required to fulfil the needs during the failure events are not
available; import of water is not possible. However the activities can be postponed with some

compensation.

Car wash: The storages required to fulfil the needs during the failure events are not available;

import of water is not possible, However the activities can be postponed with some loss.
Public Buildings

Schools: Some storage is available; however not usually sufficient to satisfy the huge demand of
water, Several school activities will be affected due to shortage of water and is difficult to

accommodate many of these activities at later time.

Offices: Storage may not be available, but the need of water is usually small and many activities

during the event of failure can be rescheduled with inconvenience to people.
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The follbwing is the example of assessirig the importahce and corisequences of different

consumers to failure events.

" Houschold (With additional storage — OHT)

Omign

L verylow R .
| ~ Qveynign

D Severe -
_ Q Very severe

D Not véry Sevéré ul
D Not severe

D Severe
| Very severe

0 Not very severe
L Not severe

Care homes

U High
L1 Very High

L] Not very severe Q Average L] Severe
L Not severe Q Very severe
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Medical facilities- Hospitals -

2
Unign
© Oveyma

o L) severe

| Not very severe , o
o Q) very severe

D Not severe

Q Very low Q Average ' U High
Orow o O Very High

O Not very severe . 0 W severe
L1 Not severe _ ' d Very severe

Medical facilities- Clinics

Q) High
[ Very High

0 Not very severe L1 Average - U severe
O Not severe _ - Very severe
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Medical facilities- Hospice

O Not very severe - |- &1 Average
= Not severe R

| EI Severe -
O OVeyseien

O Very low | Average M| High
U Low '

L Very High

O Not very severe | Average [ severe
L) Not severe a Very severe

Industries- Business

o Very low O Average d High
A Low O Very High

D Severe
Q Very severe

[ Not very severe M| Average

D Not severe

231



Industries- Caterin

A verylow B B

D Severe

L Not very severe 1 Average

L Not severe

Industries- Restanrants

O very low O Average 0 mign
Urow o Q Very High

0 Not Very severe - d Average - M| Severe
u Not_ severe '

D Very severe

a Average O High
a Very High

a Not very severe 0 Average 2 Severe
(] Not severe '
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Industries- Car wash

=

U High
O veryHigh

O severe —_—
_' a Very severe

O Not very scvere
0 Not severe -

0 Severe
Q Very severe

2 Not very severe ad Average

D Not sevete

Public buildings-Offices

O High
Q Very High

O Not very severe a Average L severe
U Not severe _ Q Very severe

The questionnaire was sent to the selected individuals (4 from water companies an 1 academic).
The experts from Water Company were contacted by telephone and the academic at the

Loughborough University was interviewed directly.
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Their responses to the question in the questionnaire were in qualitative form. They were
‘converted to quantltatlve form and average numeric values were derived to evaluate the weights

, at the nodes

- Table A2 (a) and (b) below shows the typlcal responses obtamed from a respondent Table A2 (c)
_indicates the average 1rnportance and consequences obtained for node 1 at the water distribution

network.
R e T

Table Al2 (a) The consequences to water fallure of d1fferent consumer types obtained from a

typlcal respondent

Consumer Type v REEE l Consequence
. Household
Wlth additional storage (OHT) | Severe
Without storage Severe
Care homes Very Severe
Medleal Facilities
Hospitals Very severe
Medical Centres ' | Severe
Clinics - - | Severe -
Hospice - - | Very severe
- Industries
Bulk water use (e.g. Breweries) Severe
Business Not severe
Catering - | Severe
Restaurants ‘ " | Severe
Sports and Recreation Not Severe
Car wash Not Severe
Public buildings
Schools . Severe
Offices Not Severe
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Table A1.2 (b): The importance and consequences (numerical equivalence) to water failure of

different consumer types obtained from a typical respondent.

ConsumerType . - .. : | Importance . -
o Household - - R

With add:tmnal storage (OHT) S e 0
Without storage o 0T
Carehomes .~ = 0.9

= o Medical Facilities -
Hospitals T T |5 B
Medical Centres o R | I A
Clinics =~ : R 0.7
Hospice ©  ~ L o . 09

- o= Industries
Bulk water use (e.g. Breweries) : h ' 0.7 .
Business ' 0.3
Catering ' 0.7
Restaurants 0.7
Sports and Recreatlon 0.3
Car wash ' : ' 0.3

Public buildings

Schools _ N o B 0.7
Offices . S 03

The equivalent numerical values of the responses were obtained using Table 2.2 given in Chapter
2.

Table A1.2 (¢): The importance to.water failure of different consumer types obtained from a

typical respondent for Node-1

Consumer Type _| Importance | Consequence
Industries
Business 0.67 0.60
Restaurants 0.78 0.77
Sports and Recreation 0.80 0.85
Public buildings
Offices ] 0.68 10.74
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The average numerical values of importance and consequences were obtained for each category
- of people. A typical example of average numerical values of importance and consequences is |
- shown in Table A3 for Node 1.© - . '

 Table AL3:A tsrpical 'é'xéfrlplerfcrn'ﬁa.vér.ag.e huméﬁédl_ values of i.rhﬁt.ﬁrta;l.ée.and é(.)-ﬁs'e'(']uencres“' o

. for Noide-1.
Consumer Type - - | Importance | Consequence
1 ; JIndustries - - '

Business =~ . : S ]042 o 1058
Restaurants - 1078 - 1070 -
Sports and Recreation - ' 03 - - 1090

- R --Public buildings - e

Offices ' | 0.34  }0.62

The weighted factor for Node is computed by equation (A.3).

W, = -I—ZIJ.CJ. A12
mjzl

Where I, is the importance of the consumer group j , C,is the consequence of the consumer
group f, m is the number of consumer groups and i is the node number,

The weighted average factor for Node-1 obtained using equation (A1.2) = 0.55

Al2 Weighfs obtained using the information from more than one group of stake
holders

Typically weights are derived after interviewing different groups of stakeholders such as;
consumers, councils, water utilities, water companies. In- such situations, the qualitative
information obtained from the interviews has to be integrated. This done by using Analytical
Hierarchy Process (AHP) which is described below. '

The weights of each category of people were obtained from the independent academician
working in the field of water industries by interviewing the academician and analysing the
response by using Analytical Hierarchy Process (AHP) (Saaty, 1980 and Saaty, 1994), The
‘questionnaire used for obtaining the response of academician for knowing the weights to each

group of category is given below. The calculation of weights is preéented in Table Ad.
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Example Questionnaire for AHP

© A1.2.1 Guidelines

' The questionnaire consists of two columns for “each comparison. The respondents are required o« -

- j:'nck the choice of preference in the column 1 and t1ck the degree of preference in the column 20f

each companson

For example, to compare the two factors of water user and water mdustry, if respondent feels

water user is more important to know the 1mportance and consequences of failure of water supply

- to dlfferent types of consumers compared to watér mdustry, respondent should tick ‘water user in- o

the column-l of the table and then go to colunm-Z If respondent thmks that ‘water user’ is -
‘strongly contributory” over the ‘water industry’, then ‘strongly preferred’ should be ticked in the
column-2 of the table. In this way the respondent is required to complete all the pair-wise

comparisons.

1. Waier user- Water industry

[ water user 0 Equally preferred -0 Very strongly preferred
_ D Water - Moderately preferred W Extremely preferred
industry | Strongly preferred ' |

Reasons for _
preference if any

2. Water user-Council

D Water user D Equally preferred D Very strongly preferred
Q councit 1 Moderately preferred Q Extremely preferred
o Q Strongly preferred

Reasons for
preference if any
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3. Water industry-Ceuncil

D Water 1ndustry
D Counc:l

D Equally preferred : -' d Very srrongly preferred
D Moderately preferred D Extremely preferred
D Strongly preferred

Reasons for

preference if any

Table Al 4 The welghts to each category of respondent as obtamed by AHP from the

mdependent aeadem1c1an S S

The weighted average of average numerical values of importance and consequences are obtained

by using the equations (A1.3) and (Al.4).

D Wiy Al3)
k=i

where

I =  Weighted average of importance of j™ consumer

238



n = Total number of categories of respondent
Wy = Weight to k™ category of respondent
ik = Average numerical value of i nnportance obtamed from k‘h category of

reSpondent for _] consumer o

= Zwkcjk S (ALY
where .
j Cj' o= We1ghted average of consequence to J consumer
Cik = . Average numerical value of consequence obtained from kth category of

respondent for i consumer - -

A typical example of average numerical values of importance and consequence for Node-1 noted

by all the three categories of respondents are presented in Table Al.5.

Table A1.5: A typical example of average numerical values of importance and consequence

for Node-1 noted by all the three categones of respondents.

Consumer Type Category of respondent :

- | Waterusers Water industries Council

: Importance | Conseq. Importance | Conseq. Importance | Conseq.

Households : : . '
With - additional | 0.74 0.62 0.54 0.54 0.58 0.62
storage (OHT) ' ' : S .
Without storage (.82 0.82 0.66 0.62 0.78 0.82
Care homes 0.82 0.86 0.78 0.78 0.78 (.90
Public buildings ' - o .
Schools [ 0.74 [0.74 | 0.58 [ 0.66 [0.62 [0.86

The weighted average of importance and consequence for Node-1 is computed with the help of
average numerical values of importance and consequence, weights to each category of respondent

and equations (A1.3) and (A1.4) and are presented in Table A1.5 as an example.
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'APPENDIX 2

i __A2 1 Descnptlon of Voronor Polygons

- This sectlon reports on the appltcatton of Voron01 polygon as used in l:hlS research for creatmg o e

' secondary networks A Voron01 diagram (a group of Voronoi polygon) 1s a geometric structure '

| - that represents proxirmty 1nformatlon about a set of points or objects, it is a fundamental data - :

structure appearmg in. many varlants in the Computational Geometry hterature (Gold et. al
g '1995) Voror101 dlagrams represent the partttlonmg of space mto cells such that all locattons
'wrthm any one cell are closer to the generattng ob_;ects than to any other and thus Voronoi edges_

. are curves of equl-dtstance between pairs of objects (Gold and Anton Castro 1995)

Voronoi_ polygons had wide application in over twenty. fields among which are:_Geography,
Geometric modeling, Forestry, .linguistics, Marine navigation, “Mathematics, Meteorology and
Robotics (Kenneth er. al, 1999, Edwards et. al., 19996; Gold and Edyvards, 1992; Mioc et. al,
1998; Gold ef al., 1998; Drysdale, 1993; Gold and Zhou, 1990), As reviewed by Okabe, Boots ef
al., 1992), the concept of Voronot polygons first appeared in the early 1644, Then Voronor-hke
diagrams was used to show the disposition of matter in the solar system and its environs. The first -
man who studled the Voronoi diagram as a concept was a German mathematician G. L. Dirichlet.
He studted the two and three dimensional case and that is why this concept is also known as
D1r1ch1et tessellation. However it is much better known as a Voronoi diagram because another
German Mathematician M.G. Voronoi in 1908 studted the concept and defined it for a more
general n-dimensional case. Very soon after it was defined by Voronoi it was deveIoped
independently in other areas like meteorology and crystallography. .Thiessen developed it in
meteorology in 1911 as an aid to computing more accurate estimates of regional rainfall averages.
In the field of Crystallography German researchers dominated and Niggli in 1927 introduced the
term Wirkungsbereich (area of influence) as a reference to a Voronoi diagram. During the years
this concept kept being rediscovered over and over again in different fields of science and today it

is extensively used in about 15 different fields of sciences.

In this research, the application of Voronoi polygon draws its analogy from current usage in
meteorology where regional rainfall averages are estimated based on data at discrete rain gauges.
Here, polygon are created over a given weter suppiy network area in order to partition the larger
network to smaller and manageable networks (secondary network). Figure A4.3 shows the

algorithm for network partitioning using Voronoi polygons.
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A pomt to note when drawing the polygons is that the b1sectmg lines (B ) and the connect1on
Imes (L ) are perpendrcular to each other When th1s rule is used for every pomt in the area, the -

area w111 completely covered by adjacent polygons

To 1llustrate thls process, a water demand area is shown in Flgure A4 1 for wh1ch secondary

) network partrtton is to be carried out Figure A4 2 shows an Illustratron of network partrtlon using '

. Voronoi polygons The stars in each parutron (secondary networks on Figure A4. 2) are created

prlmary nodes from W’thh each secondary network is fed Hence all secondary nodes wrthln each

- polygon are assumed to have their demand load concentrated at a created prrmary node w1th1n the '

" polygon.

Straight lines connecting
primary node PI to its
neighbours

Primary node PI

Perpendicular bisectors

Figure A2.1: Construction of Voronoi Polygon
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" Voronoi Polygon

" Consumers

Figure A2.2: Partitioned network

- Primary Nodé (Lti_mped) e e

Given: Coordinates of supply area

Given: Coormates of prlmary nodes { X, YD)
Start

{ J =1 . .
{(Connect each primary node fo nearest neighbour)

Find the nearest neighbours to the primary node (X ,,¥)

Draw straight line (L, } to connect the lumped node to its nenghbours
“(For k =1to No. of nelghbours)
} While (X .Y, =x,,y,)
{(Bisect all lines connecting nodes)
Get L (k=1..N)
k=1
Draw perpendicular bisectors B, to L,
(For L =1to No. of bisectors) '
} While (k £ N)
Draw the Voronoi polygon (defined byB around each lumped secondary node (X ;,¥;))
}

Figure A2.3: Algorithm for network pattitiohing using Voronoi polygons
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Appendix 3
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Node No
Figure'A 3.1 a: Pressures at nodes during normal operations at 9 am
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Node No

Figure A 3.1 b: Pressures at nodes during normal operations at 9 am
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N_bdal Pr_essiufe (m) -

n
o
1

[oANN

B DD
B PDD

Nodal flows (I/s)

Node No

Figure A 3.2 a: Flows at nodes during normal operations at 9 am
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'Nodal Flow (Vs)

73 76
- Node No

Figure A 3.2 b: Flows at nodes during normal operations at 9 am

Nodal Flow (I's)

1.2 1

Node No

@ DD
zPDD
0 ANN

Figure A 3.2 ¢: Flows at nodes during normal operations at 9 am
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: Np'daI_P'ressuré (m) :

407

24
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Time (hr)
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Figure A 3.3 a: Pressure variation at node 17 during normal operation

Nodal Pressure (m)
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Figure A 3.3 b: Pressure variation at node 71 during normal operation
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Nodal Pressure (ni) |
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389 .

28

o .5 1015 . 20 . 25
; ' Time (br) '

Figure A 3.3 c: Pressure variation at node 85 during normal operation

Nodal Flow (I/s)

Time ( hr)

Figure A 3.4 a: Flow variation at node 17 during normal operation
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Figure A 3.4 b: Flow variation at node 71 during normal operation

Nodal Flow(i/s)

0.8 -

0.6

0.4 -

0.2 -

)

¥
e

P <
"/‘ A
o

ha

| \\f«/ f\\ '
\

T T

5 10

Tfme {hr)

T

15

20

- 1

25

—-DD
—g-- P00
e ANIN

Figure A 3.4 c: Flow variation at node 71 during normal operation
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Figure A 3.5 a: Pressures at nodes during failure of pipe 46 at 9 am
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Figure A 3.5 b: Pressures at nodes during faiture of pipe 46 at 9 am
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Figure A 3.5 c: Pressures at nodes during failure of pipe 46 at 9 am
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Figure A 3.6 a: Flows at nodes during failure of pipe 46 at 9 am
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Figure A 3.6 c: Flows at nodes dur'mg failure of pipe 46 at 9 am
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. Figure A 3.7 a: Pressure variati_on at node 17 during failure of pipe 46
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Figure A 3.7 b: Pressure variation at node 71 during failure of pipe 46
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Figure A 3.7 ¢: Pressure variation at node 85 during failure of pipe 46
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Figure A 3.8 a: Flow variation at node 17 during failure of pipe 46
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Figure A 3.8 b: Flow variation at node 71 during failure of pipe 46
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Figure A 3.8 ¢: Flow variation at node 85 during failure of pipe 46
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Table A 3.1: Case study network details

255

: C ’ ‘
‘Pipe | Lenght | Dia{lmm) | Val | S_Node | . Dem(l/s) | Ele(m) ENodé Dem{l/s) | Ele(m)
=1 - 1040 360 | 160 1 - 0.73 145 201091 147.5
2 | 60 | 300 100 | 2 | o091 | 1475 3 | o083 | 1423
3°1 640 | 300 - [ 100 Sl 073 o 14500 23] L9 =135
4. 360 |- 200 .| 100 +23 1.19 1357 o4 082 1325
5- | 240 .1 300 - 100 -4 062 .1 1325 25 04 130
6 ~272 | - 300 100 41 062 - 1325 | 24 k 1.99 135
7 128 ’ 300 100 25 0.4 130 |- 104 1.45 130
8 10160 - - 300 . 100-{ 104 145 130 103 1.68 130
S 9 4320 300 .| 100 250 04 130 - 26 137 | 125
10 - 272 | 2507 100 (.26 ¢ - 1.37 12501 8 1.84 -{ 1205
11 640 |-~ 250 100 103 - 1.68 - 130 - 102 1.87 ~ 125
12 | 70 | 300 (100 | 102 | 187 | 125 .| a4 | o0s89..{ 130"
13- 640 A 300 100.) 102 1.87 125 43" - o1,88 ¢ 120
14 560 300 100 43 1.88 i20 5 1.84 120.5
15 640 300 100 3 0.83 142.5 27 - 0.81 - 135
16 480 - 300 100 27 - 0.81 135 7 1 130
17 752 300 100 7 1 130 6 0.77 140
18 400 300 160 6 0.77 140 5 1.84 120.5
19 480 300 100 3 0.83- i42.5 28 0.77 135
20 1152 - 300 100 28 0.77 135 29 121 135
21 560 200 100 7 1 130 40 1.17 125
22 512 100 100 40- 1.17 - 125 9 1.5 125
23 640 100 100 33 1.21. 135 8 069 --| 1325
24 208 100 | 100 8 . 0.69 132.5 32 1.47 130
25 496 - 100 160 “32 | 147 130 34 0.64 136
26 224 300 100 34 0.64 136 35 1.2 136
27 368 100 100 8 0.69 132.5 31 1.6 130
29 128 - 300 100 9 1.5 125 10 0.8 125
30 432 300 100 10 0.8 125 39 0.69 130
31 352 300 100 -39 0.69 130 11 0.62' 125
32 640 300 100 11 0.62 - 125 37 0.5 120
33 320 300 100 37 0.5, 120 12 - 0.22 115
34 608 - 100 100 12 0.22 115 36 0.87 120
35 688 100 100 10 0.8 125 42 0.57 125
36 112 200 100 42 0.57 125 101 0.58 120
37 640 100 160 11 0.62 125 41 1 125
38 304 100 100 41 1 125 99 042 110
39 192 100 100 99 0.42 110 100 0.56 115
40 672 250 100 100 0.56 115 13 1.23 125
41 416 300 100 |- 44 0.839 130 45 1.52 130
42 560 300 100 45 1.52 130 14 2.48 130
43 624 200 100 14 2.48 130 46 23 130
44 576 100 100 46 2.3 130 - 85. 1.84 125
45 1488 300 100 101 0.58 120 85 1.84 125
46 912 300 100 6 077 140 13 123 125
47 512 300 100 37 0.5 120 97 1.18 120
48 512 300 100 97 1.18 120 33 0.61 115
49 352 300 100 12 022 115 33 0.61 115
50 416 100 100 38 0.61 115 95 1.12 115
51 608 300 100 95 1.12 115 65 0.78 105
52 400 300 100 65 0.78 105 30 1.66 110
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752
544 .
.. 544 .
- 576
592
624
352

320

- 768
944

672

- 480 |

480
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240 =
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320
464
1040
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560

528
1200

480
192

416
1000

512

160

328

352

928

640
448
320
1232
480
480
832
112
464
432
592
560
352
464
176

592
560
272
208
672

100

100 .
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- 100 .-

100

-250
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300 -

300

.300
200 .
© 300

300

- 300 -
300

200

300

300
300
300

200

150
150
150
150
300
300
300
150
150
300
300
300
150
300
300
300
300
300
300
300
300
300
300
300
300
300
300
150
300
300
300

100
100

-100

100

- 100.

100

100 |-
100 |
100
100
100

100
100
100

100
100
100"

100
100

100

100
100
100

1100

100
100
100
100
100
100
100
100
100
100

100

100
100
100
100
160
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100
100

17

20
57

96 .
90
- %
08

14
47
84
15 .
8-

.48 .0
.83
69
) B
67"

71
72
84
82

79
84
85

86 .

49

17

87
17
16
16
64
63
79
80
81
63
22
74
75
56
22
61
62

21

39

58
20
88
64

78 .

77

078
125

82
68 -

0.74

196

118

123,

16

123

CoL14
114
248

053

1.25

093 .
0o
0.81 -
094
125
12
137

12

1.42
1.42
1.06
0.28

1.25

1.84

- 171

0.74
0.44
0.74

0.64 -

0.64
0.61
1.64

-0.28

0.5
0.46
1.64
1.08
1.89
1.32
0.17
1.08

043

0.82
1.69
1.69
1.69
1.23
1.96
1.96
0.61
157
2.48
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125 -

100
120

115
105
115
115
130
130

125

o125
130 |
12500
125
125
- 125

125
125
125
125

125
115
115
125
120
125
125
125
t15
127
125
120
120
127
130
127

125

105
130
125
125
105
105
105
105
100
100
115
115
110

51

76

96

- 90

65

95

96
99

47
84

15
83

48
84

69

|

67|

0
7
73

82

68
79
72
85
86

- 45

17
87
16
50
50
64
63
73
80
81
86
22
74
75

56

76
61
60
21
59
60

- 58

75
88
65
78
77

1.03
1.02
1.23
1.6

078 -
112
123
042
1 0.53

1.25

093
0.94
081

125

125

12

137
109
0.78

0.67
1.42
125
1.06

028
0.78

1.84
L7

0.74
0.44
0.64
0.9
0.9
0.61

1.64

0.67
0.5

0.46
1.71
108
1.89
1.32
0.17
1.02
0.43
1.34
1.69
1.69
1.34
1.23
1.32
1.96
0.78
1.57
243
1.89




100

78

157

115

22

Tank1 (node 110)
Diameter: 15.5 m
Mazx level; 8m
Min level: 4m
Elevation: 160m

Tank2 (node 112)
Diameter: 153.5m
Max level: 8m
Min level: 4m
Elevation: 157m

' Pump Curve: H =77.3~1.8%107Q?
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109 864 100 1.08 130
110 160 100" 100 51 1.03 105 52. . 06 105
11 320 300 100 - 52 0.6 105 18 0.47 105
112 |- 320 300 .| 100 18. . 047 105 | 53 04 105
113 | 384 150 100 - 53_'_ 04 105 | 54 094 1 105 .
114 | 336 100 - _'100-" .54 094 . 105..] "55 - | 122 - 130
1157 240 [ 100 )00 55 o122 | 130 | 75 |32 | a2s
116 228 - 03001100 - -0 18 - 047 2105 19 109 110
117 |- 112 300 100 19 - 109~} 110 94 | . 0.82 -] 105,
118 { 528 300 {100 _ 94. | 082 105 93 - [ 042 100
119 |- .80 - 150|100 -'93 (.42 100 57 . 1 - 0.89" 100 -
120 | 272 100 100 57 - 0.89 100 76 1.02 - 100 ¢
121 .} . 688 100 100 49 2 1 15 ) 9 - 135 ) 110
122 672 100 - 100 18 047 | 105 91 135 110 -
T123 |7 512 ¢ 100 100 91 1.35 110 92 1.68 110
124 640 300 - 100 90 16 105 66 113 - 105
(125 | 672 1 - 100 10066 | 11317105 |- 19 - |0 109 1110 -
-126 300 £ 300 .- (. 100 o092 -1.68 110 66 ';'1.13_" - 105
S127 250 300 100 106 : "~ 148 3 0.83 142.5
128 500 100 100 30 - 163 135 107 0 0
129 300 - 100 100 9 150 125 107 0 0
130 660 300 100 107 0 0 31 1.6 130
131 250 ¢ 300 100 105 135 22 1.08 130
-132 1000 100 100 31 0.47 130 39 0.7 127
133 750 150 100 100 0.16 120 92 0.54 115
134 250 300 100 110 Tank 160 3 0.27 142.5
135 Purmp ) - 111 . 110 _ 110
136 250 300 100 112 Tank 157 11 017 125
137 Pump 113 . : 112
Tank dimensions:




Table A3.2: Pipe failure results for the case study network

- 258

Pipe Failurel Failure2 Failure3 Failure4
< | FT(days) | RD(hours) | FT(days} | RD¢hours) | FT(days) | RD(hours) | FT(days) | RD(hours)
36 301 59 1. 1690 -] 8 | ‘3125 3R
37 1. 2945 40 | 34683 | 7 oo

38 | 946 33 | 25636 1 Tl

-39 2089 27 SRR B -

40 -0 N

41 .- . 648 57

42 1784.5 24

3.1 0 -

44 0

45 0

46 0. .

47 566. 49

48 2013 6

49 189 66 .

50 19694 39 31334 56

51 3125.6 53 3603 .4 47

52 245.7 71 :

53 1765.9 6

54 0

55 548 64

56 | 2340 19

57 - -0

58 0

59 ] B |

60 102 23 1225 12

61 2359 35 - 2432 47

62 3321 .53

63 0 '

64 0 : :

65 999 43 1112 21

66 2197 70 : ' :
67 671 13 391 19 1790.8 16 3100 30
63 1354 46

69 1479 . 72

70 3441 31

71 0

72 0

73 342 53 567 24

74 0

75 116 11 245 9
- 76 773 45 877 5

17 712 23 422 43

78 0

79

80 3115 22 - 3649 57

81 111 12 232 41 1452 31 2760 55
22 1160 63 1900 37 3010 48

- 83 :

84 2239 46 3068 11
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86
87
88

.89
90

91

- 92

93

94

95
9

97

R
99
100 |

101

02|
103- |
104

105
106
107
108
109

110

111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132

133.

134
i35
136

174
. 285
1720

104

209
313
631

1030 |

901

o8

147

114

181
106
511
593
401
838

219
294 -

702

506
3304

587
850
708
601
404

518

2003

C 2711

516

- 403

511

11
21

3B
11
SR

27
S

s
7

S|
30

44
34
36
21
33
29

64

24
44

39
59

41
10

46

21
67

35

56
40

241
639
830

2014

669
3019

2213

2102

1842

409 -
1694

3109
692

m

626

1901
622
1944
990
674

749
1831
2089

693
3403

3005

1535

1007
2517

13
10 .

44

28

T D

. 67.
66 -
36

‘36 -

EEPIE F

60

23
37

55

42

42
66
48

55°
51
58
55
49

60

33

46
21

1811

R

3602

2703

2017

1941

1825

1605 -

2831

1101

2571
3018

57

o

L 41. .'

22
33

45 .

- 587

46

63
13

3477

3270

28

2
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| Tabie A3.-3: Secondary network data

Node No Secondary No of Average No of Tank
T netWOEk Tg-c_ngth Branches | Demand(l/s) | Consumers | Diameter(im)
1 o510 3 0.73 - 316 |- - 737
2 550 . -3 091 - 394 823 -
3 580 - 3 0.83 - 359, 786
4 - 500 . 3 0.62 S 268 .. 679 -
5. 875 4 1.84 795 "T11.69
6 525 3 077 . 333 757
7 560 -3 S 432 8.62
8 505 3 0,69 299 AYS
9 580 4 15 648 10.56
10 525 3 0.8 346 7.72
1. 500 “ 3. S062 - 268 | 679
12 500 - -3 0220 96 - 4.07 -
13 855 4 123 532 9.57
14 1200 5 248 1072 - 13.58
15 595 4 - 0.93 402 8.32
16 505 3 0.64 277 6.9
17 510 3 0.74 320 7.42
18 510 3 0.47 204 593
19 565 5 1.09 471 9
20 1025 4 1.96 847 12,07
21 800 4 1.69 731 11.21
22 - 565 4 1.08 467 8.96 .
23 850 .4 1.19 515 - 941
24 900 4 - 1.99 860 12.16
25 505 3 0.4 173 5.46
26 750 4 1.37 592 10.09
27 570 3 0.81 350 7.76
28 515 3 0.77 1333 7.57 .
29 855 4 1.21 523 9.48
30 795 4 163 705 11.01
31 580 4 1.6 692 1091
32 705 4 147 636 10.46
33 855 4 1.21 523 9.48
34 500 3 0.64 277 6.9
35 575 3 1.2 519 9.45
36 580 3 0.87 376 8.04
37 510 3 0.5 216 6.1
38 500 3 0.61 264 6.74
39 505 3 0.69 299 7.17
40 840 4 1.17 506 9.33
41 560 3 1 432 8.62
42 500 3 0.57 247 6.52
43 830 4 1.88 813 11.82
44 585 3 0.89 385 8.14
45 900 4 1.52 657 10.63
46 1100 5 23 994 13.07
47 500 3 - 053 229 6.28
48 - 570 3 081 350 776
49 1200 5 2 864 12.19
50 525 4 0.9 389 8.18
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51
52
53
54

55
56 .
sTe
LN

39

© . 60

-6l
62

- 63
64

65

66 -
67

69
70
71
72
73
74

TS

76
"

- 18

79

80 .

81
82
83
-84

L

86
87
B8
89
90
91
92
93
o4

95
9 -

97
98
9

100 -

101
102
103
104

560

515

- 505
600
855
S500 .
g5
1040
670
505

570
795

500

530

‘825
S8 o -
T 565

1045
570
575
530
505
825

665

565

1200

780
500
510
510
755
600

1045

1105

810

500

1195

800
380
745
795
500
370
825
855

1010

830
500
500
500
820
800
700

AR RPVVWLULRERELWWARRRNURERULELERVLVLLEEYNULWLWERDRREWLWLMWW Wb s W d W Wt

LI13
137
©1.06

1.03
0.6
0.4
0.94

122

0.17

089
123
169
134
043

0.82

164 -
L0601

0.78

1.25

.03 .

1.2
0.78

067

1.89
1.32
1.02
248
1.57
0.28
0.5

0.46
142

094

1.25
1.84
1.71
0.44
1.96
1.66
1.6
1.35
1.68
0.42
0.82
112
1.23
1.18
114
042
056
0.58
1.87
1.68
1.45

. 817

445

260
173

-~ 407

528

T4

o385 |

o532
731
579

186
355

- 709

264
337
489

5027
458

540

S 471

319
337
290

N
441

1072

679
121
216
199
614
407
540
795

739

191
847
718
692
584
726

355
484
532
310
493
182
242
251
808
726
627

182

8.75
6.69
5.46
8.37
953 .
357

T 8.14
957
o 1121
998

5.66
7.81

11.04

6.74 -
7.61
9.17 .

1009 |
8.88 "
9.64

9.45
7.61
7.06

--11.85

9.91
8.71
13.58
1081
456
6.1
585
1028
8.37 -
9.64
11.69
11.27
573
12.07
1111
1091 -
10.02
11.17
56

781

9.1z
9.57
9.37
9.21
5.6

. 6.45

6.57
11.79
11.17
10.38
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Table A 3.4: Consumer distribution and their corresponding weights for impact and consequence

Hospitals

NodeNo | Conl - Con2 - Care H Schools Business Weights
o1 0.35 0.3 0 0. 0 0.15 0.33
S 2 055 - 045 .. L0 -~ 0 S0 e 042
3 L7055 03 . 0 0. 0 - 048 - 033
T4 TN 045 055 | 0 .0 -0 RO R 042
5 03 03 0 0.4 0 L0 042
6 035 - - 0.1 0 -0 - 0.2 .0.15 0.37
7 03 0.6 0 01 N -0 0.53
8 0.55 0.15 0 0 -0 03 033
"9 055 0.35 ~ 0 0 0 . 0.1 033 -
10 0.55 0.15 03 0 0 0 042
211 0.55 03 0. Q0 0 0.15 - 0.33
12 04 02 - 0. U 0.4 -0 0.44
13 0.55. 03 - 0 -0, 0 . 2 015 033
14 - 0.55° 03 b0 0 0 0.15 0.33 .
15 0.55 035 0 0 .0 00 - 0.33
16 0.55 0.3 0 0 0 0.15 0.33
17 0.55 - 0.3 0 0 0 0.15 0.33
18 0.55 0.1 0.3 0 0 0.05 0.33
19 0.55 0.2 0 0 0 0.25 0.33
20 055 0.25 0 . 0 .0 02 0.33
.21 0.55 0.1 0.3 0 0 0.05 033
22 0.55 0.3 0 )] 0 0.15 0.33
23 0.55 0.3 0 . .0 0 0.15 0.33
24 0.5 0.5 o0 0 0 0 0.42
25 045 Q.55 0 -0 0 0 Q42
26 0.55 ‘0.4 0 0 0 0.05 0.33
27 0.55 - 015 .0 0. 0.3 0 0.44
28 0.55 0.4 0 0 0 0.05 0.33
29 0.5 0 - 05 0 0 0 0.42
30 0.55 0.4 0 0 0 - 005 0.33
31 . 0.4 0.3 0 0 0.3 0 - 0.44
32 055 0.3 0 0 0 0.15 0.33
33 0.55 0.25 0 0 0 0.2 0.33
34 0.5 0.1 04 0 0 0 0.49
35 0.5 0.5 0 0 0 0 0.42
36 0.55 0.3 0 0 0] 0.15 0.33
37 0.55 0 04 0 0 0.05 0.33
38 0.55 0.25 0 0 0 02 0.33
39 0.55 0.3 0 0 0 0.15 0.33
40 0.5 0.5 0 0 0 0 0.42
41 0.55 0.35 0 0 0 0.1 - 0.33
42 0.55 0.2 0 0 0 0.25 0.33
43 0.55 0.1 0.3 0 o 0.05 041
44 05 0.1 0 0 04 0 0.44
45 0.4 0.6 0 0 0 0o - 0.42
46 055 0.2 0 0 0 0.25 0.33
47 0.55 02 0 .0 0 0.25 .33
48 0.55 015 Q 0 0 0.3 0.33
49 0.55 0.25 0 0 0 0.2 0.33
50 0.5 0.2 0.3 0 0 0 0.49
51 0.55 0.3 0 0 0 0.15 0.33
52 0.55 (.35 0 0 0 0.1 .33
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33
54

55

56
.57
- 58

59
60 ..

© 6l

e
63

64
65
66
67
68
.69

70

71
0
73
74
75
76

77
78

9
80.
81

82
83
84
85
86
87
88
89

90

91
92
93
94
95
96
97
98
99

101
102
103
104

100

-0.55.

0.55
0.55
(.55
0.55

055
- 0.55 .
05

0.55
0.55

0.5
(.55
- 0.55 -

0.55

0.55
0.55

0.55

Cooss |
0.55 -
0.55

0.55

055

0.55

- 0.55

0.55
0.55
0.55
0.55

0.55

0.55

- 055
-0.55
0.55:

0.55
0.55
0.4
0.55
0.55
0.55
.55
0.55
0.55
0.55
0.55
0.55
0.55
0.5
0.55
0.55

035

0.3
0.55

02
0
02

02
R
04
02 |
0'3
0.1 -

0.1

0.15

0.1
0.3

0.2
04
037
.03
02

0.3
0.2
0.2
0
0.3
03
0.1
0.3
0
0.1
0.3
0.2
0.2

015
0.15

0.3
03

- 0.15
.04

0.25
0.1
02
0.2
0.1

0
0
0.2
0.5

0.35
04

0.65

0.25
0.45

e - R R =R L e e - R E-R-R-F=I

o=
[

o =) = -
crocoocog{ocococoocooooooo0;
Lh .

O - R R R R R R e e R = R = R R - R - R R R - R k=

o
")

SO OO LOoOOLOoOoOQ

025
015

0.25

025

0.35

005
1 0.05

015 -
= 0.35

03

0.35
.15
0.05

0.05
045
0.15 -

025
0.15
0.25
.25
0.45
0.15
0.15
0.35
0.15
0.15
0.15
0.15
0.25
0.25
0.3
0.3
0.15

0.1
0.05

0.35
0.25
0.25
0.35
045
0.05
0.05

0.1
0.05

033

0.33
0.33

- 0.33
- 033

033

- 042
0.42

0.33

033
044

033

033

033
0.45

033
033
033
0.33

033
(.33
0.33
(.33
0.33
(.33
0.33

033

0.33
(.33
0.33
0.33
0.33
0.33
033 .
0.33

0.49
0.41
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.45
042
0.33
0.33
0.42
0.52
0.42

Con1- Household with storage, Con2-Household without storage
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Table A3.5a: Tables of performance measure (adequacy) calcuiated

264

Pipe 1 1 1 4 4 5 7
Node - F2 E3- F4 -|. F2.. | F3..| .Ft. .| FlL
1 | .o0286 | 0375 0343 | . 0570 .| 0670 | 0417 -1 0526
220 ) -0246- 1 063407} 0307 10528 7| T0635- §: 0384 | 0523
T3 )0230° { 0326 | 0292 0512 | 0622 . 0370. | 0523.
4 0172 ] 0276 0239 |- 0452. '} 0576 | 0366 0.478
5 0282 | 0371 {0340 | 0563 | <0662 | 0412 5| 0550
67 ) 0198 | 0298 0263 | 0489 | 0604 | 0360 | 0577
7 0.214 0313 -] 0278 | 0504 | 0616 | 0369 | 0543
-8 - 0.157. 0263 |. 0225--{ 0434 |- 0561 | 0311 |- 0513
9 0.000 | . 0115 .[-0069 -f- 0245 -| .0411 0.173 0.411 -
100 | . 0184 | 028 .| 0250 0.459 .| . 0.580 0.332 | 0481
11 | 0076 | . 0.191 0.150 | 0.353 10496 | 0244 | 0412
127 ] .0.000 | 00000 00000000 | -0179 .| T0000. | 0.188
13 0227 ~} 0324 | 0289 "[ 0509 | 0620 | 0378 0.528
14 | 0313 0399 | 0.369 . 0.594 0.687 | 0438 0.569
15 0.229 0.325 0291 | 0508 | 0619 (- 0369 -} 0521
16 0.113 - 0.224 0.184 0.405 0.538 0.293 0.470
17 0.162 0.267 0.230 0.432 0.558 0.331 0.483
18 0.000 0.101 0.056 0240 | 0407 0.187 0.394
19 0.226 0.323 0.289 0.503 0.615 0.377 0517
20 0.282 0371 0.340 0.563 0.662 0419 0.555
21 0271 0362 | 0330 0.550 0.652 | 0404 0.543
S22 -] 0229 0325 | 0291 | 0508 | 0619 | 0381 0.531
23 0273 | 0364 | 0332 0.561 0.661 0427 | 0532
24 0314 { . 0399 0.369 0.604 0.695 0461 '0.564
25 | 0.000 0.097 0.051 0.250 * | 0416 0.188 0.403
26 0.264 0.356 0324 0.545 0.648 0.398 0.541
27 . 0.199 0.299 0.264 0.482 0.598 0.345 0.531
28 | 0199 0299 | 0263 | 0476 0.593 0.329 0.492
29 0.266 0.357 0.325 0.543 | 0.647 0399 |. 0534
30 0268 | 0.359 0.327 0.551 0.653 0.409 0.555
31 0.274 . 0364 | 0332 0.556 0.657 1 0.406 0.559
32 0.264 0.356 0.324 0.545 0.648 0.398 0.548
33 0.258 0.351 0.318 0.549 0.651 0.403 0.563
34 0.197 0.298 0.262 0.461 0.582 0.344 0.536
35 0.259 0.352 0.319 0.546 0.649 0.404 0.564
36 0.151 0.258 0.220 0.438 0.563 0.306 0.460
37 0.000 0.116 0.071 0.268 0.429 0.173 0.357
38 0.096 0.209 0.169 0372 | 0511 0.261 0.425
39 0.136 0.244 0.206 0.413 0.543 0.293 0.450
40 0.227 0.324 0.289 0.509 0.620 0.368 0.537
41 0.187 0.289 0.253 0476 0.594 0.335 0.483
42 0.113 0.224 0.184 0.382 0519 - | 0274 0.438
43 0.279 0.369 0.337 0.565 0.664 0.417 0.548
44 0.229 0.325 0.291 0504 | 0616 0.369 0.522
45 0.278 0.368. 0336 -| 0561 | 0.661 0.409 0.548
46 0.309 0.396 0.365 0.586 0.680 0.435 0.566
47 0.126 0.235 0.196 0379 | 0517 0.286 0.467
48 0.167 0.271 0234 | 0448 0.571 0.333 0.497
49 0.276 0.366 0.334 0.560 0.660 0.414 0.545
50 0.202 0.302 0.266 0491 0.606 0.360 0.515
51 0.202 0.302 0.267 0.481 0.598 0.360 0.504




0.107

0.179

0.392

52 0.219 0.528 0.290 0.451
53 0.005 0.130 0.085° 0.274 0.434 0.187 0.394
54 0.173 0.277 10240 0458 .| 0579 0337 | 0487
55 | 0266 | 0357 0.325 0.543 0647 | 0399 | 0542
56 | 0000 | 0000 0.000 | 0000 | 0000 .| 0000 -1 0088
57 100170 | 0274 |- 0237 | 0445 | 0569 |. 0335 | 0486
58 |- 0245 | 0339 ... 0306 | .0525. (- 0632 [ 0382 | 0528
59 ] 0258 .| 0351 [ 0318 | 0537 | 0641 | 0401 | 0535
60§ 0245 -1 0340 | 0306 | 05227} 0630 | - 0383" 0.529
61 | 0000 | 0115 | 0069 [.0245 | 0411 .| 0173 .| 0385
62 | --0201 0300 | . 0265 0476 | 0593 | 0346 | 0505
63 0.272 0.363 0331 |- 0.557 0.658 0.412° | 0551
64 | 0118 [ . 0228 | 0.189 0394 | 0529 0279 | 0456
65 0.130 | 0239 | 0200 | 0405 | 0537 | 0304 ). 0462 .
66 |- 0226 | 0323 0288 | 0507 | 0618 | 0376 | 03517
67 | 0264 0.356 0.324 {0545 0648 | 0398 . 0541 -
.68 | 0249 | 0343 0310--| - 0523 -} - 0631 {0386 1. 0532 "
69° 0.248 0342° {0309 | 0526 -{ 0633 0395 | 0540
70 0.228 0324 | 0290 | 0502 | 0614 .| 0379 0.520
71 0.249 0.343 0.310 0.523 - |- 0631 - { 0386 0.532
72 0.165 0.269 10,232 0.440 0.565 | 0332 0.497
73 0.157 | 0263 0.225 0.434 0.561 0.329 0.497
74 0.294 0.382 0.351 0.572 0.669 0422 | 0557
75 0.245 0.340 0306 | 0534 - 0.639 0392 | 0537
76 0202 | - 0302 0.267 0.481 0.598 0.360 0.504
77 0.297 0.385 0.353 0.582 0.678 0.430 0.564
78 0.258 0.351 0.318 0.537 0.641 0393 | 0535
80 0.020 | 0.143 0.099 | 0.299 0454 | 0199° 0.402
81 0.020 0.143 0099 | 0299 0.454 0.199 - | 0402
82 . 0.263 0.355 0.322 0.537 0.641 0.397 0.540
83 0.202 0.301 0.266 0.487 0.602 0.360 0.516
84 0.264 0.356 0.324 0.545 0.648 0.398 0.541
85 0.282 0371 . | 0340 0.563 0.662 0419 | 0555
86 0.270 0.361 0.329 0551 - | 0.653 0.403 0.543
87 0.020 0.143 | 0.09 0.299 0.454 0.199 0.402
88 | 0277 0.367 0.335 0.559 | 0.659 0.415 0.546
80 | 0256 0.349 0.316 0.540 0.644 0.399 0.534
90 0.284 0.374 0.342 0.560 0.660 0.415 0.551
91 0.245 0.339 0.306 0.525 0.632 0.391 0.528
92 0.280 0.370 0.338 0.556 0.656 0.411 0.549
93 0.000 0.057 0.009 0.177 0.357 0.149 0.344
94 0.170 } 0274 0.237 0.445 0.569 10.335 0.486
95 0.214 0.313 0.278 0.488 0.603 0.357 0.500
96 0.236 0.332 0298 0.514 0.623 0375 | . 0514
97 0.235 0.331 0.297 0.508 0.618 0.374 0.513
98 0.214 0.313 0278 0.492 0.606 0.357 0.500
99 0.000 0.116 0.071 0.268 0.429 0.173 0.357
100 0.045 0.164 0.122 0.313 0464 | 0219 | 0395
101 | 009 0.204 0.164 0.382 0.519 0.256 0.438
102 0.280 0.370 0338 | 0564 0.663 0418 0.554
103 0.295 0.383 0.352 0.579 0.675 0.430 0.558
104 0.272 0.363 0.331 0.549 - 0.651 0.405 0.546
AD 0.807 0.711 0.745 0.537 0.419 0.660 0.505
Equity | 0.888 0.898 0.900 0.833 0.928 0.594 0.829
NSRys; | 0.173 0.048 0.135 0.029 0.010 0.029 0.010
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Table A3.5b: Tables of performance measure (adequacy) calculated

Pipe 9 9 10 11 11 12 13
Node . fr1 O F2 - |{F1. . F2. .. . |FL.. |F2.. ...
o1 f-0573 | 0451~ 0.167 | 0.167 - |.. 0.167 . 0150 1 0.333
2 b 05727 0449 | 0183 | 0167 0.167 | 0150 | 7 0333
3 |- 0572 |- 044977 0183 | -0.167 | 0167 | 0167 0.348 -
"4 ] 0515 | 0375 0.046 - 0.020 | 0.020" 0.026 0.239 .
-5 . 0605~ 0492 | 0238 0.230 | 0230 0214 0.384 "
6 C0.588° |7 0469 0.149 | - 0.129 20,129 0.132 0.321
7 - 0.588 | . 0470 0.182 0.167 - | 0167 | 015 | 0333
8 0.606 0491 - | -0261- | 0822 0.822 | 0088 | 0286
9. 0.500.. | 0354 | - 0.074 -|. 0.000 0.000 - | -0.000 | - 0.144 -
10 0.546 | 0416 0.135 | 0.135 0.135 0204 . | 0.368
11 0485 - | 0338 .| 0.020 | 0.020 .0.020 0026 | 0261
1201770289 1 D008 - | 0000 10000 - 10 0000 10000 S 0,000
13 0.585 0.465 7 0.180 0.167 0.167° | 0163 | 0345
14 0.622 0.513 0265 | 0259 0259 | 0251 0.413
15 0.579 0.458 0.167 0.167 0.167 0.150 ~0.346
16 0.520 0.382 - 0.058 0.035 0.035 0.039 0.269
17 0.545 0415 0.111 0.091 0.091 0.093 0.290
18 0.447 0.288% 0.000 0.000 0.000 0.000 0.158
19 0.576 0.455 0.179 0.167 0.167 0.163 0.344
20 0.605 0.492 0238 0230 0230 0223 0.398
21 0.594' 0.478 0218 0218 0218 0202 0.382
22 0.579 0.458 . 0.181 ¢ 0.167 - 0.167. 0.165 0.346
23 0.589 0471 - 0.203 0.190 0.190 10.187 0.363
24 0.618 0.509 0.265 0.258 0.258 0243 0.406
25 0.449 0.290 0.000 - | 0.000 0.000 0.000 0.126
26 0.592 0475 0.199 0.188 . 0.188 0.183 0.360
27 0.565 0.440 0.150 0.132 0132 0.115 0.306
28 0.554 0427 0.130 0.130 0.130 0.113 0.304
29 .10.591 S 0474 0.209 0.209 0.209 0.194 0.368
30 0.621 0511 0.304 0.234 0.234 0218 0.388
31 0.617 0.507 0.296 0.267 0.267 0214 0.384
32 0.616 0.505 0.297 0.556 0.556 0.204 0.376
33 0.635 0.530 0.312 0.623 0.623 0210 0.381
34 0.637 0.530 0.296 0.831 0.831 - 0.131 0.320
35 0.638 0.532 0.316 0.625 0.625 0211 0.383
36 0.528 0.393 0.100 0.100 0.100 0.100 0.311
37 0.438 0277 0.000 0.000 0.000 0.000 0.198
38 0.497 0.353 0.042 | 0.042 0.042 0.045 0272
39 0.519 0.381 0.083 0.083 0.083 0.133 0.403
40 0.599 0.483 0.193 0.167 0.167 0.163 0.345
41 0.547 0418 0.138 0.138 0.138 0.136 0.337
43 0.603 0.490 0235 | 0227 0.227 0212 0.389
44 0.580 0.459 0.182 0.167 0.167 0.150 0.347
45 0.604 0.490 0.234 0.223 0.223 0.208 0.388
46 0.619 0.510 0.260 0.254 0.254 0.246 0.409
47 0.529 0.393 0.046 0.020 0.020 0.026 0.239
43 0.547 0.417 0.116 . 0.097 0.097 0.098 0.294
49 0.601 0.487 0232 0.224 0.224 0216 0.386
50 0.565 0.440 0.153 0.138 0.138 0.136 0.337
51 0.565 0.440 0.154 0.139 0.139 0.137 0.324
52 " 0.517 0.378 - 0.052 0.028 0.028 0.033 0.244

266




0.466

0.000

0.000

53 0313 0.000 0.000 0.158
54 0.549 0.420 0.123 0.107 0.107 0.105 0.300
55 0.598 0482 0221 0.209 ©0.209 0.205 0.377
56 0.138 0.000 | 0.000 | 0.000 0.000 .| 0000 | 0000
57 | 0548 0418 [ 0120 | 0103 .| 0103 | 0102- |- 0297 |
58 ) 058 | 0467 | 0.199 0.188 0.188 | 0183 | 0360 |-
59 | o592 1 0476 .| 0213° | 0203 | 0203 | 0197 | 0371
60- | 0.587. | 0468 0199 [ 0188 | 0.188 | " 0.183 | 0360
61 -] 0458 | 0302 0.000 |- 0000 '] 0000 | 0000 | 0144
62 ] 0565 | 0440 - |. 0135 | 0135 | 0135.. ] 0135 | 0323
.63 170600 | 0486 | 0228 0.219 0219 ] 0213 |- 0301
64 | 0522 0384 . | 0.042 0.042 0042 [ 0023 | 0253
65 | 0527 | 0391 | 0077 0.058 0058 [ 0059 | 0280
66 . 0576 | -0454 | 0179 | 0167 | 0167 | 0162 | 0344
©67 -8 0597 | ‘0481 | 0208 | 0208 | 0208 | 0193 .| 0376
.68 | 058 0.471 70190 |- 0.190 0.190 | 0174 1. 0363
69 ) 058 | 0470 |- 0202 | 019 -| 0190|0186 | 0363
=70 0578 ). 0457 7| 0181 |- 0.167- 0167 | 0164 | 0345
71 0.589 0471 "0.190° 0.190 0.190 0.174 0.363
72 | . 0546 0416 | 0.114 0.094 0094 | 0096 0.292
73, 0.544 0.413 0.106 0.083 0.083 0.088 0.286
74 0.611 0.500 0.242 0.242 0.242 0.227 0.401
75 0.587 0.468 0.199 0.188 0.188 0.183 0.370
76 0.565 - 0.440 0.154 0.139 | 0.139 0.137 0.324
77 0.612 0.501 0.254 0.248 0.248 10.239 0.409
78 0.592 0.476 0.213 0.203 0.203 0.197 0.371
79 | 0352 0.164 " 0.000 0.000 0.000 0.000 0.000
80 0.473 0.321 - 0.000 0.000 0.000 0.000 0171
81 . 0.473 0.321 0.000 0.000 .| 0.000 0.000 . 0.171
82 0.596 0.480 0.207 0.207 0.207 0.191 0.375
83 0.565 0.440 0.153 0.137 - 0.137 0.136 0.323
- 84 0.597 0.481 0.208 0.208 0208 |- 0.193 0.376
85 0.605 0492 | 0238 - 0.230 - 0.230 0223 0.391
' 86 0.599 0.484 0.217 0217 0.217 0.201 0.381
87 0.473 0.321 0.000 0.000 0.000 0.000 0.171
88 L 0.602 - 0.488 0.233 0.225 0225 - | 0218 | 0387
89 - 0.591 0474 0.211 0.201 0.201 0.195 0.377
90 0.602 0.488 0.232 0.232 0.232 0217 0.393
91 0.586 0.467 0.199 0.188 0.188 0.183 0.360
92 0.600 0.485 0228 0.228 0.228 0213 0.390
93 0.422 0.255 0.000 0.000 0.000 0.000 0.088
94 0.548 0.418 0.120 0.103 0.103 0.102 0.297
95 0.563 0.438 0.167 0.167 0.167 0.164 0.358
96 0.575 0453 0.190 0.190 0.190 0.174 0.373 .
97 -0.574 0452 | 0.189 0.189 0.189 0.184 0.371
98 0.563 0.438 0.167 0.167 0.167 0.164 0.357
99 0.438 0.277 0.000 0.000 0.000 | 0.000 0.198
100 0469 |. 0316 0,000 0.000 0.000 0.000 0.215
101 0.507 - 0.365 0.035 0.035 0.035 0.087 0.289
102 0.604 0.491 0.237 0.228 0.228 0.221 0.390
103 0.612 0.501 0.252 0.244 0.244 0.229 0.395
104 0.601 0.487 0217 0.206 0.206 0.201 0.374
AD 0.445 0.572 0.844 0.834 0.834 0.863 0.684
Equity | 0914 0.727 0.315 0.316 0316 .| 0286 0.557
0.000 0.019 0.260 0.298 0.298 0.298 0.038

NSRgsL
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Table A3.5c: Tables of performance measures (adeqﬁacy) calculated
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Pipe 14 14 14 15 15 15 16
Node | F1 F2 F3 |  F1 F2 F3 . F1
1. | 035 | 0375 . |. 0167 | .0550 .| 0.167 | 0313. | 0267
2] 035 | 0375 0.183 | 0550 | 0167 | -0313:-| o265 | -
.3 0363 - |-.0387 | 0183~ | 0550 | 0167 | 0313 7| 0265 |
4 0256 | 0283 | 0046 0485 | 0046 | 0213 | 0.165
5 0399 | 0422 ] 0238 | . 058 | 0230 | 0364 | 0322
6. (. 033 | 0361 |- 0.49 0541 | 0149 | 0298 - [ 0270
7 0.350 0375 | 0182 | 0550 | 0167 { 0313 | 0264
g ] 0303 | -0328- | 0261 | 0518 0106 | 0263 | 0.195
9 0133 0.167 | 0074 | 0400 | 0000 | 0083 | .0033
10§ 03387 |7 0.363 0.135 |- 0542 ] 0152 0300 | 0221
1t 0276 | 0.301 0020 | 0485 | 0046 | 0213 0.118
12 {0119 ! 0141 | 0000 f. 0425 |- 0000 | 0117 {0000
13 0.360 0384 | 0180 | 0557 [ 0180 |- 0324 | 0297
14 0432 | 0453 | 0265 0.603 0265 | 0.394 0.344
15 0.362 0.385 0.167 | 0558 0181 | 0325 0263
16 0.284 0309 | 0.058 0505 | 0.082 0.243 0.174
17 0307 0.332 0.111 0.520 0.111 0.267 0.218
18 | 0177 0.207 0.000 0431 | 0000 0.130 0.050
19 0369 | 0.392 0.179 - | 0.564 0.191 0333 { 0272
20 0412 0.434 0.238 0.593 0.246 0.379 0.322
21 | 0397 0.420 0.218 0.583 0.227 0.362 0.304
22 0373 | 0396 0.181 | 0558 0.181 0.325 0.277
23 0.379 0.402 0203 | 0570 | 0203 0343 | 0294
24 0421 0443 | 0.265 0599 |- 0258 0.388 0.345
25 0.145 0.176 0,000 038 | 0.000 0063 | 0.050
26 0383 | 0406 | 0.199 0568 | 0199 | 0.339 0.289
27 0323 0349 | 0.150 0.531 0.132 0284 | 0235
28 10322 0.348 0.130 | 0530 0.130 0283 | 0217
29 | 0383 0.407 0.209 0573 | 0209 0.343 0.299
30 | 0394 0418 0.304 0.581 0223 0.359 0.310
31 0.399 0.422 0.296 0584 | 0229 0.364 0315
32 0.391 0414 | 0297 0573 0208 | 0347 0.298
33 0.386 0.410 0.312 0575 0213 0.351 0.303
34 0319 0.345 0.296 0.529 0.127 0.280 0.233
35 0387 0.411 0.316 0576 .| 0214 0.352 0.304
36 0.368 0.388 0.100 0.584 0.224 0.363 0.190
37 0.289 0.308 0.000 0511 0.087 0.250 0.036
38 0.358 0375 0042 | 0570 | 0197 0341 | 0.138
39 0.320 0344 | 0083 | 0518 0.106 0.263 0.175
40 0.360 0384 | 0193 0.557 0.180 0.324 0.262
41 0.352 0.375 0.138 | ' 0543 0.153 0.302 0.224
2 | 0284 0309 | 0058 0.492 0.058 | 0224 0.153
43 0.404 0.426 0.235 0.583 0.227 0.363 0319
44 0362 0.386 0.182 0.550 0.167 0.313 0.278
45 0402 0425 0.234 0.586 0234 | 0368 0.319
46 0428 0450 0.260 0.601 0.260 0.390 0.340
47 0.276 0.301 0.046 0.485 0.046 0213 0.165
48 0.325 0349 0.116 0.523 0.116 0.271 0.221
49 0412 0434 0.232 0.590 0.239 0.373 0.316
50 0352 0375 0.153 0552 | 0.169 0315 0.252
51 0352 | 03715 0.15¢ | 0543 0.154 | 0302 | 0252




0.052

0.052

0.219

0.169

0.000

0.019

0.077

0.000

52 0.281 0.306 - 0.489 :
53 0.177 0207 0000 | 0431 0.000 0.130 0.050
54 0.339 0364 - | 0123 | 0536 0139 | 0290 0.225
55 0.392 0415 | 0221 | 0579 | 0221 | 0357 | 0309
56. 1 0.000 0.000 | 0000 ] 0110 | 0000 |- 0000 | 0000 ‘|
o570 o3z | oossto| 0200 | 0s25 | 020 | 0274 | 0223
58 {0375 | 0398 | 0199 | -0568.:| 0199 [ 0339 | 0289
59 ] 0393 [ 0416 -] 0213~ | 0575 0213 0351 | " 0300
60 { 0376 | 0399 | 0199 | 0568 | 0199 | 0340 0.290 -
61 [ o0192° | 0219 | 0000 | 0421 |- 0.000 0.115 |- 0.067 -
.62 0338 | 0363 .| 0135 | -0542. [ 0152 | 0300 | 0252
63 0.405 0.427 0228 | 058 | 0237 0371 | 0314
S64 | 0270 | 0207 |- 0042 | 0495 |-0064 | 0228 | 0158
65 | 0309 [ 033 | 0077 | 0513 { 0097 | 0255 | 0.187
66 | 03690 | 0392 | 01470 | 0557 | 0.179 0323 0272
67 | 0391 0.414 0208 | 0579 | 0219 .| 035 - | 0298
68 | 0379 ). 0402 | 50190 .| 0570 - | 0203 | 0343 | 0283 .
c69 | 0388 |- 0410 ] 0202 | 0569 | 0202 |-0342 | 0293
70| o361 | o03ss 0.181 | 0558 | 0181 0.324 0.275
71 | 0379 0402 | 019 | 0570 | 0203 0.343 0283 -
72 | 0324 0.348 0.114 | 0522 0.114 0.269 0.220
73 0.320 0.344 0.106 0518 0.106 0.263 0215
74 | o415 0.438 0.242 0.595 0251 0.382 0.333
75 0.385 0.407 0.199 | 0574 0211 | 0.349 0.290
76 0352 | 0375 0.154 0552 | 0169 | 0315 | 0252
77 0427 0449 | 0254 0.601 0.260 0.390 0,334
78 | 0386 0.409 0.213 0.575 0213 0.351 0.300
79 0031 | 0063 | 0.000 0.300 0000 | 0000 0.000
80 0.189 . | 0219 0.000 " [ 0439 0.000 0.143 0.093
81 | 0189 .| 0219 0.000 0.439 0.000 0.143 0.093
82 0.390 0413 0207 - | 0578 0218 0355 .| 0.306
83 0339 |  0.364 0.153 0.543 0.153 0.301 0.252
84 0391 | 0414 | 0208 0.579 0.219 0356 0.298
85 | 0406 | 0428 0238 0589 | 0238 0.371 0.322
86 0396 | 0419 0.217 0.582 0.226 0.361 0.303
87 0.189 0219 0.000 0.439 0.000 0.143 0.093
88 0408 | 0430 0.233 0.590 0.241 0.374 0.317
89 0398 0421 0211 0579 0.220 0.357 0.298
90 0.408 0430 0.232 0.590 0.241 0.374 0317
91 0.375 0.398 0.199 0.568 0.199 0.339 0.289
92 0.405 0.427 0.228 0.588 0.237 0.370 0.313
93 0.138 0.167 0.000 0383 0.000 0.057 0.004
94 0327 | 0351 0.120 0.525 0.120 0274 |- 0223
95 0427 0443 | 0.167 0.613 0.278 0.406 0.250
96 0417 0.436 0.190 0.604 0.264 0.394 0271
98 0382 | - 0403 0.167 0565 | 0.194 0.335 0.250
99 0214 0241 0000 | 0439 | 0.000 0.143 0.036
100 0231 | 0258 | 0.000 0453 | 0.000 0.164 0.088
101 0.266 0.293 0.035 0492 0.058 0.224 0.153
102 0405 0427 0.237 0588 0237 0.370 0.320
103 0410 0.433 0252 0.592 0.244 0.376 0.334
104 0.389 0.412 0217 0.577 0217 0.354 0305
AD 0.664 0.641 0.844 0.464 0.843 0.705 0.766
Equity | 0588 0.623 0.851 0.891 0316 0.525 0.433
0.231 0.048 0.144

NSRys,
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Tabié A3.5d: Tables of performance measures (adequacy) calculated
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Pipe 17 17 18 19 20 .21 21

Node |  F1 F2 . F1- F1 F1 " F1 F2
1 ] 0450 1. 0167 ) 0400 | 0450 | 0350 | 0600 .| 0.167

2 0450 | © 0.167 - (- -04007 [-.0.450 | -0.350 .| 0600 | 0.167
3010450 | 0167 | 70400 | 0450 |- 0350 | -0.600 0.167
4 - 0.371 0046 | 0315 ‘|- 03747 | 0259 | 0544, | 0.046
5 | 0492 ] 0230 | 0445 | 0492 | 0399 - 0630 |. 0230
6- | 0439 | 0149 0389 1~ 0441 | 033971 0582 0129 )
o7 0.450 0.167 - | - 0.400 0450 | .0350 | 0.600 0.167
8 0410- | 0106 | 0358 | 0395 [ 0285 | . 0573 | -0.106. |-

9 ] 0267 | 0000 |- 0200 | 0267 | 033 . 0467 | 0000
10 | 0440 | 0152 | 0377 0429 | 0325 0585 . | 0135
11 |.70371 | 0046 | 0315 | 0353 | 0235 | 0529 0020
12 )025 ] 0000--f 0156 (- 0106 | 0000|0413 . [ 0000 . |-
13 . 0459 .| 0180 | -0410 | ' 0.460 0362 |  0.607 0.180
14- 0515 | 0265 0.472 0.526 0.439 © )} 0648 | 0.265

- 15 0460 | .0.181 0412 | 0485 | 0377 |- 0.608 0.181
16 0.395 0.082 0.342 0455 0.332 0.563 0.082
17 0.414 0.111 0.361 0.464 0.345 0.575 0.111
18 0.304 0.000 | 0242 0362 | 0212 .| 049 0.000
19 0.467 0.191 | 0410 0.489 0.383. 0.607 | 0.179
20 0.503 0.246 0.458 0.544 0.437 0640 | 0246
21 0.490 0227 0.444 0.505 0.414 0.630 0.227
22 0.460 0.181 ) 0412 ') 0532 | 0403 0.608 - 0.181
23 | 0474 0203 0.427 0.476 0.380 0611 | 0190
24 | 0510 0.258 0.466 0.510 0421 0.644 0.258
25 0.250 0.000 0.182 0.282 0114 | 0455 0.000
26 0.471 0.199 0.424 0.473 0.376 0.616 0.199
27 0.427 0.132 0.375 0.427 0.323 0.583 0.132
28 0.426 0.130 0.374 0426 | 0.322 0.583 0.130
29 0478 | 0209 0.431 0.478 0.383 0.621 0.209
30 0.488 0.223 0.441 0488 | 0394 0.627 | 0223
31 | 0491 0.229 -0.446 0.493 0400 | 0.631 0.229
32 0.478 0.208 - 0430 0.478 0383 | 0620 0.208
33 0.481 0213 0.433 0.481 0.386 10.622 0.213
34 0.424 0.127 0.371 0424 | 0319 0.581 0.127
35 0481 0214 0.434 0.481 0.387 0.623 0.214
36 0.454 0.171 0.408 0.406 0.298 0.588 0.136
37 0.379 0.056 0.304 0.293 0.164 0.521 0.000
38 0.443 0.153 0.398 0.368 0.253 0.578 0.108
39 0.410 0.106 0.358 0.395 0.285 0.560 0.083
40 0.459 0.180 0410 0.460 0.350 0.600 0.167
41 0.441 10.153 0.391 0.431 0.328 0.595 0.153
42 0.379 0.058 0.324 0.382 0.268 0.550 0.058
43 0.490 0227 | 0444 0.496 0.405 0.629 0.227
45 0.494 0.234 10.449 0.503 0413 0.633 0.234
46 0.512 0.260 0.468 0.523 0.436 0.646 0.260
47 0.371 0.046 0315 | 0415 0.306 0.544 0.046
48 0.417 0.116 0.365 0.448 0.346 0.577 0.116
49 0498 0239 0453 0512 | 0416 0.632 0.232
0 | 0452 | 0.169 0.403 0.491 0.383 0.603 0.169

- 51 0.442 0.154 0.392 0.478 0.368 0.595 0.154
52 0.375 0.052 0.319 | - 0.436 0.308 0.547 0.052




0.304

0.000

0.388

53 0242 0242 0.496 0.000
54 0432 0.139 0.382 0.461 0.346 0580 | 0.123
55 0.486 0.221 0440 | 0550 | 0424 | 0627 .| 0221
56 | 0000 0000 |- 0.000 0.140 0.000 | 0220 0.000
57 1 0419 | 0120 | 0367 | ‘0462 | 0346 | 0579 ‘| 0120
58 | 0471 | 0199 | 0424 | 0499 | .0396-.] 0616 <] 0.199
.59 1 0480 - | 0213 ) 0434 | 0504 | 0404 | 0623 | 0213
60 0472 | 0199 | 0424 . ‘0500 | 0397 | 0617 0.199 -
61 ] 0292 0000 | 0220 | 0413 | 0233 | 0488 | 0000
62 | 0440 | 0152 | 0390 | 049 | 0371 .| 059 0.152
63 | 0497 | 0237 -| 0452, | ‘0521 0424 | 0630 |. 0228
64 0383 |- 0064 | 0328 | 0420 ‘| 0313 | 0553 | 0064
65 0404 | 0097 | 0352 0.439 0335 | 0570 | 0097 -
} 66 | 0458 | 0179 | 0409 | 0488 | 0.393 0.607 | 0.179
67 | 0485 | 0219 | 0439 | 0504 | 0403 | 0626 0219
68 | 0474 | 0203 | 0427 0496 | 0391 - |- 0619 | 0203
691 0474 7| 0202 | 0426 | 0504 | -0401 | -0618 | 0202
- 70 | 0459 | 0181 0411 "] 0494 ! 0388 | 0608 | 0181
71 0474 | 0203 0427 | 049 | 0391 | 0619 0.203
72 | 0415 | o4 0.363 0463 | 0346 0.576 0.114
73 0410 0.106 0.358 0483 " | 0345 0573 0.106
74 0.505 0.251 0.461 0.532 0431 0.641 0251
75 0479 0211 0.433 0.509 0408 . | 0623 0211
76 0442 | 0154 0.392 0490 | 0382 0595 | . 0.154
77 0.512 0260 | 0468 0.523 0430. | 0646 0.260
78 0.480 0213 0.434 0504 | 0404 | 0623 | 0213
79 0.144 0000 | 0.069 0281 |  0.094 0.381 0.000
80 0314 0.000 0254 | 0.368 0.250 0.504 0.000
81 0314 | 0.000 0.254 0.363 0250 0504 . | 0.000
82 0484 0218 0.438 0.502 0401 | 0626 0218
83 | 0441 0.153 0.391 0468 | 0.370 0.595 0.153
g4 | 0485 0.219 0.439 0.495 0.403 0.620 0.208
85 0.497 0.238 0452 | 0511 | 0414 | 0635 0.238
86 0480 ! 0226 | 0443 0.504 0.405 0.629 0.226
87 0314 0.000 0254 | 0393 0.250 0.504 0.000
88 0.494 0.233 0.448 0513 0.424 0.632 0233
89 0.485 - | 0220 0440 0.502 0.410 0.627 0.220
90 0.499 0.241 0.454 0.521 0.464 0636 0.241
91 0471 | 0.199 0424 .| 0499 0.396 0.616 0.199
92 0.496 0.237 0.451 0.510 0.420 0.634 0.237
93 0.246 0.000 0.179 0.338 0.179 0454 0.000
94 0419 0.120 0.367 0.462 0346 | 0579 0.120
95 0497 0.236 0.455 0.450 0.350 0.631 0.222
96 0.507 0.252 0.465 0.465 0.368 0.646 0.252
97 | o504 0,247 0.453 0.464 0.367 0624 | 0212
98 0468 0,194 0.421 0.450 0.350 0615 | 0.194
99 0314 | 0000 0.254 0.293 0.164 0.504 0.000
100 0.331 0.000 0272 0313 | 0188 0516 0.000
w01 | 037 0.058 0.324 0.382 0.268 0.550 0.058
102 | 0496 0237 0451 .| 0497 0406 | 0.634 0.237
103 0.501 0.244 0.456 0.501 0410 0.637 0.244
104 0.483 0217 0437 | 0485 0.390 0.625 0217
AD 0.568 0.845 0.619 0551 0.659 0415 0.849
Equity | 0.733 0313 0.656 0.759 0.595 0.938 0.308
NSRes; | 0.010 0.231 0.019 0.000 0.029 0.000 0240
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. Table A3.5¢: Tab]_es of berformance measures (adequacy) caleulated

Pipe
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25 26 26 26 29 30 31
|- Node 1| F1 F2 | F3 F1 |- F1. ¥l
1 0350 | 0250 | 0.167 .| ©0.188 | 0400 | 0450 | 0.600
2] 0350 |- 0250 |-0167 | 018 | 0400 [ 0450 | 0.600
3| 0365 | 0250 :-]- 0167 | -0.188 | 0400 | 0450 | 0.600
4§ 02591 0144 | 0046 ! 0070 | 0318 | 0374 | 0544
5 10399 [ 0307 | 0230 ] 0249 | 0445 [ 0492 | - 0.630
S6. | 0339 0236 | 0149 ] 0170 | 0391 | 0441 | 0593
7] 0350 0250 |- 0167 |- 0188 | . 0400 | 0450 |..0.600.
8- 0305 | 0175 | 0083 - 0106 | 0340 | 0395 | 0560
9 | 0133} 0000 | ©000 | 0000 | 0200 | 0267 |.. 0467
10 ] 0325 | 0221 | 0135 ] 0156 | 0377 | 0429 | 0585
1 0235 | o118 | 0.020 0.044 | 0204 | 0353 0529
-} 12} 0000 | 0000:|. 0000 |- 0000 -{ 0025-|: 0106 | 0350 -
| 13| 0362 | 0263 | 0180 | 0200 | 0412 0460 | 0.607"
14 F 0444 0.352 0278 | 0206 |- 0483 0526 | 0.655
15 0.403 0.295 0211 | 0231 0.440 0.485 0.625
16 0.353 0.250 0.152 0.174 0.389 0.437 0.603
17, 0364 0.264 0.172 0.193 0.400 0.464 0.609
18 0.242 0.123 0.013 0.038 0.277 0.362 0.535
19 | 0394 0.300 0216 | 0236 | 0433 | 0489 0628
20 0437 0.349 0271 | 0290 | 0468 0525 | 0673
21 0.414 0323 | 0245 0.264 0.453 0.505 0.645
22 0443 0355 | 0270 0.290 0.453 0532 | 0658
23 0.380 0.284 0203 | 0223 | 0429 | 0476 | 0619
24 0427 0332 0258, [ 0276 | 0466 0.510 0.644
25 0150 | 0.018 0.000 | 0.000 0.218 0.282 0477
26 0376 0.280 0.199° | 0219 0.425 0.473 0.616
27 0323 | 0219 0.132 0.154 0375 | 0427 0.583
28 | 0322 0.217 0130 | 0.152 0.374 0.426 0.583
29 0.383 0.288 | 0209 0.229 0431 | 0478 0.621°
30 | 0394 0.301 0223 0.243 0.441 0.488 0.627
31 0.400 0307 - | 0229 0.249 0.447 0.493 0.631
32 | 0383 0.288 0208 | 0228 0.430 0.478 0.620
33 0.386 0.292 0.213 0.233 0.433 0.481 0.622
34 0.319 0.214 0.127 0.149 0.371 0.424 0.581
35 0387 0.293 0214 0.234 0.434 0.481 0.623
36 0.298 0.190 0.100 0.123 0.352 0.406 0.568
37 0.164 0.036° | 0.000 0.000 0.229 0293 0.486
38 0.253 0.138 0.042 0.066 0.310 0.368 0.540
39 0.285 0.175 0083 | 0.106 0.340 0.395 0.560
40 0.362 0.263 0.180 0.200 0.412 0460 0.607
41 0.328 0.224 0138 | 0.159 0.379 0.431 0.586
42 | o268 0.155 0058 | 0.082 0.326 0.382 0.550
43 0.405 0313 0.235 0255 | 0451 0.496 0.634
44 0.378 0.281 0.197 0.218 0414 | 0462 0.609
45 0422 | 0322 0.244 0.263 0.459 0503 | 0639
46 0.442 0.349 0.274 0.292 0.481 0.523 0.653
47 0353 0.224 0.124 0.147 0388 | 0415 0.574
48 0.379 0.263 0.171 0.193 0.417 0.448 0.598
49 0422 0333 | 0255 0274 | 0462 0512 0.645
50 0.397 0.302 0215 0.235 0.434 0.479 0.629
51 0.382 0.285 0198. | 0219 | 0420 0478 0.620




0.225

-0.127

0367

0.436

52 0.331 0.149 0.589
53 0.242 0.158 0.047 0.072 0.308 0362 0.554
54 0.361 0.261 0.171- 0.192 0.400 0.461 0.607
55 .| 0435 0369 { 0280 | 0308 | 0462 0.532 0.672
56 .. 0.000 0.000 "0.000 . | 0.000 0.000 | 0070 | 0370 -
57 1 0362 f 0262 |- 0171 “0.192- .| 0400 - | 0462 | 0.608
58 | 039 .| 0314 | 0232 .| 0252 | 0445 -| 0490 0.635
59 ] 04137 | "0322° | 0242 0261.. 1 0452..| 0504 | 0639 .
60 | 0397 0315 - 0234 | 0253 0446 0.500 0.636.
61 | 0267 - -0.150 0037 | 0063 | 0300  |. 0383 0.571
62 - | 0387 0200 | 0203 | 0224 | 0423 0483 {- 0.633
63 0.432 . | - 0,344 0265 | 0284 - 0471 0521 0.651
64 | 0313 0205 0.108 0131 | 0350 [ 0420 0.578
65 . 0317 . 0.230 0.135 . 0.158 *|. 0374 | 0439 0.602
. 66 . 0.382 0286 | 0203 0.223 0432 0.478 0.627
67 0423 0.333 0.253 0.272 - 0460 | 0504 | 0.639
6800414 170323 -] 0241 .1 0261 | 04517 | 0496 .| 0633
69 0.457 0333 | 0252|0271 © 0461 | 0.504 7] 0.639
70 0.400 - 0.306 0222 0242 0438 0.494 0.631
71 0.414 0323 | 0241 | 0261 0451 . 0.496 0.633
72 0.380 0.283 0.191 . 0.212 0.400 0.463 0.609
73 0.425 0.355 0.261 0.281 0.420 0.518 0.623
74 0.438 0.359 0.283 0.301 0.476 0.525 0.659
75 0418 0.327 . 0245 - 0.264 0.446 0.509 0.649
76 0.382 " 0.285 0.198 0.219 0.420 - 0.478 0.628
77 0.435 0.352 0278 0.296 0.475 0.526 © 0.653
78 0.404 0.312 - 0232 0.251 0.452 0.497 0.639
79 0.194 0006 | 0000 |- 0000 [ 0175 0.281 0.475
80 02797 | 0.164 0.056 0.080 0.314 0.368 0.539
81 0.279 0.164 0.056 0.080° 0.314 0.368 0.539
82 0.421 0.330 0.251 0.270 0.459 0.502 0.638
83 . 0.398 0.288 0.200 0.221 0421 0.468 0.613
84 0423 0.321 0242 0.261 0.460 0.504 0.639
85 0.429 0.332 0255 0.274 0.475 0.511 0.644
86 0413 0.322 0.243 0.263 0460 | . 0504 0.639
87 0.279 0.164 0.056 0.080 0.314 0.393 0.557
g8 0417 0.326 0.249 0.268 0.463 0.507 0.650
89 0.402 0.319 0.238 0.258 0.450 0.502 0.643
90 0.425 0.335 0.258 0.277 0.463 0.514 0.656
91 0.406 0.314 0.232 0.252 0.445 0.490 0.635
93 0.179 0.088 0.000 0.000 0.250 0.338 0.517
94 0.362 0.262 0.171 0.192 0.400 0.448 - 0.608
95 0.350 0.250 0.167 0.188 0.400 0.450 0.600
96 0.368 0.271 0.190 0.210 0417 0.465 0.611
97 0.367 0.270 0.189 0.209 0.416 0.464 0.611
98 0.350 0.250 0.167 0.188 0.400 0.450 0.600
99 0.164 0.036 0.000 0.000 0.229 0.293 0.486
100 0213 0.063 0.000 0.000 0.250 0.313 0.500
101 0.268 0.155 0.058 0.082 0.326 0.382 0.550
102 0.406 0.314 - 0.237 0.256 0.452 0.497 0.634
103 0.410 0319 0.244 0.263 0.456 0.501 . 0.637
104 0.390 0.296 0.217 0237 - 0.438 0.485 0.625
AD 0.649 0.748 0.829 0.810 0.607 0.553 0.401
Equity 0.610 0.460 0.338 0.367 0.674 0.756 0.942
NSRes; | 0.019 0.087- 0221 0.192 0019 0.010 0.000
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, Tabi_é A3.5f; Tables of performance measures (adequacy) calﬁ:i.llated

Pipe 32 32 33 © 33 35
Node | ' F1 F2 - F1 . F2 | Fl
1 - 0.650 - 0.188 - -0.268 0167 ] ¢ 0.150 -
-2 0.650-.] 0188 | 0268 | 0.167. 0.150
3] - 0.650° - 0188-.|. 0268 | 0.167 - | 0.150 :
4 '} 0600 = 0.070. ] - 0.164 - 0.046- 0.028
5 0676 0249 ] 0323 ], 0230 | 0214 -
-6 ). 0.643 10170 ~ 0,254 01491 0.133 ©
) L0650 ] 0188 | 0.263 . 0.167 . -} 0.150 .
L 0.615 0.106 0.195 - :|° 0.083 - T0.065
9o | 0533 0000 | 0024 ' 0000 | 0000
10 - 0.637 0156 | 0240 0.135 |- 0117
11| 0588 - 0044 0139 1 0020 | 0.000 _
120 ). 0431 ...:0000 | 0000 [ -0.000 | 0.000"
137 0656 0 0200 ] 028G 0.180 | -0.164
14 . 0.697 0.206 - ~0.367 0.278 0.264
15 ‘ 0.670 - 0231 0.310 . 0.211 - 0.198
16 0.658 0.197 0.285 0175 0.167
17 0.664 0.213 0.297 0.192 0.181°
18 0.604 0.072 0.140 0.013 . 0.000
19 0.678 0.248 0.315 ‘ 0216 | 0203
20 {0714 | 0331 0387 | 0297 | 0286
21 0.688 0.273 0.347 0.254 0.241
22 0.703 0.304 0.380 - 0.285 -0.278
23 0.666 0.223: |. 0301 0.203 0.188 .
24 0688 | 0276 0.348 0.258 - 0.243
25 . 0541 | 0.000 0.040 0.000 “0.000
26 0.664 - 0219 0297 0.199 0,183
- 27 0.635 0.154 - 0,238 0.132 0.115
28 0.635 0152 0.236 0,830 0.113
29 - 0.668 - 0.229 0.306 0.209 “0.194
30 0.674 0.243 0.318 - 0.223 0.208
31 - 0.677 0.249 0.324 0.229 0.214
32 0.668 0.228 0.305 0.208 0.193
33 0.669 0.233 0.309 0.213 0.197
34 0.633 0.149 0.233 0.127 0.110
35 0.670 0.234 0.31¢ 0.214 0.199
36 0.622 0.123 0.210 0.100 0.082
37 0.550 0.000 0.059 0.000 0.000
38 0.598 0.066 0.158 “0.042 0.023
39 0.615 0.106 0.195 0.083 0.065
40 0.656 0.200 0.280 0.180 0.164
41 0.638 0.159 0.243 0.13% 0.121
42 0.605 0.032 0.175 0.058 0.041
43 0.679 0.255 0.329 0.235 0221
44 0.657 0.203 0.283 0.182 0.166
45 0.683 0.263 0.337 0.244 0.230
46 0.696 0.292 0.363 0.274 0.260
a7 0.635 0.147 0.237 0.124 0.113
48 0.654 0.193 0.277 0.171 0.159
49 0.688 0.274 0.347 0.255 0.242
50 - 0.679 0.250 0.329 0.230 0.220
51 0.665 0219 - 0.300 0.198 0.185
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52

0262

0.151 -

0.647 0.174 0.141
53 0.619 0.106 0.172 | - 0.047 -0.036
54 0.661 0208 | 0291 | 0187 0,175
55 0709 | 0319 | 039 | 0301 | 0292
56 0550 | 0.000 0.000 -] 0000 | 0000
Lo5701.0662- | 0209 (0276 ) 0171 | . 0158
58 - 0679 | -0252 .. 0328 | 0232 :].0219
2591 70687 |7 70270 - |- 0345|0251 | 0.239
60 §-0685 | -0264. | 0341 ) 0245 | 0233
61 | 0650 ) 0172 | 0268 | 0.148 | 0146
62 | 0690 0274 |- 0353 | 0254 | 0246
63 0.705 0311 | 0384 . | 0203 | 0283
64 | 0638 0.153 ~| 0242 | 0131 0.118
65 | 0665 0.215 0245 | 0135 0122
66 | 0677 | 0247 | 0313 | 0215 | 0202
- 67 | 0688 0272 |0347 | 0253 | 0240
68 | 067710 0248 | 0325 ). - 0229 |- 0215 ¢
69 |- 0688 0271 0347 | 0252 | 0240
70 | 0675 0.242 0.320 0222 0.210
71 0.683 0.261 0.337 . 0.241 0.229
72 0.654 - 0.193 0.277 0.171 0.159
73 0.685 0.259 0.341 0.239 0.232
74 0.711 0.325 0.396 0.307 0.297
75 0.700 0.298- 0373 0.279 0.270
76 0678 - | 0248 0.313 0213 | 0201
77 0.698 0.297 0.368 0279 | 0266
78 |. 0.683 0.261 0.336 0242 | 0229
79 0.531 0.000 - 0.020 0.000 0.000
80 0.607 0.080 0.179 .| 0.056 0.044
8t 0607 | 0080 | 0179 | 0.056 0.044
82 0.687 | 0270 0345 - | 0251 | 0238
83 0.666 | 0221 0.302 0.200 0.188
84 0.683 0.261 0336 | 0242 0228
85 ] 0688 0274 0.347 0.255 0.241
86 - 0.683 0.263 0.337. 0.243 0.230
87 0.607 0080 | 0.179 0.056 0.044
89 0.694 0.285 0.334 0.238 | 0225
90 0.709 | 0.320 0358 | . 0.267 1 0.254
91 0.679 0.252 0.328 0.232 0.219
92 0.691 0.280 0.346 0.253 0.240
93 0.588 0.031 0.103 0.000 0.000
94 0.662 0.209 0.276 0.171 0.158
95 0.650 0.188 0.268 0.167 0.150
96 0.660 0.210 0.289 0.190 0.174
- 97, 0.659 0.209 0.287 0.189 0.172
98 0.650 0.188 0.268 0.167 0.150
99 0.550 0.000 0.059 0.000 0.000
100 0575 { 0012 0.111 0.000 0,000
101 0.605 0.082 0.175 0.058 0.041
102 0.680 0.256 0330 | 0237 0.222
103 0.682 0.263 0.336 0244 | 0229
104 0.671 0.237 0.313 0.217 0.202
AD 0.347 0.803 0.728 0.825 0.837
Equity | 0913 0.378 0.491 0.345 0.326
NSRys; 4 0.000 0.173 0.067 0.212 0212
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Table A3.6a: Tables of performance measures (severity) calculated

276

ors7 |

Pipe 1 1 1 4 4 5 7
Node ) ‘F2 | F3 - F4 F2 F3 | F1 - F1
1~ F 0236 - |- 0206 | 0217 0.142- | 0109 .| 0192 [.. 0.156
2] 031700277 | 0291 ] 0198 | 0.153 0259 | - 0.200°
3.1 0254 |.00222-- | 0234 | 0161 | 025 | 0208 7|
4100348 1 0304 - 1003200 7 023077 0178 | 0266- | 0219
c5 ] 0302 [ 0264 | 0277 .| 0184 | 0142 0247 | 0189
6 { 0297 | 0260 | 0273 - 0189 | 0147 | 0237 | 0157
7 0.413 0.361 | 0379 | 0.260 0202 . [ 0331 0.240
81 0278 0.243- 0256- | ~0.187 | 0145 | . 0227 | 016l
9 170330 | 0292 | 0307 | 0249 0194 | 0273 | 019 -
100 ] 03430 | 0300 0315 | 0227 | 0176 0281 | 0218
1 b 0308 0267 | -0281 | 0214 | 0166 |- 0249 | 0.9
12| 0443 0443 [ .0443 ] 0443 - -0364 | . 0443 | 0360 °
13 | 0255 [ 0223 | 0235 .| 0162 0025 - - 0205 | 0156
14 | 0227 | 0198 0.208 0.134 0.103 0.185 | 0.142
15 0.254 0.223 0234 |- 0.162 0.126 | 0208 " | 0.158
16 |- 0293 0256 | 0269 0.196 0.152 0.233° 0.175
17 0.277 0.242 0.254 0.187 0.146 0.221 0.171
18 0.330 0297 | 0312 0.251 0.196 0.268 0.200 -
19 0255 |- 0223 0.235 0164 | 0127 | 0206 0.159
20 0.237 0.208 0218 0.144 0.112 0.192 0.147
21 0.241 0211 0221 | 0.149 0.115 0.197 0.151
22 0254 | 0223 | 0234 |- 0162 | 0.126 0204 | 0155
23 0.240 0210 0.220 0.145 | . 0.112 0.189 ~ | ~ 0.154
24 0.288 0.252 0.265 0.166 0.128 | 0226 0.183
25 0.420 0.379 0.399 0.315 0245 | 0341 | . 0251
26 0243 | 0213 0.223 0.150 0.116 0199 - | 0.151
27 0.355 0.311 0326 | 0230 0.178 0.290 0.208
28 | 0264 0.231 0.243 0.173 | 0.134 0.221 0.168°
29 10.308 0.270 0.284 0.192 0.148 0.252 0.196
30 |- 0242 0.212 0.222 0.148 0.115 0.195 0.147
31 | 0322 0282 | 029 0.197. | 0.152 0.263 0.196
32 0.243 0213 0.223 0.150 0.116 0.199 0.149
33| 0245 0.214 0225 [ 0.149 0.115 0.197 0.144
34 0.393 0.344 0.362 0.264 0.205 0321 | 0227
35 0.311 0.272 0.286 0.191 0.147 0.250 0.183
36 0.280 0.245 0.257 0.185 0.144 0229 | 0.178
37 0.330 0.292 0.307 0.242. | 0188 | 0273 0.212
38 0.298 0.261 0.274 0207 | 0.161 0.244 0.190
39 ] 0285 0.249 0.262 0.194 0.151 0.233 0.182 -
40 0.325 0.284 0.299 0.206 0.160 0.265 0.194
41 0268 - | 0235 0.247 0.173 0.134 0219 0.171
42 0.293 0.256 0.269 0.204 0.159 0.240 0.185
43 0.292 0.256 0.269 0.176 0.136 0.236 0.183
4| 0342 0.299 0.314 0.220 0.170 0.280 0.212
45 0.303 0.265 0.279 0.184 0.142 0.248 0.190
46 0.228 0.199 0.210 0.137 0.106 0.186 0.143
47 0.288 0.252 0265 | 0205 0.159 0.236 0.176
48 0.275 0.241 0.253 0.182 0.142 0.220 0.166
49 0.239 0.209 0.220 0.145 0.112 0.193 0.150
50 0.391 0.342 0.360 0.249 0.193 0.314 0.238
51 0.263 0230 | 0242 0.171 0.133 0211 0.164




52
53
54
35
56

57

38

- 59..

60

- 61
6

63

64 .
 65-

66
67

. 68
69
C 70

71

72

73
74
15
76
77
78

79
80

81
82
83
34
85
86
87

88 .

39
920
91
92
93
94
95
96
97
a3
99
100
i)
102
103
104

- 0.295

0.328
0.273

0.242
0330
0274
0249
0.313 -

0.317
0.330

0264

0.323

0.291 .
0.287
10.255

0.331

- 0.248 |
0.248
10255 -
. (.248

0.276
0.278
0.233

- 0.249

0.263
0.232
0.245
0.330
0.323
0.323

0243
0.263 .

0.243
0.237
0.241

0.323

0.354
0.301
0.236
0.249
0.238
0.330
0.274
0.259
0252
0.252
0.354
0.420
0.315
0.300
0.302
0.365
0.306

0258
0.287

0239
0212

0.330

| 0240
0218 .
0274
0277
0292
0231,

0.282

- 0.255

0.251

0223
£ 0.290
10217
L0217

0.223

0.217

0.241
0.243
0.204

0.218 -

0.230
0.203

- 0.214
(.330-

0.283
0.283

0213

0.231
0.213
0.208

0.211 .

0.283
0.310
0.264
0.207
0.218
0.208
0311
0.240
0.227
0.220
0.221
0.309

0.371

0276
(.263
0.265
0.320
0.268

0.271

. 0.302
10251

0.223
0.330

L0252
0229
- 0288 |
0291
0.307 ..
0243 ¢
©0.297

0.268

0264 |

0.235

0.304
0228 - |
0228,

0.234
0.228
0.253
0.256
0.214
0.229
0.242
0.214
0.225
0.330
0297
0.297
0.224
0.242
0.223
0.218

0.221

0.297

- 0.326

0277
0.217
0.229
0.218
0.327
0252
0.238
0.232
0232
0.325
0.390

10.290

0.276
0278
0.336
0.281

0.201
0.240
0.179
0.151

0.330 .
- 0.183 -
0157, -
0195
0201
0.249

S 0173

0.196

0.200 -

0.196

0.163"
0205
- 0157 -
0.156-
0164
0.157 -

0.185
0.187
0.141

0.154 -

0.171
0.138
(.153
0.309
0.231
0.231
0.153
0.169
0.150
0.144

0.148
0.231

0.216
0.186
0.145
0.157
0.147
0272
0.183
0.169
0.160
0.162
0.229
0.307
0227
0.204
0.183
0.218
0.189

0.156

0.187

A4 0139
0116

0.330

0142 -
0121
0.151

0.155

0,194
0134

0.152

0.155
0153
0126

0.158

0122

0.121
0.127
0.122

0.144

0.145
0.109

0.119
0.133

0.106

0118
0242
0180

0.180

0.118
0.131

0.116

0.112
0.115
0.180
0.167
0.144
0.112
0.121
0.114
0.212
0.142
0.131
0.124

© 0126 .

0.177
0.240
0.177

0.15% -

0.142
0.168
0.147

0.234
0.268
0.219
0.198

1 0330

0.219

0204

0.253

0259
0273
L0216
© 0.261
0238
0.230
0206
S 0271

0203 .
- 0.200°

" 0.205
0,203

0.220
0.221
0.191

0.201
- 0211

0.188

10200 -
" 0315

0.264
0.264
0.199
0.211

0.199 .
.0.192

0.197

" 0.264

0.287
0.243
0.193

- 0.201

0.194
0.281
0.219
0.212
0.206
0.207
0.289
0.347
0.258
0.246
0.244
0.295
0.250

0.181
0.200

0,169

0.151

--0.30

0.170

L0156
0.196°
0.198
L0203
" 0.163

0.199

0180
0,178

0.159

0207
0154

0.152
0.158
0.154
0.166
0.166
0.146
0.153
0.164
0.144
0.153
0.229
0.197
0.197
0.152
0.160
0.151
0.147
0.151
0.197
0.222
0.189
0.148
0.156
0.149
0.216
0.170
0.165
0.160
0.161
0.225
0.270 .
0.200
0.185
0.187
0.229
0.191
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Table'A3.'6b: Tables of pefforina_nce measures (severity) calculated -

278

Pipe 9 9 10 u | n 12 13
Node F1 | F2 F2 'F1 F2 _ F1. | Fl1
"1 I 041 | 0.481 | 0275 | 0275 | 0275 | 028 | 0220 .
2010180, 0231 .| 0343 | 0350 .| 0350~ | 0357 | 0280]
s boor4r 0182 [ 0270 | 0275 |- 0275 | 0275 | 0215
4 ) 0204 | 0263 | 0401 | 0412 | 0412 | 0409 | 0320
~5 ] 0166 | 0213 | 0320 [ 0323| 0323 | 0330 | 0259
6| oas27 | 0196 | 0315 | 0322 | 0322 |- 0321 | 0251
T 0.216 0278 | 0429 | 0437 0.437 0.446 0350
.8 | o130 0.168 | -.0.244 0.059 0059 | 0301 .| 0236
9 ] 0165 | 0213 | 0306 | 0330 | 0330 | 0330 0.282
10 ] o191 0.245 0363 | 0363 | 0363 | 0334 0.265
1| o170 | o218 | 0323 | 0323° { 0323 | 032 0244
12 | 0315 | 0405.] 0443 | 0443  |. 0443 |-~ 0443 | 0443
13 ) 0137 | oarr [ Te27t 70275 0275 |- 0276 | - 0216
14 | 0ass 0161 .| 0243 0.245 0245 | 0247 | 0194 -
15 | 0139 0.179 0275 0275 | 0275 | 0281 | 0216
16 0.158 0.204 0.311 0.318 0.318 0317 0.241
17 0.150 0.193 0.293 0300 0.300 0.299 0.234
18 0.182 0.235 0.330 0.330 0.330 0.330 0.278
19 0.140 0.180 0271 0275 | 0275 0.276 0216
20 | 0130 | o168 0.251 0254 | 0254 0.256 0.199
21 0.134 0.172 0258 0258 | 0258 0.263 0.204
2 0.139 0.179 0.270 0.275 0.275 0276 . | "0.216
23 | 0136 0.175 0263 | 0267 0.267 0268 | 0210
24 | 0.160 0.206 0.309 0312 | 0312 0318 0.249
25 0.231 0.298 0420 | 0420 | 0420 0.420 0.367
26 0135 | . 0.173 0.264 0.268 0.268 0.270 0211
27 0.193 0.248 0377 0.385 0385 0.392 0.308
28| 0147 0.189 0.287 0.287 0.287 0.293 0230 -
20 |- 0172 | 0221 0332 | 0332 0.332 0339 0.265
30 0.125 0.161 0.230 0.253 0.253 0258 | 0.202
31 0.170 0219 0312 0.325 0.325 0348 0.273
32 0.127 0.163 0232 0.147 0.147 0.263 0.206
33 0.120 0.155 0227 | 0124 | 0124 | 0261 0.204
34 0.178 0.230 0.345 0.083 0.083 0426 0.333
35 0.152 0.197 0287 0.158 0.158 0331 0.259
36 0.156 0.200 0.297 0.297 0.297 0.297 0.227
37 0.185 0239 0330 0.330 0330 0330 0.265
38 0.166 0.214 0.316 0316 0316 0.315 0.240
39 0.159 0.204 0303 | . 0303 0.303 0.286 0.197
40 0.168 0217 0.339 0.350 0350 | 0352 0.275
41 0.149 0.192 0.284 0.284 0.284 0.285 0.219
42 0.163 0210 0311 0318 0.318 0.301 0.228
43 0.161 0.207 0310 0.313 0.313 0.319 0.247
44 0.186 | 0240 0363 | 0369 0.369 0377 0.289
45 0166 | 0214 0.322 0.326 0.326 0.333 0257
46 0.126 0.162 0.244 0.246 0.246 0249 0.195
47 0.155 | 0200 0315 0.323 0.323 0.321 0.251
43 0.149 0.192 0.292 0.298 0.298 0.298 0233
49 0.132 0.169 0253 0.256 0.256 0.259 0.203
50 0.213 0274 0.415 0.422 0422 | 0423 0.325
51 0.144 0.185 0279 0284 | 0284 . | 028 |- 0223




52 -

53
54
.55

56
57
.58
59
60

- 61

62"

63

64
65

66
67

- 68,
69
70

71

72
73
74
75
76
77

78

79

81
82

83
84
85
86
87
88
89
90
91

93
94
.95
96
.97
98
99
100
o101
102
103
104

0.159

0.176
0.149

0.133.

0.284

0.149 -
0137,

0.172

0473
0179 -
0.144
0.177

0.158

. 0.156
T 0.140
~0.181
0.136 .
- 0136 -
- 0.139
(.136

0.150
0.150
0.128
0.136
0.144
0.128

- 0135
0.214.

0.174
0.174
0.133
0.144
0.133

0.130 .

0.132
0.174
0.195
0.166

0.131

0.137
0.132
0.191
0.149
0.144
0.140
0.141

0197

0.236

- 0175

0.163
0.166
0.201

- 0.205

0.227
0.191

0171

0.330

- 0192
0176
0221
0.223

£10.230 -
- 0.185
0228
0203 - [
0201

. 0.180"
0.234

L0.175
0175

0.179
0.175
0.193
0.194
0.165

0176
0.185°

0.165

0.173

0.276
0.224
0.224
0.172
0.185
0.171
0.168

0.170

0.224
0.251
0.213
0.169
0.176
0.170
0.246
0.192
0.185
0.181
0.181
0.253
0.304
0.226

0.210 -

0214
0.258
0.215

0.313
0.330
0.289

0257

0.330

10200
0264
0332
0.336
0330
0.285

0.342

0316
0.305
0271 |

0.356

© 02677
. 0.263 .
0270 -
0267

0.292
0.295
0.250
0.264
0.279
0.246
0.260
0.330

0.330

0.330
0.262
0.280
0.261
0.251
0.258
0.330
0.376
0.320
0.253
0.264
0.255
0.330
0.290
0.275
(.267
0.268

0375

0.420
(.330

. 03138 .
0.320

0.387

- (1.329

0.321

0.330 .

0.295

- 0.261 "

0.330

0.296
0268 -
© 0336

0.34]
0.330
0.285
10.346

0.316

0.311"

0.275

1 0.356 -
0.267-
0267 -

0.275

- Q267

0.299
0.303

0.250 -

0.268
0.284

0.248

0.263

-0.330

0.330
0.330

0262

0.285
0.261
0.254
0.258
0.330
0.380
0.324
0.253
0.268
0.255
0.330
0.296
0.275
0.267
0.268
0.375
0.420
0.330
0.318
0.324

0.392

{.333

031
0,330

0.295
0.261
0.330

0.296 -
- 0.268 -
0336
0.341
0.330
- 0285
- 0.346
0316
.. 0311
0275

0.356

- 0267 |
0267 -
0275
0267

(0.299
0.303

0.250

0.268
0.284
0.248
0.263
0.330

0330 -

0.330
0.262
0.285
0.261

0.254 .
- 0258

0.330

0.380 -

0.324
0.253
0.268
0.255
0.330

02986

0.275
0.267
0.268

0375

0420
0.330

0318

0.324
0.392
(.333

0.319

0.330
0.295

0262
- 0.330 -
- 0296
0.270 -
710339
0.343
0.330.
- 0285
0349
0322 .

0.277

0363
0273 [+
- 0269 -

0.276
0273

- 0,298

0.301
0.235

0270

0.285
0.251
0.265
0.330
0.330
0.330
0.267
0.285

- 0.266

0.256

0.264

0.330

- 0.383

0.326
0.258
0270
0.260
0.330
0.296
0.276

0273 .

0.269
0.376
0.420
0.330
0.301
0.327
0.399
0.336

0.249 .
0.278
0.231
0.206

- 0.330 -
0232
-0.211

0.265"
0.269

0282 .
0223
0270

0247
0.238 .
0.216
0.281
0.210

- 0210

0.216
0.210 -
0.234
0.236
0.198

0.208

0.223
0.195
0.208
0.330
0.274
0.274
0.206

-0.223

0.206
0.201
0.204
0274
0.300
0252
0.200
0211
0.201
0.301
0.232
0212
0.207
0.208

-0.289 .

0.337

-0.259

0.235
0.256
0.313
0.263

0.168

279




Tﬁble A3.6¢: Tables of performance measures (severity) calculated

. Pipe 14 14 14 15 15 15 | 16
‘Node | ~ F2- | F1- | F2 ‘F1 | F2 | - F3 . |: F1 -
1 0215 0206 |. 0275 | 0.149 | 0275 | 0227 | 0242
20 0273 1 0263 | 0343 | 0189 .. 0350 .. 0289 -} . 0309
30§ 0210 [ 0202 [ .02707 | '0.149 [~ 0275 | 0227 | 0243
S 4 ] 03127 | 0301..| 0401 | 0216 10401 | - 0331 0.351 "
-5 0252 .| -0243 |. 0320 | 0175 | 0323 0.267 | 0285
6 0.246 0.236 0315 | 0.170 0.315 0260 0.270 *.
7] 0341 | 0328 | 0429 | 0236 - {. 0437 .| 0361 .| 0386 .
8- 0230 | 0222 | 0244 0.159 0295 | 0243 0.266
9| 0286 | 02757 | 0306 | 0198 | 0330 | 0303 | 0319
10 | 0278 0268 - | 0363 | 0192 [ 0356 | 0294 | 0327
11 |..0239 | 0230 | 0323. | 0170 -f 0315 | 0260 | 0291 .
120 0.391 | - 0.381 0443 | 0255|0443 | . 0391 0.443 .
13 0211 0.203 0271 | . 0.146 - |- 0271 0.223 0.232
14 0.187 0.181 0.243 0.131 | 0243 | 0200 0216
15 S 0211 0.203 0.275 0.146- 0270 0.223 0.243
16 0.236 0.228 0.311 0.163 - | 0303 0.250 0.273
17 0.229 0.220 0.293 0.158 0.293 0.242 0.258
18 | 0272. 0.262 0.330 0.188 0.330 0287 | 0314
19 0.208 0.201 0.271 0.144 0267 0.220 0.240
20 0.194 0.187 | . 0251 0.134 0.249 10.205 0.224
21 0199 | o0.191 0.258 0.138 0.255 0211 0.230
22 0207 |- 0.199 0.270 . 0.146 0270 | 0223 0.239
23 | 0205 0.197 0263 | 0142 0.263 0.217 0233 .
24 0243 | 0234 0.309 0.168 | - 0312 0.257 0.275
25 0.359 0.346 0.420 0.258 0420 | 039 0.399
26 0.204 0.196 0.264 0.143 0.264 0218 0.235
27 0.300 - 0.289 0.377 0208 | 0385 0.317 0.339
28 0224 | 0215 0.287 0.155 | 0287 0237 0.258
29 0.259 0.249 0.332 0.179 0.332 0.274 0.294
30 0.200 - 0.192 0230 | 0.138 - 0.256 0212 0.228
31 0.266 0.256 0.312 0.184 0.342 0.282 0.304
32 0201 . | 0.193 0.232 0.141 0.261 0215 0.232
33 0.203 0.195 0.227 0.140 0260 0.214 0.230
34 | 0334 0.321 0.345. 0.231 0428 0.353 0.376
35 0.257 0.247 0.287 0.178 0.330 0.272 0.292
36 0.209 0.202 0.297 0.137 0.256 0210 0.267
37 10.235 0.228 0.330 | . 0.161 0.301 0248 0.318
38 0212 | 0.206 0.316 0.142 .0.265 0217 0.284
39 0.224 -0.216 0.303 - 0.159 0.295 0243 0.272
40 0269 - | 0259 0.339 0.186 0.344 0284 0.310
41 - 0214 0.206 0.284 0.151 | 0280 0230 0.256
42 0.236 0.228 0.311 0.168 0.311 0256 0.280
43 0.241 0.232 0.310 0.169 0.313 0.258 0.276
44 0.283 0272 0.363 0.200 0.369 0.305 0.320
45 -0.251 0.242 0322 | 0.174 0322 | 0265 0.286
46 0.189 0.182 0.244 0.132 0.244 0.201 0.218
47 0.239 0.231 0.315 0.170 0.315 0.260 0.276
48 0.223. 0.215 0.292 0.157 - | 0292 | 0241 0.257
49 0.194 0.187 0.253 0.135 0.251 0.207 0.226
50 0.318 0.306 0.415 0.220 0.407 0.336 0.367
51 0214 0.206 0.151 0.279 0.230 0.247

0.279

280




52
53
54
55
56

57

- 58

59

60

63
65

66 -
67
68

70
71

73
T4
75
76
77

79

80

o

82

83

84
85
86
87
88
89

o1
92
93
94

96
97
98
99
100
101
102
103

61
627

72

0.237
0272

0218
- 0201
10330
0222 -
0206 .
- 0256 -
- 0262
0267
L0218
0.264 -
0241
C 0228
0.208
0274
0205 .|
0202

0211
0.205

0223

0.224
0.193
0.203
0.214
0.189
0.203

0.320.
- 0.268
0.268

0.201

0.218

0.201
.196
0.199
0.268
0.290
0.244
0.195
0.206
0.196
0.284
0.222
0.189

0.192 -
0.194

0.278
0.330

0.254
0.242

0.250
0.306
0.237

0.229

0262
0.210 .
10193
0.330 .

0214 .
0.199.

o 0246
0252

0.258

S 0210

0.254
0.232 -
10220 |
0201 |

0.264

0.197 -
0195

0.203
0.197
0.215
0.216
0.185
0.196
0.206
0.182

0.195 -
.. 0.309

0.258

0.258

0.194
0.210

. 0.193

0.189
0.192

0.258

0.279
0.234

- 0.188

0.199
0.189
0.275
0.214
0.184
0.186

- 0187

0.269
0.319
0.245
0.233
0.241

0294

0313

0.330.
0289

0257
0330
0290
0264 -
0,332
0336
0330
10285

0.342

0316
0305
0.271-

. 0.356 -
0267 -
10263 -
0270
- 0267

0292
0.295
0.250
0.264
0.279
0.246
0.260

- 0.330

0.330

- 0.330

0.262
0.280
0.261
0.251
0.258
0.330
0.376

0320

0.253
0.264
0.255
0.330
0.290
0.275
0.267
0.268
0.375

0.420

0.330
0.318
0.320
0.387

0.169

0.188
0.153

0139
0294
© 0457 |
L0143
0179

0.181

0191
© 0151,
0.182 -

0.167

- 0.161
©0.146
-~ 0,189
0.142
- 0042 |
0146 -

0.142
0.158
0.159
0.134
0.141
0.148
0.132

- 0.140

0.231

- 0185

0.185
0.139
0.151

0.139

0.136

0.138

0.185

10.201

0.171
0.135
.143
0.136
0.204
0.157
0.128
0.131
0.134
0.196

- 0.236

0.181
0.168
0.173
0.211
0.178

- 0313

0.330

0.284 .
0257

0.330

0290
0264
03327
© 0336
0330
0280 - |.

0.338

0.309
0.298

0.271

0351
0263
0.263 -
0270

0.263
0.292
0.295

- 0.247
0.260

0.274
0.244
0.260
0.330
0.330
0.330
0.258
0.280

- 0.258

0.251
0.255
0.330
0.372
0.316
0.250
0.264
0.252
0.330
0.290
0.238
0.243
0.248
0.363
0.420

0330

0311
0.320
0.392
0.329

0.258
0.287

. 0234
i1 0212
. 0330

0.240

0218 |
0274 - |
0277
0292
0231
0279

0.255

0246 |
0240

0.223

70.290
S 0217
0217
- 0223

0.217
0.241
0.243
0.204

0215

0.226

0.201 .

0214

- 0.330

0.283
0.283
0.213
0.231
0.213
0.208

0.211

0.283
0.307
0.260
0.207
0.218
0.208
0.311
0.240
0.196
0.200
0.205
0.299
0.360
02276
0.256
0.265
0.323
0.271

0274
0.314
0.256
0.228 -
0.330 -

0256
- 0.235

0.295
0.298
0.308 -

10.247

0.304

0278 .

0.268

0.316

C 0237

0.233

-0.239

0.237

- 0.257
0.259

0.220
0.234
0.247
0.220
0.231

0.330

0.299
0.299

0229

0.247

10.232

0.224
0.230
0.299

0.335
0.284
0.225
0.235
0.227

0.329 -

0.256
0.248
0.241
0.241

-0.338

0.405
0.301
0.280
0.286
0.345

- 0,292

104

0.247

0.329

281




Table A3.6d; Tables of perfomiance measures (severity) ‘cal(':u.lated

282

Pipe 17 17 - 18 19 20 21 21
Node F1 F2 - F1 F1 .. F1° - F1 2
1 -0.182 |- 0275 |- 0198 0.182 | 0215 -0.132- | 0275
n2 - 0231040350 [ 0252 ¢ 0231 7 [+-0273 |- 0168 | 0350 -] -
3] 0182 770275 0.198 | ~0.182. | - 0215|0432 [ 0275
4 - 0.264 0.401 0.288 - 0263 | 0311 - 0492 - 0401
5 0213 |- 0323 - -0233 . t-.0213. | 0252 [ 0155 | 0323
6 0.208 - 0315 - 70226 0.207 0.245 0.155 0322
7 0.289. . 0437 0.315 0.289 0.341-- 0210 4.437
.8 - 0.195 0295 ) 0212 0.200° “0.236 o 0041 T 0295
S 9 0242 " | 0330 0.264 0.242 0.286 | 0.176 0.330 "
10 0235 | -0356 - 0262 | 0240 0.284 0.174 0.363
1 0.208 S 03157 0226 0214 0252 .| 0155 | 0323
120 0.330 - [~-0443--.| - -0374 7 | 0396 - | -0443--[ 0260 -| - 0443
13 0.179-- |-~ 0271 0.195- 0178 | 0211 - |- 0.130 - 0.271
14 0.160 |- 0.243 0174 | 70156 | 0185 | 0.116 0.243
- 15 0.178 0270 0.194 -0.170 0.206 0.129 0.270
- 16 0.200 0.303 0.217 0.180 0.220 0.144 0.303
17 0.193. 0.293 - 0211 0.177 0.216 0.140 0293
18 0.230 0.330 0.250 0.211 0.260 0.166 0.330
19 0.176 - 0.267 - 0.195 0.169 0.204 0.130 0.271
20 0.164 0.249 0.179 0.150 - 0.186 - 0.119 0.249
21 0.168 0.255 0.183 0.163 0.193 0.122 0.255
22 0.178 0.270 0.194 0.154 . 0.197 0.129 - 0.270
23 0.174. |- 0.263 0.189 0.173 0205 0.128 0.267
24 - 0.206 0.312 0224 0.206 0.243 0.150 "0.312
25 0.315 0.420 - 0.344 0.302 0.372 0.229 0.420
26 0.175 0.264 0.190 0.174 0.206 0.127 0.264
27 0.254 0.385 0.277 0.254 0.300 0.185 0.385
28 0.189 0.287 0.207 . 0.189 0.224 0.138 0.287
29 0.219 0.332 .0.239 0219 0.259 - 0.159 0.332
30 0.169 0.256 0.184 0.169 0.200 0.123 © 0.256
31 0.226 0.342 0.246 0.225 0.266 0.164 0.342 .
32 0.172 0.261 0.188 0.£72 0.204 0.125 - 0.261
33 0.171 0.260 0.187 0.171 0.203 0.125 0.260
34 0.282 0.428 0.308 0.282 0.334 0.205 0.428
35 0.218 0.330 . 0238 0.218 0.257 0.158 0.330
36 0.180 0.274 0.195 0.196 0.232 0.136 0.285
37 0.205 0.312 0.230 0.233 0.276 0.158 0.330
38 0.184 0.280 0.199 0.209 0247 | 0139 0.294
39 0.195 0.295 0.212 0.200 0.236 0.145 . 0.303
40 0.227 - 0344 0.248 0.227 0.273 0.168 0.350
41 - 0.184 0.280 0.201 0.188 0.222 0.134 0.280
42 0.205 0.311 0.223 0.204 0.242 0.149 0.311
43 0.207 0.313 0.225 0.204 0.241 - 0.150 0.313
44 0.244 0.369 0.266 0.239 0282 0.177 0.369
45 0.213 0.322 0.231 0.209 0.247 0.154 0.322
46 0.161 0.244 0.176 0.157 0.186 0.117 0.244
47 0.208 0.315 0.226 0.193 0.229 0.150 0.315
48 0.192 0.292 0.210 0.182 0.216 0.140 0.292
49 -0.166 0.251 0.181 0.161 0.193 0.121 0.253
50 - 0.269 0.407 0.293 0.249 0.302 0.195 0.407
51 0.184 0279 0.201 0.172 . 0.209 - 0.134 0.279




52
53
54
- 55
"~ 56

57

59

60
61
62
63

64

65

66
67 -

. 68

SO

70

72
73
74
75
76
77
78
79
80
81
32
83

84

85
86
87
88
89
90
91
92
93
94
95
96
97
. 98
9%
100
101
102

103 .

104

0.206

0.230
0.187
0.170

10330
0.192
0175
0.219
0222
C 0234
0.185
0223

0.204

0197

0.179
0232

_0.174
0.174 -

0.179

0174

0.193
0.195
0.163

0172 .

(.184

-0.161

0.172

- 0282

0.226
0.226

0170

0.184

. 0.170

0.166

0.169.

0.226
0.248
0.209
0.165
0.175
0.166
0.249
0.192

- 0.166
~ 0.163

0.164
0.239
0.288
0.221
0.205
0.212
0.258
0.217

0.313
0.330

0.284
0257
0330
02907
0264
0332

0.336

0.330

0.280

. 0.338 -
0.309 -
- 0298 -
0271
- 0351
. 0263 |
~0.263 -

0.270
0.263
0.292
0.295
0.247
0.260
0.279

0.244

0.260
0.330
0.330

- 0.330

0.258
0.280

- 0.258

0.251
0.255
0.330
0.376
0.316
0.250
0.264
0.252
0.330
0.260
0.252
0.247
0.248
0.363
0.420
0.330

0311

0.320
0.392
0.329

0.225
(.230
0.204

0.185 .
S 0.330
0209 - 1
0.190 - .|.
(239
0242 -
0254
“0.201

0.243

0.222

0.214

0195
"0.252 .
0.189 .
- 0.189.
0.194 -

0.189

0210

0.212
0.178
0.187
0.201
0.176
0.187
0.307
0.246
0.246
0.185
0.201
0.185
0.181

- 0.184

0.246
0.270
0.227
0.180
0.190
0.181
0271
0.209
0.180
0.177
0.181
0.261

0313

0.240

0223
0.231

0.282
0.236

0.186
0202

0.178

0149
- 0.284
0478
.0.165 -
© 0200 -
“(.210

0.194

- 0.166

0.2]12
0.191

0185
- 0.169

0.223

0166 |-
0.164"

0.167
© 0.166

0.177
0.171
0.154
0.162
0.168
0.157
0.164
0.237

- .209
0.209

0.164
0.176
0.167
0.161
0.164
0.200
0.239
0.202

0.158

0.165
0.162
0.218
0.178
0.182
0.177

0177

0.248
0.297
0.227

- 0.204
0.211
- 0.258

0.216

0.228
0.250
0.216
0.190

0330
0216
0.199
0252 ¢
0253 -
0253
0208 -

0255

0227
0219
10.200

0.269

0.20t -
-0.198

0202

0.201

0.216
0.216
0.188

0.195 ~
0.204

0.188

0.197.
- 0.299

0.248
0.248
0.198
0.208

- 0.197

0.193

- 0.196

0.248
0.282
0.239
0.177
0.199
0.191
0271
0.216
0.215
0.209

0.209 .

0.293
0.351
0.268
0.242
0.249
0.306
0.256

0.149

0.166
0.139
0.123

0257
0,139
0.127°" |-
0159

0161
10.169

0.134
0164 -
- 0.148
0.142

0.130
0.168

~0.126 -
0.126
0129 |-
0126 |

0.140
0.141
0.118
0.124
0.134
0.117
0.124
0.204
0.164
0.164
0.123

- 0.134

0.125
0.120

0122

0.164
0.180
0.151
0.120
0.127
0.121
0.180
0.139

- 0122
0.117

0.124
0.173
0.208
0.160

0.149

0.154
0.188
0.158

0313

0.330
0.289
0.257
0.330 .

-0.290

0.264 "
0.332°
0.336.

0330
- 0.280 -

0.342
0.309
0.298 .

0271
0351
- 0.263
0263
0270

0.263.
0.202

0.295

0.247

0.260
0.279
0.244
0.260
0.330
0.330
0.330
0.258
0.280

- 0.261

0.251
0.255
0.330
0.376
0.316
0.250
0.264
0.252
0.330
0.290
0.257
0.247
0.260
0.363
0.420
0.330
0.311
0.320
0.392
(.329

283




Table A3.6e: Tables of performance_measures (severity) calculated

284

Pipe 25 26 26 26 29 30 3
Node | 'F1 | " F1 F2 F3 F1 F1. | . Fi..
1. ] o215 [ 0248 | 0275 | 0268 0.198 | 0182 | 0132
210273 0315 0350 | 0.341 0252 | 02311 0.168
.3 10210 -] 0248 |- 0275 | 0268 0.198 | 0182 .1 0.132 -
4 20311 | 0360 |-. 0401 . | 0391 | "0286 | 0263 | 0.192
-5 0252 | -0291 .{ 0323 | 0315 | 0233 | 0213 |- 0155
6. | -0245 [ 0283 | 0315 0.307 .| 10225 0.207- 0.151 -
v 0.341 | 0394 |. 0437 | 0426 | 0315 | 0280 | 0210
8§ 1-0229 - 0272 |-0303 | 0295 | 0218 '} 0200 -} 0.45
‘9 ] 0286 | 0330 [ 0330 | 0330 0264 | 0242 [ .0.176
10 0284 | 0327 0363 | 0354 ] . 0.262 0240 | 0.174
S 0252 | 0291 0323 | 0315 0233 0214 | 0155
12 ]..0443 - 0443 | 0443 |- 0443 - [ 0432 [~ 0396 | . 0.288
13§ 0211 {0243} 0271--{" 0264 | -0.194 0.178 } "0.130
14 1 0183 0214 - | 0238 | 0232 0.171 0.156 | 0.114
15 0.197 0.233 10.260 0.254 0.185 0.170 0.124
16 0.214 0.248 0.280 0.273 0.202 0.186 | - 0.131
17 0.210 0.243 0.273 0.266 0.198 0.177 0.129
18 -} 0250 0.289 0.326 0.317 0.239 0.211 0.153
19 10.200 0.231 0259 | 0252 0.187 0.169 0.123
20 0.186 0.215 0.241 0.234 0.176 0.157 0.108
21 0.193 0223 0.249 0.243 0.181 0.163 0.117
22 0184 | 0213 | 0241 0.234 0.181 0.154 0.113
23 0205 - | 0.236 0263 | 0256 | 0.188 0.173 0.126
24 0241 | 0281 | 0312 0.304 0.224 0206 | 0.150
25 0.357 0412 0420 0420 | 0328 0.302. |. 0.220
26 0206 | 0233 0.264 0258 | 0.190 0.174 0.127
27 0.300 0.346 0385 | 0375 0277 - 0254- | 0.185
28 | 0224 0.258 0.287 0.280 0.207 0.189 0.138
29 |- 0259 0.299 0.332 0.324 0.239 0.219 0.159
30 0.200 0231 | 0256 0.250 0.184 | 0.169 0.123
31 0266 | 0.307 0.342 0.333 0.245 0225 | 0.164
32 0.204 0235 | 0261 0.255 0.188 0172 | 0125
33 0.203 0.234 0.260 0253 | 0.187 0.171 0.125
34 0334 ) 0385 0428 | - 0417 0.308 0.282 0.205
35 0.257 0.297 0.330 0.322 0.238 0218 0.158
36 0.232 0.267 0.297 0.289 0.214 0.196 0.143
37 0.276 0.318 0.330 0.330 0.254 0.233 0.170
38 0.247 0.284 0.316 0.308 0.228 0209 | 0.152
39 0.236 0272 0.303 0.295 0218 0.200 0.145
- 40 0.268 0310 0.344 0.336 0.247 0.227 0.165
41 0222 0.256 0284 | 0278 0.205 0.188 0.137
42 0.242 0279 |- 0311 0.303 0.222 0.204 0.149
43 0.241 0.278 0.310 0.302 0.222 0204 | 0.148
44 0.276 0.319 0.356 0.347 0.260 0.239. 0.173
45 0.243 0.285 0.318 10,310 0.227 0.209 0.152
46 0.184 0215 0.240 0.234 0.171 0.157 0.115
47 0.214 0.256 0.289 0.281 0.202 0.193 0.141
48 0.205 0.243 0274 0.266 0.192 0.182 0.133
49 0.191 0.220 0.246 0.240 0.178 0.161 0.117
50 0295 | 0342 0.385 0.375 0.277 0.255 0.182
St 0204 [ 0236 0265 - | 0258 0.091. | 0172 0.125




52

53
54

35

-56-.

5

.- 58
59
60
61

62

63 .
64

. 65

69
70

!
72 -

73
74
75
76
77

~78

79

30

81
82
83
84

85

86
87
88
89

91
92
93

94

95
96
97
98
99
100
-101
102
103
104

66 -
67 -
68

0.221
0.250
0.211

0.186 -
0330
0211 - |-
0:199
0248
0253
- 0.242
10202

0.252

0227
0.225
0.204
0260
0,193
0179

0.198

©0.193

0.205
0.190

0.185.
0192

0.204
0.186

. 0197

0.266

0238

0.238
0.191
0.199
0.190
0.188

0.194

0.238
0.286
0.242
0.190
0.196
0.191

0.271

0.211
0.215

-0.209

0.209
0.293

-0.351

0.260
0.242
0.249
0.306
0.256

0256

0.278
0.244

- 0.208
-0.330

0.244

0226 |

10.286"
0.288 |:
0.281°

0234
0291
0262
0254
0.236
0,300

0223"
0220

0.229
0223
0.237
0.213
0.212

0222

0.236
0.214

0.227 -
0328

0.276
0.276

- 0.221
0235

0.224-
- 0.220

0.224

- 0.276

0.330
0.276
0.219
0.226
0.221
0.301
0.244
0.248
0.241

-0.241

0.338
0.405
0.309
0.279
0.288
0.353
0.296

0.281
0.306
0.267

. 0228
-0.330
:0.267 :
0.247
0312
- 0.314
0.309
0256 -
S 0317
. 0287
. 0.278 .
_ 0.256
© 0328 -

0.244 -
Q241

0.250
0.244
0.260
0.237
0.231
0.243
0.258
0.232
0.247

- 0.330
~0.304

0.304

0.241

0.257

0.244

0.240
0.243
0.304
0.359
0.301
0.239
0.247
0.240

0.330

0.267
0.268
0.261
0.261

- 0,365

0.420
0.330
0.303
0.312
0.382
0.320

0.209

0.228

10198
0.178.
0330

0198

10.183
0231

0.233
0231
0.190" .

0.235

0215 . |
0.207
0187
0243 . |
0181 |-
0.178

0.185

0.181

0.198
0.191

0.173.

0.183
0.191

0.173

0.181

0272
0226

0.226
0.179
0.191
0.178
0.173
0.178
0.226
0.263
0.223
0.177
0.183
0.179
0.248
0.198
0.198
0.192
0.193
0.270
0.324

0248

0222
0.230
0.282
0.236

0.186

0.211 .

0.178
0.154

0.307
0178
0.168 -
0209
L0210

0.204

o1
0212 |
0.191 =
0.185.
0172 |

0.223

-0.166 - -
~0.164 -
-0.167 -
0.166.

0.177
0.159
0.157
0.162
0.172
0.156

' 0.166
0237 -
0209 .

0.209

0.164

0.176
0.164
0.161
0.164

0.200

0.242

S 0.202

0.160
0.168
0.162
0.218
0.182
0.182
0.177

0.177

0.248
0.297
0.227
0.204
0211
0.258
0.216

0.136
0.147
0.130
0.108.

-.0.208 -
0129
© 0120
©0.152

0153

0142 -
©0.121

0.155
0.139 -

. 0131

0.123
0.162
0.121 .
0.119-

0122

0.121
0.129

0.124
0.113
0.116
0.123
0.115
0.119

- 0.173
0,152

0.152°

0119

0.128

“Q.11%

0.i17
0.119
0.146
0.172
0.145
0.114
0.120
0.117
0.159
0.129
0.132
0.128
0.128
0.180
0.216
0.165
0.149
0.154
0.188
0.158

- 285




Table A3.6f: Tabl'es of performance measures (sevérity) calculated

Pipe 32 32 33 33 " 35
Node " F1 ¢ F2 |  F1. F2..f  F1 .

1 | 0116 . 0268 - |- 0242 0275 | 0281. |-
2 0147 |- 0341 | 0.307. 03501 .0357 |
2230 100416 ) 0268 0.242- . 10275 | 0281 |
T4 120168 | 0391 0] 0 0351 0401 | 70408 -
501360 0 0315 10284 ) 0323 -] 0330 |
S| 01320400307 |- 0276 - | 0315 | 0321 -

7 . 0.184 0426 | 0384 | 0437 0446 -
-8 F- 0127 |--0205¢ | 0266 | 0303 | 0309

9 0.154 10,330 0.322 0330 | 0330

10 0152 | 0.354 0319 | 0363 C0371 |

i1 b 0136 0315 |- 0284 0.323 | 0330 -
120001 02520 | 0443 0443 |- 0443 | 0443
13- ). 0114 | 0264 | 0238 | 0271 0276
‘14 | 0100 0232 0209 |- 0.238 | 0243

15 ) 0109 | 0254 | 0.228 0260 . | 0265

16 0.113 | 0265 0.236 0.272 0.275
17 0.111 0.260 0232 | 0267 0270

18 0.131 0.306 0.284 0.326 - | 0.330

19 - 0.106 0,248 0226 | - 0.259 0.263"

20 0.094 0.221. 0.202 0.232 0.236 .
21 0.103 0.240. 0.215 0.246 0.250
- 22 0.098 0230 - 0205 0.236 0238
.23 0110 | 025 | 0231 0.263" 0.268

24 ] 0131 | 0304 0274 0312 | 0318
- 25 0.193 - 0.420 0403 | 0420 0.420

26 0.111 0258 | 0232 0.264 0270

27 0.162 0.375 0.338 0.385 0.392

28 0.120 - 0.280 0.252 0.287 0.293

29 0.139 0.324 0.291 0.332 0.339

30 0.108 0.250 - 0.225 0.256 0.261

31 | 0143 0.333 0.300 0.342 0.348

32 0.110 0.255 0.229 - 0261 | . 0.266

33 0.109 0.253 - 0.228 0.260 - 0.265

34 0.180 0417 0.376 0.428 0.436

35 0.139 0.322 0.290 0.330 0.336

36 0.125 0.289 0.261 0.297 0.303

37 0.149 0.330 0.311 0.330 0.330

38 0.133 0.308 0.278 0.316 0.322

39 0.127 0.295 0.266 0.303 0.309

40 -1 0.144 0.336 0.302 0.344 0.351

41 0.119 0.278 -0.250 0.284 0.290

.42 0.130 | 0303 | 0272 0.311 0.316

43 0.130 0.302 0272 | 0310 - 0.315

44 0.152 0.353 0.31%8. 0.363 0.270

43 0.133 0.310 | 0278 0.318% 0.323

46 | 0.100 0.234 | . 0210 0.240 0.244

47 0.120 0.281 0.252 0.289 0.293

48 0.114 0.266 0.239 0.274 0.278

49 0.103 0.240 0.215 0246 | 0250

50 0.157 0.368 0.329 0.377 0.382

51 0.111 0.258 0.231 0.265 0.269
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0.116 .

0.126
0.112

0.096

0.149

0112
10.106
. 0132
0132
1. 0116

-0.102
0.131 .
©0.119 -
0111
0107
0,140
50107 ]
10,103
0.107

0.105

0.114

0.104
0.095

. 0.099

0.106
0.100
0.105
0.155

0.130

0.130
0.103
0.110
0.105
0.103
0.105

0130
0.149°

0.124
0.096

0.106 .

0.102

0.136

0.112
0.116
0.112
0.113
0.158
0.189
0.140
0.130
0.134
0.165
0.1338

0273
0.295
0.261

0225
0.330 |-
10261 - |:
C 0247
0.308
17 0309
0273 -
- 0240 -
0305
0280
0.259

0.248

0328 -~
0248 .
0.241

0.250

0.244
0.266
0.245
0.223
0.232

0248

0232

- 0.244

0.330
0.304
0.304
0.241
0257
0.244

0240

0243

- (L304

0.347
0.290
0.224

0.247

0.238
0.320
0.261
0.268
0.261
0.261
0.365

0420

0.326

0.303

0.312

©.0.382

0.320

0.244

0.273
0.234

0201
- 0330
0.239

0.222

= 0276 -
L0277
0242
0.214 -
- 0273
- 0250
0.249 -
0227
©0.294
.. 0223
0215
0224 =

0.219

©0.239
0217 -

0.199
0.207
0.227

-0.209
- 0219
0323

0.271

- 0271

0.216
0.230
0.219
0.215
0.219
0.271
0.319
0.270
0212

0222

0.216
0.296
0.239
(.242
0.235
0.235
0.329

0.395 .

0.293
0.272

0.281 -

0.344

0.289

0.280

0.314

0.268

0231 |
- 0.330. -

- 0274
0253
0.316
0317
0281 |
0.246 .

0.313

0287
0285
0.259

0.336

0254
. 0247

0.257
0.250
0.274
0.251
0229

- 0.238
-0.260

0.238
0.250

- 0.330 .

0.312
0.312
0.247
0.204
0250
0.246
0.250
0.312
0.365
0.309
0.242
0.253
0.247

- 0.330

0.274
0.275
0.267
0.268
0.375
0.420
0.330
0.311
0.320
0.392
0.329

0.283
0.318

0272
0234

0.330

- 0278

0.258

- 0,321 °
0322
10.282

0.249 .

- 0318

0.291"
0.290
0.263
0.342

- 0.259 |-
- 0251°

0.261

. 0254

0.278
0.253
0.232
0.241
0.264
0.242

-0.254

0.330
0.315
0.315
0.251
0.268
0.255
0.250
0.254
0.315

- 0.371

0.314
0.246
0.258
0.251
0.330
0.278
0.281
0.273
0.273
0.383
0.420
0.330
0.316
0.327

- 0399

0.335
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