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P R E F ACE 
This Master of Philosophy degree was conceived to improve forecasts of 

electricity sales in the East Mldlands Electricity Board Area. The 

brief was to concentrate on forecasting, and to examine the 

possibility of using East Midland economic data for the forecasts. 

The entire topic of "electricity sales forecasting" is too large to be 

covered by a Master of Philosophy Degree. Several theses have been 

submitted for the degree of Doctor of Philosophy covering only the 

forecasting of domestic electricity sales. I decided to cover a less 

well documented area - that of forecasting Non-Domestic electricity 

sales. Of non-domestic sales only industrial and commercial sales are 

worthy of econometric models. The problems encountered when 

forecasting industrial and commercial sales are discussed. Due to the 

two year time limit I was only able to develop and estimate an 

industrial sales model. The application of the industrial models to 

the commercial sector is straightforward. 

This is the first work to cover the subject of forecasting electricity 

sales for the individual electricity board region. It therefore 

covers completely new ground. I hope it w1ll indicate some of the 

problems of regional forecasting, and suggest to others whether this 

route is worthwhile for them, or not. 

The need for adequate forecasts of electricity sales at EMEB are 

explained, together with a brief outline of electricity tariff 

principles. The method of forecasting electricity sales at East 

Midlands Electricity Board (EMEB) are discussed, and some of the more 

relevant existing UK literature is reviewed. The literature considers 

industrial sales forecasting; there is lit tie worthwhile published 

work on commercial sales forecasting. An important part of any 

forecasting exercise is to understand the data used. A detailed 

analysis of the data is provided. Then a general model is formulated 

followed by an explanation of the estimation technique used. The next 

section gives the results of estimating the various models. The main 



pOints and lessons are then summarised. 

My thanks go to the many people who have helped me to complete this 

project. I am particularly grateful to EMEB for their financial 

support, and to Gill Noon and Lesley J ackson for their clerical help. 

Whilst EMEB have sponsored the degree I should make it clear that all 

views expressed in the thesis are my own and not necessarily those of 

the Board. I owe a particularly debt of gratitude to Tom Weyman-Jones 

at Loughborough University for his technical help, guidance, and 

especially the encouragement he has given me, without which the 

project would have been so much more difficult. And I must also thank 

Sue for her understanding and the many hours spent making drinks and 

meals for me whilst I worked. Unlike me, she has nothing to show for. 

the extra work I created for her. 
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[TRODUCTION 

CHAPTER 1 

INTRODUCTION 

1.1 REASONS FOR FORECASTIHG 

Electrici ty demand forecasting is v ItaJ to the investment and 

pricing decisions of the Electricity Supply Industry (ESI). 

Efficient allocation of resources in the economy requires prices 

everywhere to be set at marginal cost1. These marginal costs should 

be derived from the optimum total cost curve. That is, demand must 

be met at the minimum cost. This requires the optimum mix of plant, 

machinery and labour to be used to meet each demand. Accurate 

forecasts are required to ensure the optimum mix of plant in the 

future since installation of plant and machinery, and the training 

of labour taKes time. Society benefits from accurate forecasts. 

The following sections on Marginal Cost Pricing, Tariffs, Financial 

Targets, and System Planning and Design are a brief and simple guide 

to why forecasts are needed. 

12 MARGINAL COST PRICING 

The Electricity Supply Industry (ESI) is a Public Enterprise for 

several reasons. Firstly, it is a natural monopoly, with massive 

economies of scale. Second, government control of the future 

investment of such an industry is important to the nations future 

wealth. If sufficient capacity did not exist to supply all the 

electricity demanded, then the future growth of the economy may be 

inhibited. Thirdly, the government can use its influence to 

redistribute income in the manner it sees fit, by preferring certain 

groups. The government can exert its influence by suggesting lower 

prices to industry, for example, to help British firms to compete in 

international marKets. 01", also in the recent past, the government 

effectively limited domestic consumers' standing char-ge to no more 

than 501. of their electricity bill. Such value judgements are 
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1 INTRODUCTION 

strictly the domain of governments. It is not allowed, in law, for 

the ESI to make such judgements. 

To maximise profit a monopol1st restricts output and raises price 

above marginal cost. Publ1c control of an enterprise ensures that 

price can be set at marginal cost, and that the industry acts in the 

public interest. 

The Central Electricity Generating Board (CEGB) sets its Bulk Supply 

Tariff (BST) at LRMC2. It has used LRMC pricing since the 1960s 

when Ralph Turvey was Chief Economist at the Electricity Council. If 

forecasts are correct and the optimum mix of plant is used to meet 

each demand then Short-Run Marginal Cost (SRMC) will equal LRMC. 

Forecasts are rarely perfect, and when they are not, LRMC pricing 

will not give a social optimum based on the set of Paretian value 

judgements3. Consider figure 1.1. The LRAC curve is the envelope 

of the SRAC curves. It represents the minimum cost of supplying a 

given demand when all inputs can be varied. If there are no 

economies of scale the LRMC will be a straight line and Long-Run 

Average Cost (LRAC) will equal LRMC. The demand curve is DD. 

Optimum welfare ina "first-best" economylj, occurs where SRMC:LRMC:P1 

at Q1' At this level of output demand is satisfied at minimum cost. 

If previous forecasts of demand were too low and insufficient 

capacity existed to meet demand of Q1 at minimum cost P1 we might be 

on the SRAC curve SRAC2' To bring demand and supply into equilibrium 

a price of P2 would have to be charged. Conversely, if demand was 

overestimated and the firm was operating on the SRAC3 curve, price 

would have to be set at P3 to utilize resources as efficiently as 

possible and to maximise social welfare. This assumes no 

external1 ties. 
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1 INTRODUCTION 

For welfare maximisation the following must hOld in a first-best 

economy: 

1 price should be set at SRMC; 

2 optimum capacity and demand have to be accurately forecast; 

3 at the optimum SRMC=LRMC=P, the .cost of meeting demand is 

minimised, and social welfare maximised; 

~ if SRMC > LRMC capacity should be expanded, and if LRMC > SRMC 

capacity should be contracted. 

Given some future demand that must be met, LRMC of generation 

conSists of : 

1 the annuitized cost of the extra generation and transmission 

capacity installed to meet that demand; 

2 the cost of generating the incremental load; 

3 additional manning and maintenance costs; 

II additional rates; 

5 additional administrative costs. 

When delivered to the customer the LRMC also consists of 

1 the annuitized cost of the incremental distribution capacity to 

del iver the energy; 

2 transmission and distribution losses. 

3 additional Area Board manning and maintenance costs; 

II additional Area Board local authority rates; 

5 the additional Area Board administrative costs; 

The ESI aims for LRMC pricing in two stages. The Central 

Electricity Generating Board (CEGB) calculate their LRMC and 

simPlify this into their Bulk Supply Tariff (BST). Theoretically, 

LRMC's can be calculated for each of the 17520 half hours in the 

year; in practice the BST presently contains 26 different unit 

rates, a peak rate, and a series of demand and service charges. 

Appendix I is a copy of the latest BST. The BST charges vary by 

season, day of the week, and time of day. Area boards should in 
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1 INTRODUCTION 

turn attempt to pass on their own marginal costs so that each 

consumer pays the cost which the Board incurs to supply the consumer 

with electricity. In an uncertain world LRMC is difficult to 

determine. If LRMC is the cost of the incremental load then there 

are as many LRMC's as there are conceivable increments in load. The 

estimate of LOMe is therefore dependent upon the forecast. 

Accurate forecasts are critlcal to the Electricity Supply Industry 

(ESI) to optimise investment and therefore supply consumers at 

minimum cost. When price is equal to marginal cost in a first-best 

economy, resources are allocated optimally - and social welfare is 

maximised. 

1.3 TARIFFS 

"Marginal cost pricing in electricity means a tariff structure such 

that the cost to any consumer of changing the level or pattern of 

his consumption equals the cost to the electricity supply industry 

of his doing so. This can be achieved more or less closely 

according to whether the tariff structure is more or less 

complicated."S 

To reflect the true cost to the ESI of consumers' marginal KW 

requires tariffs to be designed thus: 

1 a connection charge to represent the capital cost of connecting 

the premises to the supply; 

2 a charge for administration, meter reading, bHl1ng and so 

forth; 

3 a contribution to overheads and repairs; 

4 a charge for the fuel used to generate the energy requirement 

(thiS should be grossed up for transmission and distribution 

losses ); 

5 a charge to represent his contribution to capacity costs at 

each part of the system. 
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FiGURE 1.2 • Consumer Surplus and Tariff Complexity 
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1 INTRODUCTION 

In practice this 1s too complicated to understand and too costly to 

administer. A compromise 1s therefore found between the cost of 

administering tariffs and strict marginal cost pricing. For welfare 

maximisation this compromise should be chosen to maximize the sum of 

consumer and producer surpluses. 

Consider for example the choice of tariff for households. Initially 

the tariff is single rate with a standing charge to cover the cost 

of metering, billing and so on. The weighted average marginal cost 

of supplying domestiC consumers is Pd in the day and Pn at night. 

The weighted average marginal cost over 2'! hours is Ps. The demand 

curves in this hypothetical case are assumed to be linear, DD for 

day and NH for night consumption. Demand would be Qs on the single 

rate tariff for consumption in the day and Qn at night. This is 

shown in Figure 1.2. 

Suppose now that we introduce separate prices for day and night 

consumption. In the day a price of Pd will cause demand to fall to 

Qa. Consumers' surplus will fall from ade to abc. The ESI will be 

better off by bdef Since they were previously selling Qd units at a 

loss of bd. The net effect is to increase the sum of consumers' and 

producer's surpluses by cef. 

Similarly, if we charge the weighted average marginal costs for 

night units, Pn, then demand will increase to QA. Consumers' 

surplus will increase from dgh to g.i j, giving a net increase of 

dhij. The surplus to the ESI wlll be reduced by dhik. The net 

increase in consumers' and EST's surpluses at night will be hjk. 

If the sum of consumers' and EST's surpluses by moving to a dual 

unit rate tariff exceeds the cost of additional metering then the 

two part tariff increases welfare. 

Mathematically, if: 

'" (Ps-Pn)(Q,,-Qn.) + (Pd-PS)(Qa-Qd) > additional metering cost 

2 2 

then consumers would benefit from the introduction of the tariff. 
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1 INTRODUCTION 

Consumers with similar demand characteristics are aggregated into 

classes, and tariffs of appropriate complexity are constructed which 

summarise the marginal costs which these consumers impose upon the 

system. There is more than one tariff for each premises class. The 

best tariff for a consumer depends on their load shape and the 

voltage at which the supply is taken. 

The ESI calculate "Yardsticks", giving the incidence to each element 

of the BST for each type of customer. Establishing a load shape for 

each type of customer is therefore important in forecasting. Costs 

and revenues can be forecast more accurately when forecasts are 

disaggregated by class of customer and tariff type. 

Retail electricity tariffs reflect Long-Run Marginal Costs by 

passing onto consumers the CEGB's Bulk Supply Tariff (BST) and Area 

Board costs as accurately as possible given the practical limitation 

of tariffs. Both sales of electricity to customers and 

Area Board purchases of electricity from the CEGB need to be 

forecast; these differ because of electrical losses, and theft. 

Elasticities of demand are crucial to the efficient choice of tariff 

complexi ty, and forecasts of load shape and losses are required to 

assess the difference between costs and revenue. 

L4 FINANCIAL TARGETS 

Cost and revenue estimates can be made when the forecast of load 

shape, energy consumption by tariff type within premises class, and 

losses are complete. If forecasting is perfect and there are 

constant returns to scale, prices are set equal to marginal costs 

and Average Cost (A C) will equal Average Revenue (AR). The 

Government, who make the social welfare decisions, may decide this 

is not acceptable. In practice the Government sets financial 

constraints on the ESI. These are 
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1 INTRODUCTION 

1 The Financial Target 

This is specified in terms of a net rate of return on current 

-assets valued on a Current Cost Accounting basis for the period 

covered by the Target. It is the proportion of operating profit 

to the total net assets employed (total fixed assets + current 

assets - current liabilities) for all operations. The rate of 

return is agreed between the Government and the industry prior to 

the period to which the Target relates. Financial Targets 

normally take precedence over the External Finance Limit (EFL), 

although in more recent times the government's use of Cash Limits 

has elevated the importance of the EFL. 

2 The External FinancIng Limit 

This is the cash which must be paid to the Government each year. 

The Government sets it, in consultation with the ESI, consistent 

with the Performance Objective, and the financial target. It 

allows for the money needed in the year for capital investment. 

3 The Performance Objective 

The purpose of these is to impose a steady downward pressure on 

costs. They aim to measure output in terms of input. A 

Performance Objective COUld, for example, focus on reducing the 

amount of staff or capital per unit of output. The Performance 

Objective is there to encourage managerial efficiency, and reduce 

added cost per unit sold. 

If the financial constraint is inviolable and binding, some prices 

will have to diverge from marginal costs. This will give a welfare 

loss. This loss of welfare may be outweighed, however, by gains in 

managerial efficiency as a result of having to meet the target. 
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1 INTRODUCTION 

1.5 REASONS FOR NOT USTIlG MARGINAL COST PRICING 

For marginal cost pricing to be in the national interest 

1 the prices of complements and substitutes for electricity must 

be priced at marginal cost; 

2 there should be no externalities; 

3 consumers must be well informed and rational; 

4 the distribution of wealth and income must be acceptable; 

5 goods and services for which electricity is an important input 

should be priced at marginal cost; 

& the prices of goods and services used in electricity production 

should be priced at marginal cost. 

The ESI can help in (3) by informative advertising and advising how 

to use electricity efficiently. The Government decide what is 

acceptable in (4) and can suggest that the ESI adjust their prices 

accordingly. The other conditions are not fulfilled in practice but 

we can choose a second-best solution. This might include adjusting 

the price of electricity to compensate for imperfections elsewhere. 

ThiS would require extensive knowledge and be very complex. If the 

ESI did not price at marginal cost they would be perpetuating 

sub-optimal pricing. It may therefore be the best policy for the 

ESI to ignore these externalities and imperfections of pricing, 

which it would be better to tackle more directly. 

1.6 SYSTEM PLANNING AND DESIGN 

Plant must be physically installed to deliver the energy to 

consumers and overhead lines, substations, manpower and so forth 

must be also planned to meet their requirements. The aggregate of 

Area Board forecasts provides background for CEGB and Electricity 

Council who also forecast electricity requirements for, amongst 

other reasons, planning construction of new power stations. This 

need is more mediUm term and looks seven years ahead - the time 

taken to plan and build a new power station (although with the 

current controversy over nuclear power stations such as Sizewell B, 
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1 INTRODUCTION 

the lead times on nuclear stations are longer). The capital 

requirements of the Board for investment in the distribution network 

are important for determining the EFL and Financial Target (see 

above), besides the physical installation of capacity to meet 

consumers' demand. Precise forecasts are required to ensure optimal 

investment and a satisfactory level of service. 

1.7 TIME SCALE OF THE FORECASTS 

Forecasts are required for three distinct time scales 

1 short-term - less than two years, for tariffing, targets, and 

manpower and equipment planning. 

2 the medium term - aimed at installation of the transmission and 

distribution network. 

3 the longer term - more pertinent to power station building. 

In addition forecasts are constantly monitored, and revised where 

necessary, so that the financial implications are evident - although 

tariff revisions are not common in mid year. Financial targets are 

frequently spread over several years; but the tariffs for the next 

year will be formulated well before the financial out -turn of the 

current year is known. 

1.8 AREA OF STUDY 

Industrial and commercial sales have been chosen for study in 

preference to domestic sales because there is inadequate data on the 

ownership of electricity-consuming durables by households in the 

Board's area. Most of the rigorous studies of domestic electricity 

consumption6 have called upon these ownership levels. Many studies 

of domestiC electricity consumption have been published but there 

are only a few studies of industrial electricity consumption and 

virtually no studies of commercial sales of electricity. No studies 

of industrial 01' commercial electricity sales at an Area Board level 

have been published for the United Kingdom, althOugh some studies of 

domestiC electricity sales have used cross-section (Area Board) 
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1 INTRODUCTION 

data. Narrowing down electricity sales to a particular geographical 

area creates many problems. There is no published economic data 

which relates specifically to the area covered by an Area Board. 

The collection of data which appUes to the East Midlands 

Electricity Board (EMEB) area is therefore an essential part of the 

study. The data avallable for the models is more limited and less 

precise than the data used for national models. Regional data is 

less frequent than national data and one is often left with the 

choice of interpolating using national data or sacrificing degrees 

of freedom in the models by using annual data. 

The electricity forecasting requirements of Area Boards is embodied 

in the (normally) annual Load Forecasts submitted to Electricity 

Councll, the central co-ordinating body of Area Boards. Although 

this study centralises upon energy sales the Load Forecasts need 

demands (in the electrical sense), losses, the Basic and Peak 

requirements on the CEGB and forecasts for load management customers 

as stated in the Bulk Supply Tariff (BST). Load shape, electrical 

losses, peak and basic demands, total energy used, and price 

elasticity are all important. This study concentrates on the price 

elasticity of demand, and total energy demand for industrial and 

commercial consumers. 
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NOTES TO CHAPTER 1 

1 Welfare economics is beyond the scope of this work but a good book 

to read on the subject and its relevance to the Public Sector is 

Rees (198'!) 

2 It has ben suggested that the CEGB do not price at LRMC - see Slater 

and Yarrow (1983) 

3 Rees, p. 29. 

'! Rees, p. 31. 

5 Turvey (1968) 

6 RuffeU (1977), Piers on (1982), Toml1nson (1983). 
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TABLE 2.1 EMEB Electricity Sales 1985/8& 

Sales (GWh) 

Dcmestic. . . . . . . . . . . . . . . . . . . . .. &155 

Farm.s ......................... 371 

Corrmerc ial . . . . . . . . . . . . . . . . . . .. 3591 

Combined Premises ............. 156 

Industrial .................... 8535 

Public Lighting ............... 201 

Total Sales ................... 19621 

Percentage 

34.4 

1.9 

18.3 

0.8 

43.5 

1.1 

100.0 

PAGE-14-





Combined 
Premises 

156 

FIGURE 2.1 
EMEB Electricity Sales 1985/8 S 

Farm 
371 ::::::::::::: :::::::::::::::::::::::::::::::::::::::::::.:.... Do m est i c ................................. 

. . :: :::::::::::::::::::::::::::::: ::::::::::::::::::::::::::::::::-:.. . 6 7 5 5 ................................... . . . -.. -........................... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Industrial 
8535 

Public 
Lighting 

207 



" PRESENT LOAD FORECASTING METHODS 

CHAPTER 2 

PRESENT LOAD FORECASTING METHODS 

The units forecast provides the starting point for the "Autumn Load 

Estimates", the main forecasting task of the year. Electricity 

sales are forecast at standard weather: and historic data is 

corrected to standard weather for forecasting and comparison of one 

year with another. Standard weather is average weather conditions. 

Correction of total sales to standard weather sales is performed at 

Electricity Council but the split of the weather correction amongst 

premises classes is done at Area Board level and is based upon 

experience. When considering the performance of a forecast it makes 

most sense to compare the original forecast with the standard 

weather out-turn since the weather cannot be forecast 

sa tisfactorlly. 

Table 2.1 gives the split of electricity sales by premises class for 

1985/86, and figure 2.1 shows a pie chart of sales. 

In 1985/86 Domestic, Commercial and Industrial sales together 

accounted. for 96.2 /, of the Board's total sales and most effort is 

put into forecasting these classes. 

2.1 DOMESTIC 

Domestic sales are probably the most difficult to explain and 

forecast. Economet!'1c models have been used but have not met with as 

much success over the last decade at EMEB as they did previously. A 

BuiJd-U p model (explained later) is currently used. 

Domestic Sales are determined by 

1 consumers' stock of appliances: 

2 usage of appliances: 

3 loading of the appliances: 
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lj, the price of electricity; 

5 the price of other fuels; 

6 the price of other goods; 

7 consumers' disposable income; 

8 the number of domestic customers; 

9 marketing effort. 

Domestic sales are forecast by tariff type. Three significant 

tariffs exist : 

1 Unrestricted Domestic; 

2 Economy 7; 

3 Restricted Hour Tariff. 

For forecasting purposes Economy 7 day units are treated as 

unrestricted. 

2.1.1 Unrestricted Domestic 

Two types of model exist for forecasting domestic unrestricted 

sales: 

1. Econometric Models 

Various single equation econometric models have been used 

such as : 

Where UD : Unrestricted domestic consumption 

CE : Consumers' expenditure 

P : A relative price variable for electricity 

against competing fuels 
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The above model has also been specified in per capita form 

and forecasts of domestic customers derived from 

population studies and past trends. 

To be strictly correct, personal disposable income should 

be used instead of consumers' expenditure; however, 

forecasts of consumers' expenditure are more readily 

available and is perhaps a better measure of permanent 

income, representing the ability of consumers to add to 

their stock of appliances over time - and so increase 

electricity sales. The price variable has been more 

successful in the past than it is today; this is partly 

because less people now use direct acting space heating, 

and are less likely to heat water on the unrestricted 

domestic tariff. Therefore, the degree of competition from 

other fuels on the unrestricted tariff is limited mostly 

to the cooking load with some water heating and direct 

acting space heating. Econometric models have lacked 

success because they do not account for the demand for 

electricity being a derived demand from the ownership and 

characteristics of electrical appliances. The demand for 

unrestricted electricity is the sum of the individual 

demand curves for electricity associated with the 

ownership of appliances, and the utllisa tion and 

acquisi tion of these appliances, which wiH J:)e .influenced 

by the price of elect.ricity. The electricU.y reqw.reti ~y 

these appliances will depend on their efficiency. This 

efficiency will vary over time. New appliances are mostly 

more efficient than older ones. It is very difficult to 

construct a technical variable to represent these changing 

efficiencies. For these reasons the "Build-Up" 

(described below) has recently been favoured. 

model 

Early 

econometric models worked because people were in the 

process of acquiring a range of electrical appliances; 

the consumers' expenditure variable related their ability 

to acquire them. Establ1shments1 are now closer to 

saturation and the increased efficiency of new appliances 
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is now a dominant feature of domestic sales. 

2. The Build-Up Model 

The bUild-Up model consists of three matrices. The first, 

A, gives the ownership level of appliances held by 

consumers. B gives the mean annual consumption of each 

appliance. The product of these two matrices gives a 

third matrix, C, showing the mean annual consumption of 

each appliance for the "average" customer. This is 

multiplied by the total number of EMEB customers to give 

the total contl"ibution to domestic electricity sales of 

each type of appliance. A copy of the domestic Build-Up 

model is included as appendix II. 

Mean Unrestricted Domestic Electricity Sales per Customer 

(C) : A.B 

where: A is an i by Y matrix of ownership levels 

B is an i by Y matrix of average consumptions for each 

appliance 

C is the product of A and B 

i is the number of different appliances 

n is the number of customers on unrestricted tariffs 

y is the number of years data 

Aggregate consumption on unrestricted tariffs is therefore 

C.n. 

The bUild-up model avoids some of the criticisms of the 

econometric models. The ownership levels of domestic 

appliances is determined by market research. The mean 

consumption of these appliances is estimated by load 

research and other, mostly ad hoc methods. When 

multiplied out this gives the consumption of the "average" 

customer. The main advantage of thiS method is that it 

pin-points the areas of growth and contraction. If we 

know, for example. that lights will become more efficient 
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over the forecast period we can allow for this directly. 

There are some problems with this method. Market research 

is costly and so is load research. Much of the available 

data is unreliable; confidence limits on ownership levels 

are poor at an Area Board level. With a sample size of 

300, and at the 50 x ownership level, 95 x confidence 

limi ts suggest the true ownership level could be in the 

range of 42 x to 58 x The average consumption of 

appliances depends not only on the rating of appliances 

but also upon their usage throughout the year, and in some 

cases upon the weather. It is extremely difficult to 

model use of appliances; this is related to the price of 

electricity, disposable income, and the ownership of other 

appliances (one does not normally use the television and 

stereo simultaneously.) The bUild-up model, therefore, is 

bet ter for predicting domestiC demand in the long-run 

rather than the short-run since it fails to relate to 

short -run economiC conditions. Presently, ownership 

levels are forecast by trend fitting, bearing in mind 

saturation levels, and establishments in other Area Boards 

with higher incomes and other gifferent characteristics. 

Estimates of the efficiency of the future stocK of 

appliances can be guessed from the efficiency of new 

appliances and their liKely replacement rates. With 

sufficient load research data on the pattern of 

consumption, the build-up approach could give an insight 

into the domestic load shape, enabling forecasts b~ made 

of the changing domestic load shape. This is important 

for tariffing since it enables the Board to reflect 

marginal costs more closely in its tariffs. 

A more thorough treatment of the domestic build-up model 

is given by Ruffell (1977), Pierson (1982), and Tomlinson 

(1983). 
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2.1.2 Economy 1 Night Units and Restricted Hour Tariff 

Competition from other fuels is more pertinent to off-peaK 

tariffs. No econometric model currently exists for this marKet 

- mostly because there is insufficient historic data on these 

relatively new tariffs. Data is interrupted by changes in the 

structure of the tariff or a change in emphasis on the marKeting 

of the tariff. The forecast for sales on off-peaK tariffs is, 

therefore, largely judgmental - using the experience of other 

boards and previous tariffs of a similar nature, and taKing 

account of other relevant factors such as marKeting and price. 

This guesstimate is broKen down into average consumption per 

customer and the number of customers on the tariff, together 

with an estimate of the net new load sold for use on the tariff. 

There are problems determining the number of storage heaters 

sold to EMEB consumers, for example, since the Board is not a 

monopoly supplier of storage heaters to EMEB customers. 

Estimates of the average electricity used by storage heaters is 

also required. 

The forecast of consumption on the various domestic tariffs is 

then summed to give a forecast for the total consumption of 

electricity by domestic consumers. 

2.2 Commercial 

Large commercial customers may be on high or low voltage Maximum 

Demand Tariffs; these tariffs consist of an energy charge, a 

standing charge, and a charge for the highest MD recorded in a half 

hour in the months of November to March inclusive, and a monthly 

authorised supply capacity charge representing the highest demand a 

customer is authorised to maKe on the system. Smaller customers may 

choose the less complex General Purpose (including Economy Seven) 

tariff. Commercial consumption is forecast as an aggregate across 

all tariffs and types of customer at present. This is then 

disaggregated by tariff type for revenue estimating. Disaggregated 

approaches have been limited to time trending each sector of 
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commercial sales for the short-term, and use of "a priori" 

informa tion. 

Commercial customers are mostly in the service industries. Gross 

Domestic Product at constant factor cost (GDP) has been the main 

economic variable used to forecast commercial sales - on the 

assumption that the level of services a country enjoys is related to 

the wealth of the country. The models used for this sector have 

tal<en various forms such as 

C = 130 + 131·GDP 

C = 130 + 131·GDP + 132·PL 

where C = commercial consumption 

GDP : gross domestic product at constant factor cost 

PL = lagged price variable 

The price variable uses average prices but should really be 

specified as marginal price. Price is inversely related to quantity 

if average prices are used because of the standing charge. This 

point is expanded in chapter 'l,.3. 

Forecasts of sales on off-peal< tariffs are then made, but as with 

domestic off-peal< sales these are largely subjective - due to 

insufficient historiC data. Factors such as the lil<ely relative 

price of off-peal< electricity vis a vis gas and oil are, of course, 

tal<en into account. Unrestricted commercial sales are then 

calcula ted as the difference between total commercial sales and 

sales on off-peal< tariffs. 

The forecast of commercial sales has many problems. Each sub-sector 

of commercial sales has a different relationship between its output 

and its electricity input. The relationship between commercial 

sales of electricity and GDP will therefore change over time. 

Firstly, the proportion of GDP which is created in the service 

sector is increasing at a fast rate. As GDP has increased, 
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therefore, a larger percentage increase in the services sector has 

been seen. This implies that the relationship between commercial 

sales and GDP is not linear, because a large part of GDP is the more 

static industrial sector. Secondly, the changing mix of commercial 

consumers w1ll change the relationship between aggregate commercial 

sales and aggregate commercial output. Lastly, some account must be 

taken of energy conservation measures, which will vary according to 

commercial sector. 

An ideal system would also account for end usage within each sector. 

For example if we expect lighting to be more efficient we need to 

know the lighting load to allow for the resultant decline in sales 

for lighting in a similar way to the domestic build-up model. 

Consumers' expenditure has been used as an alternative to GDP for 

the independent variable. Sales to Shops, Warehouses, Public 

Houses, Offices, Hotels and Boarding Houses, Entertainments, and 

Department Stores are dependent upon how much consumers have to 

spend on their services. An increase in the demand for shops, for 

example, is likely to result in an increase in the sales of 

electricity to shops. An economy with a high income per capita is 

also likely to spend more money on entertainment and leisure. For 

sales to Public Buildings, H.M. Forces, and Education, however, 

Government Expenditure is the most relevant economic variable. As 

Government financial pressure is applied to these establishments 

their requirement for electricity is depressed, and the relationship 

between expenditure of these establishments on fuel and light and 

other factors wiJl be distorted. Sales to the latter category, 

however, accounted for only 22 r. of total commercial blJled units in 

1983/84. Again, these aggregate demand relationships miss some of 

the subtleties of reality. Commercial premises are becoming more 

electrici ty intensive; offices are acquiring a large number of 

electriC appliances as the real price of new technology equipment 

falls. Photocopiers and computers, for example, are becoming 

commonplace, and new technology is not confined to offices. A time 

variable could be included in the equation for commercial sales to 

reflect the growing stock of commercial appliances. It was expected 
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that the time variable would cause problems with multicoUinearity 

but this does not seem to be the case. A simple time variable cannot 

hope to cope with the complexities of the changes occurring over 

time. These include the changing mix in consumption of the sectors, 

energy conservation measures, and competition with other fuels, 

besides a growing stock of appliances. This is recognised but the 

time variable has been used whilst reliable alternative data is 

compiled. The lack of true eXPlanatory power of the time variable 

makes it difficult to put much faith in a model using it, but the 

results can be used if they are interpreted with caution. 

2.3 INDUSTRIAL 

Industrial and commercial tariffs are similar but very large users 

can choose a Load Management tariff. These pass on to the customer 

the Board's cost saving as a result of the customer reducing his 

load when this is required by the CEGB. In practise many of these 

large customers are visited and their future energy requirements are 

discussed. These customers accounted for 13 1. of industrial sales 

in 1985/86. 

The industrial model is similar to the commercial model. An 

aggregate approach has been taken in the main with a typical model 

being: 

where IS = industrial sales of electricity 

HP = national index of industrial production 

STKS : ratio of industrial stocks to finished output 

Industrial models used lIP 1nstead of regional Gross Domestic 

Product because the industrial production proportion of GDP is 

changing with time. 

Similar problems exist to those encountered in the commercial 

sector. The problems of sector mix is even more relevant in the 
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industrial sector. The shake-out of the old heavy industries 

implies a declining elasticity of industrial sales with respect to 

industrial production. In addition to the declining elasticity due to 

"structural" effects, firms are becoming more efficient in their use 

of electricity. Many firms now have specialists in energy 

management and energy conservation. Firms are continually investing 

in more efficient plant and machinery, and new firms are often less 

energy intensive than established ones. For these reasons a simple 

relationship between industrial production and industrial sales w1ll 

result in a mis-specification error giving biased and inconsistent 

estimates of the true slope. In this case it can be seen that the 

forecast would overstate the true growth of industrial sales. To 

overcome this problem, a time variable has been tried in an attempt 

to represent the changing structure of East Midlands Industry and 

improved efficiency of plant and machinery. Meanwhile, the precise 

nature of these effects is being examined in more detail. If we do 

not expect the structural and efficiency characteristics to persist 

we can allow for this by holding time at its present level or 

introducing judgement into the value for the time variable. 

Although this is a weak approach it does produce a less biased 

estimate of the IIP coefficient. In addition to these problems the 

IIP measures national industrial production, which, of course, 

increases the inherent errors of the estimates. 

Some of the above problems can be overcome with a more disaggregated 

approach. Even though this might explain the past quite well, it 

might not be much use in forecasting unless each sector can be 

separately modelled and related to pertinent economic var1ables. It 

must also be possible to forecast these variables. If not, the 

errors in the disaggregated approach could exceed those in the 

aggregate approach. 

used at EMEB prior 

A detailed d1saggregated approach had not been 

to th1s thesis. 

Some of the regress10n residuals w1ll be due to the economic cycle. 

In t1mes of slack demand, plant utilisation rates w1ll be lower. 

Any fixed consumption, such as lighting or heating, w1l1 constitute 

a larger proportion of the total; thUS, at low levels of activ1ty, 
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the elasticity of industrial sales with respect to output w1ll be 

higher. Thus the relationship between lIP and industrial sales will 

be non-linear. A variable which measures capacity utilisation 

should be included in the regression. The CBI quarterly trends 

survey asks questions about capacity utilisation. This could be 

included in the model, although only national data is available. 

Quarterly data could also help pick out the economic cycle, and 

provide more degrees of freedom for the model. 

NOTES TO CHAPTER 2 

1 Establishments are the stock of appliances currently owned by 

households. 
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CHAPTER 3 

LITERA TURE SURVEY 

This chapter presents three illustrative and important studies of 

lndustrial electricity sales. Most Ul:: studies concentrate on 

industrial electricity sales. There is little worthwhile published 

literature on commercial sales, although 

unpublished worK at Electricity Council. 

there is some useful 

Wigley and Vernon (1983) 

estimated elasticities for "other industry" (excluding Iron and Steel, 

and Energy industries). The equation used is one of two equation set, 

but is similar to thOse I use later, except that it is the share of 

"useful electricity demand in total useful energy". The price 

elasticity is -0.247 in the short-run, and -0.49 in the long-run. 

Annual data was used from 1954 to 1979. 

3.1 HAHXINSON AND RHYS (1983) 

This study provides a good understanding of some of the basic 

problems of forecasting aggregate industrial electricity sales. The 

model " uses simple arithmetic procedure to separate changes in 

industrial structure and industrial electricity intensity" and 

concludes that "a dlsaggregated approach is needed." 

The HanKinson and Rhys study is similar to that of l::ouvaritakis 

(1983). HanKinson and Rhys start with a simple model in dOUble-log 

form which implies a constant elasticity of electricity consumption 

with respect to industrial ,output. 

where :Et 

IIPt 

= seasonally adjUsted electricity consumption in period t 

= seasonally adjusted industrial output in period 

(excluding North Sea 011 and gas) 

et = random error in period t 
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TABLE 3.1 - The Changing Elasticity of industr1al electricity 

consumption with respect to industrial output 

1955G1-1960G4 

1960G1-1966G4 

1965G1-1970Q4 

1970G1-1975G4 

1975G1-1980Q4 

Regression Regression 

constant co-efficient· 

-0.27 

0.87 

1. 58 

2.90 

2.34 

2.3 

1.7 

1.33 

0.67 

0.97 

0.88 

0.92 

0.95 

0.92 

0.42 

PAGE-28-

Durbin­

Watson 

o . Ij,Ij, 
0.72 

1. 17 

1.48 

0.37 



3 LITERATURE SURVEY 

The model used quarterly data from 1955 to 1980. Results from this 

simple model are poor and are shown in table 3.1 

The regression co-efficients for this simple model are unstable and 

the Durbin-Watson statistic is poor; this suggests there are factors 

unaccounted for by the model. 

Consumption data for England and Wales is used but the HP 

(excluding North Sea 011 and Gas) is for the U.K. The industrial 

structure has changed over the period covered by the study and so 

has the electricity intensity of the individual industries. It is 

suggested that changes in electricity intensity may al"ise due to 

increases 01" decreases in the end-use. changes in efficiency. 

increases in the use of electricity to replace other fuels (01" vice 

versa), or the development of new electric technology. 

Three effects are distinguished by Hankinson and Rhys. 

Defining variables thus 

TCb : total industrial electricity consumption in base year b 

TCib : electricity consumption by the i th industry in year b 

HPb : index of industrial output in year b 

IIPib : index of output for the i th industry in year b 

TCt : total industrial electricity consumption in year t 

HPt : index of industrial output in year t 

HPit : index of output of the i th industry in year t 

These effects are 

1 Overall Level of Production (Effect A) 

This assumes that only output influences electricity consumption 

and that a simple proportional relationship exists between 

electricity consumption and industrial output thus : 
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TABLE 3.2 - TIle effect of changes in output, structure and electricity 

intensity on industrial electricttycolIS""'9'tioh. 

Effect A, 

total output 

(GWh) 

Effect B, 

industrial 

structure 

(GWh) 

Effect C, Actual Growth 

electricity in total 

intensity 

(GWh) 

consumption 

Period (r. total growth) (r. total growth) (r. total growth) 

68-71 1957 (31. 0) 589 (9.3) 3778 (59.7) 2.6 

68-H 6550 (H.8) 3282 (37.5) -10H(-12.3 ) 1.8 

68-77 3619 (25.8) 4934 (33.2) 5482 (39.1) 1.8 

68-80 -1002 (-9.4 ) 2461 (23. 1 ) 9189 (86.3) 1.1 

PAGE-30-



3 LITERATURE SURVEY 

Effect A = TCb.IIPt - TCtb 

IIPb 

2 Structural Change (Effect Bl 

This is measured by multiplying consumption for each industry 

group in the base year by the growth in output of each industry. 

The result is then summed across industries - then the total 

base year consumption scaled up by the growth in total output is 

subtracted. 

n 

Effect B = E TCib.IIPlt - TCb.IIP:!; 

i=1 IIPib IIPb 

3 Electricity Intensity (Effect Cl 

This is the difference between the actual consumption and the 

total derived by multiplying the base year consumption by the. 

growth in sector output. 

n 

Effect C = TCt - E TCib·IIPj t 

i=1 IIPib 

These effects were calculated for several periods. The results 

are given in table 3.2 

This approach is used to quantify the three main factors causing 

changes in electricity demand. The simple regression only 

identifies the output change. The growing significance of the 

structure and intensity effects after the mid - 1970's is 

evident from table 3.2. The negative electricity intensity 

effect was probably the result of the three day week. Table 3.3 

shows the calculated contribution of each industry group to both 

structural and intensity effects of industrial electricity 

consumption. 
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TABLE 3.3 - The Unpact of individual industries on the growth in 

electricity consumption over the period 1968 - 1980. 

Industry group 

Iron and Stee I 

Chemicals 

Food, DrinK and Tobacco 

Coal Mining 

BricKs, pottery, glass 

Vehicles and aircraft 

Mechanical eng ineer ing 

Textiles 

Gas and water 

Metal Goods 

Paper and printing 

Electrical engineering 

Non-ferrous metals 

Other industry 

All industry 

Changes in electricity consumption 

arising from: 

and cement 

Effect B, 

industrial 

structure 

(GWh) 

-4101 

4559 

14 

-111 

-55 

-10 

25 

-515 

1683 

-28 

118 

365 

-55 

1238 

2461 

Effect C, 

electricity 

intens ity 

(GWh) 

2913 

-3414 

1635 

2032 

680 

1443 

-64 

154 

-2068 

880 

53 

-198 

4260 

1423 

9189 
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Hanl<inson and Rhys suggest adjusting the dependent variable to 

account for effect Band re-estimating the equation. They 

conclude that "there is no obvious economic variable" which 

adequately reflects the intensity effects and they subsequently 

adopt a simple time trend to represent intensity. Hanl<inson and 

Rhys found the price of other fuels, labour, and capital to be 

weal< explanatory variables. Table 3.~ shows the results of the 

re-estimated model. Model I is the simple model. Model II has 

the adjusted dependent variable. Model IH has the adjusted 

dependent variable and a time trend to represent intensity. 

Table 3.~ shows improvements in Durbin-Watson and more stable 

regression co-efficients with these amendments. The methods of 

Hanl<inson and Rhys are simple but shOW clearly the major factors 

causing changes in the proportion of industrial electricity 

consumption per unit of output. These are : 

1 Changes in industrial output; 

2 Changes in industrial structure; 

3 Changes in electricity intensity (including changes due 

to price, different products being made, and process 

changes) . 

3.2 BAXTER AND REES (1968) 

Baxter and Rees tried to construct "models based on accepted 

economic principles" and use them to examine "the significant 

influences on electricity demand". 

They identify two approaches to modelling industrial electricity 

demand. One is to estimate the total demand of industry for energy 

and then to determine electricity's share of the total. The other, 

which Baxter and Rees used, is to regard all fuels as the input to a 

CObb-Douglas type production function. 
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TABLE 3.4 - Comparison of regression results of the original model 

with the model using the dependent variable adjusted for 

industrial structure, and the modified model including a 

time trend 

IIP Time trend 

Time period Model (t value) (t value) 

1970Q1-1975Q4 I 0.574 (7.52 ) 0.923 

II 0.545 (5.24 ) 0.907 

III 0.525 (7.30 ) -0.021(-2.37) 0.929 

1971Q1-1976Q4 I 0.585 (3.67 ) 0.797 

II 0.537 (4.62 ) 0.855 

III 0.539 ('lo. 59 ) 0.011 (0.78 ) 0.86 

1972Q1-1977Q4 I 0.370 (1. 83 ) 0.746 

II 0.457 (3.16) 0.816 

III 0.678 (4. 13 ) 0.054 (2.26) 0.855 

1913Q1-1918Q4 I 0.410 (1. 13 ) 0.608 

II 0.506 (2.63 ) 0.694 

III 1.039 (6.14 ) 0.131 (5. 67 ) 0.882 

1914Q1-1919Q4 I 1. 210 (2. 93 ) 0.603 

II 1.056 (2. 91 ) 0.634 

III 0.928 (5. 81 ) 0.191 (9.32 ) 0.932 

1915Q1-1980Q4 I 0.968 (3.31 ) 0.420 

II 0.112 (3.02 ) 0.461 

III 0.881 (9.20 ) 0.211 (11.38) 0.929 
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1. 31 

1. 78 
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0.83 
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0.58 

0.10 

2.44 
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0.44 

2.30 



3 LITERATURE SURVEY 

A t the time of their study electricity consumption was rising faster 

than industrial output (Le. the elasticity was greater than unity). 

In the short-run a less than proportionate increase was expected by 

Baxter and Rees, because of the fixed element of electricity 

consumption used for lighting, heating, and so forth. In the 

long-run, a proportionate increase might be expected as firms vary 

all their inputs to meet the change in demand. Three long-run 

effects were identified which might cause a more than proportionate 

increase in electl'1city consumption per unit of output. 

Baxter and Rees had three models designed to test for each of these 

effects which are : 

1 Relative price movements may favour use of electriCity in 

place of other fuels or labour. 

2 Technological change may favour electricity use in place of 

other fuels or labour. 

3 There may be increasing 01' decreasing returns to scale. This 

is difficult to determine since in the long-run electricity is 

related to output through plant and machinery The 

relationship between output and electricity use will therefore 

depend on how the capital stock varies as output varies - and 

the electricity using characteristics of the incremental capital 

stock. 

Model I 

This. is a Cobb-Douglas type production function with inputs of 

labour, capital, coal, gas, 011, and electricity. It takes the form: 

, 
(1) Q=aOX1 a1X2a2 ... xak 

Total costs of production are: 

Assuming that firms are cost minimisers and minimising (2) subject 
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to (1) gives the first order conditions for a constrained cost 

minimum: 

Pk-LakaoX1a1Xza2. "Xkak - 1: o 
Q :-aOx la 1X2a2 .. ,Xkak : o 

where L : the lagrangean multiplier associated with 

Q = total output 

xi : input i 

C : total costs of production 

Pi : the price associated with input i 

( 1 ) 

If electricity is the k'th variable then solving the system of (K+1) 

equations in (k+1) unknowns for Xk will give the demand function for 

electricity as 

Therefore the demand function for electricity is an exponential 

function of the k input prices, and output. 

ThiS model lays emphasis on relative prices. 

Model II 

This is complementary to model I but emphasises the effect of 

changes in fuel technology. Time trends are often used to represent 

this. Baxter and Rees dismissed time trends as economically unsound. 

They can also cause problems of multicollineal"1ty. Instead they 

used the amount of coal consumed by an industry as a surrogate for 

technology. This also creates problems, especially when included 

with price variables which includes the price of coal. The 

val"1ation in coal price may be causing the change in use of coal -

it may not be changes in technology. For this model electricity 

PAGE-3€)-





3 LITERATURE SURVEY 

TABLE 3.5 - List of equations and variables. 

Specific Independent Variables. Equation Equation nUlber and set 

Dependent Fori of Independent ,arlables 

Variables Sl'lIbol Meaning used In that equation 

I. 0 Index of production 
t 

I. T Telperature 
t 

l. (P/F) Price of electricity (I) 0 ; T 

~ 0 IElectrlclty consumption 
t t t 

Price Index of all other fuelS Exponential (I) Q ;T ; (PIFJ 
t t t t 

In lYIl) •. t Time (l) O;T ;(P/'I'I 
t t t 

5. IP/Y) Price of electricity 
I 

(la)O'T ·t 
t' t

l 

Average rage-rates 

1. 0 As above 
t 

I. T As abm 
I 

l. C Coal consumption U)O'T ;C ;C 
I t' t t t'l 

4. C As Abm (S)O'T 'C'C ·t 
t-I t' t' t' I-I' 

~Z lelectrlclly consumptloD 5. t As abm Linear (6)0 . T ;C 
.... t t' t t 

in coal equlyalent Ions) 6. (M/O) 
t 

Numbers employed (f)O'T'C . (M/O) 
t' t' I' t 

Index of producllOD 

(8)(1/0) ;T ;C 
t t I 

f. 11/0) 
t 

Gross fixed capital formation 

Index of producllon 

1. T As abm (9)T ; (M/O) 
t t t 

I. (P/F) As abm (10)T ; 11/0) 
t t t 

:m: (0/0) Iconsumption ratio) l. (PlY) As abm Exponential (II)T ; lP/F) 
I t t t 

4. (M/O) As abm (II)T ; IP/'I'I 
t t t 

5. (I/O) As abm 
I 
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consumption was converted to Coal Equivalent Tons (CET) for 

comparison of coal and electricity consumption. 

Model HI 

The third model assumes constant elasticity of electricity 

consumption with respect to output. Variations from this are 

assumed to be caused by changes in relative prices, and changes in 

labour and capital intensity. 

(5) Dt=YtGt (t:l,2, ... n) 

where Dt : electricity demand in time t 

Gt : output in time t 

and: 

where Y mt are relative prices, and labour and capital intensities. 

Table 3.5 shows the equations estimated and variables used. 

Desirable economic properties of equations sometimes had to be 

sacrificed to give statistically acceptable results. In model I the 

fuel price relative was included separately from the wage relative 

(equations 2 and 3). The correlation which exists between these two 

may be greater than the correlation of each with the dependent 

variable. Equation (1) was estimated to show the effect of the 

price variables; and equation 3a to compare the economic 

significance of the of the price variables. 

The second group of equations are model n, which uses coal 

consumption as a surrogate for technological change. Lags were 

experimented with in these equations and equation (5) tested for the 

significance of a time trend. Output was included in all equations. 

Equations (7) and (8) included employment-output and 

investment-output ratiOS respectively to isolate the effects of 
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changes in capital and labour intensity. 

Quarterly time-series were used from 195~-19G~ giving ~~ 

observations. The data is seasonally Unadjusted to avoid smoothing 

of the effects under examination. Seasonal dummies were used in all 

equations. The inclusion of temperature with the seasonal dummies 

greatly reduces the significance of the temperature coefficient as 

most of the temperature response is included with the seasonal 

dummy. A lagged dependent variable was used by Baxter and Rees to 

represent the time taken by the dependent variable to move to its 

equilibrium level following the change in the independent variables. 

The partial adjustment model used has an implicit geometrically 

declining lag structure. Baxter and Rees made three criticisms of 

their model: 

1 it emphasises the current value of the independent variable 

(WhiCh might not be appropriate): 

2 the same lag distribution is given for each independent 

variable: 

3 the assumptions underlying OLS estimation will break down -

this Is not a valid criticism of the partial adjustment model 

but would be valid if the model was constructed with a Koyck 

transformation. 
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TABLE 3.6 - comparison of Explanatory Power of the Variables. 

Variable log 101 101 log 101 101 log log 
Qt Qt Tt Tt p p t Ct Ct·1 ~ M I I Dt-I Zt-I ~ 

r t W t Q t Q t Q t Q t Q t-I 
Equation 

I 9 I 16 
2 12 6 T 16 
3 6 5 16 
4 9 8 T 4 15 
5 9 4 5 9 0 10 
6 10 T 13 15 
T 8 T I1 6 15 
8 T 8 5 16 
9 5 16 

10 4 T 16 
11 4 8 16 
12 T 5 16 
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The analysis was performed for each of the industry groups commonly 

used by the Electricity Supply Industry (ESI). 

Equa tions are compared by goodness of fit and comparison of the size 

and significance of the parameters amongst industries. It is 

inappropriate, however, to compare lineal" and logarithmic models on 

the basis of goodness of fit - this requires the Box-Cox technique. 

Baxter and Rees analysed each of their equations across industry 

group and ranked their equations according to: mean RI; mean 

standard error of equation; lowest standard deviation of RI; lowest 

S.D. of S.E. of equations. The equations ranked highest on RI are 

also ranked highest on S.E. of equation; they also have the lowest 

S.D. implying a greater consistency across industry groups. 

Equations based on model I perform slightly better than those based 

on model II. Model II is subject to considerable measurement error 

of the variables (using coal as a surrogate for technology) but 

performs well regardless. Equations based on model UI are 

consistently inferior on the above criteria. Baxter and Rees do not 

conclude which set of equations would be best for forecasting but 

they do suggest that equations (2) and (6) have the highest general 

levels of significance of the parameters in their respect}ve groups. 

This can be seen in table 3.6 which shows the number of industries 

in which the parameters of the variables were significant at the 

0.95 level. Output, Q, and coal consumption, C, are the most common 

significant determinants of electricity demand - apart from the 

lagged dependent variable which is not shown in their results. The 

time variable in equation (5) is not significant in many cases which 

suggests intercorrelation with Q and C. The only other variables 

with fairly general explanatory power are the price variables and 

the I/Q variable in the consumption ratio equation. The Q variable 

falls in significance when the P /W variable is introduced. A Similar 

effect is observed on Ct when Ct-1 is introduced. 
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TABLE 3.1 - Elast1c1t1es 

1!i®slJ'y groop ~Q ~P!F ~P/I ~1{Q ~1\fQ ~C ~t ), ~T ~;m 

S.L.! 

Food, I)'int. Tobacco 1.51'1 -0.1151 -1.0% 1.193 -1.541 -0.0561 0.318 0.631 -0.11J1 3.1 

: CI\eIIIicals 0.821 -1.069 -1.0961 -1.6011 -8.311 0.1311 0.191 0.413 -0.1 qjJI 1.4 

: IlIIl-Fel'l'OO.! ~tals 1.310 -0.6131 -1.543 -0.1031 1.3611 0.0311 o.m 0.1% -0.1011 3.6 

! ll'OD an4 Steel 1.!lJT -1.15l'1 -1.m -0.318 -3.581 -o.39T 0.1411 O.I1S -0.1631 I.S 

i !li(ineerin.! 0.944 -0.588 -0.111 -o.ml 1.1Il6 -o.IS6 0.0011 0.190 -0.116 1.1 

i Vehicles 1.116 -I. "Ill -1.18111 -0.1 \-lI -0.1111 -1.185 0.1161 0.100 -0.151 3.S 

. SII1pblilling -0.6151 -0.9011 -1.JS4 -o.31J51 1.09ill -0.181 o .1IlJ1 0.033 -0.369 4.S 

I Metals nes 0.64f -1.m -1.IOS -1.004 -tl661 0.139 0.101 O.lD5 -0.165 3.3 

I Textiles I.3OT -1.651 -1.431 0.511l1 -1.5361 -o.m 0.09ill 0.118 -0.184 1.9 

,0 Leatrer I FUr 0.3011 -1.5J1I -1.193 0.0411 0.0561 -0.901 0.3OTI 0.113 -0.1Il5 1.0 

.I Clotbing 0.6111 -1. m. -1.1941 0.4031 -o.ISII -o.I9IJ 0.116 0.116 -01191 4.5 

:1 TiIIler 0.1811 -3.1611 -1.1iZJ1 0.143 0.593 -0.183 0.0191 0.064 -0.1601 5.1 

i3 Bricts 0.111 -0.138 0.1111 0.!lJT1 0.651'1 -0.135 0.1531 0.614 -0.0611 1.1 

i4 Paper 0.1% -1.083 -0.1931 -o.6S4 1.fJ1I -o.IT'.i 0.050 0.4<3 -0.0191 1.9 

15 Otrer KaIIlfacturtng 1.1Il6 -1.1011 -0.85l'1 0.3641 5.001 -0.1561 0.1391 0.119 -0.316 4.1 

16 Mlntng Illiarrytng -I. 954 -1.0n -1.3011 -0.0151 0.0511 0.3831 -o.1l15 -0.1111 -0.0651 !.4 

PAGE-42-



3 LITERATURE SURVEY 

Table 3.7 summarises the elasticities obtained by Baxter and Rees. 

These elasticities were taken from the "best" equations for each 

industry. They can be classified according to : 

1 Those with a significant index of production variable greater 

than one. Two of these have significant fuel price elastici ties 

and three have significant price-wage relatives. Three of the 

foul' industries with insignificant coal consumption variables 

are in this group. No other significant variable exists to 

explain the growth in electricity consumption for each unit of 

output. It is argued that this indicates the importance of the 

capital-stock effect. In "Iron and Steel" and "Vehicles" the 

coal variable indicates the importance of technological change. 

2 Those with a significant index of production variable less 

than unity; in each case the fuel price relative is significant.. 

In "Chemicals" the elasticity of the M/Q variable is high and 

significant; the P /W variable proved insignificant - which 

suggests a labour substitution effect due to technological 

change. In the other industries the significance of the coal 

elasticity may be partly due to substitution because of relative 

price movements; the results do not distinguish between these 

two effects. 

3 Those with non-significant index of production elasticities. 

These industries: "Shipbuilding"; "Leather and Fur"; "Clothing 

and Timber", had low or negative growth rates over the period. 

These industries also had non-significant fuel-price 

elasticities. In each case the coal variable is significant so 

improved technical efficiency may have contributed to the growth 

in electricity consumption of these industries. The P /W 

variable is significant for "Shipbuilding", and "Leather and 

Fur". This suggests that modernisation of plant and 

substitution of electricity for labour account for the growth of 

electricity consumption in these industries despite low output 

growth. 
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The POOl' results on the significance of the parameters in the 

consumption ratio model (model nIl indicate the inappropriateness 

of the assumption that the elasticity of electricity consumption 

with respect to output is unity. The coefficients are more 

significant in those industries where the estimated elasticity of 

electricity consumption with respect to output is close to unity. 

Baxter and Rees recognise that mult1collinearity and posit1ve 

autocorrelation are present - partly due to the inclusion of a 

lagged dependent variable. The effect is to reduce the t -value on 

some of the parameter estimates and so to reduce the apparent 

statistical significance of some coefficients. 

The output variable was more significant in capital intensive than 

labour intensive industries; this is probably due to the low growth 

of the labour-intensive industries which gives less significant 

output coefficients. The coal variable was more significant in 

labour-intensive industries - this is probably a result of the 

technologies employed in these industries. 

The poor significance of price variables is attributed to the demand 

for electricity being a derived demand. The price of fuel or labour 

is just one considerat1on when changing YOUI' method of production. 

The total cost of employing the alternate technology is more 

relevant. A strong correlation exists between the fuel price 

variable and time; the fuel price relative may have been acting as a 

simple time trend. Baxter and Rees suggest a fuel price relat1 ve 

which accounts for the fuels used in each industry in place of the 

aggregate index which they used and blamed for the low level of 

significance of the price coefficients. The importance of the mix 

of firms within each broad industrial group may lead to inaccurate 

output elast1cities due to the weighting of the sub-industries in 

the index of production, with no equivalent weighting of electricity 

consumption. It is not clear whether marginal price is used for the 

analysis or just average price. If average price is used, price will 

be inversely related to quantity, as discussed in chapter 4.3. 
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Baxter and Rees conclude that "electricity demand is highly 

responsive to output and fuel technology but relatively unresponsive 

to price"; and that further research is needed on the derivation of 

an appropriate fuel price index for each industry. 

3.3 BELL (1913) 

Bell's study covered 1955-1910. He attempted to explain why the 

output elasticity of electricity consumption fell from 3.1:1 in the 

period 1955-1961 to 1.51:1 during 1961-1910. Three causes were 

examined: peaks and troughs in the economic cycle; changes in 

industrial structure; other economic factors based on the 'Baxter 

and Rees study above. Bell does not mention whether he uses 

seasonally adjusted data or not. 

1 The Economic Cycle 

To measure the pressure of demand Bell used deviations about the 

trend of IIP. These were calculated by regressing IIP against 

time thus: 

It = log S + St + et 

where It = IIP 

t = time trend 

et = random error 

The residual is in log form and can be used as a measure of 

cyclic economic activity. This pressure of demand variable, J, 

gi ves a significant and nega ti ve coefficient in the equation 

below: 

log Ct = seasonal constants + S1.log It + SZ.log Jt + et 

where Ct = electricity sales to industry 

It = IIP 

J t = pressure of demand variable 

PAGE-'l,5-





3 LITERA TURE SURVEY 

TABLE 3.8 - The influence of the pressure of demand variable on 

elasticity 

Time Period 

Early .............. . 

Late ............... . 

Overall ....•....•.•. 

elasticity 

<------------------------------:> 

Simple 

Equation 

2.2iO&8 

1.58988 

2.05118 

2.3383lj, 

i.7&299 

2.0853lj, 

-1.50728 

-0. &'l,081 

-0.30815 
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This indicates that electricity consumption per unit of output is 

less in a boom than in a recession. This is consistent with 

economic theory, since some electricity usage, such as lighting and 

heating, is fixed in the short-run regardless of output and will 

thus be a larger proportion of total consumption when output is low. 

Table 3.8 compares the elastici ties obtained from the simple 

equation relating industrial consumption to lIP and the equation 

modified with the pressure of demand variable. 

Bell elaborated on this simple economic cycle variable with a 

capacity utilisation variable. This was based on an idea 

suggested by Pearce and Taylor (1968). Simllar results to the 

previous analysis were obtained. A five year moving average of 

the elasticity was obtained in order to gain some idea of the 

trend. This was then to be extrapolated to give an idea of the 

future elasticity. 

2 Industrial Structure 

Changes in Structure can affect the elasticlty of total 

electricity consumption with respect to the lIP. Bell therefore 

modified the industrial consumption figures to e.liminate the 

effect of changes in industrial structure. He selected the year 

with the latest known output weights from the Census of 

Production as the· base year. Each industry's percentage of the 

UP for that year is calculated. These percentages are then 

applied to the UP for any year to give the percentage pOints of 

the lIP accounted for by each industry in that year. The sum 

across industrles of this adjusted index and the consumption 

ratio is the electricity consumption if there had been no change 

in structure. In mathematical notation this is : 
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TABLE 3.9 - Electricity consumption with constant industrial 

structure. 

1955-61 1961-1970 

Percentage change p. a. 

Actual consumption 5.6 'lc.6 

Actual "elasticity" 2.'lc3 1. 59 

AdjUsted consumption 5.6 'lc.5 

Adjusted "elasticity" 2. 'lc3 1. 56 
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where Mt = Total sales to industry with unchanged industrial 

structure 

Ai = Base year proportion of IIP of industry i 

IIPt = Index of industrial production 

et = Industrial electricity consumption 

The elasticity of electricity production with respect to output 

was re-estimated using the adjusted dependent variable. Table 

3.9 shows the elasticity with constant industrial structure. It 

is evident that changes in structure had only a small effect on 

the declining elasticity. Bell tested the effect of private 

generation to see if this was causing the decline in elasticity. 

He estimated the simple equation using publiC supply sales -

then using public supply sales plus private generation. The 

results indicate that a declining elasticity is still evident in 

most industries. 

3 Other Effects 

The effects of other economic variables was examined along 

similar lines to the Baxter and Rees study. These factors are 

technological advance, the price of labour, capital, and 

competing fuels. A summary of the equations used and results 

obtained is given in table 3.10. A lagged dependent variable 

was included in the equations like the Baxter and Rees study. 

This was subsequently dropped due to problems with 

mult1collinearity which caused non-significance of other 

independent variables . 
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TABLE 3.10 - Regression Results 

Inde2endent Variables 

Equation Dependent (B/I) t (PE/PY) (PE/PT) V (VII) I' 

9ulber Period Variable 

Early C ,0.831 0.005 .995 

Late O. 881 0.003 .986 

Total 0.69T 0.005 .992 

Early C I.m -1. 09&1 .929 

Late I.W -O.nOns .m 
Total 1.40& -o.m .918 

3 Early C 1.0Z9 -1. 09& .9f4 

La te 1. 588 -0.114n! .m 
Total 1.!J5 -0.109 .984 

4 Early (CII ) -0.595 0.504 .946 

La te -0.358n! o.m .&1& 

Total -0./84 1. 015 .901 

5 Earl y (CII ) -1.510 .115 

Late -0.594 .m 
To ta I -1.155 .881 

Earl y (C/I) 1. 000 .919 

Late O. &0& • &12 

Total 1.11T .903 

1 Earl y C -0.681 o.m • !91 

Late -I.T15 o.m .94& 

Total -o.m 0.183 · !85 

(Vt-31 

8 Earl y C 0.880 -0.330 0.581 .993 

Late O. !48 -0.8/0 0./03 .m 
Total 0.830 -o.m 0.441 .992 
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Bell reasoned that direct output effects shOuld, a priori, equal 

unity and he experimented with a time trend to represent factors 

other than direct output effects. The results are shown in 

equation (1) of table 3.10. This suggests that changes in output 

elasticity over time is not due to changes in the direct link 

between output and electricity consumption; the change in 

elasticity is due to a combination of other factors. Bell found 

that relative prices were not very significant but like Baxter 

and Rees, blames the inadequacy of the fuel price measure for 

its failure to identify price effects. Equation (5) indicates 

that labour productivity has been leading to more efficient use 

of electricity. The reason for this is not clear, however, 

since the electricity/wages relative is not significant. 

Equation (6) indicates that declining elasticity is the result 

of capital investment. It is not clear whether this is due to 

more efficient plant and machinery, or whether other inputs are 

benefi t ting at the expense of electricity since the price 

relative is not significant. There is therefore no firm 

conclusion that electricity is losing out to other fuels as a 

result of capital investment - so it is possible that machinery 

is becoming more efficient. In equation (1) the coefficients of 

Vt and (PE/PW) fall over time. This suggests that electricity 

consumption in absolute terms may be growing due to capital 

investment which leads to substitution of electricity for 

labour. The new equipment is more efficient in its use of 

electricity, however, which gives a declining elasticity (which 

is still significantly above unity). 

Bell concludes that the declining elasticity is not caused by 

structural change or cyclical influences but by capital 

investment where the new equipment is more efficient in the use 

of electricity. 
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3,4 lJTERATURE SURVEY" SUMMARY 

HanKinson and Rhys argue that there are three effects to looK out 

for: the level of production, structural change, and electricity 

intensity. Baxter and Rees explain the economic theory behind many 

models of electricity sales and maKe an important point - that 

further research is needed on the derivation of an appropriate fuel 

price index for each industry. This point was made in 1968, but the 

problem remains unresolved. An alternative explanation for the 

failure of the fuel price variable is the lacK of adequate variation 

in the prices of fuels over the period studied. Bell examines the 

idea that changing output elasticity is the result of changes in 

capacity utilisation, and in investment in new technology. These 

are just some of the problems to confront my models in later 

chapters. 
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CHAPTER 1! 

DATA 

Regional data is scarce and the detail in the data is poor. This 

creates forecasting and econometric problems which are additional to 

those discussed in the national forecasting problems of the literature 

survey. Regional data is rarely available quarterly, except for 

employment st.atistics. The regional forecast.er is frequently faced 

with the choice of using poor annual data and losing degrees of 

freedom in the econometric model, or reverting to national data which 

is avallable quarterly. This chapter outlines the nature of the data 

available and shows some of the problems with the dat.a. Understanding 

the dat.a is essential for complete comprehension of the estimation 

results. 

4.1 INDUSTRIAL OUTPUT DATA 

National data can be used in the models but regional data is 

preferable. UJ:: IIP data may give an indication of industrial 

activity in the East Midlands but some serious estimation problems 

may result from using UJ:: out.put data against EMEB industrial 

electricity sales (speCification error - see chapter &.3). An index 

of industrial output of the East. Midlands is preferred for the 

reasons below. 

1 Industrial output may be growing at a different rate in the 

East Midlands. This w1l1 give biased! parameter estimates at 

best. If the ratio of national to regional growth rates changes 

then parameter estimates will also be inconSistent!. Parameters 

estimates will also be inefficient1, since the adcl1 tional 

variation between National and East Midlands output is 

introduced. For example, output from the Continental Shelf is 

included in National output statistics. This has been growing 

during the period under study but very little of t.he related 

output growth is in the East Midlands. Output elaStiCity in the 
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East Midlands would therefore be understated 1£ national output 

measures are use<1. 

2 The mix of industries in the East Midlands and the UK is 

changing. These in<1ustries have <1ifferent output elasticit1es 

so the aggregate output elast1city w1ll be changing over t1me. 

If this is not include<1 in the models, then again the output 

parameter estimate will be biase<1, inconsistent, and . 
lnef:ficient. The composit1on of output in the East Midlands must 

be known so that this can be corrected. 

Unadjusted output <1ata is preferred to seasonally adjusted data 

since seasonal adjustment w1l1 inevitably smooth out some of the 

detail which the models are designed to examine. seasonality can be 

examined within the models. 

Using East Midland Industrial output data has many drawbacks. The 

data is derived from the Annual Census of Product1on. This covers 

each firm's annual output but it may be anywhere in a 23 month 

times lot. The Business Statist1cs Office ask for a firm's output in 

their accounts for the 12 months ended in the financial year. Some 

firms accounts may end in April 1985 and would cover output from 1st 

May 19811 to 30th April 1985. Another. firm's accounts may end in 

March 198& and cover output from 1st April 1985 to 31st March 198&. 

Both sets of output would be included in the 1985 Census of 

Production, Since both year ends occur in the financial year 

1985/86. In practice, accounting years normally end in either 

December or March. 

An illustration of the period covered by the Annual Census of 

Product1on Regional Tables is given in figure 11.1. 

Even a comparison of the Census of Production data for East Midlands 

with the United Kingdom is fraught with difficulties. The 

proportion of year ends fall1ng in a certain month is likely to be 

different in the East Midlands to the United Kingdom - due to a 

different mix of companies, having different accounting years. A 
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comparison of the East Midlands with the United Kingdom may 

therefore be comparing output over different time periods. 

Census of Production data gives net and gross value added in £ ODD's 

at current values. Gross value added is the most appropriate 

measure of output since the net figure takes account of capital 

consumption. The main problem is finding a suitable deflator to 

adjust output at current prices to a volume index of output. What 

might at first seem a relatively simple problem has many pitfalls. 

The simplest solution is to use the defJator for the UK economy. 

This is inappropriate for two reasons: 

1 The national lIP is a weighted average of the output of all 

sectors. Since the East Midlands does not have a national "mix" 

the implied national deflator is unsuitable. 

2 Deflators for several broad industry groups are available: 

however, even if allowance was made for the East Midlands mix 

the producer price index defla tor would be different for each 

industry in the East Midlands: prices may differ between 

regions; and the mix of industries within each broad category 

would also distort the true picture. Producer Price Indices 

(PPI) are unavailable regionally. Furthermore, only a few firms 

participate in the production of the PP!. These are mostly 

large firms situated in the south of the country. The prices of 

the output of larger firms is likely to differ from the price of 

smaller firms. 

Attempts to construct an East Midlands IIP using Census of 

Production data and UK PP!'s have been only moderately successful. 

Comparison of output In the East Midlands with the United Kingdom 

has been limited to informed judgement. It has not been possible to 

construct an East Midlands output statistic which is ideal for 

econometric modelling. Even if there are no problems with the Census 

of Production data, or with Producer Price Indices, there are 

additional problems. The data which is available covers the East 

Midlands Standard Region, not the East Midlands Electricity Board 
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region. And there are no regional forecasts of IIP avallable for 

forecasting electricity sales. Again, judgement and some adjustment 

of U1:: IIP data for the EMEB mix of industries is the best path open 

for forecasting at present. The mix problem can be overcome, 

however, by modell1ng each industry within the industrial sector. 

This is the approach I have taken. 

The Business Statistics Office at Newport can provide the Census of 

Production data at current cost for EMEB Trade Codes, and for the 

EMEB geographical area. This overcomes more of the problems. 

However, the cost to EMEB of obtaining this data is several thousand 

pounds. It is probably not worth spending this much money on data 

untll suitable PP!'s are found for the East Midlands. 

Even if these problems are overcome, the data is still annual, not 

quarterly. I have interpolated the "annual" East Midlands IIP using 

quarterly UK data and deflated by a UK PP!. 

42 EHEB SALES DATA 

Electricity sales is the dependent variable in the models. One of 

the main problems of using quarterly data is to discover how much 

electricity was actually consumed by customers 1n the quarter. The 

correct classification of consumers into suitable groups for 

forecasting is also a major achievement. 

4.2.1 Converting Billed Units into Units Sold. 

Electrici ty sales are derived from the amount of energy for 

which customers are billed. Customers are normally bllled either 

monthly or quarterly according to their tariff. Large 

industrial and commercial consumers are bllled on monthly 

tariffs. There is little problem converting electricity bllled 

into electricity sold for these customers. 

The main problems arise with smaller customers who are billed on 

quarterly tariffs. Their meters are read once each quarter, and 
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the bill w1ll cover consumption In the preceding quarter. Meters 

are not read at exactly the end of each quarter, however; this 

would require too much manpower. Instead, meter reading Is 

continuous throughout the quarter to spread the workload. The 

b1lls sent out In anyone quarter may cover consumption during 

the previous SiX months. In figure Q.2 the b1lls sent out In 

the June quarter are those b1l1s sent out from 1st Aprll to 30th 

June. B1l1s sent out on 1st Aprll cover consumption from 1st 

January to 31st March - which Is actually sold entirely In the 

March quarter but b1l1ed In the June quarter. Approximately half 

the sales In the June quarter are billed In that quarter, the 

rest of the consumption b1lled relates to the March quarter. 

Thus quarterly b1lled data needs adjusting to units sold. This 

problem Is discussed further In appendiX Ill. 

Meters may be read ahead or behind schedule. The meter reading 

cycle may partiCularly be thrown out of sequence by holidays.· 

The ESI use a standard review period for reporting and once 

every six years or so this gives an extra week which is deemed 

to occur In December. Ideally the units b1lled should be 

"normalised" by taking account of the number of bills sent out 

in any period, and allowing for the natural increase in 

consumers. Unfortunately, the data to do this Is currently 

una vallable. 

Additionally, some bills sent out will be estimates of 

consumption since the Board were unable to get access to read 

the customers meter. The bias which this introduces Is probably 

small, and should be consistent. 

4.2.2 Classification of Consumers. 

Allocating customers to classes such as domestiC, commerCial, 

combined premises, farms, and industrial may be rather 

arbitrary. For example, a barbers shop with a flat above It may 

be class I fled as a Combined Domestic and Commercial Premise, 

even If the shop Is only open part-time. However, If someone 
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works from home, they may be on a domestic tariff. The two 

situations are identical but the customers might be classified 

differently. Similarly, offices may be on an industrial site by 

the factory in which case they w1ll receive their electricity 

from the same supply as the factory, and their consumption w1ll 

be registered on an industrial tariff. Alternatively, if they 

are remote from the factory they w1ll have their own supply, and 

their consumption will be recorded on a commerCial tariff. 

The classes themselves are no longer appropriate for tariffs, 

but are retained because they are useful for forecasting 

purposes. 

Spli t ting Commercial and Industrial sales into consumption by 

EMEB trade code also has problems. MLH codes are allocated to 

each customer, but there is no detailed analysis to establish 

the main business of the customer. In some cases a customer is 

part of a larger company and make components for them. In this 

case EMEB w1ll code the customer according to what is made on 

the premises; but government statistics wlll record the output 

of the premises under the MLH code of the main company. In the 

Census of Production data there is no problem with 75Y. of 

reporting units. These are single unit businesses maKing a 

narrow range of similar commodities. The remaining 25Y. are 

multi-unit businesses making a wide range of commodities at 

various locations throughout the country. Unfortunately, these 

are the main contributors to economic activity. 

MLH codes are normally allocated to each supply when the supply 

is first installed. No check is made whether the MLH code is 

still relevant at any future date. If the main business of the 

company changes, then EMEB's classification of the industry will 

be incorrect. This is an extensive problem. 

DiSaggregating the forecast into equations by EMEB Trade Code 

creates massive additional difficulties. EMEB Trade Codes 

include MLH codes which do not match the government's industrial 
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orders or the la test SIC codes. This wlll be most serious when a 

particular industry within the Trade Code is growing faster than 

others, and the SIC classifies this industry differently. 

Disaggregation also creates problems when trying to determine 

sales by trade code. The current method of calculating the 

unb1lled does not allow the spJ1t of sales by trade code. Units 

b1lled are available by Trade Code or tariff type. The mix of 

tari ifs across Trade Codes is not Known. One cannot, therefore, 

perform the unb1l1ed calculation for trade codes since the mix 

of monthly and quarterly b1lled units is unKnown for each trade 

code. Simplifying assumptions have to be made. Three 

assumptions can be made, any of which enables the problem to be 

overcome. 

1 The mix of quarterly and monthly billed units is the 

same for all trade codes. 

2 A slight improvement on the above is to assume that the 

proportion of customers on quarterly b1lled tariffs and 

monthly billed tariffs remains constant at today's 

proportion. An approximate mix of monthly and quarterly 

billed units can be found - but only for the current year, 

since EMEB only Keeps customers' consumption records on 

the computer for one complete year. Previous data is Kept 

on microfiche. It would be an enormous tasK to extract 

this information. 

3 It is reasonable to assume that Industrial units billed 

equal industrial sales. Only 3 r. of Industrial units are 

sold on quarterly. billed tariffs. The proportion may be 

greater than this for some industries. 

The study only considers industrial sales. Assumption 3 is 

therefore used. It Is reasonably accurate and easiest to 

compute. 
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TABLE 4.1 - EMEB TRADE CODES 

77 Water and Gas 

B1 Coal Mining 

82 Other Mining and Quarrying 

83 Bricks, Pottery, Glass, and Cement 

84 Iron and Steel 

85 Mon-Ferrous Metals 

85 Chemicals and Allied Trades 

87 Shipbuilding 

88 Mon-Electrical Engineering 

89 Electrical Engineering 

90 Vehicles 

91 Minor Metal Industries 

92 Textiles 

93 Leather 

94 Clothing 

95 Food, Drink, and Tobacco 

96 Timber and Furniture 

97 Printing, Paper, and PUblishing 

98 Construction 

99 Other 
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TABLE 4.2 - 1980 SIC CODES 

21 Extraction and Preparation of Metalliferous Ore 

22 Metal Manufacturing 

23 Extraction of Minerals not elsewhere specified 

24 Manufacture of Non-Metallic Mineral Products 

25 Chemicals 

25 Production of Man-Made Fibres 

31 Manufacture of Metal Goods Not Elsewhere Specified 

32 Mechanical Engineering 

33 Manufacture of Office Machinery and Data Processing Equipment 

34 Electrical and Electronic Engineering 

35 Manufacture of Motor Vehicles and Parts 

35 Manufacture of Other Transport Equipment 

31 Instrument Engineering 

41/42 Food, Drink and Tobacco Manufacturing 

43 Textiles 

44 Manufacture of Leather and Leather Goods 

45 Footwear and Clothing 

45 Timber and Wooden Furniture 

41 Paper, Paper Products, Printing, and Publishing 

48 Processing of Rubber and Plastics 

49 Other Manufacturing Industries 
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TABLE ~.3 - 1968 Industrial Orders 

11 Mining and Quarrying 

III Food, Drink, and Tobacco 

IV Coal and Petroleum Products 

V Chemicals and Allied Industries 

VI Metal Manufacture 

VII Mechanical Engineering 

VIII Instrument Engineering 

IX Electrical Engineering 

X Shipbuilding and Marine Engineering 

XI Vehicles 

XII Metal Goods Not Elsewhere Specified 

XIII Textiles 

XIV Leather, Leather GOOdS, and Fur 

XV Clothing and Footwear 

XVI Bricks, Potter~ Glass, and Cement 

XVII Timber, Furniture, etc. 

XVIII Paper, Printing, and Publishing 

XIX Other Manufacturing Industries 
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4~ FORECASTING CLASSES 

The main problem in estimating an EM mode(lSgetting a consistent run 

of output data for the EM. Three different classifications of 

industrial customers need to be matched: 

EMEB Trade Codes 

1968 SIC Codes 

1980 SIC Codes 

This is very difficult to achieve. There are ·20 EMEB industrial 

trade codes and 1968 SIC industrial orders. These match fairly 

closely but are not identical. The change in classification in 1980 

created 21 broad manufacturing classifications which vary 

significantly from the 1968 classification, plus other industrial 

classes which interfere with the rationalisation of forecasting 

classes. The classifications for industry are shown in table 4.1, 

table 4.2, and table 4.3 (only manufacturing is shown for the 1980 

SI Cs. 

In this thes1s the broad industry groups corresponding to EMEB Trade 

Codes and Industrial Orders are used. In many cases the sales and 

output classes cannot be made compatible. This accounts for many of 

the poor EM output coefficient t-statistics in the regressions. 

Each of these classes is made up of more detailed classifications. 

For example, 1968 SIC Order H, Mining and Quarrying, conSists of 

MLH codes 101, 10201, 10202, 103, 104, 10901, 10902, 10903, and 

10904. The 5 digit MLH level of classification is also used to code 

EMEB industrial and commercial consumers. The 1980 and 1968 SIC 

codes can be matched fairly closely at the detailed level of 

disaggregation. Unfortunately, neither EMEB sales or EM output is 

published in this detail. The level of detail in the tables is the 

level which has to be used without purchasing the detail from the 

BSO. Table 4.4 compares EMEB trade codes with 1968 Industrial 

Orders. The close match is visible but in four cases, classes have 

to be combined to match SIC Codes with Trade Codes. Order H 

contains consumers from codes 81 and 82; order VI contains codes 84 
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TA8LE 4.6 • Classification Problems 

Missing Minor Forecasting 
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and 85; some of trade code 85 is in order IV and some in V; and 

trade code 91 is split between orders VIII and XII. This reduces 

the number of classes from 20 to 18. 

The reduced set of compatible codes for industrial orders and trade 

codes can then be compared to 1980 SICs. This is done in table 4.5. 

Again, some rationalisation of classes is necessary to maintain 

compatibility. Any 1980 SIC with two or more markers on its line 

represents a problem, in this case SICs 31, 34, and 35. Combining 

the orders reduces the number of classes by two, from 18 to 15. The 

remaining classes are shown in table 4.5. 

The process does not stop there. None of the classes below SIC 21 

are available in the Annual Census Of Production. This eliminates a 

further four classes. There are now only twelve classes left from 

20 which are suitable for forecasting. The Annual Census of 

Production Regional Tables does not necessarily give a complete set 

of data even at the most aggregated level used in my work. 

Sometimes a firm accounts for the whole, or a very large proportion 

of the output of one industry. An example of this is British Coal. 

To preserve confidentiality of the output of British Coal, the entry 

for Coal Mining would be omitted together with the entry for another 

industry. The output of the Leather industry, and Man-Made Fibres 

are not available because of this from 1980. This reduces the 

number of compatible forecasting classes further. There are minor 

classifica tion errors within some of the ten remaining classes - in 

orders VII, IX, XV, XVII, and XIX. Only' five from of the original 

20 classes are matched perfectly for forecasting. These are III, 

VI+VIII+XII, X+XI, XVI, and XVIII. Using the names used for 

forecasting these are FT, MM+IE, VE, GC, and PP. Unfortunately, 

the Cabinet Office supplied adjusted data instead of non-adjusted 

data for PP (Printing and Publishing) so the results of that model 

could not always be used, but it is reported in my results (and is 

always adjusted output data). 

The arguments above make bleak reading, but things are not as bad as 

they seem. It does make an important point though, that the main 
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problem facing the forecaster is a reliable source of data for their 

models. Forecasting electricity sales is not an exact science, and 

some approximations are· allowed. Some 0# the minor ·classification 

errors encountered when translating 1980 SICs to 1968 SICs are 

probably less severe than those in EMEB's own MLH classification of 

consumers. It would therefore be foolish to dispense with these 

classes. Proxies can be used in some instances where data is 

missing, such as using SIC 43 as a proxy for the combined effect of 

SICs 43 and 2& (because SIC 2& is missing from Census of Production 

Summary Tables for the East Midlands). I have therefore made the 

best of the data available and expanded the number of forecasting 

classes to the maximum number I judge the data to be able to stand. 

In most instances I am aware of the size of any minor classification 

error in the output data through examining the electricity sales 

accounted for by the offending firms. This is possible· because I 

can discover from EMEB computer records how much electricity is 

accounted for by each MLH code in the ·current year. 

The final forecasting classes used are shown in table 4.7. 

1l.1l THE PRICE VARIABLE 

The most common price variable used in previous studies is the price 

of electricity relative to a compOSite index of the price of all 

other fuels. The "other fuels" price index usually weights the price 

of gas, oil, and coal by the amount of the respective fuel used. 

This leads to estimation problems since the weights are a function 

of the price of each fuel. The prices used are normally average 

prices. This causes estimation problems and is theoretically 

incorrect. For tariffs with a standing charge, average price 

becomes inversely related to electricity consumed. Marginal price 

represents the true price paid by customers for a small increment in 

load, and this is probably a better variable to use. Alternatively, 

it can be argued that customers perceive average price and not 

marginal price. 
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The above argument about standing charges is less appropriate for 

larger customers. A verage price for them is likely to be closer to 

marginal price. For smaller customers, on quarterly tariffs, the 

fixed cost is a larger proportion of total cost. The difference 

between average and marginal cost will therefore be greater. This 

is lllustrated in figure 4.3. Monthly tariffs have a maximum demand 

(MD) charge. This reflects the cost to the Board of the customer 

increasing his capacity. An increase in units generally follows 

from an increase in capacity. Average price therefore stays close 

to marginal price. 

Theoretically, the electricity price variable should be the 

(consumption) weighted average of the marginal price paid by monthly 

and quarterly billed customers. A separate price index should also 

be constructed for each Trade Code. 

There is a hiatus between the theoretical index and what is 

practically achievable. Data is unavailable for consumption of 

other fuels by EMEB Trade Code. Even producing a single index of 

marginal price for electricity is not pOSSible, although EMEB set 

the tariff. There are as many marginal prices as there are rates in 

the tariff. But the marginal prices cannot be aggregated because a 

firm does not have a fixed load shape. Each firm wlll also have a 

different load shap~ 

The price index I use is not ideal, and this is true of the price 

indices used in all Similar studies, such as Baxter and Rees. The 

index I used is: 

(Pf/WP1l 

n n 

((E Pit,Wit)/ E Wi) 
i:1 i:1 

where pe : price of electricity 

Pi : price of other fuels 

W i : consumption of other fuels 
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1j,.5 MEASURING ECONOMIC OUTPUT. 

Output of the service industries is defined as GDP minus HP. This 

gives a few definitional problems. For example, output of the 

services includes farms, yet the index of the output of the services 

is used to predict commercial sales - which does not include farms. 

Sales to farms is evaluated independently. 

It is notoriously difficult to measure the output of the service 

industries. Understanding and interpreting econometric estimation 

problems requires a thorough understanding of the data used. 

Streissler (1910) cites an example to show how important it is to 

understand the statistics used in models - a researcher in Austria 

showed that profits rose over time at the same rate as wages and 

salal"1es. To thOse familial" with the statistics this was no 

surprise. There was no information on profits so official statistics 

assumed they moved in proportion to wages and salaries! 

Similar problems await the naive in the data used for load 

forecasting. Employment is used in the services sector as a proxy 

for output. Extreme care is therefore necessary when using 

employment as an explanatory variable in a commercial model. One 

could end up using two employment measures in a model! Construction 

of UK output measures is therefore discussed. 

The OUTPUT measure of GDP is conSidered, but not the income or 

expenditure measures. GDP is the total value of goods and services 

produced by residents of the United Kingdom before allowing for 

capital consumption, and is equivalent to GNP less net property 

income from abroad. 

The output measure of GDP is constructed by summing total national 

output of finished goods. Goods are summed by the price charged to 

the final consumer. The simplest measure of final output is to 

calculate the value added by each firm in the production process. 

Net Value Added in Manufacturing is the regional measure given in 

the Annual Census of Production. Value added is required to 
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calculate VAT. This is why the statistic is available. The output 

of service industries is difficult to calculate since there are no 

physical units of production and many services such as health and 

education may be provided free or at a nominal charge. In such cases 

employment is used as a proxy for output. The dangers of this are 

highlighted by the present conservative administration. Improving 

productivity has been an important feature of their policy. The use 

of employment as a proxy for output implicitly assumes that 

productivity remains unchanged! Changes in productivity in the 

services sector of the economy wlll inevitably cause problems in 

econometric models of commercial sales. 

Changes in GDP between periods is measured with a Laspeyres (base 

weighted) index. Each sector of the economy is weighted according 

its contribution to GDP in the base year. These weights are then 

combined with the change of output to estimate an index of output. 

The index of production is estimated in a similar way. 

where OCi=current estimate of the net output of industry i 

Obi =net output of industry i in the base year 

Wi =weight of 1ndustry i 

A problem with this method is that the weights become outdated. A 

typical example is the recent massive increase in production from 

the continental shelf. The weights assigned to continental shelf 

activities clearly understates output of this sector at a time when 

output is rising fast. 

All the measurement problems above w1ll make econometric models less 

precise. The problems are real but certainly do not prevent adequate 

models being bullt. They m1ght explain why models of electriCity 

sales in some smaller sectors perform badly. This will be 

particularly evident in the commercial sector. Independent models 
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fo!' each sector will !'educe some of the inaccuracy. 

4.6 CAPACITY UTILISA TIOH. 

Most businesses consume a fixed amount of electricity ir!'especti ve 

of output. Elect!'icity consumption pe!' unit of output declines as 

output rises, unless the plant being used to expand output is less 

elect!'ici ty-efficient. Capaci ty utilisation will !'ise as output 

!'ises, at least in the short-run, until investment takes place to 

expand capacity. The capacity utilisation variable can the!'efore be 

included to allow fo!' thes~ effects above 

(although they are of opposite magnitude). :'he va!'iable is 

del'ived from the Confederation of B!'itish Indust!'y (CBI) Quarte!'ly 

T!'ends Survey. It is the percentage of fi!'ms !'epo!'ting thei!' 

present level of output to be satisfactory minus the percentage 

!'epo!'ting thei!' p!'esent level of working to be below capacity. An 

example of this source of data is given in question lj, of appendix 

IV. The capacity utilisation va!'iable takes valued between +100, 

when all firms are wo!'king below capacity, and -100, when all firms 

a!'e wo!'king at a satisfactory level of capacity. In logarithmic 

models this is unacceptable. The value of the capacity variable 

must take a value between 0 and 100, so that the loga!'ithm of the 

number can be dete!'mined. In loga!'i thmic models, therefo!'e, the 

capacity variable was t!'ansfo!'med in the following way so that it 

took a value between 0 and 100 prior to taking logarithms. 

C* = (\00 -c.) (2 

whe!'e C = capacity utilisation 

c* = t!'ansfo!'med capacity va!'iable 

4.1 DEGREE DAYS 

Deg!'ee days is a widely published va!'iable which measu!'es the heat 

requi!'ed to keep a building at a certain inte!'nal tempe!'atu!'e - in 

this case 55·F. 

PAGE-76-



4 DATA 

NOTES TO CHAPI"ER '1 

1 These terms are expla1ned in chapter 0.1. 
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5 MODEL FORMULATION 

CHAPTER 5 

MODEL FORMULA TION 
The industrial electricity sales model is based on economic theory but 

it is constrained by the availability of data. The data limitations 

cause econometric problems when the models are estimated using 

Classical Lineal' Regression and these are covered in chapter 6. 

This chapter describes a general model dictated by economic theory 

which would have been estimated if data were available. If sufficient 

degrees of freedom had been available the model would have been 

estimated using Hendry's Error Correction Mechanisms1. This chapter 

shows this was not Possible and that compromises had to be made. 

Electrici ty sales to industry depends on: industrial output; 

utilisation of the stock of electricity consuming capital (capacity 

utilisation); the price of electricity; the price of other fuels; the 

price of labour; the stocl!: of electricity utilising capital; the 

weather; and fixed components such as electricity used for lighting, 

computing, staff canteens and so on. 

5.1 OUTPUT 

The output elasticity of electricity sales to industry is not unity. 

Tha t is, electricity sales do not necessarily increase by one 

percent when output increases by one percent. The average 

consumption of electricity per unit of output decreases. The fixed 

consumption for lighting and so on is spread over more output. A 

constant consumption, different for each season, is followed by 

consumption varying with output. The form of the relationship 

depends whether the elasticity of output with respect to price is 

constant, increasing, or decreasing. Constant elastiCity would 

imply a double log model. This is a convenient model to work with 

since the coefficient of output is the elasticity. If a I1near 

relationship between sales and output eXists, each successive 
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increase in output produces a certain number of extra kWh's sold. 

This gives a declining elasticity, hence increasing returns to 

electricity because of the fixed consumption. The output elasticity 

may be a function of other factors. It may depend on the degree of 

capacity utilisation, for example. This sophisticated modification 

is used in later models. 

When new firms arrive to meet an increase in demand there may be two 

distinct effects: 

1 If the new firms arrive in an industry dominated by 

increasing returns there may be an increase in average 

consumption per incremental unit of output. This is likely 

because t.he new firms are probably too small to taR:e a:.o1vamtag;e 

of the economies of scale in electricity realised by existing 

firms. 

2 If the industry is dominated by smaller firms then the new 

firms are likely to attain all available economies of scale. 

Furthermore, the new firms will probably be more efficient since 

they will have new plant and machinery. This is not always 

true, of course. Firms may buy second hand, or the new plant 

may use more electricity at the expense of some other factor . 

. Computer Numerically Controlled (CllC) machinery uses electricity 

in many instances to replace labour. But generally, lower 

consumption per unit of output is expected. 

It is difficult to pre- judge the output effect which may be 

different for each industry. 

5.2 CAP ACITY UTILISATION 

Utilisation of electricity consuming capital stock affects the 

output elasticity. When the number of firms in the industry and the 

capi tal stock is fixed there are two possible and opposite effects: 
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1 In times of low output, firms operate below designed optimum 

plant capacity. As output rises firms move towards a more 

efficient level of working and consumption per unit of output 

falls. 

2 As output rises, the incremental units wlll be produced on 

the older, least efficient plant and machinery. Consumption per 

unit of output will therefore rise. 

There are no prior expectations for the sign of the capacity 

coefficient. The above explanation shows intuitively that capacity 

utilisation is highly correlated with output. 

5.3 WEATHER 

Some electricity is used for space and water heating. Temperature, 

rainfall, illumination, and the cooling power of the wind affect 

space and water heating requirements. Temperature is the most 

significant weather variable and is the only one used. The 

variables are too highly correlated to use more than one. This 

keeps the models Simpler, and does not consume unnecessary degrees 

of freedom. Also, the other effects are relatively small and cannot 

be adequately used together in quarterly data. As an example, the 

cooling power of the wind, often called the "chill factor", depends 

on temperature. The chill factor rises as temperature falls. In 

quarterly data, this effect cannot be built into the model. There 

is no way of determining whether the wind and low temperatures 

occurred simultaneously, or independently. 

Temperature is multiplicative with output. As output rises, new 

plant is installed. The new plant also needs heating and hot water. 

The elasticity of electricity consumption with respect to 

temperature varies with temperature. Temperature should probably be 

in quadratic form besides being multiplicative with output. Changes 

in the stock of electric heating eqUipment, such as a change in the 

momentum of storage heater sales, distorts relationShips. 
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Electricity consumption may become more or less sensitive to 

temperature. 

Temperature elasticity is also a function of price. Electricity may 

become more expensive and account for a larger proportion of a 

customer's budget. In this case the demand for electricity will 

become more elastic. The increase in price will make customers 

quicker to turn down their heating when temperature falls. Energy 

conservation becomes more viable and has a shorter payback period. 

Therefore, as price rises less electricity will be required. 

5.4 SEASORALITY 

This is no problem if unadjusted output data is 

Unfortunately, most published data is seasonally adjusted. 

used. 

The 

models test adjusted and unadjusted data. Surprisingly, some of the 

output data required for the models was not available as unadjusted 

data. Models were therefore estimated with seasonally adjusted data 

in those cases. This produces estimation problems because: 

1 "De-seasonalising" data induces autocorrelation. 

2 If several variables are "de-seasonalised" using different 

methods then the relationship between the variables could become 

distorted. 

3 The degrees of freedom used by the "de -seasonalising" 

technique are unknown. This cannot subsequently be allowed for 

in statistical tests of significance. 

4 smoothing of the data may obscure some of the finer details 

in the data which is being modelled. 

A constant and three seasonal dummies estimate fixed consumption 

such as lighting. If temperature is absent from the equation the 

dummies also include the seasonal heating component. When 

seasonally adjusted output data are used, the dummies also include 

the variation in sales due to seasonal output effects. 
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If adjUsted output data are used, electricity sales should be 

adjusted by the same method to obtain accurate regression 

co-efficients. This is clearly an impractical second best solution. 

Obtaining non-adjusted data uses resources more efficiently. The 

precise nature of the CSO's seasonal adjustment is not known 

although they use a variation on the CENSUS X-l1 technique. 

5.5 PRICE 

Electricity has substitutes in the production function of most 

firms. Therefore, the price of electricity and the price of 

competing fuels are important. Labour can also be a substitute for 

capital (hence electricity) in the production function, so the price 

and availability of labour may be a relevant explanatory variable. 

The effect of price on the amount of each factor of production used 

w1ll not be instantaneous. Firms, will take time to move from their 

current factor mix to their desired factor mix. This can be 

modelled in several ways. 

1 The simplest and 

estimation is the 

most convenient technique to use for 

Koyck Tl"ansformation. This imposes a 

geometl"ically declining lag on aJI the exogenous val"iables. 

This may be inappl"opriate for some variables, such as 

temperature, where the effect is instantaneous. It may overcome 

some autocorl"elation due to the quarterly b1!ling pl"oblem, but 

will introduce autocorrelation if none was present previously. 

The Koyck Transformation imposes the same lag structure on each 

explanatory val"iable. This will not be the best method of 

modelling adjustment lags since the adjustment in consumption 

due to price effects will normally be longer than for other 

variables. 

2 An alternative to the Koyck transformation is the use of 

polynomial distributed lags (PDL) on the relevant variables. 

This indicates the time profile of the adjustment process. 
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5.6 TECHNOLOGICAL CHANGE 

New plant is likely to consume less energy per unit of output unless 

the new plant used electricity to replace other factors of 

production. Investment in new plant could be expected to reduce the 

average consumption per unit of output. Technology may advance but 

only investment in the new technology has an impact on electricity 

consumption. No measure of technological change can be easily used 

in an econometric study of electricity demand. This has been a 

problem to electricity demand forecasters for some time. There are 

perhaps three ways to capture the effect of technological change: 

i The amount of coal used in an industry has been used by 

Baxter and Rees to measure the state of technology in that 

industry. This is not so relevant today since very little coal 

is now used by most industries. Technology has changed the type 

of goods that is now produced. Coal· may be used in the 

manufacture of iron and steel, but would be implausible in the 

manufacture of computer machinery. More goods are now assembled 

rather than produced from raw materials in the UK. Use of coal 

is used mainly in primary industries and is therefore in 

decline. Coal is therefore a better measure of the mix between 

assembly and primary manufacture than it is as a measure of 

technology. Technology has advanced so far from the time of 

Baxter and Rees's study that most industries no longer use 

substantial amounts of coal. Even the iron and steel industries 

are now turning to electric melting. In this industry coal is 

perhaps a good measure of technological change, but so is the 

tons of metal produced in a blast furnace compared to the amount 

produced in electric furnaces. This statistic is available. In 

other industries there is no regular data for the consumption of 

coal by quarter and by region. Baxter and Rees's solution was 

thus discounted. It should not be overlooked, however, that 

coal could be used by a firm to generate electricity. 
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2 A time trend is a token gesture for measuring changes in 

electrici t y consumption due to technological change. This 

implies that technological change takes place at a constant rate 

over time. This is a strong assumption. Even if invention 

occurs at a constant rate, innovation normally requires large 

capi tal sums. 

3 Innovation leads to what I loosely term "technological 

change". Innovation requires capital and is therefore related to 

the state of the economy. It is determined by: the rate of 

interest; profitability; the general health of the industry; and 

the industry's forecast of its future. A comprehensive model of 

an industrial sector should ideally model these complex 

investment decisions, which are essential for innovation. 

Technology is introduced in later models. It is a complex issue, 

and, like all other studies, my treatment of technology leaves room 

for improvement. I have attempted to use method (3), and my models 

are similar to those of Kouvaritakis (1983). Chapter 6.3.1 give the 

consequences of omitting a relevant explanatory variable. 

5.1 GENERAL MODEL 

The ideas discussed above imply the following general model. 

Seasonal dummies and dynamics are excluded. The model is in 

logarithm to allow for multiplicative relationships. It does not 

include any labour, technology, or price of capital variables. It 

is not sufficient to throw all relevant variables and lags into an 

equation and expect it to perform satisfactorily. 

In a model of electricity sales, some coefficients are actually 

functions of others. For example, price elasticity, ~I!' may itself 

be a function of temperature. As it gets colder, peoples 

preferences may shift from saving money to keeping war-m. Betal'lco:urt. 

(1981) uses a similar technique of varying elasticities. This 

feature has been included in the following model. 
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where S = electricity sales 

Q = industrial output 

C = capacity utilisation 

P = composite price variable 

D = degree days 

T = a time trend 

and i3l = i3ll + i312G + i313C + i314Cl 

i34 = i315 + i316T 

i35 = i3l1 + i318P + i3lgT 

i36 = i320 + i321P + i322T 

i31 = i323 + i324P 

SUbstituting the above into equation (1) gives 

(Small letters denote natural logarithms) 

s = i30 + B11q + i312Q q + i313Cq +i314CZq + i32c + i33cz + i31SP + i315Tp + 

i3l1d + i318Pd + i3lgTd + i320dZ + i321PdZ + i322TdZ + i323t + i324Pt + 

i38S1 +i3gS2 + i31OS4 

The above General Static Model is too complex. A well defined 

dynamic model based on the above is impossible to estimate. In the 

static version there are 20 parameters to be estimated from only 40 

observa tions. Multicollinearity is certainly a problem. This 

equation gives high RZ but poor t-values. A simpler dynamic lineal" 

model is estimated later and its problems discussed in depth. 

The general model, above, overstates the degrees of freedom 

available. Remember that some degrees of freedom are used by 

seasonal adjustment! 

Some of the features of the general model are gradually introduced 

into a Simple Lineal" Static Model in the following chapters. 
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NarES 1'0 CHAPTER 5 

1 A useful 1ntroduction to Hendry's Error Correction Mechanisms is 

provided in Thomas (1985) .. 
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CHAPTER 6 

ESTIMATION TECHNIQUE 

This chapter outlines the technique of OLS, and discusses some of the 

qualities required of econometric models. Econometric problems are 

illustrated on the static linear model: 

where S = electricity sales 

D1 .. D3 = seasonal dummies 

Q = industrial output 

p = price 

D = temperature 

C = capacity utilisation 

u = error term 

Many models were estimated during the thesis but only the most 

important models and results are presented. Different models require 

different techniques. The data determines the estimation technique in 

some cases. One of the main aims of this study has been to keep the 

equations as simple as possible within the constraints of economic 

theory. I also tried to use estimation techniques which are simple 

and easy to interpret. 

Ordinary Least Squares (OLS) and related techniques are used to 

estimate all the models presented in this thesis. I do not suggest 

that these techniques are superior to others. Some would argue that 

Box-Jenkins is a better way to estimate the models, as it sidesteps 

some of the problems OLS encounters. I have chosen to examine 

industrial electricity sales using standard econometric' techniques 

because: they are most widely used and understood; and as such are 

more likely to be of help to others following in my footsteps. 

Time-series models, such as Box-Jenkins, have many virtues. One of 

them is the ability to deal with the lack of adequate information 
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which plagues electricity sales forecasting models. I use time-series 

models when the classical OLS assumptions are violated beyond 

adaptation to OLS, when data are unavailable on independent variables, 

or when time series techniques provide better estimates. Time-series 

models are most helpful for short-term forecasting. The models 

considered in this thesis are aimed more at the medium to long term. 

Before examining the models in later chapters it is worth reviewing 

the classical assumptions. 

&.1 THE CLASSICAL ASSUMPTIONS 

No assumptions are needed to produce estimates of the parameter 

coefficients. Without examining the properties of the error term, 

however, the rel1abili ty of the coefficients is unknown. 

Econometric models take the form: 

y = SX + u 
\ 

where y = vector of observations on the dependent variable 

X = matrix of observations on independent variables 

u = vector of error terms. 

The most desirable properties of econometric models in the above 

form are known as the classical assumptions1. These are: 

1 The dependent variable is a l1near function of tne 

independent variables plus a disturbance term. 

2 E(Ut)=O for all t. 

The mean value of the error term is zero. 

3a Var (Ut) =E (UtI) =cr UI constant, for all t. 
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The independent variable is fixed in repeated samples. Using a 

lagged value of the dependent variable as an independent 

variable will cause this assumption to breaR down since the 

dependent variable is determined in part by previous errors (see 

assumption 1). 

5 There must be more observations than independent variables 

and the independent variables should be un correlated with each 

other. 

Three other terms are used to describe the properties of estimators. 

The true value of the estimator in the following is denoted by i3. 

and the OLS estimator by ~. 

1 Bias 

Figure 0.1 shows the sampling distribution of ~. which is a 

biased estimator of S. The size of the bias is S-~. If E(~) 

= i3 then ~ is an unbiased estimator' of i3. 

2 Efficiency 

Under the classical assumptions: 

var (~) = E(~-i3)2 = "!i 
n _ 

l; (XCX)2 

t=1 

The OLS variance has the smallest variance of all linear 

unbiased estimators. If assumption 3 or 3a breaR down then: 

var (~) j an 
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and the variance becomes larger (Le. ~ is no longer the best 

estimator). Efficiency though, is a relative concept, and the 

best estimator to use is the one with the smallest variance. 

The difference between a relatively efficient estimator and an 

inefficient one is shOwn in figure 0.1. The OLS estimator is 

often referred to as being BLUE, that is, the best linear 

unbiased estimator of S. 

3 Consistency 

This is an asymptotic property of ~, that is, a large sample 

property. ~ is consistent if the sampling distribution of ~ 

converges around ~ as the sample size increases, as shown in 

figure 0.1. That is pl1m ~=S. 

A sufficient condition for consistency is that both bias and 

variance tend toward zero as the sample size tends to infinity. 

That is lim E(~) = Sand l1m var(~) = 0 

When the model fulfils the classical assumptions OLS is the best 

technique to use. It will have the highest RI; parameter estimates 

will be unbiased; and it will have the minimum variance of all 

linear unbiased estimators. As the sample size is increased, the 

variance-covariance matrix of b tends toward zero. The OLS estimate 

of b is therefore also consistent. Furthermore, if the errors are 

normally distributed the OLS parameter estimate is the best amongst 

all unbiased estimators, and it is asymptotically efficient. 

The models are tested to see if they conform to the classical 

assumptions. Where possible they are transformed to give the desired 

properties of models suitable for estimation by OLS. Alternative 

estimators are not calculated when regression fails to give the best 

estimators. That is beyond the scope of the current exercise. 

Figure 0.2 shows the classical assumptions and the consequences of 

their Violation. These classical assumptions are often violated by 

simple models. These violations and their effect on parameter 
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TABLE 6.1 - Static Linear Model Estimated by OLS 

Lagrange Multiplier Teltl 
DurDin (------------------------) 

C SI S2 S4 OUtput Price Temp Capacity Jl! S.u. Yatson L1 U L8 

PP 63124 -2298 -1182 -2632 -15 -65H 11 -58 o.m 10TT 1. T3 ,1. 091 1.T10 16.290 
T.98 -0.53 -D.65 -0.83 -0.18 -11.41 1.54 -3.21 

GC 111360 -8660 -m -T1T9 132 -IT5n 26 -15 0.841 4895 1. 60 1.48T T.9T5 22.822 
6.13 -0.85 -0.18 -0.9T 3.34 -T.OI 2.29 -0.18 

Cl! -TT59 -328H -14811 -31939 115 1m3 53 -98 O.TTT 10116 0.96 11.031 15. T90 IT .504 
-0.20 -1.5T -1. TO -1.09 1.11 9.6T 1.19 -1.11 

15818 5111 1405 TT4 1116 -14056 44 8 0.916 6191 1.19 5.109 10.185 13.800 
1.55 0.10 0.15 0.08 4.35 -3.11 1.93 0.09 

II 5T669 1019 140 -111 315 -9311 10 16 0.958 lT9T 1.55 1.0T6 5.565 lU18 
5.H 0.35 0.18 -0.06 1.16 -11.1T 3.08 0.96 

VI: -81169 15T86 9081 8380 ll1Z 3510 " -T8 0.836 13115 I.H 1.619 5.414 16.TTO 
-1.90 0.59 0.80 0.13 3.56 0.69 1.53 -1.11 

FT 1159 -16835 -15T51 -15313 1103 -15013 32 -39 0.814 T633 1. 36 3.193 10.988 IT.815 
0.01 -1.68 -1.34 -1.1T 1.19 -1.31 1.18 -0.61 

LE T86 1066 SIT 628 11 199 1 0 0.880 388 1. 49 1.308 11.133 IT.855 
0.10 1.31 1. 68 1.05 1.3T 3.3T 1. 12 -0.11 

er -1131 1131 1T16 651 lOT 1311 T 2 0.911 m 1.90 0.OT9 2.415 1.506 
-0.51 I.OT 1. 99 U3 3.15 3.15 3.11 0.31 

TT 13410 1146 1101 1118 103 -1100 I -11 0.940 865 1.00 0.311 14.105 15.132 
UT 1.36 1. 60 0.93 5.15 -10.16 1.13 -1.51 

OM 183336 -1I18T -10911 -m51 103T -3318T IT -IT 0.813 11104 1.10 10.311 1U38 11.503 
T.05 -0.11 -0.88 -0.99 3.15 -8.05 1.31 -1.01 

!II -169514 -51118 -6110 -31069 1109 15585 113 133 o.m 15801 1.35 6.161 15.935 13.T69 
-6.19 -1.52 -0.14 -1.19 1.61 1.36 3.02 1.10 

lE 19965 -11368 -1013 -10968 163 -6086 33 118 0.81T 5111 0.68 10.404 13.685 31.1T3 
1.93 -1.06 -0.90 -1. ID 1.66 -3.01 1.14 1.15 

GC 101163 -11188 -2066 -9406 858 -18819 29 11 0.810 1903 1.64 1.413 1.155 13.903 
6.86 -1.00 -0.14 -1.11 4.28 -8.05 1.18 D.35 

MM -86815 -38116 313 -16886 1116 19511 102 -181 o.m 15852 1.15 1.063 15.586 11.090 
-1.35 -1.11 0.01 -1.11 3.08 3.18 1.80 -1.63 
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6 ESTI~TION TECHNIQUES 

TABLE 6.2 - Correlation Matrices for Static Linear MOdel 

CORRELATION MATR ICE S 

IES Si S2 S4 lE PR QDD lEC 
lES 1.000 0.509 -0.110 0.053 0.111 -0.655 0.629 0.213 
Si 0.509 1.000 -0.344 -0.344 0.035 -0.061 0.736 -0.053 
S2 -0.110 -0.344 1\ 000 -0.323 -0.053 0.021 -0.245 0.148 
S4 0.053 -0.344 -0.323 1.000 0.044 0.021 0.269 -0.028 
lE 0.111 0.035 -0.053 0.044 1.000 0.262 0.103 -0.553 
PR -0.655 -0.061 0.021 0.021 0.262 1.000 -0.051 -0.344 

QDD 0.629 0.736 -0.245 0.269 0.103 -0.051 1.000 -0.037 
lEC 0.213 -0.053 O. 148 -0.028 -0.553 -0.344 -0.037 1.000 

M1S Si S2 S4 M1 PR ODD MMC 
M1S 1.000 0.206 0.037 0.071 -0.681 0.799 0.345 -0.194 

Si 0.206 1.000 -0.344 -0.344 -0.001 -0.061 0.136 0.107 
S2 0.037 -0.3" 1.000 -0.323 0.034 0.021 -0.246 -0.002 
S4 0.017 -0.344 -0.323 1.000 -0.021 0.021 0.269 0.025 
M1 -0.681 -0.001 0.034 -0.021 1.000 -0.589 -0.019 0.030 
PR 0.799 -0.061 0.021 0.021 -0.589 1.000 -0.051 -0. 166 

ODD 0.345 0.736 -0.246 0.269 -0.019 -0.051 1.000 0.086 
MMC -0.194 0.107 -0.002 0.025 0.030 -0.166 0.086 1.000 

OMS Si S2 SIJ, OM PR QDD TFC 
OMS 1.000 0.527 -0.178 0.071 0.500 -0.620 0.639 -0.368 

Si 0.527 1.000 -0.3" -0.3" -0.032 -0.061 0.736 -0.163 
S2 -0.118 -0.3" 1.000 -0.322 0.013 0.021 -0.246 0.080 
S4 0.071 -0.3" -0.322 1.000 0.036 0.021 0.269 -0. 040 
OM 0.500 -0.032 0.013 0.036 1.000 -0.568 0.018 -0.438 
PR -0.620 -0.061 0.021 0.021 -0.568 1.000 -0.051 0.111 

ODD 0.639 0.136 -0.21J,6 0.269 0.018 -0.051 1.000 -0.227 
TFC -0.368 -0.163 0.080 -0.040 -0.438 0.117 -0.227 1.000 

TFS Si S2 S4 TF PR QDD TFC 
TFS 1.000 O. 640 -0.148 0.117 0.202 -0.491 0.804 -0.401 

Si 0.640 1.000 -0.344 -0.3" 0.062 -0.061 0.136 -0.163 
S2 -0.148 -0.3" 1.000 -0.322 -0.021 0.021 -0.246 0.080 
S4 0.111 -0.344 -0.322 1.000 0.021 0.021 0.269 -0.040 
TF 0.202 0.062 -0.021 0.021 1.000 0.041 0.089 -0.480 
PR -0.491 -0.061 0.021 0.021 0.041 1.000 -0.051 0.111 

ODD 0.804 0.736 -0.246 0.269 0.089 -0.051 1.000 -0.221 
TFC -0.401 -0.163 0.080 -0.040 -0.480 0.117 -0.221 1.000 

CFS Si S2 S4 CF PR QDD CFC 
CFS 1.000 0.656 -0.069 0.100 -0.107 0.389 0.831 -0.033 

Si 0.656 1.000 -0.3" -0.3lj,lj, -0.011 -0.061 0.136 -0.119 
S2 -0.069 -0.3" 1.000 -0.322 0.059 0.021 -0.246 0.150 
S4 0.100 -0.344 -0.322 1.000 -0.024 0.021 0.269 -0.031 
CF -0.101 -0.011 0.059 -0.024 1.000 -0.435 0.014 -0.632 
PR 0.389 -0.061 0.021 0.021 -0.435 1.000 -0.051 0.277 

ODD 0.831 0.136 -0.246 0.269 0.014 -0.051 1.000 -0.105 
CFC -0.033 -0.119 0.150 -0.031 -0.632 0.271 -0.105 1.000 
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TABLE &.2 - Correlation Matrices for Static Linear ~~del 

CORRELAT ION MATRICES 

LES Sl S2 S4 LE PR QDD LEC 
LES 1.000 0.596 -0.098 0.147 0.527 0.44& 0.782 -0.058 
Sl 0.59& 1.000 -0.344 -0.344 0.034 -0.0&1 0.73& -0.075 
S2 -0.098 -0.344 1. 000 -0.322 -0.003 0.021 -0.24& 0.155 
S4 0.147 -0.344 -0.322 1.000 -0.020 0.021 0.269 -0.001 
LE 0.527 0.034 -0.003 -0.020 1.000 0.854 0.024 -0.00& 
PR 0.44& -0.061 0.021 0.021 0.854 1.000 -0.051 0.140 

QDD 0.782 0.735 -0.24& 0.2&9 0.024 -0.051 1.000 -0.06& 
LEe -0.058 -0.075 0.155 -0.001 -0.00& 0.140 -0.066 1.000 

FrS Sl S2 S4 FT PR QDD FTC 
FTS 1.000 0.138 -0.139 -0.016 0.589 -0.875 0.077 0.039 

Sl 0.138 1.000 -0.344 -0.344 0.021 -0.0&1 0.136 -0.0&3 
S2 -0.139 -0.344 1.000 -0.323 -0.05& 0.021 -0.21J,6 0.138 
S4 -0.07& -0.344 -0.323 1.000 0.028 0.021 0.269 -0.054 
FT 0.589 0.021 -0.056 0.028 1.000 -0.&14 -0.002 0.379 
PR -0.875 -0.061 0.021 0.021 -0.614 1.000 -0.051 -0.288 

QDD 0.071 0.736 -0.24& 0.2&9 -0.002 -0.051 1.000 -0.099 
FTC 0.039 -0.063 0.138 -0.054 0.379 -0.288 -0.099 1.000 

YES Sl S2 S4 VE PR QDD VEC 
VES 1.000 0.576 -0.098 0.106 0.554 0.422 0.730 -0. 138 

Sl 0.576 1.000 -0.344 -0.344 0.048 -0.0&1 0.13& -0.117 
S2 -0.098 -0.344 1.000 -0.323 0.019 0.021 -0.21J,6 0.255 
S4 0.10& -0.344 -0.323 1.000 -0.041 0.021 0.268 -0.184 
VE 0.554 0.048 0.019 -0.041 1.000 0.897 0.029 0.12& 
PR 0.422 -0.0&1 0.021 0.021 0.897 1.000 -0.051 0.201 

QDD 0.730 0.736 -0.246 0.2&8 0.029 -0.051 1.000 -0.193 
VEC -0.138 -0.117 0.255 -0.184 0.12& 0.201 -0.193 i.OOO 

EES Sl S2 S4 EE PR QDD EEC 
EES 1.000 0.521 -0.172 0.113 0.645 -0.742 0.&50 -0.251 

Sl 0.521 1.000 -0.344 -0.344 -0.012 -0.061 0.73& 0.10& 
S2 -0.112 -0.344 1.000 -0.323 -0.037 0.021 -0.246 -0.021 
S4 0.113 -0.344 -0.323 1.000 0.050 0.021 0.269 0.001 
EE 0.645 -0.012 -0.037 0.050 1.000 -0.768 0.027 -0.4&9 
PR -0.742 -0.061 0.021 0.021 -0.768 1.000 -0.051 0.347 

QDD 0.650 0.736 -0.246. 0.2&9 0.027 -0.051 1.000 0.121 
EEC -0.251 0.10& -0.021 0.001 -0.469 0.347 0.121 1.000 
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TABLE 6.2 - Correlation Matrices for Static Linear MOdel 

CORRELATI OH MATRICES 

MES S1 S2 SIt ME PR ODD MEC 
MES 1.000 0.712 -0.176 0.12" O. 't02 0.202 0.877 -0.386 

S1 0.712 1.000 -0.311" -0.3"" -0.009 -0.061 0.736 -0. 156 
S2 -0.176 -0.3"" 1.000 -0.322 O. 12,. 0.021 -0.2"6 O. 1,.7 
Sll O. 1211 -0.3" -0.322 1.000 -0.01l8 0.021 0.269 -0.015 
ME O. 't02 -0.009 O. 12,. -0.01l8 1.000 0.717 0.010 -0.606 
PR 0.202 -0.061 0.021 0.021 0.717 1.000 -0.051 -0. ,.85 

ODD 0.877 0.736 -0.2116 0.269 0.010 -0.051 1.000 -0.160 
MEC -0.386 -0.156 0.1ll7 -0.015 -0.606 -0.1l85 -0.160 1.000 

TXS S1 S2 SIt TX PR ODD TXC 
TXS 1.000 0.561 -0.035 0.129 O. ,.,.9 0.216 0.780 -0.206 

S1 0.561 1.000 -0.311" -0.3"" -0.013 -0.061 0.736 -0.053 
S2 -0.035 -0.3" 1.000 -0.323 0.0,.8 0.021 -0.2"6 0.002 
Sll 0.129 -0.3" -0.323 1.000 -0.025 0.021 0.269 -0.076 
TX 0."9 -0.013 0.01l8 -0.025 1.000 0.760 0.020 -0.178 
PR 0.216 -0.061 0.021 0.021 0.760 1.000 -0.051 0.335 

ODD 0.780 0.736 -0.2116 0.269 0.020 -0.051 1.000 -0.162 
TXC -0.206 -0.053 0.002 -0.076 -0.178 0.335 -0.162 1.000 

CHS S1 S2 SIt CH PR ODD CHC 
CHS 1.000 0.233 -0.01l8 -0.078 0.391 0.762 0.227 -0.0"7 

S1 0.233 1.000 -0.3" -0.3"" 0.110 -0.061 0.736 0.083 
S2 -0.0"8 -0.3"" 1.000 -0.323 -0.063 0.021 -0.2"5 -0.079 
SIt -0.078 -0.3" -0.323 1.000 -0.025 0.021 0.269 0.011 
CH 0.391 0.110 -0.063 -0.025 1.000 0.115 0.098 -0.53" 
PR 0.762 -0.061 0.021 0.021 0.116 1.000 -0.051 0.228 

ODD 0.227 0.736 -0.2116 0.269 0.098 -0.051 1.000 0.0,.5 
CHC -0.0"7 0.083 -0.079 0.011 -0.53" 0.228 0.0,.5 1.000 

GCS S1 S2 SIt GC PR ODD GCC1 
GCS 1.000 0.388 -0.038 0.058 0.1l25 -0.680 0.506 -0.25" 

S1 0.388 1.000 -0.3" -0.3"" -0.093 -0.061 0.736 -0.103 
S2 -0.038 -0.3" 1.000 -0.323 0.030 0.021 -0.2"6 0.188 
SIt 0.058 -0.3" -0.323 1.000 0.0,.1 0.021 0.269 0.002 
GC 0.,.25 -0.093 0.030 0.0,.1 1.000 -0.605 -0.113 0.116 
PR -0.680 -0.061 0.021 0.021 -0.605 1.000 -0.051 -0.077 

ODD 0.506 0.736 -0.2"6 0.269 -0.113 -0.051 1.000 -0.0"8 
GCC1 -0.25" -0.103 0.188 0.002 0.116 -0.077 -0.0"8 1.000 

PPS S1 S2 SIt PP PR ODD PPC 
PPS 1.000 0.,.20 -0.151 0.077 0.677 -0.805 0.522 -0. ,.10 

S1 0.,.20 1.000 -0.3" -0.3" -0.063 -0.061 0.736 0.017 
S2 -0.151 -0.3"" 1.000 -0.323 0.026 0.021 -0.2"6 0.078 
SIt 0.077 -0.3"" -0.323 1.000 0.0,.1 0.021 0.269 -0.08" 
PP 0.677 -0.063 0.026 0.0,.1 1.000 -0.709 -0.003 -0.539 
PR -0.805 -0.061 0.021 0.021 -0.709 1.000 -0.051 0.228 

ODD 0.522 0.736 -0.2"6 0.269 -0.003 -0.051 1.000 -0.06" 
PPC -0."10 0.017 0.078 -0.08" -0.539 0.228 -0.06l!- 1.000 
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estimates and confidence limits are discussed below. A normally 

distributed error term is assumed in each model. This may not be 

strictly true because of the data used. For example, late billing 

may occur infrequently but will amount to large errors when it does. 

For simplicity this is ignored. The distribution of the errors in 

the static linear model is shown in figure 0.3. Although the number 

of observations is small (only ll,1) the shape of the normal 

distribution can be seen taking shape, altnough the distribution of 

OM and CF appear to be troublesome. The usual t-tests and 

F-distribution appear to be appropriate. 

All the models have problems of varying degree. The preferred model 

will be the one in which the problems are least important for 

forecasting. It is often impossible to correct all the problems 

arising in a model. For example, one could face a choice between 

including two intercorrelated explanatory variables and having a 

model which suffers from multicollinearity or, alternatively, 

dropping one of the offending variables and having a model with 

specifica tion error. 

The result of applying OLS to the simple static linear model of 

equa tion (1) with UK output data is shown in table 0.1. It is a 

typical naive model. It might be chosen by the forecaster who is 

unaware of the data problems, inter-dependence between variables, 

and. the aSSOCiated problems with the classical least squares 

assumptions. It is a poor model to be estimated by OLS, but a good 

way of illustrating the econometric problems which need to be 

overcome. 

0.2 MULTICOu.mEARlTY - VIOLATION OF ASSUMPTION 5. 

The static linear models have a good Rl but the t-values of the 

output and capacity Utilisation coeffiCients are low. The matrix of 

partial correlation coefficients in table 6.2 show the problem - a 

high negative correlation between output and capacity utilisation. 

We know intuitively that capacity utilisation wl!l rise as output 

rises. (The scale of the capacity utilisation variable is inverted 
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in this model. Full utilisation of capacity gives a value of -100, 

and zero utilisation gives a value of 100.) The relationship is not 

exact so OLS estimation can proceed. In this case the 

multicollinearity is caused by the particular data sample. 

Increasing the number of observations w1ll reduce the pr-oblem. As 

more plant is installed to deliver more output, capacity utilisation 

may fall again. There will then be more observations on capacity 

utilisation at each level of output. 

Multicollinearity may arise because several variables shift together 

over time. This can occur irrespective of any true relation between 

the variables. In the static model the relative price of 

electricity falls over time whilst in some industries output rises 

over the same period. These variables become negatively correlated. 

If seasonal dummies are included with the temperature variable then 

there will be mUlticollinearity between these variables. Again the 

partial correlation matriX shows the strong relationship between 

temperature and seasonal dummies. 

6.2.1 Consequences of Multicollinearity 

The OLS estimator is still the BLUE and the calculation of R' is 

still correct. None of the classical assumptions have been 

violated unless there is an exact relationship between two or 

more of the independent variables. Multicollinearity is nearly 

always present in time series models. There are no strict rules 

when multicollinearity is "serious". The major concern is that 

the standard errors of the parameters of the collinear variables 

become large. An intuitive explanation is that there is 

insufficient independent movement in each collinear variable to 

determine its independent effect on the dependent variable. 

Mult1co1l1near1ty, therefore, leads to low confidence 1n the 

coeff1c1ents of a model, and subsequently to poor estimates of 

the elasticities to be calculated. Dropping one of the 

suspected collinear variables, however, may cause specification 

error. 
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6.2.2 Testing for Multicollineari ty 

There are no formal tests for multicollineari ty. It is, 

however, possible to subjectively assess the severity of the 

problem using the following "rule of thumb": 

1 Examine the t-values of the coefficients. If these 

indicate the parameter is not significantly different from 

zero and it is known to be a relevant explanatory variable 

then multicollinearity may be present. If two relevant 

variables have insignificant parameter estimates, and 

dropping one of the variables improves the t-value of the 

other variable noticeably, then mUlticollinearity is a 

problem. 

2 The correlation matrix may indicate the severity of the 

multicollinearity problem. Kennedy (i985) suggests that 

correlation of 0.8 or more should be avoided between 

independent variables. Others argue that the correlation 

between the independent variable and the dependent 

variable snould be greater than between the independent 

variable and any other independent variable. In Table 6.2 

this means that the correlation in the first row should be 

greater than on any subsequent row. 

6.2.3 Multicollinearity in the Static Lineal' Model 

A combination of the two methods above identifies cOllinear 

variables. Table 6.2 shows that in Leather and Leather Goods 

(LE) the correlation between price and output is 0.85~; but the 

correlation between price and electricity sales is only OAJ.j,6, 

and output and electricity sales only 0.527. This shows in the 

t-values of the variables in Table 6.1. - the output coefficient 

is insignificant; the price coefficient is significant but it 

is the wrong sign. Electricity sales, output, and rela ti ve 

price have all fallen over the estimation period. The 
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FIGURE 6.4 . Frequency Distribution of Degree Days 
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5 ESTIMATION TECHNIQUES 

correlation between time and each of the variables has hidden 

the true relationships. Because LE has been declining, some of 

the relationships have changed. No variable is included to 

model the changes the rationalisation of output has had on the 

industry. There may, therefore, be a specification error. The 

somewhat stepped nature of the price and regional output 

variable might also contribute a little to collinearity between 

output and price. 

In the same equation, capacity utilisation is more highly 

correlated with price than with sales. Again this is due to the 

downward trend in both variables. The coefficient of capacity 

is consequently not significantly different from zero. 

Similar arguments apply to other industries. In Instrument 

Engineering (lE), output and capacity are more highly correlated 

with each other than either is with sales. The correlation 

between temperature and seasonal dummies is depicted in figure 

5.4. The observations on the temperature variable are divided 

into four groups, coinciding with the seasonal dummies. 

Seasonal dummies 2 and 4 are more highly correlated with 1 and 

each other than they are with sales. Temperature has a higher 

correlation with dummy 1 than either has with output. Price and 

capacity are correlated more with each other than capacity is 

with sales. 

Only In the case of price and output of Leather and Leather 

Goods does the correlation between independent variables exceed 

O.B. However, multicollineari ty is still a general problem. 

The extent of the problem is indicated by table 5.3. If a 

variable is totally independent of all other included variables, 

i.e. the correlation between the variables is zero, then the 

variable is said to be orthogonal. When all variables are 

orthogonal the correlation matriX has a diagonal of ones and all 

other correlations are zero. The determinant of this matrix is 

one. If all the variables in the correlation matrix are 
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TABLE 6.3 - Determinant of Correlation Matrices 

CORRELATION MATRICES 

< > 
Orthogonal Variables Collinear Variables 

<-----------------:> <-----------------> 
100 0 000 0 

o 100 000 0 

001 000 0 0 

000 1 000 0 

o 0 0 0 100 0 

000 0 0 1 0 0 

o 0 0 0 001 0 

00000001 

Determinant = 1 

1 111 1 111 

1 1 1 1 1 111 

1 1 111 111 

1 1 1 1 1 111 

1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 

1 1 111 111 

1 1 1 1 1 111 

Determinant = 0 

(Seasonally Adjusted East Midland Output) 

Instrument Engineering 

EIGENVALUES: 0.0109 2.51 0.0727 1.9 1.01 1.32 0.75~ 0.~22 

Value of Standardised DETERMINANT = 0.001& 

Metal Manufacturing 

EIGENVALUES: 0.010& 2.~8 0.07&8 1.33 1.95 0.~2 0.7&7 0.97& 

Value of Standardised Determinant for MM = 0.001& 

Timber & Furniture 

EIGENVALUES: 0.0121 2.8~ 0.~87 1.35 1.3& 1.12 0.0&2& 0.778 

Value of Standardised DETERMINANT = 0.0017 

Leather & Leather Goods 

EIGENVALUES: 0.012 2.71 0.0&17 1.3~ 1.9~ 0.798 0.129 1.01 

Value of Standardised DETERMINANT = 0.0005 

Food Drink & Tobacco 

EIGENVALUES: 0.0805 2.53 0.0101 1.3~ 1.9& o.~ 0.709 0.9&8 

Value of Standardised DETERMINANT = 0.0015~ 
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Electrical Engineering 

EIGENVALUES: 0.0111 2.92 0.223 1.342.01 0.0338 0.803 0.651 

Value of Standardised DETERMINANT: 0.00048 

Mechanical Engineering 

EIGENVALUES: 0.0122 2.93 0.416 2.1 1.340.256 0.0361 0.849 

Value of Standardised DETERMINANT: 0.00032 

G I ass & Cement 

EIGENVALUES: 0.0106 2.46 0.111 1.341.88 0.389 0.189 1.03 

Value of Standardised DETERMINANT: 0.00239 

Paper & Publishing 

EIGENVALUES: 0.011 2.92 0.216 1.92 1.36 0.0431 0.132 0.8 

Value of Standardised DETERMINANT: 0.00054 

Metal Manufacture 

EIGENVALUES: 0.0106 2.48 0.0168 1.33 1.95 0.402 0.161 0.916 

Value of Standardised DETERMINANT: 0.00162 

Textiles 

EIGENVALUES: 9.15E-3 2.590.05991.341.810.1810.161 1.18 

Value of Standardised DETERMINANT = 0.00061 

Chemicals 

EIGENVALUES: 0.0101 2.11 0.131 1. 15 0.361 1. 33 0.129 1. 52 

Value of Standardised DETERMINANT = 0.00213 

Vehicles 

EIGENVALUES: 0.0129 2.69 0.0119 1.39 2.08 0.828 0.132 0.188 

Value of Standardised DETERMINANT = 0.00068 

Clothing & Footwear 

EIGENVALUES: 0.0119 2.62 0.161 1.35 0.31 1.91 0.0412 0.946 

Value of Standardised DETERMINANT : 0.0008 
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perfectly collinear, each element of the matrix will be one, and 

the determinant of the correlation matrix will be zero (see 

table 6.3). No further statistical tests are necessary to see 

that the determinants of table 6.3 show an extremely high level 

of multicollinearity between the independent variables. The 

determinants range from 0.00032 in Mechanical Engineering to 

0.00213 in Chemicals and Allied Trades. 

Table 6.2 shows the specific incidence of multicollineari ty. 

One of the most serious offenders is seasonal dumm y one and 

quarterly degree days. This shows in the lack of significant 

seasonal dummy ones in the model. Another problem lies in the 

correlation between capacity utilisation and output. Again, 

this shows in the poor significance of the output and capacity 

coefficients. 

6.2.4 Solutions for Multicollinearity 

Multicollinearity is only a problem when it affects those 

parameter variances which are important. Precise parameters are 

not needed for the effects of temperature and seasonal dummies 

unless their effect is particularly being studied. The combined 

effect will generally suffice. Here, multicollinearity can be 

ignored, unless the pattern of mUlticollinearity is changing. 

Precision is required for the parameters of output, price and 

capacity, since these are of particular interest. 

When forecasting is the only aim and the pattern of 

multicollinearity is constant, then no problem exists. It is 

unlikely, however, that the pattern of multicollinearity will 

remain the same between variables in the future. If that were 

true, then some of the variables could be omitted. 

More data will help to overcome multicollinearity in these 

models. In time, therefore, the problem will become less 

severe. 
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Re-specifying the model as a simultaneous equation model is not 

feasible in this case. Output is related to capacity 

utilisation in this sample, but there is really no real 

relationship between the two variables, as explained above. The 

rela tionship is distorted by the stock of capital. This is 

difficult to measure. Modell1ng the stock of capital is beyond 

the current scope of these models. A suitable simultaneous 

equation model might avoid some of the problems, but is not 

attempted due to the limitations in data, and the time 

constraint on the study. 

The estimation technique of Principal Components can sometimes 

be used to overcome multicoll1nearity. In this case though, it 

is inappropriate. No orthogonal variables with economic meaning 

can be created from the existing set of variables. Even if this 

was POSSible, Principal Components uses less information from 

the sample than OLS. Simllarly, none of the parameter estimates 

are known in advance. The model cannot therefore be transformed 

to ra tional1se the variables - as might be the case when 

including cross-section parameter estimates in time series 

models. 

One possible solution for multicollinearity is the Ridge 

Regression. This maKes arbitrary adjustments to the sums of 

squares along the diagonal of (X'X) -1 to make the matrix less 

nearly singular. Ridge Regression gives biased estimates but 

with smaller Mean Squared Error (MSE) than OLS estimates. Ridge 

Regression is a statistical tricK, and has not been used since 

it adds complexity to the models and detracts from the main 

theme of the study - to maKe the study usable for forecasting. 

If a collinear variable is dropped the model will be 

mis-specified. This is discussed below. 
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5.3 SPECIFICATION ERROR - VIOLATION OF ASSUMPTION 1 

Three types of specification error might occur. The models may 

include an erroneous set of explanatory variables; they may have the 

wrong functional form; or the parameter estimates may not be 

constant. 

&.3.1 Erroneous Explanatory Variables 

An equation will sometimes not contain the appropriate 

explanatory variables. Three instances occur: omission of a 

relevant collinear variable; omission of a relevant orthogonal 

variable; inclusion of an irrelevant variable. 

A solution for multicollinearity is to drop one of the collinear 

variables. There are two possible effects when a relevant 

ex plana tory variable is omitted. These depend whether the 

omit ted variable is orthogonal 01' collinear with the 

independent variables. 

If the omitted variable is collinear, the coefficient of the 

included variable(s) will be biased. 

If the omitted variable 1s orthOgonal, the coefficient of the 

included variable(s) will be unbiased. The intercept will be 

biased unless the mean of the omitted variable is zero. 

In the static linear model this implies that dropping one of the 

collinear variables to avoid mUltiCOllinearity will give biased 

and inconsistent estimators. The direction of the bias is 

determined by the sign of the correlation between the omitted 

variable and the dependent variable, and the sign of the 

correlation between the omitted variable and the included 

explanatory variable. If both have the same sign the bias will 

be upwards. If they have OPPOSite signs the bias will be 

downwards. 
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The models are designed for forecasting. Multicollinearity 

gives unbiased and conSistent estimators and is therefore 

preferable to mis-specifying the model, which gives biased and 

inconsistent estimators. 

Technological change should be included in the model but is 

notoriously difficult to measure. No variable has been found 

which represents technology satisfactorily; it is therefore 

frequently omitted from models. The models presented here are 

no exception. The consequences of its omission are noted above, 

and depend whether technological change is orthogonal to the 

other independent variables. This depends upon the time period 

studied. Technological change will always rise. Firms do not 

move bacKwards in technology. It does not, therefore, have zero 

mean - so the intercept will be biased. During the sample 

period technology has advanced in various steps. Output has not 

always increased. The level of manufacturing output in the UK 

economy over the period has not, by 1985, reached its previous 

peaK! A high degree of correlation between the two is therefore 

unliKely. . Rela ti ve price has fallen continuously whilst 

technology has advanced. A high negative correlation might 

therefore be expected - giving biased estimates of the price 

coefficient. The direction of the bias will depend whether the 

advance of technology has resulted in more or less electricity 

sales. There will be a downward bias in the price coefficient 

if it has resulted in less sales. If it has resulted in more 

electricity use then the bias will be upwards. 

Negative correlation between the absent technology variable 

(which should be included - see 5.6) and the price variable may 

be responsible for the "wrong" sign of the price coefficient in 

some industries. 

If an IRRELEVANT VARIABLE is included in the model the 

coefficients and the variance-covariance matrix will remain 

unbiased. The variance-covariance matrix becomes larger unless 

the variable is orthogonal, however, so the estimates become 
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inefficient. It may therefore be advisable to include seasonal 

dummies and temperature in the model. At worst this will only 

give less efficient estimators. If they are relevant and 

excluded then the temperature coefficient will be biased. 

6.3.2 Non-Linear Models 

There may be specification error even when all the explanatory 

variables are present. Assumption 1 requires the dependent 

variable to be a linear function of the independent variables 

plus an error term. If a linear model is estimated when the 

true relationship is non-linear specification error is present. 

This can normally be corrected by transforming the independent 

variables or by transforming the entire equation to give a model 

that is linear in the variables. In the static model, the 

relationship between temperature and sales is not linear. As 

tempera ture falls the effect on sales becomes progressively 

stronger. The relationship would be better described by: 

The quadratic term for temperature maKes the effect of 

temperature on sales greater with each successive increment in 

temperature. 

Using a linear model instead of a quadratic, non-linear, model 

is equivalent to the omission of a relevant explanatory 

variable. The parameter estimates of any variables correlated 

with the quadratic term will be biased and have a higher 

variance than necessary. 

The static linear model could also be postUlated in 

multiPlicative form (with multiplicative error terms!). The 

whole equation may then be transformed by taKing logarithms. 

The linear and logarithmic models could not be compared by RI. 

The R! of the linear model gives the proportion of the variation 

in the dependent variable explained. The logarithmic model gives 
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the proportion of the variation in the logarithm of the 

dependent variable explained. A Box-Cox transformation would 

ha ve to be applied to the data prior to estimation if the Rl are 

to be compared. 

6.3.3 Non-Constant Coefficients 

The classical assumptions require parameters to be constant. 

This is sometimes not true of the real world. More specifically 

it is not true of output elaSticity. The long-run and short-run 

output elasticity will differ. In the short-run, as output 

rises, firms will utilise their plant more intensively. In the 

long-run they will equip themselves with new plant to cope with 

further anticipated increases in output. New plant will often 

be more energy efficient than existing plant. Output elasticity 

will therefore change. 

The parameters of some variables may be functions of other 

variables, as discussed in chapter 5 on model specification. 

Output elasticity is a function of price and capacity 

utilisa tion. ThiS could be made explicit. Instead of the 

model: 

The model might be better specified as 

giving the model: 

S = 130 + (135 + 136P + 137C)O + 13,. T 
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Unfortunately, when a parameter is determined by other variables 

and an error term the error of the model to be estimated becomes 

more complex. The OLS estimator is still unbiased but a maximum 

likelihood estimator is needed for efficiency. 

&.4 SYstEMATIC MEASUREMENT ERRORS - VIOLATION OF ASSUMPTION 2. 

If there is systematic measurement error in sales causing constant 

overstatement, or understatement, the intercept wlll be biased but 

consistent. 

effects. 

This is only a problem when measuring seasonal 

The technique of OLS automatically produces errors with a mean value 

of zero. This puts the mean of measurement errors into the 

intercept. Systematic measurement error can only be detected with 

prior knowledge. 

6.5 MEASUREMENT ERRORS - VIOLATION OF ASSUMPTION 4 

All the variables used are measured with error. The effect of 

measurement error differs for the classical model depending whether 

the error is in the dependent or independent variable. 

6.5.1 Errors in Measurement of the Dependent Variable 

If electricity sales are measured with error the coefficients of 

the parameters of the independent variables retain their 

classical properties. The estimators will be unbiased, 

conSistent and the usual statistical tests remain valid. At low 

levels of output firms may have a choice of which plant they 

wish to use. There may, therefore, be more variation in sales 

at lower levels of output. This has been tested by visual 

inspection of the residuals and does not appear to be a problem. 
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6.5.2 Error in Measurement of Independent Variables 

The interpolated structure of the output variable makes it 

particularly prone to measurement error. This is more serious 

than measurement errors in sales. Biased and inconSistent 

estimators result. 

The true relationship between sales (S) and output (P) is 

The measured value of P is pO. Assuming random additive errors 

in this example: 

If it is further assumed that Vt satisfies the classical 

assumptions and is independent of Pt and ut> then 

St = a + S(p{ + Vt) + Ut 

The equation estimated will be 

St = a + SP{ + u"t 

The new composite error term is no longer independent of the 

explanatory variable. Now : 

E(P{u{) = E(Pt + Vt)(Ut - SVt) 

= E(Ptut) + E(vtut) - SE(PtVt) - SE(vtZ) 

Under the above assumptions all but the last term is zero. 

Hence the estimators are biased and inconSistent. Therefore: 
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See Stewart and Wall is (1984) pp138 for probable. limits of S. 

The degree of the problem depends on the degree of independence 

between the measurement errors and the disturbance. This cannot 

be tested explicitly but the extent of the problem can be 

deduced from knowledge of the data. 

Measurement errors in the independent variable are explained 

graphically in Figure 6.5. 

OLS minimises the vertical distance, A. If output is measured 

with error there will also be a horizontal error, B. Inverse 

Least Squares can be used to minimise B. The value x will 

deviate from the true line for a combination of the standard OLS 

reasons and measurement errors in the independent variable. 

Neither OLS or ILS is therefore strictly appropriate, but they 

can be used to provide limits for S. If the ratio of the two 

variances is known, then appropriate weights could be used. The 

measurement errors in output are not known. It is not, 

therefore, possible to say which is the best estimate of the 

true S. 

Instrumental Variables is the most popular remedy for 

measurement errors. It is, unfortunately, unviable for these 

models. It is often the case that there are no sui table 

instruments, and this case is no exception. 

It has already been noted that the way in which the output 

variable is constructed causes measurement errors. It could 

therefore be suggested that UK output statistics should be used. 

This creates its own problems. 

Output is growing faster in the East Midlands than the UK. As 

output rises, the divergence between UK UP and an East Midlands 

UP increases. UK HP will measure the East Midlands UP with 

increasing error. Larger measurement errors will be associated 

with larger output. OLS provides the line of best fit to the 
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data. The estimated equation will therefore gi ve positive 

residuals to high output and negative residuals to low output. 

The output coefficient will be biased. 

Firms now keep more information in a more accessible form about 

their activities. The BSO have presumably impl"Oved their 

techniques for collection and analysis of data. These two 

effects may have produced more accurate output data over the 

period. 

&.& AUTOCORRELATION - VIOLATION OF ASSUMPTION 3b 

In time series data it is not unusual for assumption 3 to break 

down; that is, E(ut us) I 0 for t I s. 

In the models in this study autocorrelation has various causes: 

1 Seasonal adjustment of data by moving average methods will 

induce a utocorrelation. 

2 The effect of a random "shock" may take several time periods to 

work its way out of the system. The errors in those time 

periods will all be affected and related to each other. 

3 Transforming equations for estimation may introduce 

autocorrelation. The Koyck Transformation is an example. 

Inclusion of lagged dependent variables as regressors violates 

assumption 4 since the lagged dependent variable is a function 

of erl"Ors in previous periods. This problem is discussed in 

section 6.1. 

4 Most economic time series data are autocorrelated. If a 

relevant autocorrelated variable is omitted fl"Om the model this 

will give autocorrelation in the mis-specified model. The 

specification of the model should be addressed if this occurs. 

If autocorrelation is present and lagged endogenous variables are 

present on the right hand side of the equation then OLS estimates 

will be biased and inconsistent. This would be the case when the 

Koyck Transformation is applied. In some cases, however, the Koyck 
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Transformation will remove autocorrelation. 

If only exogenous variables are present on the right hand side of 

the equation then OLS estimators remain unbiased and consistent -

but other problems arise. 

1 The OLS estimator is not the "best" estimator since it does not 

have the property of minimum variance. 

2 The OLS method of calculating variances and covariances becomes 

incorrect if errors are autocorrelated. The OLS 

variance-covariance matrix of ~ is "u'(X'X)-1 whilst the true 

variance-covariance matrix when autocorrelation is present is 

(X'X)-1X'VX(X'X)-1. V is the variance-covariance matrix of the 

errors. If the errors are pOSitively correlated OLS will 

underestimate the true variances. 

3 The OLS formula for F-tests is incorrect. 

q, The OLS estimate of the error variance is an underestimate when 

positive autocorrelation is present. This gives an 

overoptimiStic value of R2. 

5 Predictions will be inefficient - they will have larger 

variances than necessary. 

When positive first order autocorrelation is present, in the 

relationship between output and sales for example, the situation 

depicted in Graph 6.6 will arise. Here et = pet -1 + Ut. If the 

first error is large and positive the second error will be not quite 

so large but also posi ti ve, and so on. The plot of residuals from 

the model, shown in figure 6.7, also shows this autocorrelation. 

The problem is particularly obvious in these models. When the error 

becomes negative the next error will be negative. OLS will fit the 

best line to the data but not necessarily the true line. 

Intuitively OLS gives poor estimates of the true slope coefficient 

for output. The estimator is nevertheless unbiased in large samples 

since the errors average out. It is also easy to see that OLS with 

autocorrelation gives an overoptimistic estimate of R2 for the true 

rela tionship. 
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It is clearly important that the model is not autocorrelated. When 

it is, the statistical properties of the model are less reliable. 

6.6.1 Tests for Autocorrelation 

In a static model the Durbin-Watson statistic can be used to 

test for the presence of first order autocorrelation. Higher 

order autocorrelation can be tested by a similar method. The 

test is invalid when a lagged dependent variable is present. In 

these circumstances the D-W statistic is biased towards two. If 

the statistic is still beyond or inside the inconclusive region 

then autocorrelation is present, and is a problem. If the D-W 

statistic is within the acceptable region auto correlation may 

still be a problem. The D-Ws of the static linear model are 

shown in Figure 6.8. This indicates that only TF and CF have 

acceptable D-W statistics. Most models show the D-W to be in 

the inconclusive region, and in the case of OM, lE, and CH, 

autocorrelation is a problem. A D-W test could be calculated 

for fourth order auto correlation but this is not a popular test. 

There are easier al terna ti ves. 

Visual inspection of the residuals, as in figure 6.7, is a good 

starting point when checking for autocorrelation. It can 

instantly reveal the order of autocorrelation, the extent of the 

problem, and may give some clues to its cure. For instance, the 

years of expanding output between 1976 and 1980, between the oil 

price shocks, reveal mostly positive residuals. 

Durbin's h statistic could be used in the presence of a lagged 

dependent variable. This is not always defined, however, and 

the Lagrange Multiplier Test was chosen in preference for its 

simplici ty of calculation and its application to all orders of 

autocorrela tion. 

The lagrange multiplier test can be used with or without lagged 

dependent variables. The result of the lagrange multiplier test 

is shown in figure 6.9 for first, fourth, and eighth order 
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autocorrelation. This shows the extent of the autocorrelation 

problem. If the la grange multiplier is less than the critical 

value of Chi-squared, then autocorrelation is probably not 

present. 

0.0.1.1 Calculating the Lagrange Multiplier 

The residuals from the original equation are regressed 

against all the explanatory variables in the original 

equation pluS the first p lags on the original residuals. 

If nR~ > X'(p) then autocorrelation is present. Where n 

is the number of observations in the original equation and 

p is the order of the autocorrelation test. At the 95X 

confidence level the value of X'(1) is 3.84 and X'(4) is 

9.49 (first and fourth order tests respectively). 

The D-W statistic, d, can give a first approximation for p 

since d N 
N 2(1-p). 

6.6.2 Solution for Autocorrelation 

When autocorrelation is present the model must be transformed to 

one with serially independent errors. This can be achieved by 

lagging the original model and multiplying by p. In the case of 

only one independent variable this gives: 

Yt : a + bXt + Ut ( 2 ) 

Lagging (2) by one period for first order autoregressive 

correction and mUltiplying by p gives: 

pY t-1 : pa + bpXt-1 + PUt-1 (3) 

SUbtracting (3) from (2) gives the transformed equation with 

serially independent errors: 
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(Yt-1) could be regressed on (Xt-Xt-1) using OLS if P is known. 

Correction for the specific pattern of auto correlation is known 

as Generalised Least Squares (GLS). These estimates are the 

best estimates for autocorrelated models. 

The Cochrane-Orcutt technique is the most commonly used method 

for Obtaining estimates of p, and it is the method I have used. 

It is the method used by most econometr1cs package 1ncluding 

those used in th1s study. In quarterly time series, first and 

fourth order autocorrelation are most common, although I have 

also tested for e1ghth order. 

An estimates of p is obtained thus: 

1 Apply OLS to the original equation. 

2 Regress the errors of the original equation on their value 

lagged I periods, where I is the order of autocorrelation 

being corrected. 

Ut = b.ut-I + Vt 

3 The coeff1c1ent of Ut-1 is the estimate of p. 

lj, Substitute this estimate of p into the transformed 

equation (3) and estimate using OLS. 

5 Repeat the process until the estimates of p converge. 

Most econometric packages perform these steps automatically. 

0.1 LAGGED DEPENDENT VARIABLE - VIOLATION OF ASSUMPTION lj, 

Changes in the 1ndependent var1able in previous periods is sometimes 

a relevant explanatory var1able. If this is the case, and is not 

included in the model, then sales in per10d t are determined paI'tly 

by the d1stuI'bance 1n t-1. If sales in t-1 1s included as an 

explanatoI'Y vaI'1able, as in the Koyck TI'ansfoI'mation, sales in t 

will be not be independent of the distuI'bance 1n t-1. If the lagged 

dependent vaI'iable was also deteI'mined by the eI'I'OI' in t -2 sales 

wlll not be 1ndependent of the error in t -2 and so on. Sales is 

PAGE-135-



6 ESTIMATION TECHNIQUES 

correlated with all previous disturbances but not with current or 

future disturbances. The coefficient of salest -1 is therefore 

biased but it is consistent. 

The Koycl( Transformation generates a moving-average error term. The 

coefficient of lagged sales is the same as the coefficient of the 

moving-average error term. A weighted-regression technique is 

required to estimate this model. Cochrane-Orcutt is an appropriate 

technique in these particular circumstances (this model could be 

re-interpreted as a case of errors-in-variables). 

&.8 HETEROSCEDASITCl'IT - VIOLATION OF ASSUMPTION 3a 

For the disturbances to be homoscedastic the diagonal elements of 

the variance-covariance matrix of the disturbance vector should be 

identical. 

Examination of the residuals against each explanatory variable 

indicates no obvious sign of heteroscedastici ty. If errors are 

correlated with output, or temperature the cause is measurement 

error or specification error and not heteroscedasticlty. There are 

no obvious reasons to suggest that the variation in the true model 

should change with the size of any of the explanatory variables. 
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TABLE 7.1 - Guide to the Models 

ESTIMATION TECHNIQUE 

K Koyck Transformation 

LS Ordinary Least Squares 

Cl First Order Cochrane-Orcutt 

C4 Fourth Order Cochrane-Orcutt 

C14 First and Fourth Order Cochrane-Orcutt 
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Variable Output Elasticity 

Quadratic Temperature 

Linear 0 
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TABLE 7.1 cont. 

OUTPUT DATA 

East Midland Seasonally Adjusted 
2 East Midland Not-Seasonally Adjusted 
3 UK Seasonally Adjusted 
4 UK Not-Seasonally Adjusted 

MODELS TESTED AND RESULTS PRESENTED IN APPENDIX V 

Model .. 
M S F L 
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1 ESTIMATION RESULTS 

CHAPTER 7 

ESTIMATION RESULTS 
Many models have been estimated in the course of this study, including 

polynomial distributed lag models, but I have concentrated on 

presenting the set of models utilising the KoycK Transformation. 

These show some important and striKing results and reveal a lot about 

the data used. 

Five different combinations of variables are used for the models, and 

these are estimated in five ways: 

1 Static model by OLS; 

2 KoycK Transformation by OLS; 

3 KoycK Transformation with first order Cochrane-Orcutt; 

'! KoycK Transformation with fourth order Cochrane-Orcutt; 

5 KoycK Transformation with first and fourth order 

Cochrane-Orcutt. 

Four different sets of data are used: 

1 EM seasonally adjusted; 

2 EM non-seasonally adjusted; 

3 UK seasonally adjusted; 

'! UK non-seasonally adjusted. 

This gives 100 possible combinations to examine for 13 industries, 

giving 1,300 equations to evaluate. The total number of regressions 

estimated was close to 13,000 (including lagrange multiplier tests and 

models estimated but not presented). This amounts to a pile of 

regressions about seven feet tall! A guide to the models presented in 

the thesis is shown in table 1.1, and the results of the estimations 

are given in appendix V. The very large number of equations estimated 

have made it necessary to include many summary tables so that models 

can be compared. It is relatively easy to estimate a large number of 
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7 ESTIMATION RESULTS 

equations but drawing meaningful conclusions is more difficult. 

I have attempted to compare and choose between models with: 

1 non-adjusted and seasonally adjusted output data; 

2 EM and UK output data; 

3 OLS and Cochl'ane-Orcutt; 

II logarithmic and I inear models; 

5 seasonal d 1..lIIIll i e s and non-seasonal dummies; 

5 constant and variable elasticity. 

7 relative fuel prices and user cost of capital; 

Items 1 to 3 can be examined within the context of the linear model, 

M, described in 7.1. A similar model in logarithmic form is examined 

in 7.2. This is essentially the same model as in 7.1 but gives the 

elastici ties more easily. I have also dropped the seasonal dummies 

since they are of little use. Section 7.3 examines the idea of 

variable elastiCities. and 7.11 introduces the User Cost of Capital, a 

variable to measure the rate of plant replacement, and hence 

technological change. The statistical validity of each model is also 

examined in detail. 

Paper, Printing and Publishing appears in some tables but is not 

included unless it appears explicitly. As discussed previously, 

Unadjusted data was unavailable to me when estimating the models. This 

is a pity because it is a well defined industry both before and after 

the 1980 reclassification. Leather and Leather Goods, LE, is not 

estimated for EM since data is not available in the Annual Census of 

Production Summary Tables. 

1.1 DYNAMIC LINEAR MODEL 

Non-seasonally adjUsted output data is preferred to seasonally 

adjusted data. In all models there are more, or as many 

significant variables in the model with unadjusted data as there are 

in similar models with adjusted data. There is also a tendency 

towards less serial correlation in the models with unadjusted data. 
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TABLE 7.2 - Seasonally Adjusted v Uhadjusted EM Output Data 

(Linear Modelsl 

EAST MlDLABD OUtput Co-efficientl Mean Dillerenc. bill/In Inllr'Hodel 

Hodel ns [Cl XC4 [CH Adjusted and UnadJusted Data Comparisons 
(------------)(------------)(------------)(------------)(--------------------------)(------------) 

ADJ NOR-ADJ ADJ NOR-ADJ ADJ NON-ADJ ADJ IlOR-ADJ ns [Cl m [m D! ut 
pp 94 94 TI 14 156 156 ll5 ll5 0.001 0.001 0.001 0.00114.111 11.111 

U3 1.43 1.11 1.11 1.61 I. 81 1.14 1.44 
GC III 135 101 198 159 151 134 136 1.511 1.001 o.m 0.16116.951 f8.131 

1.51 1.51 1.18 1.11 1.19 1.36 1.1f 1.11 
CH 313 313 151 256 m 195 Z4t 116 9.151 I. 91X 1.381 U51 16.691 31.041 

1.16 1.31 1.51 1.59 1.11 1.16 1.14 I. 16 
ME 1134 1355 1141 1133 1301 1113 1531 1311 5.6f! O. flX 4.191 11.661 11.391 9.46X 

4,61 5.06 3.96 U9 5.5 6.01 6.11 0.31 
0: 101 ll5 11 16 93 91 fI 11 10.051 5.Itl 4.111 0.001 38.811 19.031 

1.15 1.53 1.11 1.31 I.n 1.08 1.09 l.ll 
YE 669 688 4tf 180 518 511 1ft 619 1.801 11.051 1.611 11.161 18.351 35.11! 

1.09 1.11 I. 51 1.83 1.61 t.fl I. 11 1.61 
FT 645 668 Zf5 350 310 ll4 lZ8 339 3.501 11.001 1.181 3.301 94.391 19.011 

1.18 1.31 1.43 I. 96 1.11 1.13 1.08 1.11 
LE I 4 1 3 4 I 1 4 0.001 10.001 0.001 66.611 66.611 16.611 

1.5 I. 61 1.08 !.tl 1.35 1.53 0.55 0.93 
er -10 -15 -31 -30 -18 -30 -33 -35 '16.511 '6.151 -6.901 -5.881-16.011-11.13X 

-0.11 -0.33 -0.86 '0.86 -0.51 -0.61 -0.89 -I. 01 
TT 11 30 18 10 ID It 31 31 35.191 10.531 1.111 11.491 19.18X 65.63% 

0.81 !.t6 0.95 1.04 I. 81 I. 91 I. 56 I. 69 
OM 85 103 11 11 110 131 136 116 19.151 1t.f6X 8.m 1.091111.111116.951 

0.11 0.51 0.16 0.18 0.11 0.81 1.16 1.11 
MM 110 151 186 199 158 m ft9 flO 18.181 I.II! 0.531 1.161111.101 99.651 

0.51 0.61 0.95 1 1.81 1.85 1.35 l.n 
lE 91 106 68 10 13 18 55 58 8.8f! 1.901 6.611 5.31151.311 61.51X 

1.3 1.63 1.31 1.11 1.64 1.06 1.9 1.91 
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1 ESTIMATION RESULTS 

East Midlands output data does not perform as well as UK output data 

on t-tests when account is taken of first order serial correlation. 

This is an indictment of the way regional data is collected. The 

BSO suggest there is only a small error in the collation of output 

statistics due to differences in the accounting year of firms. These 

models indicate otherwise. The error is a serious hindrance to 

precise estimation of the East Midlands output coefficient. It also 

makes statistical tests of the significance of the coefficients 

invalid. This confirms the pre-estimation view of the data 

discussed in chapter 4. 

East Midlands output data also falls down where the definition of 

the industries changed in the 1980 reclassification of SIC codes. 

Sometimes the new definition cannot be reconciled to the old 

defini tion of the industry. This problem can be overcome by 

requesting the BSO to supply output for the EMEB region by EMEB 

trade code. The BSO charge for this service to cover their 

administrative and clerical costs. The information is expensive and 

was not obtained for this thesis. 

1.1.1 Comparison of Seasonally Adjusted and Unadjusted Model 

OUTPUT 

Table 1.2 shows the size of the errors in measurement of the 

output coefficient if seasonally adjusted EM output data is used 

instead of non-adjusted data. The percentage error is the 

difference between the coefficients divided by the mean of the 

coefficients. In the kls version (Le. koyck lag estimated by 

OLS) the error is between 07. for LE and 35.297. for TF. The 

small error in the case of LE is due to rounding the coefficient 

to the nearest integer. Large percentage errors are common, 

highlighting the importance of using unadjusted output data. 

Using non-adjusted data gives a wider range of observations on 

the output variable and should help to give more efficient 

estimates. 
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1 ESTIMATION RESULTS 

The chOice of technique also determines the siZe of the output 

coefficient. Table 1.1 also gives the variation across the four 

methOds of estimation, kls, kct, kct!, and kclt!. The difference 

in size of the output coefficient occurring because of different 

estimation techniques is even larger than the variation due to 

using adjusted data, ranging from under 10r. to over 120r.. The 

choice of technique is therefore also important to successful 

forecasting. 

OLS estimation of the Koyck model shows that in 9 cases out of 

11 (PP excluded) the t-value of the output coefficient is more 

signi ficant using non-adjusted East Midland data than using 

seasonally adjusted East Midland data. A similar result holds 

for UK data with 10 out of 12 cases where the unadjustec1 t-value 

is better than the t -value for adjusted data. In many cases the 

improvement is very significant. 

In 9 out of 12 cases the output coefficient is larger when 

nOn-adjusted East Midland data is used. This larger output 

effect is expected with non-adjusted data since more of the 

variation in sales IS accounted for by the output effect. In 

the other three cases the difference is inSignificant. Six out 

of 12 cases show non-adjusted data to give higher coeffiCients 

when UK data is used. This Is because UK data 18 inappropriate. 

One would expect higher and more significant coefficients by 

using unadjusted output data. This has been proved true in most 

cases. 

0THEll VARIABLES 

Unadjusted data gives sl1ghtly more optimistic t-values for the 

seasonal dummies, although the coefficients of the dummies are 

not much smaller. This would be expected since the output 

variable should be picking up the seasonal movements. The 

result seems to indicate that seasonal movements in electricity 

sales do not necessarily move in I1ne with seasonal movements in 
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7 ESTIMATION RESULTS 

TABLE 1.3 Humber of Significant variables in 

OLS &:oyck Transformation Models 

E Midland E Midland UK UK 

Adjusted Not-AdjUsted Adjusted Not-AdjUsted 

Constant 5 (9 ) " (9 ) 5 (" ) 4 ( 4 ) 

Sl 0 (1) 0 (2 ) 0 (0 ) 0 (2 ) 

S2 4 (Il) 4 (" ) 3 ( 4 ) 4 (7 ) 

S4 2 (2 ) 2 (2 ) 2 (2 ) 2 (2 ) 

Output 4 (5 ) 5 (5 ) " (8 ) 8 (8 ) 

Price " (" ) " (" ) " (" ) " (" ) 

Temperature " (10 ) " (10 ) 7 (10) 8 (10 ) 

Capacity 3 ( 4 ) 3 (3 ) 2 (2 ) 2 (2 ) 

LDeE 7 (10 ) 8 (10 ) 5 (8) 8 (9 ) 

E 38 (51 ) '!O (53 ) 3" (4,,) 42 (50 ) 

1 order I.M Test 5 5 7 7 

4 order I.M Test 3 3 5 " 
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output. The temperature variable does not improve significantly 

when unadjusted data is used. This seems to indicate seasonal 

movements in electricity sales exist which are also independent 

of temperature - since the seasonal adjustment does not take out 

any temperature effect!. 

In only 2 out of 10 cases the capacity utilisation variable is 

more significant when unadjusted data is used. When adjusted 

data is used the capacity variable picks out the seasonal 

variation in output since it is not adjusted. This tends to 

confirm the view that the capacity variable should be used to 

adjust the elasticity of output rather than be included as a 

first order effect, since both output and capacity variables are 

measuring the same effect. 

The coefficient of price varies very little between adjusted and 

unadjusted data. 

In 9 cases out of 10 the lagged dependent variable is more 

significant with unadjusted output data. Where the opposite is 

true the difference is tiny. 

The lagrange multiplier test indicates less autocorrelation in 

the unadjusted data. So not only are the t -values of the 

Unadjusted model generally much better, they are more valid. 

Clearly, unadJusted data is preferable! 

1.1.2 Comparison of EM and UX: Output Data 

Seasonally adjusted UK output data gives superior results to 

seasonally adjusted East Midland data. T-values of output are 

superior in all but two cases, and there is also less 1st and 

lJ,th order autocorrelation. In the same two models price is more 

significant in the UK data model. 
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TABLE .,. 'l - NUmber of Si~ificant Variables in KOlck La« MOdels 

when Estilnating with First Order Cochrane-Orcutt 

E Midland E Midland UK UK 

AdJusted Mot-Adjusted Adjusted Mot-AdJusted 

Constant 2 2 3 3 

S1 0 0 0 2 

S2 6 7 5 6 

S4 3 3 2 3 

Output 3 3 7 8 

Price 2 2 5 5 

Temperature 7 9 7 9 

Capacity 3 3 2. 2 

LDep 11 10 9 9 

AR( 1) 8 8 6 6 

I: 45 47 46 53 

1 order IM Test 12 12 10 11 

4 order IM Tes t 5 7 8 8 
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TABLE 1.5 - NUmber of Significant Variables in Koyck Lag MOdels 

when Estnnating with Fourth Order Cochrane-Qrcutt 

E Midland E Midland UK UK 

Adjusted Not-Adjusted Adjusted Not-Adjusted 

Constant ll, ll, 5 5 

S1 2 1 1 0 

S2 3 3 3 3 

Sll, 1 3 1 0 

Output 3 6 6 1 

Price 2 2 ll, 5 

Temperature 8 8 9 9 

Capacity 1 1 1 1 

LDep 10 10 8 8 

AR(ll,) 3 3 3 3 

E 31 ll,1 ll,1 ll,1 

1 order LM Test 6 1 10 10 
ll, order LM Test 6 6 8 9 
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Table 7.3 gives the number of variables in each equation 

significant at the 95Y. level. Numbers in brackets indicate the 

number of variables significant at the 90Y. level. The total 

number of equations examined is 12. The table also shows the 

number of equations where the la grange multiplier test shows 

absence of autocorrelation. 

This indicates that UK non-adjusted data gives the best overall 

results on the number of significant variables of the correct 

sign at the 951. level of significance. It also shows this model 

exhibits less serial correlation than the other models. There 

are several reasons why this is has occurred when one would 

expect East Midland non-adjusted data to give better results. 

These problems stem from the reclassification of Industrial 

codes in 1980, the period covered by the Annual Census of 

Production and mis-specification of the model. 

The problems with the period covered by the Annual Census of 

Production become more apparent when 9070 confidence limits are 

examined. These indicate that the East Midland Non-Adjusted 

model is superior on the number of significant variables 

criterion. It is no surprise that the number of times the 

lagged dependent variable is significant is greater in the East 

Midland data. The lagged dependent variable includes the effect 

of the inaccurate allocation of output to the appropriate time 

period. This also introduces additional serial correlation into 

the data. This is evident in the la grange multiplier tests. 

7.1.3 Autocorrelation 

Tests of significance on the 

a utocorrela tion is present. 

variables are invalid 

Table 7.3 indicates 

when 

that 

autocorrelation is a widespread problem. It is present in just 

over half the cases. This renders the results of table 7.3 

useless by themselves. Cochrane-Orcutt estimation can help to 

overcome the problems associated with autocorrelation. Tables 

7.4 and 7.5 show the results of Cochrane-Orcutt estimation on 

PAGE-147-



7 ESTIMA TroM RESULTS 

the same model. First order autocorrelation is the most serious 

problem indicated by table 7.3. Estimation of the models using 

first order Cochrane-Orcutt and gives the greatest improvement 

in the results. Fourth order Cochrane-Orcutt also makes a 

substantial reduction in the degree of autocorrelation present 

in the model, especially with UK data. First order 

autocorrelation is more prevalent in East Midland data than 

fourth order - as one would expect from the construction of the 

output data. 

First order Cochrane-Orcutt estimation improves the significance 

of the variables .and reduces serial correlation. Lagged 

dependent variables are again more important in the East Midland 

models (perhaps because of the failure of the output variable) 

and the significance of the output coefficients falls. In the 

UK models the significance of output is unaffected. Lagged 

. dependent variables in the East Midland model pick up the lags 

in the collation of the Census of Production data and any lags 

due to units sold but not yet billed. 

7' .1.11 Mul ticolllnearl ty 

Multicollinearity a very serious problem in this simple 

specification of the industrial model. The most serious sources 

of multicollinearity are between output and capacity 

utilisation, and between degree days and the seasonal dummies. 

This was discussed in chapter 6.2. 

One of the most serious offenders is Seasonal Dummy One and 

Quarterly Degree Days. This manifests itself in the lack of 

significant first seasonal dummies in the models above. Another 

problem lies in the correlation between capacity utilisation and 

output. Again this shows in the poor significance of some of 

the coefficients of output and capacity. 

Multicollinearity must take some of the blame for the poor 

significance of output, along with poor definition of the output 
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and sales variables. Multicollinearity can be cured in this 

instance by increasing the sample size. This will give a wider 

selection of observations on each variable for· each value of the 

other variables. For example, it would give more observations 

on temperature for each quarter, and so enable the distinction 

between sales due to temperature, and sales due to other 

seasonal effects, to be more confidently estimated. 

7.1.5 Comments on Variables 

The constant and seasonal dummies are less significant than one 

would have thought. This partly reflects the collinearity with 

temperature, which one would have thought would also be more 

significant. 

Output performs very poorly although it is theoretically the 

most important determinant of electricity sales. East Midland 

output is less significant than UK output, although that is a 

fault of the data. Collinearity with capacity reduces the 

significance of the output coeffiCient. 

Being optimistic one might suggest price is significant in half 

of the industries, but after correcting for serial correlation 

the significance of price falls. This is especially true for EM 

output. 

Lagged dependent variables are more important when using EM 

output. This is expected when one examines the formulation of 

the EM index of prOdUCtion. 
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TABLE 7.6 Price Elasticities for' EM Unadjusted Models 

fKls fKel He" 

<----------------------><--------------------><----------------------) 
Immediate Final Immediate Final Immediate Final 

PPS -0.50069 -0. 535'tO -0.qa042 -0.53008 0.022,.6 0.0292,.1 

-5.9" -5.2 0.17 

GCS -0.14936 -0.26650 -0.18549 -0.2't060 -0.0&7&98 -0.12"22 

-2.7 -2.21 -0.92 

CHS 0.33624 0.552000 0.20431 0.605102 0.33802 0.603181 

3.38 3.6 2.52 

MES -0.02528 -0.02585 -0.03107 -0.03252 -0.02613 -0.031"5 

-0.3& . -0.59 -0.27 

EES -0.5411 -0.56011 -0.53'18 -0.54'lO8 0.02732 0.0,.7725 

-5.87 -5.09 0.23 

VES -0.05091 -0.051'17 -0.0'125& -0.0523" 0.13078 0.137831 

-0.31 -0.31 0.&5 

ITS -0.43193 -0.54185 -0.05019 -0.3122" 0.1'15'15 0.307070 

-'1.51 -0.79 1. 79 

CFS 0.3458 0.'!37261 0.3'l43 0.4'l2211 0.34718 0.'!31510 

&.'19 7. ,.7 5.29 

ITS -0. 384'l1 -0.'15621 -0.38307 -0.4'l94'l 0.12823 0.187835 

-5.22 -'1.55 0.89 

OMS -0.3143 -0.39569 -0.27083 -0. 34'l36 -0.0120'1 -0.01992 

-3.&" -'1. '13 -0.09 

0.52492 0.926225 0.95632 1.159288 0.67307 1.410545 

5.32 '1.82 '1. &3 

IES -0.33453 -0.51729 -0.'t0035 -0.46289 -0.13596 -0.11350 

-".8" -'1.1& -1.32 

significant variables in heavy type 
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TABLE 1.1 - Comparison of OUtEut Elastlcitl in Lo~arithmic MOdel 

between EM and UK Uhadjusted Data 

(OLS model) 

EM Output Data UK Output Data 

<------------------) <-----------------) 
Short-run Long-run Short-run Long-run 

PPS* 0.51 0.61 0.61 0.68 

3.80 3.05 

GCS 0.04 0.08 0.52 0.65 

0.45 4.09 

CHS 0.41 0.11 0.40 0.69 

2.44 2.15 

MES 0.96 1.00 0.96 0.99 

3.83 4.45 

EES 0.20 0.21 0.32 0.32 

2.25 2.15 

VES 0.44 0.50 1.31 1.38 

2.66 3.19 

FTS -0.08 -0.09 1.66 1.42 

-0.46 4.16 

CFS 0.35 0.45 0.40 0.41 

2.03 2.18 

TFS 0.32 0.38 0.10 0.14 

1. 85 4.43 

OMS 0.16 0.20 0.41 0.55 

1. 14 2.61 

-0.07 -0.13 0.86 1.05 

-0.13 6.15 

IES 0.22 0.34 0.19 0.31 

3.00 1. 24 

Significant variables in heavy type 

* Seasonally Adjusted Data 
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7.2 DYNAMIC LOGARITHMIC MODEL 

This model is similar to the dynamic lineal" model except that the 

seasonal dummies have been dropped. It allows easier access to the 

elastici ties. It is perhaps also a more appropriate model since the 

variables in the logarithmic model are multiplicative. If the 

errors of the lineal" model were normal, then the residuals of the 

logarithmic model will be distributed log normally. It is more 

likely, however, that the residuals of the logarithmiC model are 

normally distributed. The complete set of elasticities is shown in 

the F models of appendix V. 

".2.1 Price Elasticity 

Table 7.0 shows the short and long run price elasticities 

estimated from the OLS model. The short-run impact of each 

variable, that is, in the same time period, and the long-run 

impact, after all adjustments have been made, are shown for each 

industry. Significant price effects in the OLS model with a 

negative sign shows short-run elasticity varying between -0.i5 

and -0.5~, and the long-run elasticity between -0.27 and -0.56. 

Price is significant and negative in seven of the twelve cases. 

A similar result hold for first order Cochrane-Orcutt, but 

amazingly, fourth order Cochrane-Orcutt reveals no significant 

negative price effects! 

7.2.2 Output Elasticity 

The logarithmic model gives an opportunity to compare the output 

elasticities of the EM and UK models. This is shown in table 

7.7. The different rates of growth in the UK and EM economy 

become visible in this table. The output elasticity estimated 

with a UK index of production and an EM index of production 

indicate different elasticities. In the case of Vehicles the 

elasticity using EM output data is 0.50 but using UK data the 

elasticity is 1.38! In most cases the elasticities are close 

but the above example indicates what large errors can be made by 
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using inappropriate data. Some of the elasticities may not be 

true EM elasticities of coul"Se, because of problems with 

industrial classifications in the formulation of an EM index of 

production. 

Clearly, it is beneficial to the accuracy of forecasting 

industNal electricity sales that appropriate output data is 

used. If not, avoidable errors will compound with each 

successive year of the forecast. Estimating the correct 

elasticity enables some of the inevitable forecasting inaccuracy 

to be e.liminated. 

1.3 RESPECIFICATIOH OF MODEL 

The lineal" and logarithmic models with Koycl< Transformation 

highlight some of the problems which need to be overcome. A more 

sophisticated model can now be formulated by incorporating some of 

the lessons learnt in the simple linear model. A new model is 

developed below incorporating the following: 

1 Drop Seasonal Dummies 

Seasonal variation in electricity sales occur because: 

.output varies by season; 

.temperature varies by season; 

.energy required for lighting vaNes by season; 

.price varies by season. 

Energy required for lighting and heating are highly correlated 

and can thus be represented by one variable, temperature. Output 

and price are also included in the model. There is no 

theoretical reason why seasonal dummies should also be included. 

They are often significant in the linear model, however, and 

there are several explanations of their significance: 

.the different seasonal pattern of production in the UK and 
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the EM may not explain all the seasonal variation in output; 

einappropriate functional form for the temperature variable 

means that temperature may not fully explain the variation in 

electricity required for heating; 

emis-specification of the functional form of the model also 

explains the significance of the seasonal dummies. The model 

should be multiplicative so that temperature, for 

example, has a greater effect when output is higher; 

eThere are measurement errors in the dependent variable. These 

arise because electricity billed is used as a proxy for 

electricity sold. Some of these errors will appear in the 

coefficient of the lagged dependent variable. The errors 

will not be constant, however, but will exhibit seasonal 

variation themselves. Seasonal dummies will therefore picK 

up these errors. It is difficult to draw any concrete 

conclusions about the unbilled from this model since unbilled 

units are allocated to five variables - the constant, three 

seasonal dummies, and the lagged dependent variable. 

Mis-specification of the unbilled effect again induces 

autocorrelation. This gives fourth order autocorrelation. 

2 Specify a more Exact Relationship Between Temperature and Sales 

TwO effects have to be modelled to account for the effect of 

temperature on sales. There is a relationship between 

temperature and the requirement for heat. There is also a 

relationship between output and electricity required for 

heating. The latter assumes that more premises are used to 

produce the increased output and those premises need heating. 

eA linear relationship between temperature and sales is 

inadequate. The relationship is more complex. More heat is 

needed to maintain an internal temperature of &50 F when the 

outSide temperature drops from 330F to 320F than when the 
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outside temperature drops from 610 F to 600 F. A squared or 

cubic relationship is more appropriate. 

eA multipl1cative relationship between temperature and sales 

can be reflected most easily in a double log model. The 

effect of temperature will then increase and decrease with 

output. 

There is no reason to include a variable to represent the 

requirement of electricity for I1ghting since this is highly 

correlated with temperature. The coefficient of temperature 

wlll therefore represent the combined requirement for lighting 

and heating. 

3 Change the Form of the Model 

Because the variables are all multiplicative a double log model 

is theoretically the most appropriate model. It also has the 

neat advantage that elasticlties are easily evaluated, as 

mentioned in section 7.2. Changing from a I1near model to a 

logari thmic model could cause problems with the distribution of 

the error term. If the residuals were normally distributed in 

the linear model they will not be in the logarithmic model! It 

is far more likely that the residuals are normally distributed 

in the logarithmiC model, however, than in the linear model. 

4 Allow for Variable Elasticity of Output 

One of the major problems with the logarithmic model is that it 

imposes a constant elasticity of sales with respect to output. 

The output coefficient is therefore allowed to vary with the 

degree of capacity utilisation. This allows a more prccoi,'c 

estimate to be made of the effect of a change in output on 

electricity sales. The effect will depend on the amount of 

plant currently being utilised. 

Nothing can be done to account for the difference between UK and 
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EM seasonal variation in output. The difference will 

unfortunately be partly incorporated in the temperature 

variable. This is because temperature varies by season, and 

quarterly UK data was used for the seasonal pattern in the East 

Midlands, which may be inappropriate. The errors this creates 

should be relatively small. 

7.3.1 Re-formulated Model 

Chapter 5 discussed the formulation of a general model. This 

was shown to be too demanding to be estimated from the dat.a 

available at the moment. Some of the most important lessons 

from that Cl'\apter and from the estimation of a simple linear 

model are incorporated in a refined compromise between the t.wo 

models. This gives a reasonably sophisticated reflection of 

reality which can be estimated. 

The linear KoycK Model is 

Changing to a multiplicative model gives: 

This can be transformed into a linear model by taKing logarithms 

of both sides, and a quadratic term is added for temperature: 

Output elasticity is implicitly constant in this model. MaKing 

the coefficient of output a function<5capacity utilisation allows 

output elasticity to vary according to the stage in the economic 

cycle. Therefore: 
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TABLE 7.8 - Number of Significant Variables in OLS Estimation 

of Preferred Model 

(Unadjusted Data) 

East Midland UK 

Constant 12 12 

Price 7 7 

Temp 6 9 

Temp! 7 10 

Output 5 8 

CapOut lj, 3 

LDe2 3 8 

E lj,lj, 57 

1 order lM Test 1 11 

lj, order lM Test 3 8 
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TABLE 1.9 NUmber of Significant Variables in First Order 

Cochrane-Orcutt Estimation of Preferred MOdel 

East Midland UK 

Constant 12 12 

Price 7 7 

Temp 10 8 

TempZ 10 8 

Output 2 8 

CapOut lj, 1 

LDep 10 lj, 

AR(1) 2 3 

1: 57 51 

1 order LM Test 10 10 

lj, order LM Test 8 9 
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TABLE 7.10 Number of Significant Variables in Fourtn order 

Cochrane-Orcutt Estimation of Preferred MOdel 

(Unadjusted Data) 

East Midland ill:: 

Constant 12 12 

Price 6 5 

Temp 11 8 

Temp! 11 10 

Output 3 8 

CapOut 3 1 

LDep 10 8 

ARP) 0 5 

E 56 57 

1 order I.M Test 10 9 

4 order I.M Test 9 3 
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Substituting this into the above, dropping the capacity 

utilisation variable, and the constant in the above formula for 

91 gives the final model to be estimated: 

The final equation above requires only 7 parameters to be 

estimated so leaves more degrees of freedom. It is also a more 

precise reflection of the true relationship between variables 

and remains simple and easily estimated. The model is estimated 

using EM and UK unadjusted output data. 

1.4 RESULTS OF RE-FORMULATEJ> MODEL 

The model developed above was estimated and the results describe the 

electricity consumption characteristics of each industry. The new 

model is quite successful. 

Summary tables of the success of these models are shown in table 7.8 

for the OLS model, 7.9 for the first order Cochrane-Orcutt model, 

and table 7.10 for the fourth order Cochrane-Orcut t model. 

Autocorrelation is a problem for EM data for OLS estimation, and 

seems to have been introduced to the UK data by fourth order 

Cochrane-Orcut t estimation. There is really little to choose 

between the six models presented, except that OLS estimation and EM 

data does not produce good statistical results. It has the lowest 

number of significant t-values and the highest degree of first, and 

fourth order autocorrelation. The models again illustrate how 

sensitive they are to the particular output data used and to the 

choice of estimation technique. 

CONSTANT 

The constant is significant in every case. These models measure 

proportionate changes. The changes are not likely to be same over 
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the entire range of values. The models estimate the changes over a 

fairly narrow range of observations and not the entire set. For 

example, indices of production may range from 80 to 120 but do not 

go down to zero. The model may provide a fail' approximation to 

linearity over this range but this would not extend to the extreme 

values on the variables, especially output. This does not imply any 

specification error. The model is properly specified for the range 

of observations. There would not be sufficient variation in' the 

data to estimate the precise relationship between variables over the 

complete set of possible observations. The constant therefore 

estimates the starting point for the current set of observations. 

For example, it represents the fixed element of consumption. In 

practise if output were zero, there would be no fixed consumption, 

since all firms would be closed down. 

PRICE 

Price is significant in over half the cases. It performs much 

better than in the linear models. In 1985 the price variable falls 

to half its value in 1975. There is therefore some variation in the 

price variable I use. Previous studies have suffered from lack of 

variation in the price variable, and have often given poor 

significance of the price elasticities. Oil prices have fallen 

significantly since the models were estimated. This fall in oil 

prices and the pri va tisa tion of British Gas have increased 

competition and may have a noticeable effect on electricity sales to 

industry. This will give additional variation to the price variable 

and wlll help to improve the significance of price in future models. 

Short-run Elasticity 

The short-run price effect, no matter how small, is almost 

certainly negative in all industries. Firms who act rationally 

will implement electricity saving measures when the price of 

electricity rises. Similarly, firms will utilise other fuels 

rather than electricity when the relative price of electricity 

rises - if they own plant utilising substitute fuels. Other 
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fuels and other factors of production are substitutes for 

electrici t y in the short -run, when capital employed is fixed. 

Most changes in the relative price of electricity and other 

factors of production are small, and slowly drift through time. 

The effect is therefore difficult to detect in a regression. 

A fall in the price of electricity may cause a change in output, 

since costs will be lower, and firms will be willing to supply 

more output at each price. A change in output moves the firm 

onto a new isoquant. The effect of this on electricity 

consumption is indeterminate. The output effect may be 

positive, neutral, or negative. It may be greater or less than 

the substitution effect. When the output effect is more 

negative than the substitution effect is positive, then a fall in 

the price of electricity will appear to give a fall in 

electricity consumed. This is shown in figure 7.1. The initial 

equilibrium is P1 on Q1' using E1 electricity and 01 other 

fuels. The price of electricity falls, so the slope of the 

budget line changes Since more electricity can be purcha~ed from 

a given budget. The substitution effect causes electricity 

consumption to rise from E1 to E3' The price coefficient in 

this case is negative. Demand may also change, however. This 

would be especially likely if the fall in electricity price was 

passed on in a lower price of the product to the consumer. When 
I 

demand increases, the firm may increase its output and move to 

the new isoquant Q2' The shape and position of the new iSOq"uaN:. 

curve relative to the original one will determine the sign and 

magnitude of the output effect. In figure 7.1, the move from 01 

to Q2 gives a fall in electricity demanded as a consequence of 

the fall in electricity prices, by moving from production 

process M1 to M2' 

There are documented cases where this characteristic has been 

observed. A particular customer operated a waste heat recovery 

system. This collected heat before it could escape into the 

atmosphere. The heat was used to create steam which fed a 

generator, making electricity. The lower pressure steam was used 
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to heat the plant again. The company decided to insulate its 

plant. This is a typical response to an increase in fuel 

prices. Insulation meant that less energy was needed to heat 

the plant, and so the firm saved money. But it also meant less 

electricity could be generated themselves, so the company had to 

increase their purchases of electricity from EMEB. This is not 

an isolated case. 

Long-run Elasticity 

Capital can vary in the long-run. This introduces additional 

complexity. Figure 7.2 is similar to figure 7.1 except that the 

two factors of production considered are electricity and 

capital. Initially capital and electricity can be considered as 

substitutes in the production function. More capital will 

therefore be employed as the cost of electricity rises compared 

to capital. This is depicted in Figure 7.2. Firms change from 

process MI to M2' They use E2 electricity instead of El' and C2 

capital instead of Cl' 

The additional complication arises because electricity and 

capital can be complements, as well as substitutes. In this 

case, when the cost of capital falls, whether it is relative to 

electricity or any other input, then more capital will be 

employed - and thus more electricity will be consumed. The cost 

of ca pi tal model below examines the relationship between 

electricity consumption and changes in the cost of capital. 

In the L-series models of section 7.lf, investment is not explicitly 

considered. Changes in capital is impl1ed from changes in relative 

fuel prices in the long-run. The short-run elasticity is the 

immediate impact of a change in relative prices, and is given the 

coefficient of price. It represents the change to alternative 

factors of production as a consequence of a change in relative 

prices. The long-run elasticity is the final impact of a change in 

relat1 ve prices, represented by (price coefficient)/(I-Coefficient 

of lagged dependent variable). The change in capital is implied. 
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The model developed in 7.5 mal<es changes in capital explicit.. 

One would expect most industries to exhibit a trend towards greater 

electricity efficiency in production. For a negative price 

coefficient to occur in the estimated equations therefore requires a 

substitution price effect to be present which is large enough to 

counteract the increased efficiency/increased output effect. 

There are many factors besides the above arguments which determine 

the effect of a change in price. As electricity becomes more 

expensive. there is more incentive to reduce its use. Electricity 

saVing investment w1ll have a shorter pay-back period and so plans 

to conserve electricity w1ll be implemented. The three day worl<ing 

week of the early 1970s showed many firms hOW much energy they used 

for non-essential purposes. As a result. many firms became more 

aware of how to save energy. and there has been a drift towards 

more efficient use of electricity since then despite the fall in 

industrial electricity prices. This might also be due to more 

efficient use of electricity by appliances. Investment is required 

to change the plant which a firm uses. This takes time. and the 

time varies between different industries. For example. it takes 

longer to install an electric arc furnace than it does to install 

electric water heating. Hendry's Error Correctlon Mechanlsms. or 

polynomial distributed lags can be used to identify the time lag for 

each industry. Unfortuna tely, thiS is a lengthy process to do for 

each industry. The koyck lag imposes the same lag structure on each 

variable. This is often inappropriate, Since the adjustment of 

sales to a change in temperature may be immediate. whilst the 

adjUstment due to a change in price may take over a year. 

Even if relative prices change, and it becomes cheaper for firms to 

switch to 011. they may not if it requires investment in plant. A 

rational firm will consider the l1l<ely relative prices over the 

period of the investment, or the firm may not have capital to 

invest. The simple price variable cannot cover the many complex 

issues of price elasticity. a few of which I have discussed. Firms' 

perceptions of the future price of gas. 011. coal, and electricity. 
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and the cost of investment, are probably as important as current 

fuel prices for determining long-run price elasticity. The concept 

of the cost of investment is examined a little further in 7.5. 

Price is insignificant for ME and VE in the EM model. This is a 

reasonable result. These industries are electricity intensive. They 

use electricity for motive power for lathes, welding, and driving 

production line equipment. There is no alternative fuel for motive 

power - unless they revert to steam, 01" generating their own 

electricity, but this seems unlikely unless there are very large 

increases in relative electricity prices. Self generation is 

infeasible for most firms in these industries, who are small 

workshops. 

Price sometimes has the wrong sign, suggesting perhaps that 

electricity is a G~, good, and that as price falls, firms 

can afford to invest in alternative plant and machinery. This is 

not true, although it may be true that a fall in the price of fuels 

to industry boosts company prOfit, and so allows them to invest in 

new, more energy efficient plant. All the industries with positive 

price elasticities in the EM first order Cochrane-Orcutt model, 

L2KC1 in appendix V, occur in industries who have been hit most 

severely by recession over the period. They have undergone severe 

rationalisation. The output coefficient of these industries is also 

insignificant, indicating that there are fundamental changes in 

these industries. In one industry a firm has actually bought its own 

power station, hence the fall in its purchases of electricity from 

EMEB. MM has seen the loss of iron and steel production facilities 

at Corby which used to be over 51. of total industrial sales. There 

have been many other bankruptcies and dramatic cutbacks in 

production capacity. Most firms have not been making profits, and 

have tried everything within their capability to reduce their energy 

costs. Energy conservation is taken very seriously by managers in 

these firms. This perhaps explains why electricity consumption has 

fallen in this industry whilst relative electricity prices have 

fallen. It also explains why output bears little relationship to 

electrici ty consumption. A Similar argument can be applied to CF. 
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Summarising the section on price elasticities we can say that 

• price substitution elasticities are negative; 

• the output effect of a price change may be either negative or 

positive; 

• the output effect may be larger than the substitution effect, 

maKing it appear as if electricity is an inferior good; 

• the output effect exceeds the substitution effect most often in 

industries which have changed most over the period; 

• I have estimated two different long-run effects, one of them 

based on changes in relative fuel prices and assuming a change 

in investment, and the other measures the rate of investment in 

response to changes in the price of electricity. 

The temperature variables performs extremely 'well, and much better 

than in the linear model. The coefficients are significant and 

negative in all industries with a space heating reqUirement, 

indicating a lower electricity requirement when temperature rises. 

They are not significant in GC or MM, whose operations are mostly 

outdoor, with a relatively insignificant space heating requirement 

for offices, much of which could be satisfied by worKs arising gas 

and steam. The temperature variable is degree days, which is 

specifically designed to measure the heat required to maintain a 

constant internal temperature. It is not therefore, by deSign, 

appropriate to these industries. The quadratic term is significant 

in all but the two cases above, thus justifying its inclusion. It 

also reduces the degree of autocorrelation in the model (I have 

estimated the equation without the quadratic term). 

OUTPUT 

Output elastici ties are not as significant as they should be and 

give some cause for concern. Tables 7.8 to 7.10 show a maximum of 

five significant output elastic1ties (OLS model), although 
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autocorrelation is a problem in this model, giving over-optimistic 

t-values. Part of the blame for the poor performance of output can 

be attributed to multicOllinearity between 10g(O) and Clog(O). This 

cannot tal<e all the blame, since output is not always significant in 

the simple logarithmic model of 7.2. 

If 907. confidence limits are used instead of 957., then only in three 

cases were neither 10g(O) or Clog(O) significant. If the 

coefficient of Clog(O) (CapOut) is insignificant and the coefficient 

of log(O) (Output) is significant then constant output elasticity is 

implied. Conversely, output elasticity varies with capacity 

utilisation if Output is insignificant and CapOut is significant. If 

both are significant, one element of consumption exhibits constant 

elastiCity, whilst the elasticity of another element varies with 

capacity utilisation. 

It is not necessarily a criticism of the model, therefore, that one 

of the output elasticities is insignificant. It is a feature of the 

model. Output will either be constant, or it will vary (with output 

in these models). Output elasticity may be changing over time, with 

changes in technology, for example. This could be tested in a 

similar way to how we tested whether elasticity varied with capacity 

utilisation. The output coefficient may be made a function of time. 

LAa;ED DEPElIDENT VARIABLE 

The lagged dependent variable is more significant in the EM models 

(see table 1.9 and 7.10). This must be due to the errors in the EM 

output variable. The lag in the data is being picl<ed up by the 

lagged dependent variable. Its significance might also reflect what 

has been discussed, that price effects have strong lagged effects. 

75 CHARGES m THE STOCK OF CAPITAL 

Changes in plant and machinery are important determinants of changes 

in electricity sales. The capital stocl< may change due to changes 

in the price of ca pi tal or electricity. The long-run effect of a 

change in electricity price is achieved through investment which 
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changes the stock of electricity consuming plant. Whether this 

investment takes place will also depend on the cost of investment. 

These variables are substituted in the model of chapter 7.4 to 

measure the changes in the capital stock through which both the 

long-run price effect, and changes in technology take place. A 

similar variable is used by Kouvaritakis. 

1.5.1 USER COST OF CAPITAL 

The user cost of capital (LRK) is an index of Gross Fixed 

Capital Formation (GFCF) multiplied by an annuity factor (AF). 

LRK : GFCF. AF 

AF :!:.:t .ert . T 

ert .T -1 

GFCF : Gross Fixed Capital Formation deflated by the Wholesale 

Price Index 

rt : rate of interest on 5 year government bonds 

T : the optimum time period for capital depreciation 

Under pre-1985 tax legislation (before the scrapping of first 

year capital allowances) the optimum value of T is 1. The new 

long-run price variable becomes : 

Pi is the price of electricity deflated by the WhOlesale Price 

Index 
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1.5.2 User Cost of Capital Model (UCCl 

These models do not perform as well as the relative fuel price 

models. In this set of models there is a higher incidence of 

autocorrelation. Electricity prices relative to the cost of 

changing technology/capital is less significant than the price 

of electricity relative to other fuels, and the t-tests are also 

more prone to over-optimism because of autocorrelation. 

The new variable Pt/LRKt is in many ways a better measure of 

electricity price since it is not consumption weighted like the 

composite price index of other fuels. The choice of price 

variable depends what is to be measured - the effect of a change 

in the price of electricity relative to the price of capital -

or its price relative to other fuels. There are thus two price 

elasticities to consider, but only this one incorporates the 

technology effect. 
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TABLE 7.11 Number of Significant Variables in the OLS KOYclC 

Lag Model 

E Midland UK 

Not-Adjusted Not-Adjusted 

Constant 12 11 

Price 4 5 

Temperature 3 10 

Temperaturel 4 10 

Output 8 6 

Capac i ty /Output 3 8 

LDeE 1 10 

E 35 60 

1 order 111 Test 1 6 

4 order 111 Test 1 5 
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TABLE 7.12 NUmber of Significant Variables in First order 

Cochrane-Qrcutt Estimation of KoycK Lag MOdel 

E Midland UK 

Not-Adjusted Not-Adjusted 

Constant 11 10 

Price 3 6 

Temperature 10 9 

TemperatureZ 11 9 

Output 6 5 

Capacity/Output 1 1 

LDep 12 9 

AR(1 1 2 6 

E 56 55 

1 order LM Test 7 9 

q, order LM Test 5 q, 

• 

PAGE-173-





7 ESTIMATION RESULTS 

TABLE 7.13 Number Oy Signiyicant Variables in Fourth Order 

Cochrane-Qrcutt Esti1!lation Oy Koyck Lag Model 

Constant 

Price 

Temperature 

Temperature> 

Output 

Capacity/Output 

LDep 

AR(It) 

1 order LM Test 

It order LM Test 

E Midland 

Not-Adjusted 

11 

3 

10 

11 

7 

2 

11 

1 

55 

7 

5 
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Not-Adjusted 

12 

2 

8 

8 

5 

o 
8 

8 

52 

8 

9 
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FIGURE 7.3 - Short-Run PriCE! Elasticities COLS) . 
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FIGURE 7.4 - Shor-t-Run Relative Price Elastlcitles 
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FIGURE 7.5 - Short-Run EL/CAPital PricE~ Elastlcltlas 
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1 ESTIMATION RESULTS 

TABLE 1.14 - Short and Long-Run Pr1ce Elastic1ties for 
REL and UCC Models 

pp 
GC 
CH 
ME 
EE 
VE 
FT 
LE 
CF 
TF 
OM 
MM 
IE 

pp 
GC 
CH 
ME 
EE 
VE 
FT 
LE 
CF 
TF 
OM 
MM 
IE 

pp 
GC 
CH 
ME 
EE 
VE 
FT 
LE 
CF 
TF 
OM 
MM 
IE 

S-R Rei 
-0.52092 
-0.23&12 

0.63896 
-0.03222 
-0.59092 
-0.00510 
-0.52'113 

0.1&18& 
0.3812& 

-0. '12'150 
-0.35108 

0.14111 
-0.'11190 

S-R Rei 
-0.'10048 
-0.13515 

0.3'1396 
-0.01556 
-0.50115 

0.08021 
-0.'1&124 

0.1582& 
0.31535 

-0.2&199 
-0.22251 
0.55944 

-0.204&0 

S-R Rel 
-0.382&1 
-0.04259 

0.33106 
0.0214'1 

-0.'1811& 
0.15038 

-0.42881 
0.12205 
0.35112 

-0.23983 
-0.15134 

0.10180 
-0.18916 

S-R Cap 
-0.18008 
-0.19808 

0.63609 
-0.01153 
-0.02011 

0.06299 
-0.'1453& 

0.11401 
- 0 . 0435 '1 
-0.56884 
-0.05051 

0.45446 
-0.&8108 

S-R Cap 
-0.20061 
-0.13083 

0.2'1102 
-0.05101 
-0.20560 

0.01208 
0.01353 
0.05028 

-0.19231 
-0.31121 
-0.11089 

0.08609 
-0.2812& 

KC4 

S-R Cap 
-0.33543 
-0.09355 

0.21139 
-0.06653 
-0.22425 

0.04832 
0.04212 
0.02449 

-0.22130 
-0.32048 
-0.11588 

0.00110 
-0.23825 

L-R Rei 
-0.52092 
-0.11350 

0.12041 
-0.01364 
-0.59092 
-0.00165 
-0.1&028 

0.16186 
0.38126 

-0.'12'150 
-0.13128 

0.11345 
-0.12381 

L-R Rei 
-0.50199 
-0.2022& 

0.61665 
-0.01156 
-0.51011 

0.09898 
-0.51511 

0.18526 
0.41444 

-0.33980 
-0.31032 

0.91032 
-0.35343 

L-R Rei 
-0.49414 
-0.06326 

0.68280 
0.03245 

-0.51104 
0.11965 

-0.512&3 
0.14166 
0.45'1'12 

-0.286'11 
-0.258'13 

1.16121 
-0.28152 

* Significant Variables in Heavy Type 
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L-R Cap 
-0.18008 
-0.19808 

0.63609 
-0.01153 
-0.02011 

0.06299 
-0.'1453& 

0.11401 
-0.04354 
-0.5&884 
-0.05051 

0.454'16 
-0.68108 

L-R Cap 
-0.43381 
-0.2318& 

1.03190 
-0.06506 
-0.35451 

0.01'114 
0.59596 
0.05162 

-0.28396 
-0.55852 
-0.19131 
0.22608 

-0.59995 

L-R Cap 
-0.82310 
-0.14372 

0.96012 
-0.01914 
-0.41291 

0.05&58 
0.85083 
0.02181 

-0.32128 
-0.43425 
-0.24252 

0.02008 
-0.45133 



7 ESTIMATION RESULTS 

The number of significant variables appear in tables 7.11 to 

7.13. 

1.5.3 Price Elasticities in UCC Model 

Price elasticities are not generally as negative or as 

significant as in the RELa ti ve prices models. This is 

consistent with the' economic theories discussed previously. 

These models add weight to the argument that short-run changes 

in electricity consumption through changes in the capital stocl< 

are smaller than through changes due to relative fuel price 

movements. lE" and' TF are the eIH;e!l:t:!.ons.': tOt, this;" as;': showt'l" Inn 

figure 7.3. 

There are still some positive price effects, for MM and CH, 

although in the CF models price elasticity has become negative 

(although not significant). Short-run price elasticity of the 

UCC models reaches -0.7 in the case of lE in the OLS case. Table 

7.14 shows the shOrt and long-run price elasticities for OLS, 

first order Cochrane-Orcutt and fourth order Cochrane-Orcutt 

models. Long-run elasticities are larger than short-run 

elastic1ties, although the difference is not always great. 

Estimated elasticities vary because of estimation techniques. 

The variation in elasticities due to technique is shown in 

figures 7.4 for the REL models, and in 7.5 for the UCC models. 

T-values are shown for each model, and it is plain that t-values 

fall when Cochrane-Orcutt estimation is used to overcome 

autocorrelation. In the OLS models, short and long-run price 

elasticities vary very little. The Cochrane-Orcutt models are 

more reliable, and they show a larger variation between short 

and long-run price elaStiCity. The variation is still not that 

large. Typically, the long-run effect is 20r. greater than the 

short -run effect. 

In the first order Cochrane-Orcutt model, which is perhaps the 

most real1stic, the long run elasticity of lE and TF are quite 
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7 ESTIMATION RESULTS 

large, at around -0.6 whilst the short-run elasticity is small 

at around -0.2 to -0.38. Large differences between short and 

long-run price elastici ties would be expected. This is also the 

case for pp in the fourth order Cochrane-Orcutt model. 
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8 CONCLUSIONS 

CHAPTER 8 

CONCL USIONS 

Industrial sales models only are estimated since the area for study 

had to be reduced. The arguments presented apply equally to the 

commercial sector. For the first time, regional output data has been 

used in econometric models of electricity sales. 

Marginal cost pricing is necessary for achieving optimal allocation of 

resources and electricity prices attempt to reflect LRMC. Forecasts 

of LRMC depend on forecasts of sales, and thus accurate forecasting is 

v1tal to efficient allocation of resources through LRMC pricing. 

Prices vary from true LRMC pricing because tariffs have to be 

simplified, and financial targets met. Non-marginal cost pricing may 

be justified in a "second best" economy, but not using marginal cost 

pricing because others do not would perpetuate sub-optimal pricing. 

Estimates of price elasticity are necessary for the welfare maximising 

chOice of tariff complexity. 

Previous studies of UK industrial electricity sales highlighted 

problems with the choice of price variable, changes in industrial 

structure, changes in technology, and varying elasticity of output. I 

have overcome changes in industrial structure by forecasting by 

industry, rather than in aggregate. Changes in technology have been 

represented by the user cost of capital. Output elasticity has been 

allowed to vary with the degree of capacity utilisation, allowing 

industry to have increasing, decreasing, 01" constant elasticity of 

output. The problem of the price variable has not been solved. 

A major feature of the study. has been the. extensive examination of the 

data used, and its consequences for the econometric properties of the 

models. EM output is preferred to UK output in the models to avoid 

biased, inefficient and inconsistent parameter estimates. There are 

tremendous problems with constructing a quarterly EM !IP but there are 
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8 CONCLUSIONS 

also problems with the UK IIP. This latter point is often overlooKed. 

The EM output data from the AJJJJual CeJJsus of ProductioJJ is 

interpolated using UK published UK output data. An independent EM 

quarterly pattern of output is not available. The choice of de flat or 

for the Census data adds to the errors in the EM (and UK) output data. 

Using EM data reduces the number of industries that can be examined 

with the models since data is not available for each industry. 

There are also problems of classification. The reclassification of 

SICs in 1980 creates particular problems. It also unliKely that 

EMEB's classification of customers by MLH or SIC code corresponds the 

government classification. EMEB's forecasting codes differ from the 

current industry classes used, and this creates extra difficulties. 

The problems can be overcome, and are in most cases. 

UK data for price, and capacity utilisation has to be used, whilst the 

data for degree days is for Birmingham. 

EMEB sales data is not always from the same period due to lags in the 

billing cycle through early or late billing, or from the quarterly 

billing problem. These problems are liKely to be small in the 

industrial models, although larger in some industries than in others. 

The data problems above indicate that autocorrelation is a problem. 

This gives inefficient estimates and the statistical tests are 

overoptimistic, although parameters are unbiased and consistent. 

Parameter estimates will be biased and inconsistent as well 1£ a 

lagged dependent variable is present. Models are therefore best 

estimated by a technique such as Cochrane-Orcutt, which corrects for 

autocorrelation. The Koyck transformation is used to include the 

dynamic effects of the model. It induces autocorrelation when none 

was present but will help to reduce it 1£ autocorrelation is present, 

as in my models. Lagged dependent variables are more significant for 

EM models, because of the problems in the data. 

Non-seasonally adjusted data is preferred to seasonally adjUsted data. 

Seasonal dummies become insignificant when temperature is introduced 

PAGE-182-



6 CONCLUSIONS 

into the models. This alleviates the need for the seasonal dummies. 

Seasonal adjUstment of data induces auto correlation and adds to 

difficulties of estimation. 

Multicollinearity is present in the data sample, making estimates 

inefficient. This is not necessarily a problem when forecasting, 

since parameter estimates will still be unbiased. The nature of the 

multicollinearity means that it can be reduced by increasing the 

sample size. If a variable should be included on theoretical grounds 

then it should not be discarded because it is insignificant. This 

will cause specification error and parameter estimates will be biased. 

Output, price of electricity, price of other fuels, user cost of 

capital, temperature, and capacity utilisation are all used in the 

models. Several models were evaluated, but the most successful model 

overall was the KoycK transformation model with quadratic temperature 

variable, output elasticity dependent on capacity utilisation, no 

seasonal dummies, and RELative fuel prices. It is best evaluated by 

first-order Cochrane-Orcutt. These models are referred to as L2KCi in 

appendix V. A typical equation is : 

PPX = 1.16 - 0.51l0g(PriCe) + 0.1210g(Temp) + 0.36Iog(Output) + 

6.92 -6.65 9.11 2.55 

O.Ollog(CapOut) + 0.06Iog(LDep) - 0.21 AR1 R2 = 0.92 

2.11 0.83 -1.ltO 

AlthOugh EM data should be used on theoretical grounds, it does not 

necessarily give the best statistical results. This does not matter 

since parameters are more liKely to be unbiased, which is very 

important for forecasting. 

Output elasticities are smaller in my models than in previous studies 

but this is because of the period covered by my study. Short and 

long-run output elasticity varies from 0.2 to 1. In some industries 

output elasticity is constant but in others it varies. 

Price elastlcities also are smaller in my models, but no less 
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significant. My price elasticities· vary across industries but are 

generally between -0.2 and -0.7. In some industries the price 

elasticities are positive. This occurs because of very unusual 

circumstances in these industries which have been hit particularly 

hard by recession. The output effect of a price change in these 

industries is larger than the substitution effect. 

Price elasticities in the relative prices model can be interpreted as 

short-run price effects, since they model the effect of changing to 

other fuels when a firm has the equipment to do so. The long-run 

price elasticity of this model assumes implicit changes in the capital 

stock. 

In the long-run, changes in price may only achieve their full effect 

through alterations in the capital stock. The cost of capital 

represents firms' willingness to invest in new plant. The user cost 

of capital is a variable used to incorporate this effect into the 

models. The payback period for investment depends on the price of 

capi tal and the price of fuels. As capital becomes cheaper, 01' as 

electricity becomes more expensive, the payback period will be 

shorter, thus encouraging firms to invest in new, electricity 

efficient plant. This long-run effect is reflected by my user cost of 

capital models. This is not significant in as many industries as 

relative prices. But this does not mean it is a worse measure of 

price elasticity. A different elasticity is being measured; this 

elasticity does not account for changes in the price of fuels other 

than electricity. 

The lagged effect of price in the koyck transformation model gets 

confused with other lagged effects. A polynomial distributed lag on 

price is one way to separate out these effects. 

Current prices are important determinants of investment deCisions but 

expected future prices are more relevant since these determine the 

viability of investment projects. This is more difficult to model and 

has not been attempted in the curl' en t project. 
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8 CONCLUSIONS 

This thesis has made a significant improvement to EMEB's industrial 

sales forecasting models. Each industry is now analysed in detail 

using EM output data so that unbiased output elasticities can now be 

used for forecasting. Forecasts will not suffer the problem of 

changing industrial structure and the rate of change in technology is 

now quantified. Several different price effects have been identified, 

and each industry reacts in its own way to changes in the price of 

electricity. In some industries price is not a significant 

determinant of electricity consumed. The rate of capacity utilisation 

is incorporated into the models and allows output elasticity to vary, 

thus preventing bias in the estimate of output elasticity. The effect 

of temperature is now known by industry, and the effect of the weather 

can be evaluated for total industrial sales - this had not previously 

been estimated. 

Despite the enormous improvements that have been made to the 

industrial sales models there are still many modifications which would 

improve the models further: 

• Regional data can be improved by obtaining more appropriate 

output statistiCS by EMEB trade code, and precise EMEB region. 

This may make EM data available which could not be published 

because of protecting confidentiality. 

• The unbilled calculation could be examined in more detail to see 

if it can be improved at a reasonable cost. 

• A temperature variable for the EMEB region could perhaps be 

calculated. This is unlikely to make a substantial improvement 

to the models but may make the models more efficient. 

• The price variable could be developed using EM data and 

different combinations of variables to represent the different 

price effects. These could be estimated using polynomial 

distributed lags so that the precise lag structure of the price 

effect can be found. 
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APPENDIX I 

APPENDIX I 
BULK SUPPLY TARIFF 

CENTRAL ELECTRICITY GENERATING BOARD 
BULK SUPPLY TARIFF (BSTI 19B7/BB 

TARIFF FOR BULK SUPPLIES TO AREA BOARDS 
Filed by tbe Centr.l ElecHicily Gtner.tin, Bo.rd (CEGB) pursuant to Sectioll 37(1) of tht Electricity ACI 1947. 

EadI "rCl ElearicilY Board (Area Board) in En,llnd Ina W.~ ,hall pay cecs for electricity supplied in the ye.r endin, 31 ~brch 1988 in accordance' 
with Iht rollowing ell'tlcs. riles, and adjustments. 

CHARGES 
SYSTEM SERVICE CHARGE 
I. EadI Area Board .hall !)lit tht charat indiclted in Ihe follo .... in' 
ldIedulc. related 10 costs .nd Cltpc11SC1 incurred in respect of Ihe bull 
IUpply poinu, and olher 5efVieet. 

London 
South Easlern 
Southml 
South Western ... ~ 
EUI Midl,nds 
Midlands 
SOulh Wales 
MtneYlidt .. nd Nonh Wales 
Yorkshire 
Nonh Eutern 
NOM Western 

CAPACITY CHARGES 

Cm 
64.431 
5,",~6 
81.10$ 
36.4U 
88.392 
66.473 
71.469 
33.480 
'9.106 
71.7S4 
U.21J 
63.064 

2. fotthepu~orlhis BST kW means twice tllenumberofkWh 
rneuured over tlliny consecutive minutes staninl either on, or thiny 
minutes after, tile 1I0ur. 

3. The Capacity Charles set oul in panlraphs 4 and' relate 10 kW 
wca dUMI IIa.Ir houn when SyStctn Demand alia ins the respective 
IC'YNlpeoeified in those paragraphs. Syslem Demand meanllhe kW 
_t OUI from CEGB plus !he kW acquired by CEGB from other sources 
minuslhe kW supplied by CECiB ouuide Enlland and Wales dunn, 
any half hour. 

PEAK CAPACITY CHARGE 
4. 1be peat capacity c:har1e "'aU be £21 Vi (Of the avera,e k W laken 
by the Area Board at Times of Char,eabJc Peak Sylilctn Demand. 
Char&eable Peak Syacm Demand mc&nS the Iverl,e ofSyaCQI Demand 
prn.ulilll durtn, the foUowin, hllf hours: 
(::I) the half how of the hi,lIest System Demlnd: 
(b) die lIalf hou .. of the hi,hest System Demand occurin, othtl' Ihln 

on the day identirlCClunder (I) lbove or within ten days Ihereof: 
(c) the halt hour of the hi,hest SyRem Demlnd occurrin, olher Ihln 

on citllcr of tile dlYS idmlified under (I) or (b) lbove or ... ithln 
lca days of those days. 

BASIC CAPACITY CHARGE 
,. The basic capacity c:har,e shall be £1011 for each kW liken by the 
ArCl Board on averqe It times of Basic Demand. Basic Demand means 
the l¥Crqe SYSlem Ocm.and over Ih05e 300 half hours tor which SySlCQ\ 
Dt:mands have been recorded .11 Ihe lIi,he'l lC'Ycl, Ind which occur In 
the period 0800 hours 10 2000 hours on aU days from 26 October 1981 
to 26 February 1988 inclusive. but ClIcludin, the Ihlft' hllf houn of 
OtIflClble Peak System Demand and weekends Ind public holidays. 

RATES 
UNCT RATES .. RATE p/kWh 

,"- _ ....... "" 
o."_N" 15 Ma, 10 
~.-.ca"" 11 $opI_ .... ""' ...... -_ .. , 
WEEKDAYS 
2400-0100 1.78 
0100-040) 1.51 
.... -0600 UI 
0600-0800 2.0S 
O8OO-1J00 2.57 
1l00-I600 2.26 
1600-1800 2.26 
1800-2100 2.21 
2100-2400 2.21 

..... "" ........ I~.ft s ........ 
1 ....... 1101. "" •• 
...dn~""bttlo 
)t M ... h ... cI.u .. 

1.88 
1.61 
U4 
2.0S 
2.H 
2.B 
2.B 
2.H 
2.23 

RATE p/kWII ,­
().,._qlr 

hOlof'Of'!IIoablr 
-~, 

"""'-.-U MI,'0 
lls..p. .... btt._ ... 

SATURDAYS. SUNDAYS 
'" PUBLIC HOllDA YS 

2400-0100 
0100-0300 
0300-0700 
0700-0800 
0800-1330 
1330-1400 
1400-1630 
1630- 1700 
1700- 2400 

1.82 
1.49 
1.49 
1.7) 
2.IS 
2.15 
1.99 
1.99 
2.10 

~..,od. Oth .. 1"- 501 ....... 
1"".,,110 l' Mo, 
_U~,,"IO 

II M •• <h ............ 

1.87 
J.S~ 
/.49 
I. .. 
2.17 
1.99 
1.99 
2.IS 
2.IS 

In addilion to tile above rates a peak surch.r~e rale of 1.0 p/kWh applies 
in the half hour of highesl Syslem Demand in the period 0830- 2330 
and in each Immedialely adjacenl half hour on elch dlY el(cepl on 
weekdays in Ihe Summer Period. 

NON·MARGINAl ENERGY CHARGE 
7. Each Board shall pay the charge indicaled in tile follo .... ing 
schedule. rellted to COSIS and expenses incurred in provldinl core 
lupphes of enerlY on a secure basis oyer the longer lerm. 

Lomion 
Soulh E.ailern 
Soulhern 
Soulh Wcslern 
Easlern 
East Midlands 
Midlands 
Soulh Wales 
Merroeyslde and Nonh Wales 
Yorkshire 
North Easlern 
Nonh weslern 

FUEL PRICE ADJUSTMENT 

Cm 
111.658 
102.221 
145.184 
708)7 
164.::~2 
[2·4.710 
DO.2S9 
63.80] 
96.619 

128.129 
8).J0$ 

123.165 

8. All the above rates. excepl lhe peak surchar,e rite. shall be 
increased or reduced in lheir applicalion to supplies prOVIded In each 
month of the year by 0.008p for each £0.25 by which the national fuel 
price per tonne in Ihe relevanl monlh ,rounded 10 the nearCl1 £0.::5) 
differs rrom £52.00. 

9. "N.r/Dll#l 1141_. p., to_" means Ihe replacement value of fuel~ 
consumed in the relevanl monlh, less such tonnage of coal I1 is usea 
10 salisfy the Qualifying InduSlrial Consumerl' Scheme. multIplied h 
25 and divided by Ihe nel heat conlenl of such fuel in 1111.joules. 

10. "R_tli_r "aw.1J1 "'~ c __ d III rh_ ~~Mr moll"'" muns 
the sum of Ihe product for each Generalins Bolrd sl.lion of Ihe nc~ 
hClI conlenl In IIiPJoulcs of coal. coke, oil and p1COIU fuel! consumed 
in Ihe relt'~.nt momh and the average delivered prtce per '1''1ajoule of 
fuels of I like kind delivered to Ihe Slallon In Ihat monlh. or in Ihe 
monlh when !as! Ihere wcrc deliverIes. 

11. The national fuel price per tonne shall be eslimated by Ihe 
Generllinl Board in Ihe relC'Yanl month Ind corrCClea if neceuary 10 
tlke accounl of any differencrs between actual and numaled ~aluc nOI 
already taken inlo account for any monlh prC\"ious 10 the reJt'~anl 
monlh. 

ADJUSTMENTS 
LOAD MANAGEMENT ADJUSTMENT 

12. When an Area Board Idopts LOld MlnaaCQIent, Ihe 10lal of the 
Jums payable by Ihe Area Board pursuanl 10 para,raphs I 10 I I lbo\e 
5h.JI be adjusted as set OUI below. Lo.d man.,1emenl mean~ Ihe 
redU~lIon. on a Nmice iuued byCEGB 10 Ihe "'rea Boards. of the ~w 
take by the Consumers re,juered by Area Bo",rds In l.ccordilnce '''Ih 
p.,l.lraphs 16 and 20. There are Ihrff CllCIOflcti of Load Manllcmcnl. 
A. Band C IS follo ... ·s: 
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CATEGORIES A AND B 

\3. Caleaory A Load Manalem~nl is Ihal in rHped of which CEGB 
hu by 1700 houn iuued a Calelory A NOllo.~ Iha, Load Mlnll~ml'nl 
b requntO on 5p«ified houn Ihe foUowinl day, Whtr~ slIch a Nou~~ 
callli for Load Mallllement 10 be implemenled afler 1300 hourl illl\lly 
be cancelled by CEGB no lalft Ihan (WOO houn on thll day. 

14. ClIegory B LOld Manallem~nl ili Ihal for whkh CEGD hu by 
0900 houn lUlled I Cllelory B NOli.:e Ihat LOld Mlnagemenl i5 
required al 5p«ifi~ limes 1'101 earlier Ihan 1600 hour, on Ihe day on 
whi.:h Ih~ NOli.:~ is liven. 

U. CaleaoTY A or B NOlicH shall be confined 10 implemenlalion 
""';Ihin I October 1987 10 31 March 1988 and liliall nOl be isslled in TC$pCI:I 

of Saturdays. Sundays or Public Holidays. Tht aUlelale numbel of 
hours for each Caleaory for which Nolices may be issued sliall not e~ecd '0 tlI.Cepl Ihal I pe1"iod for whIch a Cilegory A Notice is canceUed shall 
count as only half of the pt'riod for which Ih~ NOlice was i5su~d. 

16. The adjustment referTed 10 in paragrlph 12 Ihall be in respe.;1 of 

~ach Consumer: 
(a) who hu by 31 Mlrch 1987 b«n l"C1!i5lefed by the Area Board wilh 

CEGB " likely to rcO\lCe his load silnificanlly in U$POIlSC: to 
Caleaory A 01 B Load Managem~nl NoticQ" appropriat~: 

(b) whose tat~ or kW durinll Caleaory A or B Load Managem~nl 
periods and at limn of Charleable Peak Syslem Demand is 
measured Ind cenified by Ihe Area BOlrd: 

(c) in rc:spcel o( whom Ihe Area Board indiulC$ 10 CEGB by 31 March 
1987 Ihe reduclion in Ihe like of kW ~~p«led in response 10 
Category A or C.legory B NOlicl's. 

I'. Th~ above adjustments s~ be a rebale (chargc) of £l) VI times Ih~ 
number of kW by which liI belo .... C1c~ds (falll shon 00 (ii) below; 

li) the av~rale kW taken by Ihe Arca Board's Clleaory A. or 
Cale80r) B Consumcrs 11 timeli of Charleable Peat Systcm 
Demand; 

(ii) Ihe avera,~ kW liken by lhos~ Con~umcrl in Category A 

or Cateaory B Notice pt'riods as approprial~. 

CATEGORY C 

18. ClrellOI)' C Load Mlnasemenl is Ihat In res~CI of whIch CEGB 
hu issued I Catellory C Noncc reQuestln~ load leduction no !>OOn~r 
Ihan fifteen minule~ .(Ier receipt of thl' Nlltice. 

19. The anrellare number of houn for whrch such Notices mal· bl' 
issued shall nOt ncccd twO on anyone day or 2n in the year. Notices 
WIll nOI be iuued fOI implementation on Summer Weekdays;n defintd 
(n para&rlph 6. 

20. The adJIISlml'nts lef~rre<lto In paragraph 12 Ihall in the ca$(' of 
Collelar)· C Load Managemenl b~ in resp~1 of each Consumer; 
U) ... ho i~ Ilso a Category A or B consumer: 
Ib) .... ho has by)1 Mlrch 1987 been regt)lercd b~ Ihe Area Boardwilh 

CEGB .. likely to redllce hilload on rClponu 10 Cllegory C Load 
Manaacmenl Notlcel by no I~u Ihan 2 MW In normal 
Circumstances; 

(c) .. hOle take of kW durina limes of Ball~ Capacit)· and Peak 
SlIlcharlle il mtlslll~d and certified t) Ihe Arca 1I0ard; 

Id! 11\ rClope!.' of whom Ih~ Alea Soasd ond'':lIn to Cf::(.'1I b)· 31 Mar~h 
1987 Ihe redu.tlon In ~W upe"e<.l In rc~pon~e 10 Cale¥o.) C 
1'0t1CCS. 

21. Thc above adJu~tmenlS Itlall be 
(.) ,reb,uc (,ha'se) of (lOb IImel thc number of ~W b)· .. h,..:h 

(I) th~ al·crlBe kW laken by the Area lIoard·~ Catcgor)· C 
consumcaal limes of SUIC Demand uctedl Ifallllho>fI of) 

(Ii) Ihe averaae kW laken br Iho~e Conlum~1I ,n Catel(lry C: 
NOllce pello<l!i; 

(b) • rebale of I.Op fOI tlch \ Wh lak~n by the ~ rea Boa',J', Calegol) 
C conliumcrli 11 ume\ of Peak SII".h ... r~e; 

1.1 a lurcharge of l.~p for ta..:h \\\,h I.ken b) thOle ~"n\lImCII on 
Catc~or) C !'Oou.e pelludl. 

CONTRACTED CONSUMER ADJUSTMENTS 
n, The 10111 of Lhe suml payable by Ihe ArQ IIoard und~ parililaprn. 
1-21 abov~ ,h.lI, in Tespeel of the loads of Conlfa.:leG Consumers 
(IS definN in paralllph, 22_26 inclu,,"e in Ihr Bulk SlIpply Tariff 
pubh,hed by Ih~ CEGB for Ih~ ytar 19821831 be 'Ub,Cl:t 10 IdjUlilmenl 
as provided by Ihe followln' pall,lIph. Inlh~ ynr l'ndin, ) I March 
198'. NOllficallon Pcriolb Ire for perioch nOl e~.:tedin, Iwo houlI a 
d.y or 60 houll in aurrlal~. 

H. The IdjuitmenlS ,h,1I be' as follows: 
(I) CONTRACTED CONSUMER SERVICE CHARGE 

A fNlymenl in rnP«l of each kW of Ihe Contracted Load d~lar~d 
by 31 March 198~ of !!i.'O/kW, 5ubje.:1 to I mInimum paymenl 
of (2~,~OO (or elch conlra"cd consumer. 

(b) CONTRACTED CONSUMER DEMAND CHARGES 
A paymenl of £23Y1/k Win fespccl of Ih~ Ivelale number of k "" 
liken by Conlllcted Consumcn in Contra.:tcd LGad NOllflCallon 
Periods. 

(c) A payment of 126/kW in respect of each kW by ... ·hkh Ih~ a~~rage 
number of k W laken by I Contrlcted Conliumcr under parat.:raph 
23(bl nceeds hi, ConlllCtcd Lo.d. 

(d) CONTRACTED CONSUMER REBATES 
Arca Bo.rds shall be enlitlcd 10 rebaLel as ,pecified h~reunder, 
Ihl' same 10 be crcdit~d 10 Ihe Arn Board, in the Inl:,O"~1 inued 
in respect o($lJppilel taken in Ihe monlh endin, 31 M.rch 1988. 
(il £2)'/,/kW fOT Ihe Ivftal~ kW takl'n by ConttaCIN 

. Consumer, at peak capacuy limes. 
(ii) £26/kW for Ihe Ivcrale kW liken by Contracted COnJumc:n 

11 basic capacilY limes. 
(iri) Th~ peak surchltlle rll~ pe1" kWh laken durinl peak surcharle 

limes. 
provided tlo .... ner th.I .... 1I~re a ContlaCled Consumer docs not 
achie\·c the Minimum LOld Redllcllon lpeclfled in p.ralraph 24 
of the 1982/8) liST, Ihe r~bllc in p.ra,rapIl2)td)(I) abo~e only 
shall be payabl~ in respecl of Ihat Conlracled Consumer, and In 

,uch circumstancel no charllc shall be payable under plragraph 
2J(c) in respect of Ihil ConlraCled Conlillmft. 

QUALIFYING INDUSTRIAL CONSUMERS' SCHEME 

::4. The lotal of thc sums payabl~ b)· Ih~ Area Board under para8laph~ 
I to 23 abov~ shall, in rnpct"1 of Ihe loads of Quah{Y:~1 InduslTlal 
COn5UmCrli, be liub,CCllO adjuslment as prOVided In paralraphs 231o 
::7 belo .... 

25. A Qualifying IndllSlllal Consumel is an indulitr,,1 consumer; 
(a) who has by]O AplIl 198' b«n regl$I~led hy Ihe A.re. lloard 

and CEGB as havlnl I reasonable eJj)«tallOn of aclll~ .. tnl 
an annual consumptIon of enerl)' of 23 GWh II th~ sile 
concerned in Ih~ preunl finanCIal ynr .nd in nch of Ihe 
foilowinl four rtnanc"J yean. 

(to) who hu tlilllke in kW mcnur~cllnd certified by the Area 
Board dunnJ all rclevant limes. 

26. The Area Board stlaU be enlllled 10 rebatCSl1 lipccified lI~reunder 
for nch Quahfyinll Induml.1 Conliumer on that number of unin 
(hel~lnafler call~d 'QuallfYlnll unm·)In Ihe approprlatc IIm~ periods 
taken In each monlh f.om 1 AplI! 198' to 31 March ]988 whIch 111,v~n 
by Ihe followlnl compulallon relating 10 cich QllaL"Yln, Indulilllal 
Conlumer: 

Thc UCesl, If any, of lIis 10lal monlhly take In \l.Wh, ovft the 
!!llal number of kWh glvcn b)· ::.2 mllhon kWh pIli, 163 hmeli hiS 
le'lsl~led mUlmym demand. 

"A'9'sl"~ m,~"",,m d.,..."d" me"n, the IIvera~c of the Iwe]v~ 
mOO1I1I~· mUlmum demand\ III kW laken by 11111 ~on\Umcl belwe~n 
Ihl' houl\ of 01100 to 2000 on all da)", c.~lll\l\~ of ... cckcnd, <IInd lIubh~ 
holrd .. ~. In the I .. elve (onle~ut"~ momh, ~n,J,nl ~I.lr..:h lo,lK7. 

27. The rebale, ~hJn be 3\ folio .. , 
(If O.Of. II/~Wh fOI all qu~hryin~ unn, IIkcn dYlln~ the 1'(",.",J 

H(M) - OHOO hour. 
(u) O.OH II/~Wh for all 'Iu .. III)lng UUlt\ ta~~n ,JurHl¥ Iho ,...:""" 

(J~(I(J-2~(_1 hour, 
tnl) "'edu(I,,.)n ,n Ihc Nun .. \brglnal (:nel_~ <'·hat_e I"en b) 

multlpl)In' by O.~21' the 10111 of da~ quahf~In. un .. , 
det~rmrne<l for euh Ouallhlng Inllumlll <':onlumer fOI lli( 
I ... cil~ monlh, of lo,ll<b, n Fur thl' purpo\e Iht pro.;edure 
and rC,"lfltd m,,\Imum cJeRliln,J delcrmllled III plr.~r3pn 
!6 ,h;/,II be u,cd 

~~ Ea..:1I !\rea !!o<llrd Ihall lend 10 <:1:'-'1:1 ade!.Lu .. lc dill .. II Ihe cnll 
of ca,·h month 10 enal>le Ihc arpror""'" .cI,,,!c,. I1 4"'. ID hi: ... 1. ~I"IN 
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APPENDIX II 

APPENDIX 11 
DOMESTIC BUILD-UP MODEL 

Domestic Build Up Model 
::::::: :::::::::::::::: 

Omrship Levels 

1%8/69 1%9/T0 1910/111911/11 1911/13 lmm 1911/15 1915/16 1916/111911/18 1918/19 1919/80 1960/61 
Dishmhers 1 1 1 1 1 1 1 1 1 1 1 1 1 
Frmers 1 1 3 ~ 5.8 1 9 11 15 10 15 15 16 
Fridges 56 59 60 6! 61.1 65 11 15 15 15 lU 11 10 
Fridge/Fremrs 1 1 1 ! 6 9 lU 16 16 
Wash Machines 69 69 10 10 11.3 n 16 11 19 80 18.9 61 61 
Wash boiler a 1I a \3 11.6 11 10 9 6 1 6.3 6 5 
Micrmves I 3 
rumble Dryers I 1 1 1.5 I 5 6 8 9 IU 15 I! 
Spin Dryers 13 16 13 11 11 11 10 11 10 10 13.3 18 I! 
Ract/cabillet 8 8 I 1 6.1 6 5 I 4 ! 1.3 I 4 
Toaster 16 16 11 11 18.3 10 10 11 14 18 11.1 19 31 
Food/Drink Mlms 13 18 11 16 15.1 35 31 39 40 45 40.6 51 55 
kettles 40 49 51 55 59.1 61 65 61 69 11 lU 14 16 
Irons 96 98 96 98 95.! 100 99 91 % 91 % 91 91 
Tea makers 1 1 3 3 3.! 5 5 6 1 8 13.4 11 a 
Coffee percolators 1 1 8 9 9.6 9 11 10 10 \3 15.9 11 15 
5101 Cookers 1 1 1 1.9 3 4 
Colour T.V. I 1 ! 1 9.5 15 13 33 41 50 Sf.! 65 10 
B/W T.V. 94 93 90 88 85.1 81 11 10 64 58 53 !6 41 
Floor polishers 1 3 1 1 LT 1 1 1 1 1 1.1 1 1 
Vacuum cleaners 60 63 83 M M.I 88 88 90 91 93 91 9l 93 
Electric blankets 41 40 40 18 49 50 40 40 18 49 40 44 41 
Hair dryers 36 40 41 43 13.1 4T 41 51 54 60 61.1 60 61 
Extractor fans 9 9 10 to 10.6 10 10 11 11 11 15 14 a 
Lighting 9'l 99 99 99 99.1 99 99 99 99 99 99.1 99 99 
R'gram/Record player 18 19 50 5.! 53.6 51 59 61 64 61 11.6 n 15 
Maills Radio 11 15 16 18 31.! 33 35 31 41 43 44.5 40 18 
Tape recorder 11 13 15 11 18.9 11 11 11 30 33 36.! 40 13 
Senn! Machine 16 11 18 19 19.6 J1 J! 36 38 39 39 39 40 
Lan MOfer 5 5 6 6 6.8 8 11 15 19 13 11 31 35 

Fuel Price Competitive Items 
:::::::::::::::: ::: :::::::::: 

Direct Space Heating 15 11 n 11. 11.1 15 18 11 69 65 11.9 59 55 
Central Heatill! 8 8 8 8 1.6 9 9 9 9 9 9.1 9 8 
Water Heatillg 60 60 60 60 51.! 60 64 65 64 64 61.1 59 64 
[nslant Shorers I I I I 1 1 1 3 3 ! 1.1 5 1 
Coolers 40 40 40 40 40.1 39 31 36 31 31 n.6 41 13 
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APPENDIX II 

Domestic Build Up Model 
::::: :::::::::: ::: ::::: 

Mean Consumption per Appl1ance 

1%6/69 1969/10 19!O/1I 19ft/11 191//13 1913/14 1914/T5 1915/16 1916/lT 191T/13 1916/T9 19T9/BO 1960/31 
Dishwashers 500 500 . 500 500 500 500 500 500 500 500 500 500 500 
Fremrs 1000 1000 1000 1000 1000 1000 950 950 900 650 600 BOO 600 
Frid/es 300 300 300 31/ 196 315 300 300 300 300 300 300 300 
Frid/e/Freeltrl 515 515 550 550 515 515 600 600 600 600 OJO 650 610 
Wash Macllilles 150 150 115 115 115 100 100 100 100 100 100 100 100 
Yash boiler 50 50 50 50 50 50 50 45 45 45 45 45 45 
Microraves 90 90 90 90 90 90 90 90 90 90 90 90 gO 

Tumble Dryers 350 350 350 350 350 350 350 350 350 350 350 350 350 
Spin Dryers 10 10 10 10 10 10 10 10 10 10 10 10 10 
Rack/cabinet TOO TOO TOO TOO TOO TOO 700 700 TOO TOO 700 700 700 
Toaster 10 10 10 10 10 10 !O 10 10 10 10 10 10 
Food/Drink Mixers 5 5 5 5 5 5 5 5 5 5 5 5 5 
Iettles 150 150 150 150 150 150 150 150 150 150 150 150 150 
frons 15 15 15 15 15 15 15 15 75 15 15 15 15 
Tea maKers 10 10 10 10 10 10 10 10 10 10 10 10 10 
Coffee percolators 50 50 50 50 50 50 50 50 50 50 50 50 50 
SloI Cookers 40 In In In In In In In In In In In 10 
Colour T.V. 500 500 500 5CO 500 500 500 500 500 415 450 115 411 
B/YT.V. 150 150 150 150 150 150 150 150 150 lln 115 110 100 
Floor polishers 15 15 15 15 15 15 15 15 15 15 15 15 15 
Vacuum cleaners 15 15 15 15 15 15 15 15 15 15 15 15 15 
Electric blanket! 60 60 60 60 60 60 60 60 60 60 60 60 60 
Hair dryers 15 15 15 15 15 15 15 15 15 15 15 15 15 
Extractor fans 3 3 3 3 3 3 3 3 3 3 3 3 3 
Li€htin/ 165 115 190 310 315 lTO 300 110 180 190 300 310 310 
R'/ram/Record player 30 30 30 30 30 15 15 15 10 10 10 10 15 
Mains Radio 40 In In In In 40 39 36 31 36 35 34 33 
Tape recorder 6 6 6 6 6 6 6 6 6 6 6 6 6 
Selin/ Machine 
Lam Mom 

Fuel Price Competitive itelll 
::::::::::::::::::::::::::::: 

Direct Space Heating 1000 1000 950 900 1000 650 900 700 480 434 450 44n '30 
Central Heating 7000 7000 TOOO TOOO 6000 !ODD 6500 5100 4090 3115 !OOO 3900 3BOO 
Vater Heating 1600 !600 1541 1516 1560 1450 1500 IlS0 i300 1150 1100 1150 1100 
Instant Showers !30 130 130 130 130 130 130 !30 130 !3O 130 135 135 
Cookers 1110 1100 !1OO 1190 1110 1093 1080 1060 1040 1010 1000 9BO 950 
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Domestic Build Up Model 
:: ::::::::::::::: :::::: 

Consumption per 'Average' Customer 

1968/69 1969/10 1910/111911/111912/13 1913/14 19H/15 1975/76 1976/17 1917/1B 1978/19 1979/80 1980/81 
Dishmhers 5 5 5 5 5 5 5 5 5 5 10 10 10 
frl/lm 10 10 30 10 sa 70 86 105 135 170 100 100 108 
;!1i!gel I:'J'Ij. 1Tl llffi Ism Wi Ill! 11& i55) i55) 125 1lII, 1lJ) CIiII 
frldWfretms 0 0 0 0 6 6 11 14 36 54 93 104 111 
Wash Machines 104 104 113 113 115 143 151 154 158 160 158 161 164 
Wash boiler 1 1 1 1 6 6 5 4 4 3 3 3 1 
Micrmves 0 0 0 0 0 0 0 0 0 0 0 1 3 
Tumble Dryers 0 4 4 1 9 14 18 11 18 11 10 53 60 
Spin DrytrS 1 3 1 1 1 1 1 1 1 1 1 1 1 
!!ack/cabinet 56 56 49 49 45 4l 35 18 18 18 30 28 28 
Toaster 1 2 2 1 1 2 1 1 2 3 3 3 3 
food/Drink Hims 1 1 1 1 1 1 1 1 1 1 2 3 3 
Kettles 115 123 130 138 149 155 163 168 113 180 181 185 190 
Irons 12 14 12 14 12 15 14 13 11 13 11 13 !l 
Tea malers 0 0 0 0 0 1 1 1 1 1 1 1 1 
Colflt pmolators 4 4 4 5 5 5 6 5 5 1 8 6 8 
5101 Coolers 0 0 0 0 0 0 0 0 1 1 1 1 2 
Colour T.V. 5 10 10 35 48 75 115 165 110 2.J8 158 116 288 
B/WT.V. 215 133 1.25 1.20 113 203 193 115 160 139 119 9T 84 
floor polishers 1 1 0 1 1 1 1 1 1 1 1 
Vacuum cleams 10 11 21 11 21 1.2 1.2 13 13 13 13 23 13 
E1tctric blankets 15 18 18 19 29 30 18 18 29 19 18 16 15 
Hair drms 10 10 11 11 11 11 12 13 14 15 16 15 15 
Extractor fans 0 0 0 0 0 0 0 0 0 0 0 0 0 
Lighting 261 2T1 /al 30T 31.2 161 291 161 1TT 281 198 301 311 
R'gram/Rtcord player 14 15 15 16 16 14 15 16 13 13 14 15 11 
Mains Radio 10 10 10 11 11 13 14 14 16 15 16 16 15 
Tape rtcorder 1 1 1 1 1 1 1 1 1 1 2 2 3 
seflng Machine 0 0 0 0 0 0 0 0 0 0 0 0 0 
laID Mower 0 0 0 0 0 0 0 0 0 0 0 0 0 

fuel Price Competitlve Items 
: :::::::::::::::: :::: :::::::: 

Dirtct Space Heating 150 110 694 643 111 638 101 504 331 182 314 160 131 
Central Heating 560 560 SOO 560 608 630 585 %8 368 340 368 351 304 
Vater Heating 960 960 918 910 900 810 960 818 811 800 806 619 104 
Instant Shorers 1 1 1 1 3 3 3 4 4 5 10 1 3 
Coolers 434 430 !BO 416 185 416 100 382 385 317 416 m 109 

Computed Use 3889 3918 3889 3881 1061 3941 1121 3155 3540 3511 3115 3532 3515 
Domestic Customers HA HA HA 1510950 1543092 1511459 16011f9 161613116536411686904 1686904 11111311135511 
Tot Domestic HA HA HA 5912 6288 6206 6601 6109 5853 5915 6284 6049 6118 
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CONVERTING UNITS BILLED TO SOLD 

Electricity consumed is not always billed in the same financial year. 

An assessment of these "unbilled" units is made each year. Unbilled 

units occur principally on quarterly billed tariffs. 

EMEB is notified each month of its purchases from CEGB. This data is 

reasonably accurate and only subject to small metering errors. Units 

purchased is therefore Known. Units sold equals units purchased minus 

losses. Unfortunately neither losses or units sold are known. Both 

must be estimated in some way. There are three basic ways to 

determine losses and the unbilled: 

1. assess engineering losses and solve for the unbilled; 

2. assess the un billed and derive losses; 

3. solve for losses and the unb1lled simultaneously. 

Billed Data 

At EMEB monthly billed customers are billed on a review period basis. 

In the final month of the :financial year the bills of monthly 

customers are adjusted pro-rata to the number of days in the calendar 

month. Account is taKen of the number of Saturdays, Sundays and BanK 

Holidays. Any late billing is alSO accounted for. The errors in 

converting monthly billed customers' bills into units sold are really 

qui te small compared to consumption in the full year. 

Quarterly billed customers are b1lled on the General Purpose, Domestlc 

or Restricted Hour Tariffs. Cyclic billing is reported on a calendar 

month basis. The stages of convertlng billed into sold are similar to 

those for monthly billed customers, but the method is more complex and 

gives larger errors. 
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TABLE A3. 1 - MJmflLY DISTRlIUrICN LOSSES 

PURCHASES ~ VARIABLE MONTHLY P·M lP-M)' VARIABLE FIXED TOTAL CYCLIC TOTAL 

MONTH 1000 LOSSES SALES 1000 LOSSES LOSSES LOSSES CONS1llIPTIOR CONSUMPTION 

JANUARY 

FEBRUARY 

MARCH 

1000 

1000 

1600 

where [! : 0.01 

X2 : 0,05 

1 

4000 

4000 

3140 

XI. (11 

3 

40 

40 

31 

4 

800 

800 

800 

5 

1100 

1200 

1000 

6 

1440 

1440 

1000 

XI,I2 are engineering constants 'representing iron and copper losses 

P : total units purchased 

M : total montbly sales 

t\B!.E Al,1 - OERIVATIOfI or lJIlIlIU.ID 

MONTH CYCLIC B I L L E D I N 

CONS1J!I1'TIOR APRIL HAY JUllE TOTAL 

JANUARY 1058 116 116 

mRUARY 1058 353 116 529 

HARCH 898 300 lOO 150 150 

CYCLIC lJIlIlILLED 1455 

PLUS HONTHL Y URBILLED 50 

PREVIOUS TEAII'S UlIBILLED 114001 

CHARGE IN URBILLED 105 

TOTAL BILLED UNITS 19695 

EQUALS TOTAL ANNUAL SALES 20000 

XI, (61 

1 

12 

11 

50 

8 

10 

20 

20 
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141 

141 

102 

10 

1058 

1058 

898 

11 

1656 

1858 
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Each EMEB district gives details of their position in the billing 

cycle together with an associated assessment of late billing in money 

terms. The late billing is split over consumer classes pro-rata to the 

bills sent out in March. Average prices for each class are then 

applied to derive units. If the billing has fallen behind schedule in 

a quarter there will be extra consumption on each bill since the bill 

covers a longer period. This will Introduce additional inaccuracies 

and is not allowed for in the unbilled calculation. 

Fixed losses are calculated by the Engineering Department based upon 

metering and time switch losses, and transformer iron losses. 

Variable losses are then calculated for January, February, and March 

based on the formula FR. Variable losses are influenced by the 

relationshiP between the low and high voltage networK, and the overall 

load pattern, reflecting the loading of the system. Use is made of a 

broad relationship between variable losses and the square of units 

purchased for the calculation of variable losses. This fails to 

account for the overall load pattern but this changes only slowly 

through time. Units used on Board's premises can be added to the 

assessment of fixed losses. An 

example of the unbilled/losses calculation is shOwn in Table A3.1. 

Variable losses = (P /103)2.Kl + ((P-M)/103).K2 

where P is monthly purchases (calendar) 

M is monthly billed sales (calendar) 

Kl and K2 are engineering constants 

When cyclic sales have been calculated for January, February and March 

it is relatl vely simple to calculate the un billed. 1/5 of cyclic 

sales in January- are billed in April. Similarly, 1/3 of February's 

cyclic billed sales are b1lled in April, and 1/5 in May. For March's 

cyclic billed sales 1/3 are bllled in Aprll, 1/3 are bllled in May, 

and 1/5 are billed in June. Summing these as in Table A3.2 gives 

total unbilled to be carried forward. The previous year's unbilled is 

then subtracted from the current unbilled to derive net unbilled. Net 

unbilled plus billed equals sales. The ratio of sales to purchases is 
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the efficiency level. One minus the efficiency level gives losses. 

There are of course several approximations made in this approach. The 

March and April billing figures can be distorted by Christmas 

holidays. Also, no assessment is made of theft which will introduce 

cumulative errors. It is not possible to calculate theft however, and 

it is assumed that the errors this creates are small. 

In the above discussion of the losses/unbilled calculation the 

approxima teness of the spl1 t of units across premises class was 

revealed. The best estimate of the spl1t into trade codes therefore 

seems to be a similar pro-rata adjustment. 

Without a proper unbilled assessment autocorrellation is likely to be 

present in the models. Hopefully, the randomness of the un billed 

calculation across classes will avoid systematic bias but will 

unfortunatley reduce the precicion of the models. 
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APPENDIX IV 

CBI Industrial TrendB Survey SURV,Y 104 - APRIL 1907 

TAdLE 1 - TOTAL SA~PLE (NEW OEFINITIO~) 

Number of respondents: Total Trade Questions 
Export Trade Questions 

All figures are percentages based on a weighted sample 

1463 
939 

Are you more, or less. optimistic than you were four months ago about 
TIlE GENERAL BUSINESS SITUATION IN YOUR INDUSTRY 

2 Are you more. or less, optimistic about your EXPORT PROSPECTS 
for the next twelve months than you were four months ago 

3 Do you expect to authorise more or less 
capital expenditure in the next twelve months 
than you authorised in the past twelve months on: I. buildings 

b. plant & machinery 

4 Is your present level of output below capacity (i.e., are you working 
below a satisfactory full rate of operation) 

5 Excluding seasonal variations., do )'OU consider 
that in volume terms: 

Abo .... 
Normal N.""" 

a. Your present total order book is 

b. Your p~nt export order book. is 
{firms with no orde, book are r~quested 10 
estimale lh~ le~1 of dem.andJ 

c. Your present stocb oC iLnishcd goods are 

Exctudinl geasonal variations. what has been the 
trend o~r the PAST FOUR MONTHS. and what are 
tJie expected tr<nds for the NEXT FOUR MONTIlS, 
with regard to: 

6 Numben employed 

7 Volume of total new orders 

of which: L domestic otden 

b. expon orders 

& Volume of output 

9 Volume of:,'~ a. domestic deliveria 

b. export deli>eriea 
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23 54 

21 51 

),fore thaa 
Adequ.ate AQ.cqu..QI 

14 t3 
T __ 

PAST FOllR MONTHS 

u,. s.- o.... N/. 

22 46 32 + 

43 33 17 3 

37 42 18 3 

35 44 20 1 

3e 48 14 + 

38 45 15 Z 

33 48 18 Z 

MOri s,~ Lou 

37 56 ! 

.... """ u.. NI' 

35 53 11 1 

.... ...., l<a NJA 

21 38 24 16 

35 42 22 1 

v" Ni. 

49 51 

""'. Hj. No""" 

22 1 

27 2 

Leo .... 
NfA 

-~ .. 
9 15 

Expected trmd 0 ...... 
NEXT FOUR N.ONTHS 

U, .... Do .. N/. 

19 57 23 1 

H 56 & 3 

29 60 7 3 

28 63 8 1 

35 55 10 + 

36 55 8 2 

33 54 11 2 



APPENDIX V 

APPENDIX V 
ST...M1ARY OF REGRESSION RESULTS 

MlEtS 
Lagrange Illltiplier Te!tI 

IlirDIn ( 
C SI sz 54 O!~t Price Till!' capacity ~p 11 S.u. Yatlon L! U I..! 

pp 11816 -1I)1l -2991l -1591 94 -,T86 12 -2, O.ll 0.942 1881 2.00 0.919 5.128 12.539 
UT -fl.49 -1.43 -fl.54 1.43 -,.09 2.64 -I.'T I.T8 

n8!9 -3T63 -51Il -1596 111 -4450 II -108 0.35 D.8:18 501ll 2.12 0.T21 15.31l 11.61T 
2. III -fl.,4 -fl.1I -fl.19 1.2 -2.18 1. T8 -2. III 1.93 

Cl! -14510 -11!ll3 -IID6 -26160 ,13 1I~1 45 -69 0.49 0.810 T886 Z.TZ 11.853 15.m 16.159 
-fl.58 -!.60 -2.54 -w 1.26 >.TT 1.44 -1.01 ,",T 

ME -56!llZ 8988 -,99) T061 1434 -1814 40 -1 0.1Z o.m SW' 2.ll 0.959 10.901 18.442 
-1.,5 0.16 -fl.6T 0.80 4.61 -1.09 3.08 -fl.03 1.84 

II 291T5 -1493 -6655 8Z4 104 -41Z4 24 -11 0.18 0.960 1801 1.39 5.268 8.516 18.6T6 
U5 -fl.40 -1.00 0.19 1.15 -1.41 ,.61 -fl.50 ,.00 

VI 39968 14388 T5T6 18Z65 669 911 ,5 -64 0.19 0.839 13Z55 1.16 1.114 ,.829 IU19 
1.81 0.86 0.60 0.84 1.09 0.14 1.1, -fl.84 1.03 

FT 99511 -11509 -18m -18T53 645 -11819 ,4 -1,1 0.,1 0.881 1144 1.11 1.103 1Il.310 ".166 
1.01 -1.13 -1.65 -1.43 1.18 -,.04 1.90 -1.30 1.84 

L! lIn 811 311 T41 4 319 I -I 0.1Il 0.901 35T 1.64 5.m T .184 13.691 
1.98 1.06 0.13 1.34 1.50 1.10 1.61 -fl.88 1.14 

cr 1189 -1la5 -1156 319 -10 1111 11 -9 0.43 0.943 994 I.SS 8.011 11.551 11.119. 
O.SS -fl.61 -1.04 0.11 -fl.41 3.30 4.18 -1.2 3.18 

1)' 8Z65 1313 -311 1350 11 -964 4 -10 0.1ll 0.914 1003 1.14 3.184 11.315 23.193 
1.01 1.10 -fl.31 1.43 0.81 -1.T6 1.84 -1.T8 1.T! 

(JI 116046 -13184 -119fT -1!llZZ 85 -10161 14 -111 0.36 0.918 91B6 1.60 5.813 21. T31 2'"563 
3.81 -fl.65 -2.33 i.91 0.44 -,.50 3.31 -1.iT 3.13 

NI -84456 -i9805 -4008 141ZZ 110 14109 T9 5 0.69 0.91T 18050 1.59 6.196 15.901 19.529 
-1.ll i.18 -fl.14 0.46 0.51 3.10 1.14 0.03 ,.93 

lE 11Il10 1IlZi -4551 mo 9T -3411 18 39 O.SS 0.939 1995 1.69 T.858 11.111 15.889 
1.03 0.31 -1.58 0.4T 1.30 -1.19 1.51 0.95 5.3T 

54563 3143 485 3946 111 -3368 14 -61 0.44 0.833 SilO 1.05 0.088 13.104 30.146 
1.93 0.11 0.10 0.46 1.61 -1.13 1.11 -1.11 2.54 

NI -m4 -i5393 4319 -&Ill1 -13 !Z491 81 -558 0.29 0.94.1 1!Z53 i.94 0.161 9.m 10.111 
i.15 -fl.50 0.35 i.26 i.04 5.89 1.3T -4.33 1.91 
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APPENDIX V 

LINEAR MJDEL 

Lagrange fIll t1pl1er Tesll 
Illrbin ( 

C SI 52 54 MM Price TIllIP C4PJCity ~p II S.u. Wallon Lt Jj L8 

pp 11816 -11111 -1990 -1591 9~ -3186 12 -23 0.32 0.911 1881 2.00 0.919 5.128 12.539 
1.11 -11.49 -1.13 -11.54 1.13 -3.09 U4 -1.31 1.18 

II29S -4183 -IWI -1820 235 -~ 22 -106 0.36 0.838 5011 1.11 0.636 15.668 26.531 
2.11 -11.38 -11.30 -0.22 1.51 -2.111 1.80 -2.38 1.94 

Cl -16195 -/9644 -19592 -11!la 343 UI59 46 -6\ 0.49 0.811 1849 2.10 U.81O IS.831 16.164 
-11.66 -1.12 -2.1T -2.23 1.31 3.15 2.46 -II.n I.!tl 

ME -15618 -11!i6 -U108 -619 1155 -1513 11 -U 0.23 0.946 5238 2./0 0.116 9.914 11.814 
-2.21 -11.09 -1.91 -11.01 5.06 -1.01 3.32 -11.18 2.01 

II 28%11 -3110 -6823 311 US -WI 23 -9 0.43 0.96/ 1135 2.34 4.%0 1.5/8 18.396 
1.11 -11.63 -2.13 0.08 2.53 -2.3S 3.61 -11.38 3.13 

46!15 /2391 5461 10909 688 945 32 -18 0.11 0.816 12941 2.11 0.646 1.1!tl 11.881 
1.16 0.81 MS 0.50 2.11 0.16 1.01 -1.05 0.98 

FT 94911 -29535 -19956 -m91 668 -12313 31 -131 0.33 0.881 1169 2.18 1.833 20,301 33.159 
I. 92 -1.81 -2.94 -1.86 1.34 -1.95 1.95 -2.33 1.98 

2181 846 321 120 I 321 I -1 0.19 0.902 355 1.61 4.103 1.153 13.m 
2.01 1.04 0.15 1.30 1.61 1.06 1.65 -11.86 1.12 

cr 2/2/ -1216 -uu !la -15 1288 11 -9 0.43 0.943 995 2.54 8.069 11.169 11.338 
0.43 -11.56 -1.01 0.29 -11.33 3.36 1.41 -1.49 3.16 

1519 2094 -\93 /011 30 -918 5 -9 O.!tl 0.926 992 I.U 2.686 11.181 22.814 
1.85 0.91 -11.50 1.23 1.16 -1.85 I. 91 -1.6/ 1.81 

()! 124411 -14113 -2/555 -15012 103 -Iom 15 -uo 0.36 0.929 92'12 I.~ 5.6/8 21. 84l 21. 119 
3.16 -11.69 -1.12 -1.04 0.5\ -3.46 3.33 -1.12 3.16 

!II -89/l6 -13155 -66/3 1Z55/ 252 13131 18 14 0.11 0.918 18011 2.59 6.096 15.321 19.208 
-1.31 -11.56 -11.31 0.41 0.64 3.04 1.14 0.08 4.01 

n: 21590 100 -4189 1612 106 -3!tl1 11 45 O.SS O,gll /9l1J 1.63 6.514 10.059 14.l!tl 
1.04 0.11 -1.12 0.36 1.63 -2.89 2.11 1.12 5.59 

55316 I5IT -5.16 3491 118 -3412 15 -6/ 0.~3 0.834 5113 2.02 0.010 18.224 10.013 
1.91 0.22 -11.11 0.11 1.61 -LIT 1.16 -2.!5 1.49 

!II -13199 -15020 4014 -5506 29 11196 80 -555 0.31 0.943 IIlSI 1.94 0.165 9.816 20.045 
-11./9 -11.49 0.31 -11.23 0.10 5.83 1.34 -4.30 2.02 
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APPENDIX V 
LINEAR MODEL 

La!I'ange ItIltlplier TesU 
Ilirbin (-

C SI SZ 54 illtj!lt Price Te!Il Capacity Lll!p 11 s.n WaUon Lt L~ La 

pp 36930 -15aT -3363 -1663 -10 -3910 11 -33 0.33 0.933 19!1l 2./; 1.416 5.415 1f.64a 
1.61 -0.60 -1.51 -0.55 -0.14 -3.03 1.65 -1. 61 1.11 

11116 -4103 -1093 -2f89 553 -111110 11 -13 0.11 o.a51 1835 1. 91 0.099 6.1113 19.19; 
1.61 -0.;5 -0.15 -0.35 1.13 -3.19 1.91 -0.36 1.% 

Cl -11524 -16m -!T315 -15836 300 11331 45 -58 0.51 0.368 1916 1.69 11.11f 14,155 a.513 
-0.6; -1.56 -1.53 -1.10 1.11 4.10 1.11 -o.n 4.56 

!!£ 3662 1306 -1863 60.18 962 -11ITl 44 31 0.31 0.916 6m U4 0.495 11.360 10.339 
0.10 0.13 -1.19 0.60 3.15 -1.52 3.03 0.38 1.;5 

II 111!1l -459 -4569 1299 1% -565Z 11 14 0.31 0.965 16133 1.16 3./28 8.164 11.691 
1. 10 -0.08 -1.!Il 0.31 3.11 -3.41 3.41 0.93 1.34 

YE -96011 31668 1151f 10394 1165 3419 30 -!4 0.01 0.355 11511 1.03 0.105 4.183 15.353 
-U5 1.19 0.95 1.00 1.09 O.T! 1.00 -1.03 O.!Il 

li -1161 -15303 -1T55J -11311 ISM -10159 31 -/9 0./9 0.1118 131l 1.89 1.01l lW3 31.394 
-0.03 -1.51 -1.53 -1.18 1.95 -1.11 1.T! -0.46 1.60 

30 308 141 818 14 395 I 0 0.30 0.891 365 !.!4 T.m 8.51 ~ 15. III 
0.03 0.96 0.35 1.43 0.9; 1.51 1.62 -0.01 1.91 

Cl' -111; m -104 TIT 54 1161 9 -3 0.19 0.945 911 1.44 T .869 11.~60 11.383 
-0.51 0.10 -0.08 0.19 1.16 3.18 3.10 -0.43 1.85 

13081 1895 1110 1586 94 -1199 4 -11 0.03 0.91l II1T !.T8 1.100 11.585 14.811 
4.01 1.54 1.11 1.09 3.11 -4.)1 1.81 -1.41 0.10 

(J! 131lt; -1119 -18108 -11611 1TT -15191 69 -110 0.31 0.930 9154 1.56 5.495 18.950 13.m 
4.30 -MS -1.89 -0.81 1.05 -3.09 3.04 -1.34 1.85 

It! -113011 -13Z90 1811 -21195 1091 14119 19 119 0.11 0.953 13610 1.11 0.155 5.168 19.310 
-5.51 -0.58 0.14 -0.09 4.85 1.10 1.31 0.95 1.94 

lE -5119 -519 -6609 863 180 -3T1 11 60 0.65 0.936 3011 I.Tl 3.910 10.181 1!.6T! 
-0.11 -0.08 -1.31 0.18 1.88 -0.15 1.91 1.15 6.18 

T0311 -6214 -1903 -3911 636 -13606 14 5 0.11 0.851 481l 1.93 0.014 6.811 10.641 
1.12 -0.53 -0.10 -0.45 1.59 -3.34 1.83 0.1f 1.19 

It! -11495 -3145 1148 -1383 131; 19106 11 -3!! 0.11 0.950 11931 1.88 0.366 6.314 18.443 
-1.52 -0.30 0.63 -0.11 1.53 3.59 1.36 -1.16 1.53 
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APPENDIX V 
LINEAR MODEL 

La!rante flU tipl ler Tests 
llirbin ( 

C SI 52 ~ IlJtJ1ll Price Te!P capacity ~p II S.U. 'i'atson LI U L8 

pp 36930 -Z58f -3363 -1663 -20 -3910 12 -33 0.38 0.938 19!0 1.ll l.m 5.445 IT. 648 
1.61 il.6O -1.51 -0.55 -O.ll -3.03 1.65 -1.61 1.11 

18369 -5648 -3313 -3313 518 -11%3 13 -20 0.18 0.851 I8Z9 1.81 0.161 5.831 18.631 
1.11 il.53 -0.11 -0.41 1.30 -3.3l 1.98 -0.40 1.53 

Cl -15610 -18936 -19643 -11031 344 11366 l5 -43 0.51 0.810 181n 1.68 11.19l lU56 lU96 
-0.16 -1.61 -1.15 -1.19 1.15 U3 1.12 il.59 4.61 

lIE 9161 -5T~ -13053 -181 934 -11038 46 14 0.31 0.930 5951 I.OS 0.184 1<.919 13.883 
0.59 ilJ3 -1.99 -0.03 3.58 -1.13 3.20 0.30 1.43 

!I 15443 -3869 -5409 -113 155 -5411 11 19 0.39 0.968 ~ 1.11 l.m 5.600 11. Inll!-
1.61 il.Tt -1.80 -0.03 3.61 -3.45 3.46 1.18 1.68 

'lE -46930 15T09 3093 lOOT 1410 6855 15 -81 0.16 0.851 11T!5 1.11 0.436 4.111 11.120 
-1.49 0.95 0.16 0.31 1.10 1.51 0.84 -1.lT 0.91 

IT 5533 -30156 -11980 -40156 ml -9569 33 -30 0.35 0.880 T1Tl 1.09 3.195 15.186 31.4fT 
O.OT -1.88 -3.11 -3.04 1.11 -1.OT 1.88 il.19 1.03 

LE -193 104 164 120 18 366 I 0 0.30 0.~9 361 1.10 1.111 1.005 15.104 
-0.18 0.86 0.40 1.18 1.15 1.40 1.63 0.15 1.01 

cr -1066 -145 -61 418 53 1161 9 -3 0.19 0.946 969 1.44 1.843 11.165 11.113 
-0.13 il.OT -0.115 0.18 1.33 3.15 3.18 -0.41 1.92 

TI' 13111 IIOT 614 69T 100 -1568 4 -11 0.04 0.946 811 1.61 I.Wl lU6 11.539 
4.11 1.16 0.11 0.13 3.1Z -4.83 1.06 -1.41 0.14 

(I( mlT! -11409 -20315 -14365 315 -1561n 69 -108 0.31 0.931 9096 1.51 4.490 18.131 13.039 
4.83 il.51 -1.18 -1.01 1.13 -3.19 3.11 -1.18 1.93 

It! -118T31 -54400 -11m -11413 2055 11198 81 106 0.13 0.955 13318 1.19 0.T81 5.016 11.116 
-5.41 -1.13 -1.11 -I. IT 5.13 1.41 2." 0.81 1.13 

II -11185 -3ZT5 -1333 -318 113 146 11 T5 0.6' 0.941 19511 1.61 6.119 8.111 15.918 
-0.61 il.51 -1.63 il.OT 1.49 0.10 1.95 1.51 T.l1 

a: 11111 -6ZZ3 -404T -3119 5TT -11160 I! -1 0.19 0.851 !all 1.88 0.180 5.834 20.461 
1.80 il.53 il.81 il.41 1.59 -3.3a 1.81 il.03 1.60 

It! -66311 -31159 -8915 -19843 1380 181181 14 -308 0.11 0.960 11530 1.86 6.431 6.695 10.465 
-m -1.20 il.15 il.96 3.01 3.61 1.50 -1.11 1.56 
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APPENDIX V 

LINEAR MODEL 

I.Jgrange III1\1plier Tests 
J))rbin ( ) 

C SI SZ ~ QI\!IIt Price Te:IP capacity LDep ARI 11 S. I.R. VatsOll l.l Jj L8 

pp 11850 -ro~ -~523 -IZIJ 14 -2TJl 12 -1. 0.52 ~.21 0.91l IBT6 1.93 0.326 2.159 12.560 
l.J0 ~.59 -1.94 ~.IO 1.21 -1.95 2.59 ~.9& 2.3. ~.94 

63l1J -5189 -1188 -1818 202 -3930 23 -100 U! ~.16 0.835 5lT2 1.95 0.31l 16.660 15.351 
L06 ~.I5 ~.3' ~.II l.I8 -1.65 1.T9 -2.12 I.BT ~.~ 

Ol -IBT~ -25815 -16060 -23500 151 8Z~ " -61 0.65 ~.58 0.909 6805 2.2n 2.~ '.m 10.581 
-1.18 -1.T3 -2.25 -2.03 1.51 toO 2.66 -l.Jl 9.01 -3.69 

HE -518&9 5113 -1119 15% IIIl -Ion IJ -I. 0.33 ~.15 0.914 55IJ 1.06 0.108 1l.16O 1 •• 933 
-1.45 0.46 -1.11 0.81 l.9' -1.11 l.II ~.IT 2.45 -1.16 

II 8012 -1935 -101l~ 28" 12 -1113 13 -l.8 0.14 ~.44 0.961 1591 1.03 0.l91 4.001 13.088 
0.58 ~.53 -l.31 0.&9 1.11 -1.52 l.19 -0.11 5.15 -1.51 

IIl66 16154 1119 18651 411 1331 II -51 0.15 -0.35 0.850 13ZIJ 1.01 0.381 I.1Il 19.016 
0.68 0.91 0.13 1.11 1.51 0.41 0.92 -o.TT 2.19 -1.59 

FT 338 -21m -24899 -33591 ITS -1260 II -9 0.88 -0.65 0.900 66lT 1.83 1.613 15.4119 18.158 
0.01 -1.16 -3.02 -1.86 1.~3 -0.40 1.99 -0./0 6.31 -1.36 

LI 1089 63~ -/l8 ~9 I 115 1 -I 0.18 -0.21 0.919 301 1.90 0.161 3.368 T.141 
0.91 0.90 -0.51 1.81 1.08 1.46 1.96 -0.13 1.11 -0.93 

Cl' 1931 -118. -1321 11. -31 190 II -9 0.61 -0.11 0.953 926 1.31 1.591 9.469 10.161 
0.52 -1.01 -1.11 0.46 -0.86 1.61 5.05 -1.01 6.10 -1.65 

11' 1515 3001 -1515 3811 18 -459 l -6 0.13 -0.44 0.939 921 LT! l.31l T.1lT 20.525 
0.46 1.18 -1.54 1.31 o.~ -1.79 l.43 -1.31 6.10 -1.15 

(J! 1056T! -16016 -26m -13880 I~ -6866 16 -109 0.41 -0.39 0.919 89~ 1.99 0.894 16.162 21.883 
3.65 -0.80 -1.68 -0.95 0.16 -3.45 3.15 -1.54 t55 -1.06 

NI -96458 -3.m -1l469 ~6' 186 15396 96 -/5 0.84 -0.50 0.931 16191 1.80 Z.109 10.859 16.318 
-1.86 -0.90 -0.61 0.30 O.~ 1.63 1.13 -0.19 6.01 -1.91 

II 9131 -3 -1382 1191 68 -1988 20 33 0.10 -0.50 0.9~ 1T31 1.90 0.&61 8.103 13.904 
1.15 0.00 -1.52 0.39 1.31 -1.30 3.01 1.14 9.05 -3.11 

19689 I3TT -I 3&96 155 -3116 15 -511 0.18 -0.06 O.W 5299 1.91 0.165 19.991 19.516 
1.15 O.Z1I 0.00 0.11 1.3. -1.19 1.11 -1.61 1.63 -0.19 

NI -39212 16544 IOI1T 1519 169 619~ 51 -618 0.04 0.56 O.~I IIl61 1.21 U61 !.al 15.3~ 
-0.51 0.66 1.90 0.13 0.10 6.11 1.86 -4.35 0.18 3.11 
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APPENDIX V 
LINEAR MODEL 

LagrJllge Itltlpller Teltl 
llirDln (- - ---) 

C SI S.1 ~ ilItlllt Pr ice TilIIl CJpacity ~P ARt 11 S.u. Yatson 11 U 1.8 

pp 1f850 -15l~ -45Gl -1ZZ3 a -1f31 11 -16 0.52 -il.l1 0.912 1816 1. 93 0.316 1.159 11.560 
1.30 -il.59 -1.9~ -il.W Ul -1.95 1.59 -0.96 1.36 -0.94 

6409J -54lIl -1!86 -1051 196 -3990 14 -lOO 0.44 -il.15 0.635 51!T 1.95 o.m 16.564 14.161 
1.6T -il. IT -il.16 -0.13 1.11 -1.6T 1.60 -1.11 1.61 -il.61 

{ll -1631l -11136 -1611~ -14316 156 6Z54 44 -61 0.65 -il.58 0.909 6T96 1.10 1.650 5.914 10.194 
-1. 18 -1.81 -1.40 -1.09 1.59 4.30 1.66 -1.35 8.99 -3.65 

ME -mt4 -lttl -13118 116 1133 -1551 44 -13 0.31 -il.l1 0.9!8 5319 1.06 0.080 10.395 16.4T6 
-1.3T -il.16 -1.16 0.01 4,49 -1.11 3.34 -il.40 1.16 -1.00 

II 6391 -3~ -10406 1414 16 -11OS 13 -3.01 0.13 -0.1l 0.968 1563 1.03 0.335 3.561 11.654 
0.61 -il.69 -3.35 0.60 1.31 -1.52 3.1T -il.lT 5.40 -1.45 

VE 11511 13014 815 10391 160 1014 31 -63 0.39 -il.30 0.855 13010 1.05 0.159 3.416 IT.930 
1.01 0.T9 0.06 0.81 1.63 0.3T 0.91 -il.91 1.68 -1.31 

IT -5153 -/58/1 -/5100 -3646J 350 -111l JZ -15 0.68 -il.66 0.905 6434 I.TT I. TT6 14.352 18.391 
-il.16 -1.89 -3. IT -3.16 1. 96 -il.38 I.OT -il.36 6.68 -1.51 

1101 611 -191 919 3 169 1 -1 0.41 -0.19 0.930 303 1.90 0.100 3.544 8.043 
1.01 0.69 -il.46 1.60 1.IT 1.40 1.99 -il.Tt 1.13 -0.81 

er 16T9 -1953 -/35Z 911 -30 169 11 -9 0.61 -il.41 0.953 916 1.31 1.606 9.494 9.965 
0.49 -il.99 -1./1 0.60 -0.86 1.61 5.06 -1.03 6.10 -1.66 

TI' 1461 1635 -1619 3611 10 -466 3 -6 0.11 -il.44 0.939 919 1. Tt 3.168 1.030 10.998 
0.45 1.39 -1.64 1.13 1.04 -1.61 1.46 -1.11 6.16 -1.68 

(J{ 10558T -16131 -16844 -14131 11 -6663 T6 -108 0.41 -il.39 0.919 8994 1.99 0.91/ 16.813 11.619 
3.61 -il.81 -1.Tt -il.96 0.18 -3.45 MS -1.52 4.54 -1.OS 

It! -96019 -40161 -14336 6968 199 15104 . 95 -11 0.65 -il.50 0.931 16TT0 1.60 1.915 10.400 16.141 
-1.96 -1.01 -il.TT 0.11 1.00 1.59 1.13 -il.15 6.14 -1.91 

n: 9461 -900 -146T 1414 TO -1996 ?O 36 0.10 -il.49 0.949 1113 1.90 0.T81 T.553 13.071 
1.19 -il.15 -1.60 0.31 1.41 -1.31 1.96 1.11 9.00 -1.98 

5356J 1101 -611 3341 ZT5 -3310 15 -61 0.44 -il.01 0.818 5265 1.98 0.169 19.115 18.964 
1.IT 0.18 -0.11 0.3T 1.!8 -1.10 1.13 -1.66 1.45 -il.OT 

It! -44163 14338 11941 634 314 64158 19 -601 0.03 0.61 0.951 llZ05 1.13 4.960 8.693 14.969 
-il.10 0.58 1.60 0.04 0.91 6.10 1.63 -4.tf 0.11 3.64 
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APPENDIX V 
LINEAR MDDEL 

Lauange MJltlpl1er Tests 
Ilirbin ( 

C SI ~ 54 OJt~t P!'Ice Te!!' capacity IXep AR1 11 S.u. Watson 11 LI 1.8 

pp 11163 -3854 -54T~ -1689 -31 -1291 13 -11 0.64 -0.33 0.9W 1911 1.99 0.081 UI4 10.150 
1.51 -0.90 -1.12 -0.54 -o.!1 -!.T5 1.83 -1.10 3.33 -1.68 

19113 -M -1116 -1681 511 -13309 11 -11 0.26 0.01 0.848 1961 1.91 0.011 1. %11 16.91f 
1.85 -0.11 -0.16 -0.31 1.l! -1.61 1.80 -0.39 0.89 0.09 

01 -IBm -15010 -11116 -13112 195 8991 13 -61 0.61 -0.51 0.905 6954 1.16 l.m 6.164 H.391 
-0.81 -1.63 -1.15 -1.96 1.05 !.61 1.56 -1.06 9.00 -3.55 

HE -1516 -1668 -11808 6611 181 -941f n 11 0.14 -0.25 0.919 6113 1.91 0.1611 11.105 Il.lll 
-0.10 -0.11 -1.61 0.61 l.n -1./1 3.H 0.18 3.15 -J.18 

II 63JT -BOO -8806 3385 IT! -3161 11 15.0 0.66 -0.12 0.910 ml 1.96 0.456 1.185 18.113 
O.IT -o.l! -1.19 0.85 1.80 -1.18 3.56 1.13 1.18 -1.15 

VI: -90161 30059 11580 18561 1061 5010 31 -IT 0.06 -0.01 0.859 11838 1.01 0.650 3.918 11.554 
-I. 93 1.08 0.86 0.81 1.63 0.81 1.05 -1.01 0.1l -0.03 

IT -11045 -IIZOT -15350 -335OJ 61T 193 31 11 0.89 -0.63 0.891 6100 !.T8 t 181 10. lOT 18.1 I! 
-0.15 -t.69 -3.11 -1.81 I.H 0.06 1.91 0.91 6.00 -t03 

LE -821 01 -318 H1f 16 III 1 1 0.51 -0.16 0.931 301 1.95 0.131 3.383 10.180 
-1.01 1.05 -0.90 1.11 1.36 1.18 J.n 0.51 3.82 -LW 

cr -1101 -511 -1158 H81 39 8O~ 10 -1 0.48 -0.12 0.954 918 1.19 UOO 9.413 8.89! 
-1.31 -o.l! -1.01 0.1. 1.08 1.85 1.11 -0.51 3.08 -I.H 

Tl' 10119 J380 560 1111 89 -1111 3 -11 0.19 -0.15 0.953 8H !.T9 l.OT3 H.545 16.968 
1.61 1.88 0.19 1.70 1.13 -3.11 1.55 -I.!! 0.86 -0.63 

(]! H1116 -11059 -/3611 -1l691 III -H381 11 -lOT 0.12 -0.31 0.930 89JI 1.00 0.983 IJ.T91 11.06/ 
3.81 -0.58 -1.11 -0.19 0.66 -1.12 3.13 -1.n 3.31 -1.86 

III -lfIOI! -!501! -9!19 -11663 1391 11150 lOT 55 0.14 -0.19 0.951 13311 1.91 l.J15 !. 609 16.151 
-5.38 -I.W -0.61 -o.n I.H 1.80 3.03 0.51 UI -1.81 

IT -15!5T -1819 -9159 899 III 513 11 61 0.19 -0.51 0.91! 1f51 1.96 0.131 6.96/ 11.136 
-I.H -0.31 -3.16 0.19 1.11 0.48 3.36 1.58 H.11 -3.1f 

a: 10618 -5854 -1063 -3681 643 -1Ja50 Il I 0.1f 0.01 0.848 !9T9 1.91 0.015 l.m 18.533 
1.69 -0.19 -0.11 -o.W 1.19 -1.81 l.T! 0.11 0.98 0.03 

III -111890 IlIW 15089 -643 1300 !!658 13 -m -0.19 0.10 0.966 H831 1.85 3.UT 8.059 19.319 
-1.1l 1.10 3.05 -o.O! 3.38 tll 1.01 -1.18 -1.53 !.IT 
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APPENDIX V 

LINEAR MODEL 

Lagr:mge !IJltiplier Test! 
Ilirbin (-----) 

C SI SI 54 Mlllt Price Tell! Capacity LIlep All! Il S.U. Wat!cn Lt 14 L8 

pp 11463 -3854 -54n -1689 -31 -1191 13 -11 0.64 -0.33 0.940 1911 1.99 O.OaT till 10.150 
1.51 -MO -1.12 -{I. 54 -{I. If -!.IS 1.83 -1.10 3.33 -1.68 

83!1! -sw -3413 -3111 554 -131!! 13 -13 0.11 0.06 O.B49 4959 1.96 0.091 6.T03 16.554 
1.91 -{I.51 -0.10 -0.41 1.19 -1.aT 1.91 -0.13 0.90 0.11 

Cl -10036 -16265 -181!! -13905 I!! B953 13 -51 0.61 -{I.51 0.905 6945 1.16 1.115 5.994 !!.I66 
-0.B6 -!.69 -1.35 -1.01 1.09 UI 1.56 -{I. 96 9.01 -3.53 

ME 5191 -TJ69 -14595 351 853 -10!!1 40 !! 0.3B -{I. 11 0.931 60BB 1.99 D.081 13.041 15.181 
0.35 -{I.52 -1.01 0.03 3.18 -1.53 3.16 0.15 1.59 -{I. 62 

II 13aT -3554 -B916 1314 !1B -31ZZ 10 18 0.65 -{I. 40 0.911 1419 1.91 0.381 1.118 16.361 
0.55 -{I. 69 -1.95 0.60 3.01 -1.31 3.53 1.33 U4 -1.11 

VE -~'I ZZ611 354 lom 1168 6495 19 -16 0.18 -{I. 19 O.BST 11695 1.01 0.315 3.91T 11.133 
-1.53 0.80 0.03 0.13 1.13 1.35 0.91 -1.09 1.33 -0.19 

FT -91363 -1T136 -16T30 -I31Tl !!10 IT63 31 63 0.89 -{I. 66 0.9!! 6130 1.65 4.315 19.668 18.m 
-!.TT -1.05 -3.63 -3.10 1.31 0.59 1.11 !.61 1.16 -4.54 

LE -T3i 591 -316 1011 15 153 I I 0.51 -{I.ZS 0.931 301 1.94 0.401 3.136 10.131 
-{I.93 O.aT -{I.85 1.00 1.31 1.11 1.19 0.41 3.16 -1.31 

er -1993 -693 -1301 934 35 614 10 -3 0.49 -0.12 0.953 910 1.18 3.666 9.116 6.1'..3 
-1.14 -{I. 13 -1.05 0.60 1.03 1.95 4.26 -0.65 3.19 -1.14 

TI' 14390 1311 161 536 111 -3031 I -13 -{I. 05 0.16 0.956 185 1.60 0.151 10.300 15.311 
3.81 1.12 O.BI 0.38 3.13 -"'4 1.10 -1. aT -{I.13 0.66 

IJ! !!3139 -13136 -14191 -13034 151 -!l55Z 11 -106 0.12 -{I.36 0.930 6916 1.01 o.m 13.150 ZZ.015 
3.61 -{I. 65 -1.31 -{I. 69 0.66 -1.40 3. IT -1.10 3.14 -1.16 

It! -100159 -61880 -151TI -18406 1!11 11006 106 49 0.43 -0. If 0.953 13103 1.94 1.!36 4.800 19.016 
-5.% -1.11 -W -1.11 4.30 1.16 3.06 0.40 1.56 -1.61 

lE -15913 -3649 1401 165 153 625 11 65 0.80 -{I. 40 0.940 1119 1.91 0.568 6.691 16.306 
-1.1B -{I. 62 -3.31 0.01 1.36 0.511 3.30 1.69 !I.06 -3.01 

a: 1T3BI -5101 -3981 -355T 599 -13539 .13 -I 0.15 0.06 0.818 4914 1.91 0.019 6.m 16.314 
1.13 -{I.U -{I.13 -{I.39 1.61 -3.00 1.11 -{I. 10 0.90 0.19 

It! -60118 -11631 1611 -14lZZ laT6 46269 43 -351 -{I.ZZ 0.65 0.961 !l666 1.91 3.916 8.369 ZZ.631 
-1.01 -{I.59 O.IT -1.49 3.69 US 1.16 -1.65 -1.09 "'I 
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APPENDIX V 

LINEAR MODEL 

Lagrange !lJltipl ier Tesll 
Illrbin ( 

C SI SZ S4 M(IIt Price TI!l(l capacity ~p AB4 Il S.u. WallOD Lt lA L8 

pp 1:;<53 -1T4 -3596 "932 156 -2865 11 -12 0.10 0.25 0.934 1859 1.95 1.J48 12.125 13.194 
1.11 -0.18 -1.65 -0.30 I.If -2.32 2.43 -0.69 2.12 1.16 

51%11 -1835 -88 -2Z19 459 -2n! 21 -110 0.28 -0.19 0.834 1999 1.09 0.118 11.144 11.819 
1.51 -0.11 -0.02 -0.21 2.29 -0.95 1.14 -1.21 1.36 -0.99 

III -13188 -11593 -15516 -14528 2ft 13855 10 -n 0.45 0.23 0.892 1659 2.58 10.190 10.115 IU86 
-0.54 -1.13 -1.04 -1.96 1.11 3.T! 1.11 -1.10 3.81 1.16 

11 301611 14611 1655 8699 191 2102 13 12 0.10 0.18 0.944 3518 1. 95 0.203 13.12 16.664 
2.50 0.92 0.14 1.43 1.81 1.08 2.58 0.36 3.59 0.93 

!lE -51139 11161 -811 12111 1304 45 19 -5 0.14 0.13 0.911 1083 1. 16 0.811 1.658 13.611 
-2.T! 1.12 -0.11 1.86 5.50 0.03 1.81 -0.08 1.59 1.60 

II 169611 -311 -8110 1645 9) -1891 12 -1.83 0.61 0.13 0.965 1619 1.51 4.m 9.515 16.111 
0.91 -0.06 -1.)1 0.61 1.94 -1.49 ).10 -0.11 ).14 1.30 

YE 10536 11999 10992 8631 528 l2ln 10 -15 0.02 0.24 0.855 13185 2.11 1. 910 9.162 10.450 
1.69 0.11 0.18 0.31 1.62 1.46 1.23 -1.02 0.11 1.12 

FT 62111 1022 -35142 -19452 )10 5116 13 -45 0.55 0.90 0.960 3990 1.611 6.211 21.215 lUIJ4 
0.91 0.04 -1.60 -1.88 1.11 1.89 1.81 -1.28 1.81 10.91 

1881 615 -46 816 4 156 2 -1 0.35 -0.06 0.911 312 1.~ 1.010 5.833 10.lf6 
1.10 0.65 -0.10 1.55 1.35 0.90 1.81 -0.45 UO -0.33 

Cl' 1914 -1360 -1351 Tl1 -18 1141 11 -10 0.41 -0.16 0.948 99) 1.61 8.6)) 9.158 1).010 
0.14 -0.59 -1.18 0.45 -0.14 2.83 4.34 -1.52 ).51 -0.65 

TI' 1908 4125 -251 ))92 10 -m 3 -1 0.10 0.40 0.952 196 1.98 0.439 10.060 1T.845 
1.39 2.31 -0.26 2.13 1.81 -1.03 1.)4 -1.51 2.98 2.59 

IJI 62615 -J4!) -19105 -10516 110 -6261 69 -19 0.58 0.41 0.963 6135 2.50 5.253 11.838 2).948 
I.IT -0.12 -).00 -0.98 O.IT -2.06 4.21 -1.)9 4.51 3.59 

NI -191266 1625 -105 25012 158 4164) 60 -18 0.611 0.13 0.935 16981 2.51 4.105 8.835 15.400 
-2.58 0.04 -0.04 0.18 1.81 3.88 1.28 -0.12 4.16 0.15 

lE 38881 1965 -1366 2111 13 -3361 16 3 0.)8 0.08 o.m 2136 1.32 3.95T 11.191 13.63D 
2.11 0.60 -0.18 0.41 1.84 -2.60 2.32 0.01 2.82 0.48 

31155 54fT 808 3016 5!8 -601 11 -64 0.)5 -0.08 0.834 1990 1.98 0.134 9.143 21.853 
1.01 0.48 0.11 0.36 2.51 -0.24 1.08 -2.24 1.90 -0.41 

NI -1094Z1 2115 1065 5119 195 54061 65 -191 0.35 0.09 0.960 13341 2.04 0.212 1.331 13.912 
-1.90 0.01 0.56 0.23 1.51 6.66 1.88 -4.03 1.39 0.54 
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APPENDIX V 
LINEAR MODEL 

Lagrange MJltiplier Telll 
IlJrDin ( 

C SI 52 S4 M/1lt PrIce TelP Capacity IJ:ep AR4 Il S.U. \'all on U U L8 

pp 15l.i3 -In -3596 i31 156 -1855 U -11 O.W 0.25 0.934 1889 1.95 1.313 11.!25 13.194 
LIT -0.18 -1. 65 -0.30 1.81 -1.31 1.43 -0.69 1.11 1.26 

59613 -1861 -IT" -1815 45T -2640 13 -lU 0.21 -0.10 0.835 491'9 2.01 0.&34 U.SS9 IT.SOlI 
1.64 -0.16 -0.38 -0.34 2.36 -1.03 1.83 -1.18 1.31 -1.09 

III -14110 -13145 -16981 -154T! 195 13838 !Il -T! 0.45 0.11 0.891 1621 2.51 10.156 10.864 11.018 . 
-0.60 -1.31 -1.13 -1.04 1.16 3.19 I.IT -1.05 3.83 1.11 

TX 31!54 5956 134 6366 106 131l 11 IT O.!Il 0.15 0.9% 345.'1 1.91 0.091 I!. 984 15.399 
I.T! 0.16 0.11 1.08 1.!1 0.98 2.59 O.SZ 3.61 0.15 

Ill: -m65 12491 -T111 6649 1143 114 30 -U 0.25 0.18 0.914 3862 l.a o.m 1.691 13.661 
-2.11 1.35 -1.54 D.99 6.01 0.15 3.13 -0.20 1.94 1.28 

II 18215 -1666 -8193 1021 91 -1993 11 -1.54 0.60 0.19 0.966 1660 1.13 tSZ3 8.856 15. 9fT 
1.01 -0.18 -1.36 O.IT 1.08 -1.54 3.31 -o.U 3.66 1.06 

YE "599 11113 9941 5109 54Z U6T6 31 -66 0.01 0.19 0.858 13114 1.09 1.306 9.390 18.619 
1.88 0.13 0.13 0.11 1. TT 1.13 1.11 -1.16 0.11 0.96 

FT 62286 -!T91 -35981 -52118 m 5102 14 -45 0.55 0.89 0.961 3962 1.\9 6.413 21.511 14.296 
0.91 -0.08 -1.\8 -1.01 1.13 1.69 1.89 -1.30 1.82 10.91 

1065 618 -4 189 4 !4! 1 -1 0.31 -0.08 0.911 319 1.01 0.8% 5.568 1!.120 
1.56 0.81 -0.01 1.51 1.53 0.83 1.81 -0.% 1. 61 -0.13 

Cl' 2981 -1112 -1113 885 -30 1131 11 -10 0.11 -0.11 0.913 991 2.68 8.952 9.315 13.550 
0.61 -0.55 -l.11 0.51 -0.62 2.82 4.!Il -1.61 3.55 -0.88 

4196 3919 -!a) 3051 41 -4U 3 -I MI O.!Il 0.953 191 1. 91 0."3 10.684 IB.039 
1.31 1.!5 -0.49 1.!5 1.91 -1.03 1.!Il -1. IT 3.06 2.51 

CM 61259 -41n -19911 -11863 131 -6133 10 -IT 0.58 0.11 0.963 6113 2.51 5.3!1l 11.864 140411 
!.Tl -0.30 -3.11 -1.08 0.81 -1.06 UO -1.31 1.02 3.56 

!M -183604 -8509 -00 16114 154 I1U1 50 -14 0.68 O.ll 0.935 16939 1.50 1.001 8.W 14.611 
-UI -0.10 -0.1l 0.59 1.85 3.85 1.26 -0.09 4.10 W 

IT 38249 3955 -1STl 1603 18 -3381 15 I 0.39 0.01 0.936 2100 1.30 3.134 lUI 11.1% 
1.11 0.65 -0.81 0.40 1.06 -2.10 1.28 0.18 2.95 0.38 

31019 4%4 -1086 1102 559 -800 15 -66 0.33 -0.11 0.838 49!1l 1.95 0.183 9.100 12.m 
1.11 0.39 -0.13 0.19 1.65 -0.33 1.19 -1.31 !.T8 -0.62 

!M -105411 -4105 1644 1510 500 53161 64 -496 0.35 0.08 0.960 1319T 1.03 0.1811 6. T51 13. 165 
-1.99 -0.13 0.11 0.01 1.58 6.65 1.81 -4.01 1." 0.53 
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APPENDIX V 
LINEAR MODEL 

Lagrange 1111 tipl ier Tests 
DlrDin ( 

C SI S1 54 OItj!lt Price Te!IP capacity ~p AR~ 11 S.u. Yatson L1 L4 1.8 

pp 35515 -1l15 -3660 -63~ -TT -180~ 11 -31 0.% 0.01 0.919 1966 1.19 5.118 9.538 lUTO 
1.15 ~.15 -1.63 ~.1O -0.10 -1.9~ 1.16 -1.33 1.31 0.06 

19536 -!!SO -19~ -1l90 5T5 -13~16 19 -13 0.16 -0.10 0.631 :;rol I. 91 0.013 11.665 13.115 
1.14 ~.13 ~.O~ ~.I~ 1.13 -1.96 1.53 ~.38 1.11 -0.41 

-1958 -11031 -15666 -143B6 130 1~166 ro -95 0.43 0.11 0.681 163~ 1.53 l.m 1.126 10.611 
~.01 -1.11 -1.03 -1.91 0.38 3.18 1.10 -1.08 3.19 I.ll 

TX 33310 1lI93 5!lI 6911 106 WZ 15 -13 O.ll 0.11 0.938 310S 1.98 0.154 16.699 11.115 
1.51 0.56 o.n 1.09 0.60 1.18 1.11 ~.ro 3.11 0.91 

-1885 159Tn -19B6 9898 918 -6690 33 16 0.11 0.39 0.963 %03 1.90 O.i14 1.196 11.113. 
~.11 1.!9 ~.50 1.11 UI -1.09 3.0~ 0.13 1.61 1.11 

II 10313 516 -lOll 1191 m -3~30 10.11 lB.ll 0.53 0.3~ 0.910 1110 1.31 3.569 10.153 IUS 
0.61 0.09 -1.OS O.Sf 3.02 -1.91 3.Sf 1.11 3.51 1.90 

'lE -BB~59 31969 16991 ali9 1090 1lI91 31 -IOS ~.IO O.OS 0.814 11343 1.03 0.156 0.601 15.1l0 
-1.63 !.lB 1.31 0.61 1.48 1.81 1.01 -I.ro ~.51 0.15 

FT 4O~IB 341 -31139 -50511 310 %61 15 -16 0.63 0.B9 O.~ 1195 1.13 6.831 11.854 11.319 
0.55 0.01 -1.48 -l.i9 0.63 1.06 1.5.1 ~.~3 1.81 B.66 

LE -199 569 -311 BB9 10 116 1 I 0.43 0.05 0.911 310 1.13 0.116 6.101 11.531 
~.1B 0.11 ~.7i 1.10 1.36 1.01 I.BB 0.69 3.08 0.30 

er -1363 560 -1i9 ll66 53 1lI9 9 -1 0.30 ~.16 O.gso 911 1.51 8.311 9.410 11.191 
~.61 0.11 ~.08 0.16 1.01 1.94 3.39 ~.19 1.61 ~.55 

TT 10611 4117 615 1815 65 -1nl 1 -13 0.11 0.11 0.953 190 I.BI 0.550 15.111 11.316 
3.13 1.31 0.59 1.01 1.94 -1.45 1.11 -1.18 !.l3 0.65 

(JI 1055T -1899 -11934 -95ZO 169 -8101 61 -53 O.Sf 0.42 0.963 6!1~ 1.16 l.666 9.111 13.138 
1.11 ~.Il -1.BI ~.89 0.81 -1.04 4.11 -1.60 4.3l 3.60 

III -156160 -151111 3169 -nil 1043 19018 BI Sf 0.10 0.11 0.95T 1369~ 1.0B 1.661 5.428 15.161 
-5.01 ~.43 0.11 ~.19 1.11 l.36 1.11 0.43 0.16 1.35 

Il 13%1 105Z -3961 -438 155 -185 19 33 O.ro 0.14 0.937 1885 1.ll 1.011 6.109 16.160 
0.68 0.33 -1.13 ~.09 2.18 ~.Il 2.91 0.10 1.11 l.4l 

6I!701 -1618 -1090 -1081 616 -13851 10 4 0.19 ~.01 0.630 505Z 1.91 0.068 11.1\8 n.599 
1.37 ~.11 ~.11 ~.11 1.31 -1.90 1.45 0.11 1.40 ~.3l 

III -90410 -6143 B400 -6360 1105 UZII 73 -3\6 0.09 0.15 0.963 11164 1.91 0.623 6.610 a.m 
-1.Sf ~.11 0.61 ~.19 1.11 4.38 1.18 -1.09 0.75 0.18 
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APPENDIX V 
LINEAR MODEL 

lvIliD!-
La!range IIJltipl ier Tests 

llu'Din ( ) 

C SI SZ Sf OItM Price Tell' capacity IJ:ep ARf J1 S.U. l'atson Lt U LIl 

pp 355Z5 -ll1S -36611 -634 -TT -lat14 11 -31 0.10 0.01 0.919 1966 1.19 5.lf3 9.538 lUTO 
1.15 iUS -1.63 -0.10 -0.10 -1.94 1.18 -1.33 1.3T 0.06 

83065 -1424 -1414 -1839 56f -lJ!95 10 -15 0.15 -0.13 0.834 4996 1.84 0.161 11.351 11.8T8 
1.33 -0.11 -o.~ -0.11 1.14 -3.l3 1.63 -0.43 1.15 -0.60 

01 -6605 -1196f -165511 -1!!5Z 165 14101 40 -88 0.48 0.11 0.8M T811 1.51 8.011 T.369 10.683 
-0.1& -1.11 -1.08 -1.95 0.48 3.T. 1.09 -0.98 3.81 1.11 

TIt 3.lT6 4119 111 5348 154 1860 15 -5 0.40 0.13 0.940 3648 I. 91 0.019 14.114 19.554 
I.T3 O.~ 0.0. 0.8r 1.13 0.93 1.15 -0.15 3.1. O.TO 

1814 9T9f -1311 5418 911 -6TT0 34 15 0.1. 0.35 O.90T US. 1.911 0.546 tW5 11.181 
0.10 0.95 -1.30 O.Tl 5.14 -1.30 3.11 0.13 1.11 1.54 

1350f -1116 -13TT 93. 119 -3T38 10 18 0.53 0.16 0.911 1144 1.34 3.151 9.114 14.339 
0.8. -0.19 -1.16 0.13 3.09 -1.08 3.19 1.10 3.45 LW 

'lE -50180 19145 10105 1168 1591 1451. If -110 -o.OS 0.1ll 0.M3 I1m 1.09 0.116 0.194 13.lT0 
-1.51 I.OS o.a5 0.0. 1.68 1.60 0.80 -1.51 -0.15 o.t4 

FT 3W15 -398J -41315 -sar6T 510 3291 16 -14 0.60 0.90 0.955 4245 1.13 T.110 11.038 11.16. 
0.4T -0.15 -1.39 -1.55 0.911 0.9T I.TO -0.39 1.15 8.5. 

LE -698 445 -198 T80 18 189 1 I 0.19 0.05 0.911 320 1.13 0.115 6.401 13.m 
-o.Tl 0.51 -0. TO 1.48 1.33 1.18 1.91 0.65 3.11 O.IT 

-1099 95 -119 834 If 1115 9 -3 0.31 -0.16 0.950 918 1.51 1.910 9.309 11.119 
-0.51 0.04 -0.10 0.55 1.04 3.11 3.54 -0.40 t.n -0.83 

. 
TF 11915 3291 411 1844 19 -106T 3 -If 0.14 0.01 0.954 TTT 1.13 0.909 15.841 15.366 

3.5. 1.88 0.16 1.15 1.45 -3.03 1.51 -1.8f 0.18 0.05 

69104 -3463 -18966 -11108 189 -8958 68 '51 0.51 0.41 0.963 6f01 1.16 3.601 9.&Sf I1.T09 
1.10 -0.11 -3.00 -1.03 0.93 -1.13 tiT -1.51 4.42 3.55 

11( -132056 -4\810 -1f863 -11896 1011 18056 T8 42 0.11 0.11 0.960 13306 1.01 1.116 5.113 IT.l01 
'5.11 -1.31 -1.13 -l.lJ t44 3.3T 1.16 0.36 0.85 1.09 

l! 1343T -191 -!SIT -1163 183 -310 19 35 o.e 0.10 0.939 100 1.11 1.648 6.081 15.134 
0.69 -0.05 -1.45 -0.15 1.35 -0.11 1.911 0.16 1.99 1.15 

T1868 -IT6T -311T -1IlJ4 613 -13591 10 -1 0.18 -0.10 0.833 5015 1.85 0.105 11.6!9 IU4J 
1.!9 -0.11 -0.63 -0.11 1.44 -3.04 1.48 -o.Of 1.38 -0.48 

11( -ati501 -16144 '5530 -10510 1191 395/1 13 -3OS 0.08 0.11 0.965 11335 1.86 0.694 T.059 15.530 
-1.89 -0.91 -0.45 -0.96 1.~ tJ8 /.31 -1.14 o.a 0.58 
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APPENDIX V 
LINEAR MODEL 

La!r:mge Klltiplier iests 
illrDin ( -) 

C SI SZ 54 O!tM Price i~ Capacity Lrep ARI AR~ ~ S.u. Watson Lt L4 L8 

pp 132Z/ "1003 "4351 "685 115 "/!Z5 11 "10 0.51 "0.15 0.10 0.935 1919 1.19 0.113 11.115 13.101 
0.93 -o.2Z "1.14 -0.11 1.44 "1.10 1.31 -0.61 1.26 "0.64 1.03 

55605 "ml -55() "llll 434 "1499 2Z "109 0.31 -0.06 -0.10 0.134 5091 2.04 0.108 11.149 19.445 
I.ll -o.2Z -0.11 -0.18 1.1T -o.8i 1.74 "l.OS 1.10 -o.ll "1.03 

Cl "16486 "11360 "I1!3T "ZJ9U Z4I 9m 39 "68 0.61 -0.2 0.15 0.91T 6826 2.11 1.152 4.951 6.301 
-0.96 "1.32 "1.0~ "1.88 U4 4.00 2.25 "1.42 T.65 "1.99 0.88 

1X ZT101 6110 596 8531 IT6 1336 14 13 0.45 -0.12 W 0.945 35T5 1.81 O.ZTO 13.516 16.901 
1.04 0.11 0.14 1.31 1.11 0.89 2.60 0.40 3.OS -0.42 0.59 

ME -56T65 25568 59ZT 10981 I53T 1543 Z& 14 O.OS 0.36 0.14 0.914 3950 !.TT 1.8i9 3.161 11.242 
"1.58 3.00 1.04 1.86 6.42 0.51 2.93 0.34 0.43 1.01 1.13 

II T593 "32Z "10181 386T 11 "1010 11 "6 0.T5 -0.11 0.11 0.910 ~19 1.99 0.331 T.042 18.6T6 
0.2 -0.06 "3.01 0.89 1.09 "1.31 3.45 -0.31 5.~ "1.18 O.TO 

34130 2Z134 8585 11311 m 11181 39 "T9 0.11 "O.M 0.11 0.854 13551 2.11 1.512 8.191 10.m 
1.08 0.69 0.50 0.40 I.lT 1.16 1.11 "I.OT 0.16 "0.19 1.00 

IT 58Il93 "1966 "~643 "t!530 318 51T9 14 "44 0.55 0.04 0.86 0.961 4049 LTl 6.493 10.836 10.555 
0.T9 -o.ZT "1.44 "1.18 1.08 1.83 2.80 "1.19 1.54 0.45 10.ll 

LE 691 559 "331 910 1 101 1 "I 0.54 -0.11 0.03 0.9ll 316 1.91 0.073 6.139 11.941 
0.43 0.10 -0.63 1.60 0.55 1.33 1.80 -0.60 1.91 -0.11 0.16 

er 1491 "1914 "wo 1116 "33 85l 11 "9 0.63 -0.50 -0.11 0.959 899 2.33 3.1eo T.139 11.913 
0.40 -0.91 "2.31 UI -0.89 2.89 5.01 "2.06 6.66 "2.81 -o.Tl 

3501 4Z5l -T99 3865 32"415 1 "T 0.54 -0.10 0.30 0.952 eo9 1.84 0.835 II.W 15.533 
0.98 1.~ -0.11 2.60 1.56 "1.3T 1.09 "1.53 3.40 -0.88 I.Tl 

30115 "13816 "!o1IT "14935 136 "4961 T9 "31 0.11 -0.31 O.ZT 0.968 6081 1.15 1.815 9.631 15.ZT6 
1.00 -0.91 "4.19 "1.35 1.16 "2.14 4.86 -0.93 6.91 "2.28 2.42 

(J! 

"1TI536 "13911 "IOlTO ~ TI9 11081 n "13 0.91 -0.55 -0.06 0.918 I54T8 1.8i UTI 3.169 91 
"3.11 -0.36 -{I.60 0.85 1.35 3.34 1.66 -0.10 6.65 "3.20 -0.31 • 93 

n: ll886 1914 '5881 1610 55 "2460 19 T 0.58 -0.44 -0.05 0.944 ~4 1.90 0.511 8.4T8 8.909 
2.IT 0.33 "2.10 0.36 1.90 "2.T0 1.85 0.21 5.58 "1.35 -0.19 

34249 6155 '13T8 JOT6 584 -526 13 "66 0.30 O.OT -0.06 0.835 5081 2.01 0.065 
o T6 0 53 !.T63 11. 30T . • 0.16 0.35 1.33 -0.18 1.03 "1.89 0.93 O.ll -0.31 

""~;O 14313 13IT8 9406 540 6IDOT 54 -544 0.16 0.18 O.M 0.960 13511 1.11 0.666 5.103 13.162 
" . 9 0.41 I.OT O.t! 1.51 6.10 1.64"W I.Tl 0.89 0.2 
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APPENDIX V 
LINEAR MJDEL 

~LJ, 

Lagr:mge Mlltiplier Tests 
illrbin ( ) 

C SI SI S~ MJlJt Price TelP capacity ID!p AA! AR~ Il S.u. Watson Ll L4 L8 

pp 13122 -1003 -4351 -6a!i ll5 -2!25 II -10 0.51 -0.15 0.10 0.935 1919 1.19 0.143 12.215 13.101 
0.93 1.11 -!.1~ -0.21 1.« -1.10 1.31 1.&1 2./6 1.64 1.03 

51658 -3541 -2141 -JOT2 43. -2.45 /3 -llO 0.29 1.0. 1.21 0.835 5011 2.01 0.630 11.411 16.666 
1.~ 1.31 1.41 1.36 1.11 1.93 1.83 -1.11 1.10 -0.24 -1.11 

01 -15989 -/lli81 -19002 -1119' 2% 9114 39 -68 0.62 -0.52 0.14 0.911 6816 I.ll 1.136 4.155 6.109 
1.96 -1.40 -1.19 -1. 95 1.% 4.01 I.I~ -Ul 1.64 -1.91 0.65 

1I ltII39 53/3 212 6401 198 111. 23 11 0.41 1.06 0.13 0.9% 352~ 1.81 0.159 12.164 15.551 
1.13 0.65 0.05 1.01 1.91 0.81 1.51 0.51 I.fZ 1.10 0.5. 

HI: -lZff5 149.1 -3~ll 5583 1311 Im 16 0 0.15 0.11 0.18 0.915 3810 !.19 1.115 3.953 13.161 
-1.~ 1.64 1.51 0.81 •• 31 0.55 3.01 1.01 W I.OT 1.31 

lE 6100 -1269 -10181 3496 n -1019 11 -6 o.n 1.41 0.10 0.910 1514 1.99 0.341 1.011 15.5~1 

0.55 1./3 -3.OT 0.81 I.ll -1.32 3.41 1.30 5.19 -1.11 0.59 

VE 54112 2~ 1"38 1226 619 13111 35 -&I) 1.ll 0.15 0.21 0.659 13352 W 1.916 10.199 18.33~ 

1.58 0.61 0.81 0.09 1.61 1.36 1.11 1.99 1.10 0.39 1.06 

Il 53f1f -6969 -1f101 -15116 339 5116 24 -4J 0.56 0.03 0.6. 0.961 4039 l.n 6.513 10.961 10.639 
O.TT 1.36 -1.52 -1.65 1.11 1.81 1.66 -1.14 1.58 0.39 10.0~ 

LE 1832 649 -61 614 4 150 1 -1 0.36 1.0~ -0.06 0.911 316 2.00 0.605 5.116 ll.188 
0.80 0.80 1.09 1.30 0.93 0.69 1.80 1.41 0.91 1.06 1.31 

1565 -1169 -1/95 1431 -35 83. II -9 0.63 1.51 -0.11 0.960 695 1.34 3.414 !.I31 13.393 
0.% 1.91 -1.31 0.91 -1.01 1.69 5.10 -1.19 6.Tl -1.66 1.14 

1106 3958 -m 3351 31 -431 1 -1 0.43 1.10 0.35 0.953 60T 1.86 0.552 11.310 1 •. 838 
1.10 1.10 1.61 2./3 1.69 -1.16 1./3 -1.% 1.16 1.45 1.99 

(JI 16810 -15261 -~1110 -16'lO2 1% -\904 19 -~ 0.11 1.31 0.11 6.968 6060 1.15 1.183 9.590 15.166 
0.96 -1.01 -4.31 -1.46 1.1~ -1.11 4.91 1.61 1.01 -1.31 1.41 

III -164139 -1406T -16611 16181 no linO 12 -6 0.91 1.55 1.06 0.943 15490 1.66 1.558 3.165 6.156 
-3.15 1.62 1.96 0.63 1.3~ 3.11 1.61 1.0. •• 64 -3.15 1.33 

lE 13114 1151 ".i911 1359 58 -1111 18 9 0.58 1.41 -0.05 0.9« 1STI 1.91 0.535 6.411 6.413 
1.19 0.11 -1.14 0.30 1.91 -1.n 1.80 0.18 5.55 -w 1.31 

mll 5164 -61)) 1430 583 -166 15 -66 0.16 O.OT 1.09 0.836 5031 1.96 0.09~ 6.584 11. flZ 
0.83 0.45 1.11 O.~ 1.58 1.11 1.13 -1.00 0.95 0./3 1.41 

III -109166 11« 8333 4T13 538 60591 53 ".i42 0.11 0.11 0.06 0.960 13519 1.11 0.619 5.315 13.154 
-1.66 0.15 0.66 0.11 \.58 6.11 1.64 -4.1. 1.14 0.68 0.5\ 
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APPENDIX V 
LINEAR MODEL 

M3E0.4 
~ange liIltipl1er Tesl! 

DlrbiD ( 
C SI 12 S4 MM Price TelIl CJpxity IJ:ep ARI AR\ 11 s.n l'atlcn 11 L4 1.8 

pp 11415 -1695 -561~ . -1016 -113 -1315 11 -15 0.59 -o.!Il -0.06 0.136 1819 1.94 1.6TZ lUBI 31.511 
1.63 -0.63 -1.50 -0.33 -1.43 -LOS 1.66 -1.16 3.63 -2.01 -0.35 

TBTII -1151 -141 -1111 sa -13!1l9 19 -11 0.11 0.00 -0.10 0.631 5131 1.91 0.064 11.Bll 13.095 
1.66 -0.13 -O.OS -0.13 1.9/ -1.33 LW -0.36 0.6~ 0.00 -0.43 

01 -lOllS -10533 -11685 -Z3!09 135 91W 39 -81 0.65 -0.51 0.13 0.911 1063 2.06 0.85ll t5119 1.663 
-0.34 -1.11 -1.04 -1.81 0.56 3.91 1.13 -1.11 1.13 -2.89 o.n 

T! 18511 3163 -911 6m 66 4038 11 -15 O.W -0.13 0.13 0.939 3163 1.86 0.119 16.I!Il 11.339 
1.8Z 0.36 -0.21 0.98 0.52 1.30 1.82 -O.W 2.IT -0.% 0.55 

ME -11913 11119 9161 5304 Im -369 30 61 -0.06 0.60 0.16 0.911 3100 2.16 I. 962 5. lOT 13.399 
-1.10 1.93 1.00 1.0~ 1.16 -0.09 3.91 0.66 -o.n 5.16 I.U 

II 5106 631 -9111 JBTI 166 -1862 In 13 0.61 -0.35 0.18 0.913 1411 1.95 0.159 5.666 13.118 
0.36 0.11 -1.64 0.13 1.61 -1.81 3.33 I.OT 4.66 -1.86 1.01 

'lE -88445 3310S Iml 14159 ZlJ93 11641 30 -IOS -0.10 0.01 O.OS .o.an 11586 2.0~ 0.163 0.611 15.115 
-1.11 1.14 1.06 0.65 1.43 1.33 0.98 -1.36 -0.35 0.02 0.14 

IT -564!T -19519 -4003~ -~ 1ST 1068 31 41 0.91 -0.11 0.60 0.952 4415 1.11 I. TGT 18.145 11.166 
-1.05 -1.T1 -2.~1 -1.86 1.06 0.30 1.85 1.34 4.90 -1.59 4.!Il 

LE -194 661 -402 1086 a 161 I I 0.59 -0.13 O.OT 0.914 321 1.99 0.1l6 6.336 15.051 
-0.81 0.63 -0_9\ 1.86 0.96 1.10 1.61 O.!Il 3.18 -o.BS 0.41 

cr -1918 -910 -IMf 1543 I~ 945 10 -5 0.56 -0.18 -0.09 0.9'.8 911 1.30 3.660 1.610 8.511 
-w ,-0.41 -1.11 1.01 0.35 3.18 4.14 -0.93 3.44 -1.% -0.53 

'!F 8118 4111 15 J4ZT 51 -1363 1 -11 0.36 -0.10 0.11 0.951 801 1.11 1.193 1T.I81 11.315 
2.18 1.16 0.02 1.32 1.511 -1.95 1.06 -1.56 1.&9 -0.13 0.60 

(If ~1I91 -91T1 -3TI63 -11153 166 -6053 13 -44 0.66 -0.19 0.19 0.966 6111 1.10 I. 8".8 8.801 11.115 
I. 69 -0.60 -3.61 -1.09 0.99 -1.15 4.44 -1.44 6.01 -1.10 1.56 

!M -113131 -41610 -99OZ -11151 mo 18556 105 16 0.41 -0.50 0.04 0.960 13561 I. 98 1.916 6.118 15.646 
-5.10 -1.11 -0.63 -O.W 3.60 3.19 1.63 0.15 3.91 -1.63 0.10 

lE 1666 110 -1190 559 113 -3% 11 31 0.65 -0.41 0.02 o.m 1610 1.81 0.413 U51 14.1Z4 
0.15 0.03 -2.53 0.11 1.16 -0.18 3.13 0.15 5.69 -1.19 0.11 

66366 -160 -1116 -ZOIT 645 -13821 10 4 0.19 0.00 -O.OT 0.630 5151 1.9/ 0.066 11.109 14.565 
1.51 -0.21 -0.11 -0.21 1.15 -2.!9 1.11 0.11 0.96 -0.01 -0.31 

!M -15ZZ1J9 19158 16965 3041 1315 19691 !O -160 -0.11 0.56 0.11 0.969 11829 1.86 1.601 6.531 16.636 
-1.19 1.34 1.94 0.19 1.6~ 4.45 1.66 -1.66 -2.06 3.13 0.16 
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APPENDIX V 

LINEAR MODEL 

MltO.4 

Lagr;mge IiJltiplier Test.! 

C 
Oirbln ( 

SI SZ ~ Oitjllt Pr lee TI!!l!l capacity LDep .\RI AR4 1l S.t.H. Yat.!on Lt L4 L8 

pp 14445 -1695 -5634 -1018 -113 -1315 11 -15 0.69 -O.4lI -0.06 0.938 1819 1.94 1.611 14.681 31.51.1 
1.63 -0.63 -2.50 -0.33 -1.43 -LOS 2.66 -1.26 3.63 -2.01 -0.35 

If IIM~ -/In -illi -1!59 51. -llIi! IQ -~ Q.i) o.Ol -o.tl I.m wil I.it O. Hi IUOi IMil 
1.19 -0.21 -0.11 -o.ZZ 1.15 -1.66 1.59 -0.41 O.TT 0.11 -0.54 

III -11031 -2m3 -18424 -23831 ll1i 91U 39 -T8 0.65 -0.51 0.11 0.911 T058 2.06 0.869 4.194 T.31T 
-o.3T -1.16 -1.11 -1.84 0.59 3.95 2.12 -1.13 T.12 -2.88 O.ll 

TI 35016 l84lI -51 5429 145 1901 15 -5 0.41 -0.01 0.13 0.910 3T1O 1.90 0.093 14.151 19.534 
1.8T D.45 -0.01 O.TT 1.03 0.90 2.10 -0. IT I. 98 -o.OT 0.59 

-5654 14196 3T63 -1TT l1Z1 416 19 31 -0.08 0.60 0.21 0.9fT 3T34 1.1T 3.169 T.T08 18.1J89 
-0.15 1.86 0.80 -o.OS T.1O 0.11 3.81 0.18 -0. TO ut 1. T9 

Et 6304 -lTZZ -9193 1819 166 -1898 19 24 0.6T -0.34 0.15 o.m 2391 1.91 0.ZZ6 5.331 13.159 
0.14 -0.31 -2.19 O.TO 1.13 -1.88 3.30 1.09 U4 -1.19 0.89 

VE -51140 1T65Ii 8560 196T 156T 13649 16 -l1T 9.9351)-Q -o.OT 0.02 0.813 11645 2.04 0.133 0.654 1l.1T0 
-1.11 0.96 0.60 0.08 I.Sf 1. T9 0.81 -1.55 3.643D-il -0.11 0.10 

FT -65911 -1%06 -12310 -55654 919 6Tl 33 43 0.89 -0.15 O.Sf 0.953 1408 1. TT 1.661 IT.3OT 18.51.1 
-U1 -2.01 -1.65 -3.30 1.39 0.19 2.99 Ul 5.10 -1.64 4.02 

LE -699 555 -388 995 13 lTl 1 1 0.59 -0.13 0.06 0.914 l1Z 1.99 0.103 6.144 15. TOS 
-0.80 O.ll -0.90 1.6T 0.91 1.11 1.65 0.35 3.1T -0.81 0.38 

-1883 -10fT -168T 1454 12 95T 10 -5 0.56 -0.13 -0.09 0.958 911 1.30 3.511 T.535 8.189 
-1.15 -0.51 -Ul 0.95 0.31 3.41 4.36 -1.04 3.65 -2.50 -0.54 

Tf 15806 3039 UTO 839 101 -2660 3 -15 -0.09 0.19 -0.03 0.955 T86 1.81 1.115 14.341 11.9ZZ 
3.99 1.86 1.11 0.60 1.88 -3.65 1.81 -2.91 -0.16 1.12 -0.15 

4TSTl -10U1 -38012 -13618 131 -8161 Tl -42 0.63 -0.19 0.30 0.963 6095 2.11 1.683 8. T60 21. SIT 
1.69 -0.69 -3.81 -1.14 1.08 -2.33 4.51 -1.38 6.09 -2.09 2.61 

It! -1815T4 -ZZ683 -6135 -303T8 1T88 49163 45 96 -0.16 0.61 0.12 0.963 lZm 1.90 2.81T 9.913 18. TOS 
-3.18 -0.91 -0.58 -1.69 5.06 4.00 1.89 0.81 -2.16 4.IT 0.T8 

n: 1TTO -1113 -TSTO 99 115 -304 10 33 0.65 -0.39 0.00 0.943 1592 1.90 0.161 4.316 13.545 
0.16 -0.19 -2.60 0.01 1.89 -0.15 3.OS O.l! 5.TO -2.01 0.01 

T5651i -1611 -3842 -1061 611 -13834 10 -1 0.16 0.04 -0.09 0.833 5112 1.83 0.116 12.655 15.011i 
1.58 -0.10 -0.53 -o.ZZ 2.42 -1.Tl I.U -0.06 0.85 0.12 -o.U 

IM -116914 -8\IT 13T6 -m36 1081 51310 14 -180 -0.13 0.56 0.09 0.911 11385 1.95 1.101 10.409 19.53T 
-2.U -0.36 O.ZZ -1.16 3.U 5.06 1.91 -2.01 -2.00 3.34 O.Sf 
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APPENDIX V 
Logarithmic Moddels(RELative prices) 

La!rante foIJlt1pl1er Telt.l 
Ilirbin ( ) 

C Price TIlIP MM ~p w s.u, Wat.lon U L~ 1.8 

PPS I.I495T iI.15358 0.121~ 0.53518 0.11148 0.839 0.Dl585 2.06160 0.IMZ8 20.11328 ZT.015l6 
1.81 -1.05 T.16 1.43 4.53 

t,11536 iI.20TT! 0.06909 0.15100 0.48116 0.001 0.01U5O 1.19181 1.39391 T.ITT56 IUB!! 
4.11 -3.38 T.55 1.00 4.56 

I.TTU8 0.IT1i16 0.01855 0.53949 0.58588 0.696 0.OB!!6 I.T9T~ 13.3U68 18.04496 11.09~ 
1.32 !.1! . 0.88 1.10 G.l5 

M!S 5.68104 iI.0861T O.l59!! 0.931TI O.OIDI 0.8T5 0.0591i1 1.69514 T.90391 15.93431 18.83056 
5.1i1 -1.01 10.56 1.98 0.1i1 

lIS 3.95461 iI.IT538 0.IIT18 0.%918 0.31941 0.81i1 0.01119 1.3983T 5.9IDI 11.09081 3!.153~ 

!.TI -I. IT T.U !.II 3.B6 

T.48091 iI.OMOO O.l53~ 0.m2 0.12856 0.193 0.08190 1.5105T t,5!700 5.93160 15.B~I9G 
5.B6 -0.49 8.02 5.15 I.!! 

1.~50G! iI.U9OJ iI.OOlH 0.10548 0.T2111 0.&99 0.0G50Z 3.06811 11.qzl48 32.11521 33.~I 
2.01 -1.01 iI.31 0.53 5.11 

6.8!!6T 0.0~5TT 0.18103 !.IT9!Kl5 O.UG31 0.810 0.01i131 1.19561 W691 I.9G!16 19.056 
6.06 0.49 11.91 5.TT 1.58 

5.99041 -o.OG59Z 0.13168 -0.10001 0.Jn939 0.816 0.OT990 1.39039 T.!!668 20.96600 15.1B936 
3.99 -o.~ 10.61 iI.53 I. I! 

3.99698 iI.5ZTTI 0.11919 -o.I151! 0.30320 O.BIT 0.06m 1.18549 O. G5140 13.69584 16.39936 
3.65 -1.04 10.58 iI.58 1.05 

5.00155 iI.ITIIlT 0.1!4Z1 O.IO/M 0.39120 o.m 0.08TT6 1.!l511 1.19056 30.66181 33.59181 
4.81 -1.69 6.81 0.52 4.01 

3.05906 -0.01550 0.13919 -0.15068 O. TJ19T 0.819 0.0983T 1.00UI 0.11811 8.19ITI 13.Z0432 
I.~ -o.U 6.03 -I. I1 6.TO 

1.901T0 -o.:roJG5 O.lqzl9 0.01100 0.553Z1 0.810 0.01041 1.J!4ZJ 3.1roZ6 15.6T352 Z9.SIG5Z 
3.15 -1.T8 8.11 0.11 T.34 
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APPENDIX V 
Logarithmic Moddels(RELative prices) 

Lagr;mgt Hlltlplier Tests 
Illrbin ( ) 

C Price T~ Illl/!lt JJ:ep AR1 'I S.U. Yatson U U La 

PPS 1.34941 -0.14966 0.11J50 0.164Z6 0.51110 "0.06675 0.819 o.omB 1. 94 0.10Y".l 11. 93953 16.641Sl 
1.61 "I.Of 5.83 1.96 t14 "0.31 

3.65!6Z -o.I99TT O.OfI58 0.15856 0.51011 -0.19145 0.685 o.om 1.94 0.36309 8.14511 14.51933 
3.14 "3.51 1.54 1.04 4.80 "1.01 

0.00f16 0.06160 O.OW63 0.35655 0.864IS -0.60601 0.190 O.OfI89 1.06 1.58311 HUn IT.I0684 
0.01 0.91 1.16 US 13.41 "4.18 

U1104 -0.11810 o.lT08O 1.01113 0.0f311 "0.1B151 0.9OJ 0.05413 1.65 1.39115 15.3Sl16 13.16851 
6.n "1.09 13.19 1.58 1.30 "3.Of 

1.06m 0.03519 0.IOf19 0.65110 0.01611 0.61113 0.896 0.06356 1.43 6.91035 13.55496 14.08683 
5.65 0.13 I.SS 4,85 0.51 t93 

6.1l1T9 -o.06llT 0.16510 0.39188 0.10864 -0.36166 0.813 0.Of913 1.95 0.08518 1.T1649 lU16Z1 
5.89 -0.86 9.15 6.41 1.49 "1.11 

ITS 0.49444 -o.01!91 0.00544 0.14403 0.89311 -0.81116 0.86.1 0.0431Z 1.16 0.13394 11.43659 1J.81533 
1.01 "0.51 0.69 1. !3 15.15 "1.1J 

1.03145 0.01116 0.11893 1.IT1ITOS 0.01116 0.1106.1 0.396 0.05T!3 1.11 0.80080 3.::.1391 IT.Ill33 
T.T! 0.11 14.lf 5.19 1.03 1.18 

crs 1.01565 0.04960 0.1D954 0.09991 0.13339 0.56611 0.864 0.01104 1.56 6.9531J 13.95410 lLaT160 
4.!1 0.15 11.56 0.11 LT! 3.75 

TFS 3.66405 -0.51860 0.11'135 -o.l189T 0.33613 -0.15645 0.819 0.08551 1.19 1.13315 11.66T!9 30.11!!3 
3.15 "4.11 10.11 "0.64 4.14 -O.T! 

4. mJ8 -O.15T5Il 0.15694 0.08610 0.W145 -o.306ZT O.T43 0.06!!6 1.T! 1.00136 19.80680 31.51415 
5.13 "1.85 1.68 0.59 4.59 "1.65 

1.8811J -o.mn 0.13080 -0.15116 W368 -o.Of843 0.819 0.10012 1.99 0.1965& !.T0894 11.89T53 
1.30 -0.15 5.W "1.13 &.10 -0.31 

1. 619IJI -0 . 30186 0.1::.158 -0.04911 0.59551 -o.36Z::.'l 0.834 0.06581 1. 91 3.04191 11.98364 19.16981 
3.10 "3.51 8.61 -0.13 9.61 "1.91 
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APPENDIX V 
Logarithmic Moddels(RELative prices) 

Lagrange lIlltiplier TelU 
IlirbiD ( ) 

C Price T~ Mlllt Lllep AR4 'I S.U. YaUon 11 14 L6 

PPS 5.8&964 -0.11918 0.13529 0.31840 0.IOle8 0.8~581 0.918 0.0~9 1.95 1.19992 9.21515 12.92605 
3.98 -1.08 2.66 2.06 US 1.98 

5.31992 -0.11910 0.06834 0.10511 0.31695 0.16218 0.003 0.03839 2.23 0.811'81) 10.WI9 11.13688 
4.10 -2.81 6.22 2.OZ 2.18 0.91 

1.93104 0.OT148 0.04816 0.3~94 0.59T55 0.56819 0.161 0.01168 I.U 4.9181l8 6.29633 18.69008 
1.82 0.51 1.16 1.96 4,44 3.31 

4. 29513 -0.08304 0.16224 0.89930 0.100 0.11104 0.9% o.o~m 2.29 2.251Z1 2.14812 6.53111 
4./0 -1.22 5.36 6.18 1.81 5.95 

5.31181 -0.13154 0.14114 0.01113 0.3&933 0.8814f 0.951 0.04262 2.18 1.18644 9.1'J'jJ)9 11.1&&13 
3.OS -!.84 3.03 1.04 1.59 lW 

8.~~6 0.01018 0.11900 0.44198 0.05155 0./J1m uno 0.00505 1.44 3.85556 1.681152 16.50618 
5.34 O.Of 5.62 4.!! 0.42 1.22 

fIS 8.38550 -o.I8Z05 0.04961 0./o1~3 0.11iOO2 0.90038 0.918 0.01910 1.95 6.J01l1l3 11.15511 11. 94636 
4.11 -2.f3 1.33 2.01 0.92 14./0 

6.18301 -0.01191 O.I8JS4I.nOJrOS 0.089OJ -0.05148 0.886 0.05885 1.86 0.10509 4.60943 16.9m 
8.41 -0.19 13.92 5.14 \.19 -0.32 

UIJ31 -0.13946 O.~IO 0.11t168 0.13334 0.6955/ 0.906 0.06111 1.34 1.98619 3.89561 15,18810 
3.18 -1.16 5,n 0.63 1.95 5.00 

5.059J1 -0.11156 0.1%88 O,I~ 0,19316 0.HOT4 0,933 0,05022 1,98 0,96101 ),46512 10,11068 
4.33 -1.68 3,58 2,53 I,SO 8,)6 

6,Jam -0.10895 O. m05 -0,00082 0,35531 0.181)93 0,91! 0,04681) 1.08 3.85441 10.19380 l1.fI!56 
3.88 -1.10 3,83 -0,01 1.15 1.04 

1,46851 0,00363 0.14J82 0.10118 0,11151 O,63iOZ 0,869 0,0~92 1.19 0,85435 ),51391 6,05563 
0.61 O,OZ 2,64 0.12 5.16 3.12 

!IS 1,12696 -0,16008 0,11818 0,01~6 0,2133) 0,55020 0,906 0,04113 Z.31 1,54981 f.l1~8 16.19062 
5.58 -2,Of 5.51 1,36 !.85 1,19 
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APPENDIX V 
Logarit~miC Moddels(RELative prices) 

~ 

LalI'ange Hlltipller Telu 
!)Jrbin ( ) 

C Price Te!!P MM LIIP ~ S.u. Yauon Ll· U I.a 

PPS 3. T4T3J -iJ. %546 0.12533 -iJ.I55Z6 0.60168 0.831 0.01180 1.16481 1.93828 19.9l1?6 2UlT08 
2.15 -3.81 1.18 -1.91 1.13 

4. 95518 -iJ.22143 0.06631 -iJ.11685 0.51841 0.191 0.01091 1.33914 1.69103 4.11068 9.mB{) 
3.89 -3.55 . 1.11 -1.51 5.10 

Ill! 1.62131 0.11164 0.03591 0.14661 0.185U 0.605 0.08815 l.rm5 11.31680 19.12411 21.61016 
1.01 0.68 1.80 0.88 1.84 

lIES 1.09190 -iJ.13114 0.19113 0.35453 0.11050 0.8GO 0.06313 1.30115 1.19168 11.08103 26.80516 
1.31 -1.13 13.64 4.28 1.62 

lIS 2.32030 -0.10695 0.156T1 0.60156 0.41695 0.802 0.08664 1.52563 H1664 30.15916 31.61580 
2.46 -iJ.I5 8.03 1.11 4.06 

2.525110 -iJ.223J6 0.11515 1.59119 0.02305 0.823 0.01615 2.11515 8.01592 10.1m2 18.12852 
1.11 -1.00 10.23 6.01 0.16 

!'IS -0.91466 -iJ.OZ6B2 -iJ.00030 1.80515 0.38133 WO 0.05689 1.31321 6.33620 11.10143 19.53300 
-iJ.05 -iJ.16 -iJ.OZ 3.33 1.11 

1.35858 0.31111 0.11951 0.86l1! 0.05434 0.861 0.06305 1. 60311 1.02340 3.93100 21.00868 
5.19 3.14 12.64 5.63 0.68 

crs 4.51461 0.11iM 0.21556 0.83816 0.09533 0.911 0.05531 1.11022 1.23191 5.61620 9.13944 
6.35 1.15 11.11 6.10 1.52 

UI363 -iJ.53118 0.11113 -iJ.11361 0.18583 0.813 0.00018 1. !I210 1.88144 11.15996 1l.!4600 
1.86 -4.16 11.03 -1. 98 3.96 

6.55001 -iJ.3al15 0.15100 -iJ.18994 0.31510 0.163 0.08356 1.61915 9.15032 30.04003 31.31643 
5.15 -3.19 8.09 -1.98 4.43 

4.61114 0.191101 0.11011 1.12353 0.16299 0.943 0.05663 1.1ll61 1.30140 1.91168 11.98616 
5.91 1.11 9.43 6.63 1.81 

1.83605 -iJ.21124 0.14233 0.ll313 0.538GO 0.811 0.01021 2.19191 1.91120 15.98110 19.30391 
3.30 -1.36 8.99 0.11 i.TT 
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APPENDIX V 
Logarithmic Moddels(RELative prices) 

Lagr;mge 1Il1Uplier Testl 
nJrDln ( ) 

C Price T/lIP !l.itpjt Lrep AR(1 ) II S.E.B. lIatlon Ll U 111 

PPS 3.4%6& -o.1l1llT 0.13211 -0.1&300 0.64181) -0.13691 0.83& 0.01611 1.98 0.16531 11.39166 23.89916 
I.BZ -3.94 6.36 -1.14 8.0 -I. 10 

4.4M -0.11616 0.06823 -o.!!!51 0.56311 -o.1I3Si! 0.198 0.04131 I. 91 0.31581 5.16133 10.69309 
3.10 -3.11 1.15 -I. 66 5.48 -1.11 

-0.11161 0.01n5 0.05310 0.13803 0.93604 -0.59198 0.165 0.01613 I. 9/ 1.51919 4.933~ 19.05485 
-0.13 0./4 3.35 0.11 16.09 -4.08 

6.48681 -0.141'41 0./0046 0.31310 0.1551Z -o.lmo 0.610 0.06111 1.19 0.64065 10.19331 /6.6141/ 
1./6 -1.89 13.33 1.91 2.11 -1.18 

1.56463 0.41011 0.13893 1.03311 -0.01413 0.18549 0.660 0.01313 1.91 1O.05TBZ 15.15595 31.19348 
3.83 1.18 10.15 1.49 -0.15 6.54 

VES 1.14499 -0.19916 0.16691 1.65551 0.06Si!9 -o.4l'511 0.660 0.01036 1.99 0.10354 I. 59545 11.15432 
1.16 -3.42 1/.61 8.23 1.10 -3.03 

ITS 0.06116 -o.oo12J 0.0069/ 0.1169/ 0.6M -0.186/1 0.8Si! 0.01461 1.56 3.61961 15.91911 11.11850 
0.08 -0.04 0.84 O.BZ 9.58 -6.35 

LtS 4.65660 0.18164 0.11151 0.8/989 0.0/051 0.10111 0.880 0.06033 1.16 0.58596 3. 69191 19.11103 
5.03 1.41 13.13 1.11 0.14 1.09 

1.41913 0.1!!61 0.11891 0.8019 0.09861 -0.23115 0.911 0.05416 1.94 1.1532J 1.61563 5.03:;m 
1.10 1.00 11.30 1.35 1.60 -1.33 

1.11161 -0.54863 0.11168 -0.18115 0.33560 -0.31693 . 0.655 0.01896 1.63 1.33563 19.36161 11.01111 
1.96 -5.BZ 1/.30 -/.61 4.9/ -1.69 

6.41013 -0.31818 0.11088 -0.30190 0.38096 -0.45891 0.610 0.01050 1.18 1.1186& 16.01!2J 11.85613 
1.06 -UO 10.88 -3.49 5.9' -1.96 

6.16133 0.11883 O.!IW 1.16131 -o.oml 0.~95 0.916 0.05619 1.91 0.868aO 3.10303 13. m!4 
5.96 1.10 9.80 8.40 -0.23 1.35 

1.Si!645 -0.13651 0.15116 0.06019 0.58485 -0.19132 0.83/ 0.06&1& 1.91 3.53898 11.89000 19.19530 
3.43 -1.51 8.19 0.31 8.15 -1.16 
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APPENDIX V 
Logarithmic Moddels(RELative prices) 

S-M:1!-

I.a!range ~Itiplier Tl.lu 
lllrbin ( ) 

C Price T~ MM Lrep ARI II S.t.i. Wauon Ll U La 

i.l%81 -0.05969 O.HII94 0.52045 0.11tI12 0.88284 0.916 0.0.\918 1.80 1.93339 11.59424 11.45989 
4.11 -il.39 1.41 1.64 0.80 9.21 

4.53641 -0.18931 0.06396 -il.01285 0.53116 0.19535 0.118 0.11411'15 1.118 0.15150 4.91038 11.55514 
3.11 -1.56 5.31 -il.1T UI 1.113 

1.W961 0.13113 0.01113 0.56341 0.51186 1I.661OT 11.115 0.111613 1.15 6.1112'r6 1.19/J1 19.021/6 
1.39 0.16 1.51 1.26 UI U6 

I.63/n 0.06528 11.18115 11.81151 11.19693 11.82186 11.941 11.043311 1.82 0.91535 1.2155Z 10.83150 
1.33 11.13 4.33 5.19 1.91 9.90 

5.61/05 o.oom 0.15511 11.3/154 0.19011 1I.!861J8 11.956 0.04019 1.29 3.13836 8.11219 15.99100 
3.48 11.08 3.31 1.11 2.11 11.19 

3.114561 -0.11122 0.11311 1.63112 -il.1I1868 0.11219 0.8211 0.08081 2.61 6.25188 1.85143 16.2WIlT 
1.88 -1./5 8.05 5.11 -il.16 0.59 

I'1S 1.10245 -0.12808 0.06831 0.65440 0.1111111 0.93661 0.932 0.01816 1.80 1.11851 13.08251 11.13610 
3.51 -1.95 1.68 2.11 0.61 13.96 

u:s 1.24M2 0.199M 11.18111 0.fl145 0.09066 0.26092 O.B83 0.05939 1.11 1.11391 2.39990 lUT593 
1.61 1.11 9.65 UI 0.94 1.50 

crs 1.69138 0.15633 0.1Z381 0.11542 0.08415 0.14660 0.919 0.05318 2.54 3.14118 5.43611 l.mlll 
6.13 1.52 15.113 5.12 1.19 0.81 

5.60146 -0.09865 0.09186 0.49681' 0.11593 11.81253 0.936 0.04915 1.98 1.~55I 3.31915 18.18591 
1.11 -il.82 1.61 2.16 11.11 13.01 

6.15688 -0.02859 0.19160 11.14591 0.340/5 11.83383 11.913 11.04611 2.00 3.80914 9.9B216 13.91652 
3.19 -il.23 3.12 0.B9 2.61 1.65 

1.80069 0.12161 0.12115 1.11861 0.15545 0.19619 0.943 0.05931 l.1Z 1.1lT863 I. 01118 14.031115 
5.31 1.28 1./5 1.08 1.49 1.01 

1.11613 -0.15031 0.1/583 0.09191 0.1tI065 11.52016 11.901 11.01229 1.40 2.12196 1.88159 1tI.15116 
5.50 -1.31 6.28 0.59 l.14 6.21 
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APPENDIX V 
Logarithmic Models (CAPital cost) 

Lagrange ~1t1pller Tests 
IllrDin ( ) 

C Price Te:p OItl\lt Lrep 11 S.u. lfatson Lt 14 111 

PPS f.25%O -U069 0.11595 0.56933 0.0&w4 0.910 0.05664 1.01866 O.IZZIO 11.11104 ZZ.30196 
6.5f -5.94 9.13 3.80 0.64 

6.10104 i.I4936 O.OMaJ 0.04353 0.43951 O.flll 0.04245 I.TTllI 0.13036 8.55511 10.00356 
4.11 -l.TO 6.61 0.45 3.62 

4. 41069 0.33624 O.Olm 0.46653 0.3908T 0.f61 0.OHT3 1.f3191 14.91908 IT.T315l 1l.ZTT84 
3.01 3.38 1.3f 1.44 1.91 

lIES 6.09652 i.0Z518 0.15136 0.91605 o.omo 0.611 0.0603f 1.51M3 S.lT584 15.6ll36 19.51016 
6.11 i.36 9.16 3.83 0.31 

lIS 9.6TI13 i.54110 0.138Ill 0.19994 0.03199 0.916 0.05186 1.8ZZ56 0.35444 9.TTOOD 11.56931 
9.11 -s.ar 10.61 1.15 O.lf 

f.80654 i.1I5091 0.15054 0.13694 0.11421 O.f93 0.0830f 1.4TT10 4.01844 5. Tl611 15. T156a 
f.81 i.31 6.91 1.66 1.30 

!is 10.64391 i.43193 i.00094 i.Of626 0.19180 0.804 0.05151 1.03150 0.10608 If.91036 14.01864 
5.00 -4.51 i.08 -0.46 1.18 

LIS 6.11996 0.11419 0.185T16.01nlr06 O.lllZZ 0.8<ro 0.05T39 1.83!46 0.53100 U5416 18.198Tl 
10.66 1.56 14.15 1.04 1.90 

crs Ul998 0.31580 0.11529 0.35104 0.10918 0.921 0.05391 I.l1Ilar 1.14104 5.50300 11.14436 
4.31 6.49 16.16 1.03 4.03 

6.03190 i.38441 0.19106 0.3l801 0.15151 0.858 0.Of636 1.93161 0.06168 I1.3BSI6 13.05160 
5.56 -S.ZZ 10.11 I.BS 2.05 

8.19106 i.31430 0.13819 0.15939 0.105T1 O.f95 0.OTTf3 1.35111 5.11096 11.86918 19.16891 
6.81 -3.64 f.60 1.14 1." 

5.19318 0.51191 0.13119 i.01306 0.4331T 0.906 0.01318 l.T4514 1.11184 13.34510 15.68518 
4.l4 5.31 8.01 i.n 4.51 

IIll 5.69436 i.33153 0.11193 0.21OBS 0.35331 0.869 0.06013 1.18631 1.03011 If.I6Z6a ZZ.69904 
5.99 -4.84 UI 3.110 un 
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APPENDIX V 
Logarithmic Models (CAPital cost) 

LlgrJllgt !lJllipl1er Tesll 
Ilirbin (-------) 

C Price Te!4l OItJ!ll !.rep ARt Jl S.U 'talion L! U 1.8 

!'PS i.91l54Z '1.~ 0.UT89 0.55Z8i 0.09370 '1.01981 0.90\ 0.051118 I.na 0.116!f 13.0118~ 11.05341 
5.51 -5.10 8.a 3.ST 0.19 '1.31 

8.53!18 '1.1854lJ 0.05969 0.09~5\ 0.119Oi 0.33919 o.m O.oms 1.11 0.90595 !. m3i 11.52130 
3.69 -1.11 6.00 0.B6 W I.JB 

1.9111! O.IOUT 0.0145\ 0.32~ 0.66159 '1.05106 0.816 0.06150 1.05 0.3190Z 1.191ST !!.11161 
1.1\ 3.60 3.42 3.03 8.19 -\.60 

lIES 5.19616 '1.03101 0.16611 1.0!4lO 0.01463 '1.39143 0.891 0.05100 l.iJ U3832 19.11950 11.9~9J! 

i.T! '1.59 10.il 5.11 0.13 -1.3\ 

9.1116i '1.53qao 0.135!! 0.11«9 O.OnOi 0.11538 0.915 0.~9 1.08 0.1D552 10.81111 11.94288 
8.52 -5.09 9.43 I.!! 0.10 O. il 

i.91198 -0_04156 0.16131 0.4216f 0.18691 -0.33931 0.819 0.01986 1.94 0.09On 1.60605 14.606f! 
1.52 -0.31 8.03 3.0! 1.15 -1.95 

I'!S 1.5OJf1 '1_05019 0.00558 0.lon9 O.83m -0.81!!! 0.8iJ 0.0~301 1.68 1.11861 10.0061! 14.11609 
1.01 '1.19 0.10 1.11 U8 -6.15 

6.52188 0.16101 0.183691.1891T06 0.09900 0.06311 0.898 0.05558 1.13 0.11385 3.89611 16.:8155 
10.11 1.90 14.35 1.35 !.IS 0.35 

crs 4.16052 0.34430 0.11969 0.35113 0.11153 '1.13891 0.913 0.05410 1.89 0.53108 1.15111 8.13354 
4.13 1.41 16.13 2.39 4.11 -1.33 

6.16119 '1.JBJ01 0.19118 0.31468 0.14168 0.04910 0.8ST 0.01810 1.01 0.11005 10.91414 1!.116!3 
4.81 -1.55 9.41 LT! 1.60 0.13 

8.15339 '1.11083 0.15252 0.15918 0.21354 -0.33641 0.815 0.06168 1.85 0.81953 lUI619 30.09060 
1.!>'l -H3 9.31 1.66 1.53 -1.95 

1.14601 0.95631 0.105116 0.159J9 0.11508 0.18104 0.918 0.06509 1.41 3.53106 8.651f1 !!.31114 
5.43 Ul 1.85 1.38 1.01 1.01 

8.01991 '1.10035 0.09118 0.33319 0.135!! 0.16398 0.883 0.05518 1.13 8.16460 15.49!>'l3 11.111166 
1.11 -U6 1.33 J.42 1.50 1.81 
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APPENDIX V 
Logarithmic Models (CAPital cost) 

La!range 1I11lipl1er Tests 
Ilirbin ( ) 

C Price T~ illt!1lt Lt:ep AR4 W S.u. Yatson Ll L4 La 

PPS 5.555511 0.01246 0.IST61 UJ041 0.13191 0.89164 0.916 0.04930 1.05 3.10113 11.10994 18.13110 
3.80 0.11 1.18 3.09 t.G9 9.&1 

5.441T1 -0.06169 0.06118 0.14G1JO 0.45!'JJ8 0.13113 o.rn 0.04265 t.Tl 0.86110 1.991T1 10.~4 

3.36 -0.91 5.51 1.09 3.11 W 

U9610 0.33111Jl 0.03811 0.31646 0.139&1 0.40341 0.199 0.01108 1.&1 6.981l9 1.31089 19.31881 
1.61 1.51 1.36 1.16 3.14 1.43 

Um8 -0.01&13 0.100 0.94495 0.16914 0.11Zl3 0.944 0.01209 1.01 0.44500 1.81J65 T.l4933 
4.31 -Q.1T 5.33 6.11 t.Tl 5.99 

lIS 5.04188 0.01131 0.1~ 0.08818 0.41156 0.90180 0.946 0.04485 1.19 3.12S81 9.11081 I U1165 
I.ST 0.1J 3.36 l.a 1.19 10.38 

8.10113 0.13018 0.15411 0.35190 0.05116 0.15513 0.803 0.08448 1.44 U4399 8.00939 16.39948 
6.11 0.65 5.31 1.91 0.41 1.38 

liS 4.33021 0.14545 0.091&4 0.19131 0.51&34 0.93411 0.910 0.03010 1.31 1.06958 13.71941 11.11833 
1.39 1.19 1.46 1.88 3.16 18.14 

LIS 6.55919 0.a511 0.18&11 1.l191HJ6 0.09569 0.03635 0.893 0.05698 1.91 0.01001 I.l%a 16.10199 
10.18 1.39 13.11 1.11 1.10 0.19 

CI'S 4.55100 0.311T8 0.11J91 0.34610 o.mol 0.118Of 0.918 0.05364 1.41 1.16518 4.95360 B.mS9 
4.31 5.19 IHI 1.91 3.19 0.11 

1iS 4.19095 0.11813 0.13&08 0.31111 0.31133 0.61349 0.919 0.05111 1.01 U51S9 1.14310 10.3H16 
3.53 0.89 1.11l 3.01 1.38 9.55 

5.88T5T -0.01101 0.10191 0.05136 0.39581 0.83491 0.901 0.04161 1.91 U4133 11.91835 11.10416 
3.66 -0.09 3.19 0.~6 3.18 8.31 

3.56103 0.61lOT 0.13380 0.14165 0.51283 0.18386 0.911 0.01138 1.15 1.18611 8.13600 11.0555l 
1.11 4.63 5.60 1.15 4.68 1.65 

1.54111 -0.13596 0.11461 0.15131 0.11631 0.43080 0.895 0.04341 1.01 0.lm8 6.98581 15.31844 
5.n -1.31 6.18 1.66 1.91 3.Z1 
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APPENDIX V 
Logarithmic Models(CAPital cost) 

Laqange !l!ltipliel' Tells 
IllrDiD ( ) 

C Price Te!JIIl Ilitlllt Lftp ~ S.u. \'alsO!! LJ 11 L8 

PPS !.0;Jn8 -Il.!J609 0.11015 0.'1ln! 0.0961! o.m 0.05983 1.!J613 O.BBli6 9.5iJi6 19.00m 
5.B9 -!.o; B.13 3.05 0.90 

!.16iZ8 -0.1%1.1 0.01illZZ 0.5162T 0.10m 0.851 0.03SlJI I.m% 0.0068; 8.5!IBB 11.39.1; 
5.B6 -5.;9 !.SIJ ~.09 1.81 

t/153! 0.39911 0.03316 0.3961; 0.4206~ o.rn 0.0!598 1.!801O 15.11i!6 18.601110 11.15300 
1.11 3.61 1.11 1.15 3.13 

'.J59Jl -Il.;SIJ!I 0.18311 0.95956 0.03«5 O.~ 0.05!13 1.991i6 0.1901; 11.11531 25.19132 
UJ -3.11 lJ.M 1.;5 0.55 

9.3651! -Il.591!5 0.IS1J15 0.31066 0.01158 0.931 0.05119 1.1056! D.6!16; 11.83910 IO.BBIOI 
9.05 -8.09 13.0\ 1.15 0.16 

VES 4.500 O.OISlJI O.I!5Tl 1.366110 0.00868 0.61l! 0.OB021 1.18313 1.6505. 5.ml1 11.116" 
3.05 0.11 W 3.19 0.09 

6.953U -Il.399!9 8.1I1JrQS 1.662T0 -WIO~ O.B68 0.m08 1.11326 0.1969. 11.63!BB 11.11910 
3.10 -5.11 0.01 ~.16 -1.09 

4.!6!6! 0.11955 O.IBTJ5 0.16613 0.13S1J3 O.BB' 0.05B1f 1.91B99 0.31836 6.01901 10.03151 
6.15 ~.11 11.19 1.65 1.11 

crs 1.91168 0.10511 0.11ZOO 0.10261 0.1S1J30 0.911 0.0511; /.T033! 5.66916 B.5895' 11.19M 
!./9 3.43 IB.91 1.16 1.9. 

5.66601 -Il •• M36 0.19315 0.69526 0.05596 0.900 0.OMll6 1.13136 0.68352 11.1516B lU1311 
!.12 . -!." 13.08 4.13 O.Bl 

B.19JJ3 -Il.55590 0.13511 O.lf023 0.13!95 0.612 0.01115 1.1SIJ43 3.9m; II.0561~ ZT.l1T111 
!.13 -5.01 6./0 1.61 1.50 

ltI'l ~.g;r,os 0.191;1 0.1154J 0.85855 0.18210 O.~ 0.05113 1.95219 o.oml 3.61191 11.9I6J6 
!.61 3.1T 10.BB 6.15 1. If 

lIS 5.33155 -Il.II951 0.13!36 0.16616 0.39618 0.611 0.0.609 1.61l!12 0.699" 11.6152\ 16.600 
tOf -1.5. 9.13 1.1~ 4.1f 
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APPENDIX V 
Logarit~mic Models (CAPital cost) 

i.a!rJllte M11tiplier Tetl 
IlIrbin ( ) 

C Price Tell! illtl1Jt ~p AIlI J S.u. Watlon L1 14 L8 

PPS 8.06114 -n.806n 0.10s0z 0.64198 -n.OOJ9O 0.11l54 0.896 0.06019 W 0.85238 9.86391 1O.18Z05 
1.96 -6.11 f.81 1.!Il -n.03 1.11 

f.10312 -n.W96 0.06011 0.5lf&9 0.1OJ85 0.01351 0.846 0.03601 1.91 0.01654 8.50099 15.11039 
tB6 -5.02 f.l1 3.91 1.50 0.01 

1.1!9Jl 0.Z5OJ3 0.05460 0.18111 0.68281 -n.65406 o.m 0.06153 1.91 0.11915 0.85'101 11.98561 
1.98 3.91 1.41 I.BI 8.51 -1.85 

!lIS 6.15598 -n.I3520 0.18112 0.95258 0.1I5Z1O -n.0J810 0.689 0.05798 1.96 0.01108 11.14lJ81 16.96316 
f.Ol -1.93 11.54 1.23 o.n -0.19 

lIS 9.0ml -n.56853 0.15323 0.31093 0.03816 -0.11363 0.930 0.05ZZZ I.M 0.16325 11.53118 2.1.31661 
B.!Il -1.81 11.15 3.02 0.19 -n.15 

I.l!395 0.01358 0.18311 1.21940 0.01315 -n.II6f! 0.810 0.01911 1.90 0.1576f 3.63523 15.01551 
1.86 0.36 9.99 1.93 0.11 -1.20 

rrs 11.96391 -n.5f02.1 -n.OOZZZ 1.51655 -0.51335 O.1963f 0.865 o.olZTO 1.94 0.15919 6.61081 10.96583 
3.88 -5.19 -n.16 1.98 -3.50 1.03 

UH41 0.Z5110 O.IB615 0.19910 0.11111 0.0!!98 D.091 0.05730 1.0B 0.3859B 5.11516 lB.89f!4 
6.11 3.69 13.81 1.81 1.11 0.06 

crs 1.155T5 0.19M9 0.2.1801 0.1Z2.1O 0.15393 -0.38651 Ul 0.O!ll91 1.91 1.38665 1.131B6 5.50616 
9.11 1.63 10.91 4.05 3.33 -1.34 

TFS 5.1T1ZT -n.6f800 0.19511 0.f!58J 0.06638 -0.14454 0.91)3 0.06450 1.81 0.50186 10.69891 10.95039 
f.l1 -f.31 11.6f 4.11 0.81 -n.1T 

8.43135 -n.16184 O.IW 0.3401J9 0.15340 -0.11110 0.313 0.06406 1. 91 0.16831 11.50366 30.34521 
1.88 "5.31 9.!Il 1.55 1. fO "1.55 

5.05041 0.31096 0.12513 0.86513 0.16896 0.01591 0.953 0.05144 1.02 0.01151 3.4f818 11.11065 
6.81 3.62 10.12 5.39 1.89 0.11 

5.19162 -0.18601 O.IWO 0.10016 0.39698 -0.08110 0.819 0.06216 1.11 1.90611 11.11616 19.01669 
3.80 "1.36 f.18 1.49 3.91 "0.35 . 
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APPENDIX V 
Logarithmic Models (CAPital cost) 

Lagrange lIJltipl ier Test.l 
Illrbin ( ) 

C Price Tep Oltllll ~p m w S.u. Wat.lon 11 lA L8 

PPS 5.99935 0.064fT 0.15099 0.598!O 0.11941 0.901JJ D.918 0.04810 1.84 3.29691 14.01906 18.84560 
W O.~ 1.65 3.16 0.80 lUl 

6.94541 -11.4<990 0.06066 0.49T09 O.ZJI58 -0.06910 0.820 0.03668 1.99 0.06725 9. 611~ 13.68191 
5.17 -4.69 7.31 3.65 1.84 -11.36 

3.45224 0.31951 0.05Z511 O. !O135 0.485T0 0.%'143 0.194 0.01309 1.62 7.1904< 7.l8188 18.W31 
1.01 l.Z7 1.11 1.03 3.52 1.65 

U5371 -II.lU~ 0.18173 0.85111 0.1161)1 0.ma8 1).94< 0.04<81 I. 94 0.31199 !.B4TJ0 15.01099 
4.48 -1.18 5.59 6.01 I.IT 6.58 

5.64106 -II.oom 0.154<8 0.31943 0.18917 0.88620 0.956 O.OWO 1.28 1.78681 7.34185 15.805Z6 
3.41 -11.02 3.39 1.89 1.03 11.02 

VES 5.69281 0.14552 0.11418 1.1ml -11.02533 0.16139 0.816 0.08171 1.33 l.55Ml 3.8m4 lU9284 
3.11 0.81 7.53 1.36 -11.11 0.86 

liS tTOI02 0.01005 0.10zn D.TJ110 0.JOOJ5 0.95137 0.924 0.019TT 1.88 6.13026 13.59491 2U3W8 
2.59 0.22 1.62 l.1T 1.63 16.n 

4.51195 0.11946 0.18111 0.JZ511 0.14153 0.16995 0.893 0.05691 !.B4 0.4<098 3.00510 lU6731 
5.00 1.45 10.!! 1.86 1.11 1.49 

CFS 4.96310 0.18095 0.11911 0.43671 0.11185 0.12262 0.936 0.05061 1.76 6.11313 6.96452 8.95616 
6.89 1.45 16.63 1.19 1.22 0.69 

5.19991 0.11019 0.09105 O.5JTJO 0.16236 0.89153 0.936 0.0001 2.09 1.35659 4.11134 18.T19UT 
4.11 0.79 1.63 3.51 1.08 15.16 

6.11645 -11.05448 0.19113 0.19114 0.33906 0.81914 0.914 0.1J.I610 1.98 3.10084 9.015Z8 13.10071 
3.9J -II.U 3.67 1.54 1.70 8.54 

5.3064< 0.39941 0.13119 0.81116 0.15380 0.lU66 0.951 0.05134 1.03 0.09184 3.U591 10.00583 
7.11 4.08 9.11 5.45 1.81 0.83 

6.~4 0.06414 0.11125 0.19516 0.lZJ31 0.52635 0.891 0.04315 1.15 0.15681 7.11118 10.83446 
4.53 0.51 6.17 1.68 1.84 4.64 
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APPENDIX V 
Variable Output Elasticity(RELative fuel prices) 

Lagrange Mlltipl1er Test.! 
Dirbin ( ) 

C lI'ic! Tell> OJt\1lt C3t(l1t Ltep ~ SU. Yatson LI 1.4 1.8 

PPX 8.65831 -0.56836 0.11501 0.39150 O.OllTl 0.1IOOOIl 0.911 0.05313 1.31 1.16T1S 9.94460 11.30524 
11.31 -9.11 9.56 1.10 1.31 U6 

10.94on -0.11616 0.06161 0.18181 -o.OOVZ8 -0.00000 0.813 0.03981 1.56 5.81118 15.02820 22.08600 
22.16 -S.22 6.n 1.00 -4.48 -o.1lS 

8.91161 0.62Z01 0.03252 0.34131 0.01330 -0.00000 0.125 0.08131 1.88 15.71080 13.19908 25.91016 
8.31 1.91 1.54 1.21 1.41 -I.U 

6.63123 -0.03301 O.lsm 0.88269 0.01011 -0.00000 0.883 0.1ISIl64 1.51 5.00160 22.18600 21.51020 
6.19 -0.48 9.86 3.51 1.41 -1.11 

m 10.11362 -0.56241 0.11096 O.l65Of 0.00394 -0.I10000 0.921 0.05335 1.92 0.18208 9.1tI836 23.53916 
11.10 -1.51 10.39 1.66 0.13 -0.33 

'Ill 9.01899 -o.01lSll6 0.14544 0.43759 0.00541 -0.00000 0.195 0.08312 1.46 8.86216 9.41860 18.01368 
18.66 -0.03 6.62 1.65 !.l3 -0.83 

m 11.104Tf -0.54380 -o.OIliIl 0.00010 0.02104 -0.00000 0.8fT 0.Oqt18 2.01 1.33596 10.31'.28 19.59143 
19.63 -11.36 -0.51 0.01 4.46 -1.09 

CIl 1.9003 0.3811lS 0.11958 0.00582 0.00691 0.00000 0.889 0.06482 1.03 14.13168 11.01324 23.21804 
6.11 5.89 11.91 0.02 0.91 0.13 

8.13646 -0.43518 0.19259 0.01999 0.01135 0.00000 0.860 0.01689 1.56 3.13668 1tI.02Of6 23.69391 
9.31 -6.49 10.30 0.09 1.15 0.49 

11.8ZI2T -0.39665 0.13721 -0.04659 0.01146 -0.00000 0.853 0.06611 1.21 6.14664 22.25168 32.09088 
18.14 -5.95 8.60 -0.31 1.21 -3.38 

11.6089J 0.13910 0.15199 -0.33519 0.01146 -0.00000 0.818 0.08435 1. 12 11.29316 23.36928 18.13568 
11.13 1.33 1.93 -w 1.18 -0.11 

III 9.604J9 -0. W!48 0.10110 0.37561 -0.01149 -0.00000 0.838 0.06188 1.20 13.10044 18.00896 25.51120 
22.11 -1.98 5.11 3.04 -1.23 -1.ZJ 
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APPENDIX V 
Variable Output Elasticity(RELative fuel prices) 

l.lq~e ~Itiplier Test.\ 
nJrbin ( ) 

C Price Tell' MM caiOlt L£ep Alll 11 S.u. Yat.\on Lt LI 1.8 

PP:! 1.1811Jl -0.511H 0.11091 0.3631)9 0.01199 0.06Ul -0.16555 0.910 0.05361 1.60 O.mOl 6.69l06 19.90365 
6.91 -6.65 9.Tl 1.55 I.n 0.83 -1.111 

1.61315 -o.ll918 0.0643~ 0.13028 -o.OOOZZ 0.ZT528 0.00651 0.835 0.03T93 1.93 0.06119 11.903TT IT.6510l 
4.54 -2.90 6.9~ 1.3T -3.35 l.99 0.03 

IllX /.94119 0./6/00 0.~1/ 0.1/198 0.01010 0.61126 -0.69166 0.665 0.1J5l6Z 1.09 o.moo 1. 69U8 9.ZTT83 
3.13 4.31 1.12 0.95 l.lO 6.13 -5.16 

5.16510 -0.03190 0.16985 0.91045 0.00168 0.0604l -o.3S!?/ 0.699 0.05619 1.68 l.ll1l5 18.61129 15.4OO1J~ 

6.13 -0.63 10.91 3.16 l.39 0.96 -/.12 

!IX 9.60643 -0.53934 0.l3969 0.16038 0.D031I4 0.01594 0.03309 0.915 0.05486 1.00 0.01668 10.58310 lU~1"A 

8.13 -5.31 . 8.91 1.53 0.19 0.30 0.15 

VEX 6.96844 -O.Olln 0.l6l00 0.36318 0.DOTl6 0.l931X1 -D. ~ID06 0.831 O.01Tll 1. 99 O.I23n 3.62210 15.1193l 
8.11 -0.09 6.19 1.11 1.88 1.19 -1.15 

m 18.06545 -0.13036 -o.W614 -0.01915 0.02185 -0.14354 0.41112 0.660 O.Oln90 UI 0.591T1 3.19631 6./9610 
10.13 -8.85 -o.n -0.11 3.51 -1.80 1.~9 

ox I. 83019 0.33601 0.11289 0.12306 O.WIll 0./1613 -0.12816 0.915 0.~1 1.86 0.55919 5.05S\6 10.36166 
3.99 1.03 15.10 0.94 0.11 4.l4 -1.10 

TI'X 1.31103 -0.3TTDZ 0.19!TI 0.05060 O.Olllll 0.11590 0.0367l O.MO 0.D1"..8n 1.85 1.11164 19.196l9 /6.13101 
5.31 -4,66 9.99 0.12 1.8l l.12 0.18 

6.11600 -0.16164 0.l5101 -0.01168 0.01136 0.12~61 -0.36123 0.050 0.06356 1.94 l.l5693 23.23913 26.6H11 
6.4l -4.99 9.61 -0.10 1.30 1.9J -1.03 

6.11851 0.418l3 0.llIll1 -0.l4l19 0.W861 0.m1O -0.19531 0.9l5 O.O1l83 1.90 O. 618~1 11.59109 10.26136 
4.34 1.93 8.28 -1. III UO 4.10 -0.91 

lEX 1.95214 -0.39819 0.0958Z 0.36518 -0.00563 0.13569 0.43941 0.665 0.05516 1.16 1.21191 15.01510 11.31360 
6.99 -4.21 6.86 3.16 -0.5\ 1.41 1.51 
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APPENDIX V 
Variable Output Elasticity(RELative fuel prices) 

L::.'"""Dl-

Lagrl!lge ~I tipl ier Tests 
Ilirbin (- ) 

C Price Te:IP Millt C3j(\1t LJ:ep !R4 J1 S.u. vatson Ll LI 1.8 

PPX 6.M005 0.00166 0.15010 0.33316 0.1J0553 0.13410 0.88519 0.919 0.01913 1. 91 1.83180 13.30834 IT.66119 
3.69 0.01 . 1.10 2.19 1.11 0.83 9.91 

8.~ -0.11014 0.06%1 0.lT963 -0.00011 0.11054 -o.1Sl63 0.813 0.031or 1.~ 1.09191 9. TlTIIl 14.88919 
6.13 -3.16 8.58 1.84 -3.14 1.96 -1.31 

5.6308~ 0.31180 o.ol99r 0.14268 0.01364 0.38114 0.511TT 0.815 0.OT031 1.68 9.35180 10.lT618 18.1!!!1 
3.19 1.41 1.18 O.T! 1. 11 1.15 3.19 

4.TJ101 -0.01450 0.16500 0.90181 0.Il0150 0.1596Z O.TOTTI 0.911 0.04269 1.11 3.68266 4.41601 9.81T89 
3.98 -0.15 5.10 t93 0.43 1.59 5.66 

4.9T532 0.01T13 O.lTTll 0.08980 -0.00015 0.13159 0.9011T 0.9% 0.04561 1.18 4.15111 9.189011 15.10391 
1.41 0.11 3.11 1.13 -0.11 1.68 10.10 

VII 8.63~ 0.11699 0.11990 0.33429 0.0~1 0.~91T 0.13660 0.811 0.081!3 2.58 5.1TilO 9.19510 16.13989 
6.19 0.64 5.14 1.81 1.11 O.SO 1.14 

m 8.89651 0.06103 0.~956 0.13019 0.01110 0.1:1166 0.91:113 0.942 0.01664 1.81 1.81804 11.llfPl 14.59538 
4.19 0.83 1.11 1.51 3.38 0.90 19.61 

5.11899 0.33536 0.12811 0.18451 0.0051T 0.1906Z 0.11359 0.919 0.05385 Ul 1.81ISO 8.18661 1l.19421 
1.01 4. 96 13.91 0.11 0.86 3.13 0.66 

TIl 4.35498 0.11155 0.13119 0.31835 0.00035 0.31160 0.80908 0.919 0.~61 1.00 1.83330 1.30605 11.11631 
3.16 0.80 1.10 1.35 0.08 1.1T 9.10 

6.~ -o.~6 0.103Z1 -0.09180 0.00918 0.38509 0.86931 0.133 0.Om9 1.01 3.3TTZ3 10.195:11 13.11186 
!.TT -0.11 3.96 -0.99 3.18 3.18 9.60 

4.81583 0.T!OT8 0.13901 0.OT811 0.00593 0.43111 0.14318 0.915 O.OM09 1.~ 0.11990 1.815% 15.1T8~ 

1.81 4.99 6.14 O.il 1.11 3.TT 1.10 

III 1.60016 -o.lI98~ 0.11506 0.13988 0.00118 0.11311 0.C661 0.895 0.01118 l.or 0.13969 1.10015 15.61160 
5.15 -1.11 6.01 U5 0.10 1.83 3.14 
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APPENDIX V 
Variable Output Elasticity(RELative fuel prices) 

Lagr:mge IIJltiplier Tell! 
illroin ( ) 

C Price Tell! ()jtllll C.1iXlll LJ:ep 11 S.U. lIal!on Lt 14 L8 

PPX 0.6OJZ' -n.6BZ5T O.llZli 0.25310 O.OmT 0.OTT91 0.910 0.05746 1.02 0.01308 0.32160 19.66104 
6.10 -6.56 0.60 0.9& 1.99 0.16 

0.39158 -n.304lf 0.06031 0.33516 -0.00012 0.1&930 0.85/ 0.03551 I.Ol O.WTl 9.19156 lUll80 
6.32 -4.03 T.III 1.18 -1.!l 1.33 

UI015 0.11514 0.03l!f 0.32368 0.00424 0.39608 0.755 0.01680 1.19 IT.80156 11.34T13 ZZ.44968 
1.51 3.62 1.59 1.14 0.42 1.81 

T.1609f -n.mZ8 0.15459 0.0189f 0.lJI)Jl0 O.Olm 0.819 0.05951 1.99 0.16008 ZZ.I3!3Z 16.80140 
1.98 -1.33 8.13 2.115 0.46 0.31 

!IX 8.14199 -n.54032 0.11111 0.51633 -0.1JI)f12 0.03681 0.916 0.04593 1.63 LT3940 1.59f5Z 18.1091& 
8.35 -8.03 8.11 3.9' -U8 0.55 

6.mDf O.ZZ060 O.l53Of 0.41281 0.00615 0.16852 o.m 0.08133 1.51 5.01Tf& 9.T2684 15.11910 
Ul 1.91 &.0' 1.38 1.31 1.90 

m 13.3J2n5 -n.59190 -n.oosa, 0.01881 0.02116 -n.0183' 0.811 0.04300 1.1& 1.52188 0.Tl351 IT.0395Z 
1.1& -6.85 -n.51 0.01 1.15 -n.4.l 

LIl "1~1 0.14031 0.1f351 0.38013 -0.00011 0.16443 0.89f 0.05623 1.16 0.95381 1.00420 16.9109& 
W 3.10 11.3& LTl -n.Ol 1.13 

4.53418 0.188Zf 0.10111 0.11191 0.00011 0.10&99 0.934 0.01985 1.63 5.0f31& I.Ol11O 10.9503& 
5.91 1.84 15.18 2.43 0.08 3.95 

&.03103 -n.&11l8 0.1&962 0.56941 0.00938 0.01053 0.901 0.06251 1.14 1.83988 1&.38001 lU;431 
1.13 -&.11 10.31 3.31 1.69 1.01 

8.93ZOZ -n.144f3 0.11151 0.10m 0.01501 0.160Z5 0.830 0.06995 2.41 1.0mo 1&.03936' 30.31580 
1.81 -3.9& 6.Ol 0.9' 20'3 1.80 

5.66010 O.JZ!IJO 0.05780 0.06&91 -n.00065 0.15353 0.941 0.05560 1.&1 LTOI61 5.29060 11.80304 
1.12 3.10 1.12 Ul -n.21 1. 16 

!JI 3.8400& -n.090I9 0.10306 0.5ZJ35 -n.0138f O.Il1T9 0.061 0.06214 1.66 1.8&116 10.10180 21.13556 
2.80 -0.88 5.25 2.16 -U8 '-91 
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APPENDIX V 
Variable Output Elasticity(RELative fuel prices) 

Lagr:nge 1I11tiplier TelU 
Ilirbin (----) 

C Price Tell' MM C1!'01t LJ:ep ARI )l S.u. l/aUon U L4 1.8 

PPX 8.50\192 -iI.66Ol2 0.11353 0.211TS 0.01260 0.0954f -iI.03909 0.904 0.05909 1.91 0.211l98 8.15304 19.98633 
5.10 -5.19 f.82 0.80 1.95 0.18 -iI.18 

8.69JT5 -iI.39419 0.05919 O.JJ9T5 -iI.1III012 0.11400 0.1la:J02 o.m 0.03650 1.93 o.oom 9.01%5 IT.09198 
5.1l "3.89 6.89 2.19 "!.6f 0.95 0.38 

DOJOI 0.21664 0.06048 0.011180 0.01259 0.63924 -iI.68108 0.653 0.06004 2.04 0.63119 !.24!l6 10.09\16 
2.99 4.53 4,43 0.01 2.OT 8.14 -5.l2 

6.95484 -iI.J5lJ3 0.15650 0.81l5Z9 0.004!l 0.0!lZ5 "0.01611 0.665 0.05919 1.94 0.05014 22.11333 28.11518 
f.I3 "2.20 f.18 2.TT 0.55 0.55 1)./3 

8.211J1)0 -iI.5ZZ58 0.10265 0.61921 1).OIOTI O.01If05 0.31181 0.948 0.045!T 2.16 0.58360 f.1U96 IH6381 
f.93 -5.98 f.65 1.55 "1.82 0.11 I. 10 

Vll 5.29OOT 0.11563 0.15891 0.56119 0.1JI)6!T 0./3T! 0 -iI.1IlO55 0.816 0.08190 1.90 0.mS3 3.53344 11.11021 
3.93 I.TT 1.12 1.90 1.68 3.01 "2.21 

m luml -iI.12919 -iI.1J0483 1).Ila:J99 0.02112 1).l2196 0.41313 0.819 0.04104 1.16 0.9TT65 3.82968 5.1483f 
10.19 "8.64 -iI.48 1).38 HI "2.60 2.CJl 

Lll 3.15362 0.m43 0.16619 0.53239 1).011/32 0.1148T 0.132!T 0.9OT 0.05395 1.12 0.1IlT08 2.15821) 16.69511 
3.12 2.11 10.95 2.21 -iI.48 2.30 0.69 

1.39113 0.11615 0.11126 0.150\23 1).011121 0.19136 -iI.3CJl44 0.9l2 0.01193 2.00 1.9",,119 2.03412 5.2m2 
1.08 3.31 11.33 3.2Q 1).10 4.33 "2.05 

TFX 5.71644 -iI.62066 0.11393 0.51941 0.01004 0.06843 1).26339 0.915 0.06136 1.11 1.83924 14.93l23 26. CJl191 
8.05 "f.56 IUS 1.00 2.04 1.32 "1.16 

8.41652 -iI.39446 0.14193 0.18059 0.01044 0.19151 -iI.39134 0.863 0.0607T 1.95 0.69294 20.60941 29.CJl111l 
9.13 "4.96 9.01 1.3f 2.31 2.53 "2.33 

1.15518 0.44195 0.03301 1.03911 1).00609 -iI.02648 0.CJlO93 0.953 0.05332 1.64 2.52080 S.516OO 11.65963 
8.56 3.35 I. IT uz "1.88 -iI.31 3.44 . 

!IX 5.09115 0.01601 0.06T1T 0.65981 1).00460 0.15616 O.lIICJl O.SOT 0.01998 2.54 1I.6ZlOS 13.65650 23.06861 
3.10 0.10 5.2Q 5. IT 1).19 2.10 6.30 
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APPENDIX V 
Variable output Elasticity(RELative fuel prices) 

Lagrllltf lIlltiplier Testl 
IllrDin ( --) 

C Price Te!lP OJtJllt !:alilJt LJ:ep m 11 s.u, l'atson 11 L! La 

PPX 6.41811 O.O~ 0.14193 0.52660 0.002J~ 0.10036 0.89113 0.911 0.04911 I. 18 UT~8 14.l&S44 18.15550 
3.JI 0.31 1.59 1.05 0.10 0.61 13.13 

9.01914 ;),39!Z6 0,05961 0,30660 ;),00II15 0.1Z98~ ;),mJ5 0.811 0.03665 1.91 0.lI198 9.99188 11.90160 
6,13 -4.15 8.41 /,03 -/,15 1.01 -1.36 

5.811ll 0,3181lT 0.0552T 0.06856 0,0153~ 0.39Wl 0,56149 0,810 0.01111 1,59 8,31)631 9,30586 18.53539 
/.10 I,ll 1.19 0,/5 1.10 z.r5 3.J9 

4,65611 ;).13193 0,16119 0.91103 ;),00181 0,11665 0.16114 0,945 0,0!zZ5 1,91 0,16086 1,09390 1I,3JWI 
3,36 -1.16 W 4,90 ;).11 1.60 6.91 

4,88980 ;) .00314 0,15635 0,41452 ;).00619 0.J1I88 0.868T6 0.960 0,03914 1.11 /.45011 1.59884 13 .86311 
1.91 ;).08 3,19 3.34 -1.63 1.J3 9,90 

V!l 1,33913 0.31143 0.14986 0,14453 0.00511 0.10346 0.13511 0.191 0.08111 1.52 3.80113 6.11961 14.61)956 
4.Z4 1.93 4.65 1.18 1.10 0.88 1./1 

FIX 8,01143 0.00163 0.06054 0.38415 0.0U158 0.11511 0,94151 0.931 0.01898 I. 10 8,13514 19.71969 16,40096 
3.38 0,03 1.19 1.11 1.11 0.89 15,15 

!.EX 3,91558 0,11989 O,mM 0,45036 -0,00105 0.16143 0.18189 0.904 0,0549~ 1,19 Q.59Jn I. 96140 13,08419 
3,61 1.91 9,41 1.98 ;).13 1,11 0,98 

4,59998 0,11411 0,/1395 0.46084 0.00II11 0,16803 0.01033 0,9!Z 0.0439T 1,11 6.11156 6.93511 8,41400 
5.95 I.)~ 15,43 /,51 0.01 3.14 0,11 

5,52846 0,08096 0.09163 0.53816 0,00119 0,1)811 0.88583 0,940 0.04341 /,01 1.)6110 5.13689 11. m85 
4.36 0.56 1.63 3.lI 0.51 0.93 14.JI 

6,IZJZI ;).09819 0.18641 O,O/ITT 0.00834 0.J4399 0.8~3 0.931 0.0~159 /.01 1.61160 9.095ml 16.43416 
4.66 ;).86 3,11 0.18 1.85 3.13 8.53 

6.01856 0,43519 0.01043 0.83611 O.OOOZT O.IITTZ 0.Z055.J 0.954 0.05410 1.83 0.89818 3.13845 10.43818 
1,00 3,86 3,00 4.01 0.09 1.10 1.10 

III 6.ITTZ3 0.04311 0.10360 0.38OZl ;). 003Z5 0./3463 M5119 0.908 O.OI14S 1.9) 0.JU93 5.46815 11.61856 
4.14 0.46 5.J8 l.n ;).43 1.11 3.86 
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APPENDIX V 
Variable OUtput Elasticity(CAPital cost) 

Lagr.mge ltiltipller Tests 
IlirDln ( ) 

C Price Te!p MM CdiOJl LJ:ep Jr S.u. Watson 11 14 1.8 

PPX 0.91338 -0.31954 0.11183 0.60221 i.OO91\ 0.41152 0.844 0.01561 2.11 0.BlTB8 10.51931 30.11580 
1.02 -1.30 1.20 1.1\ -1.08 4.54 

III 4.10188 i.16939 0.06968 0.19501 -8.951Jr05 0.455T\ 0.809 0.01029 2.11 0.1533Z 1.10452 13.82811 
4.30 -1.44 1.65 1.13 -1.11 4.25 

IllX 1.11601 0.15929 0.01T19 0.514Z5 i.OOZZZ o.68T16 0.696 0.0854.J 1.19 13.96Z5Z 20.62910 23.10688 
1.05 0.91 0.80 1.98 i.ZZ 1.36 

1.60010 i.OI411 0.16393 0.11191 0.00862 0.01Z23 0.819 0.05968 1.54 5.60118 14.13110 11.981180 
4.11 i.23 10.31 1.81 0.91 0.51 

III 3._ i.ZT398 0.12541 0.49429 i.01030 0.34930 0.861 0.01201 1.10 1.05116 ZZ.33108 30.16011 
3.11 -1.85 1.02 1.51 -1.13 t03 

VII 1.T10Z3 i.01TT! 0.14984 0.31605 O.OO".JI\ 0.11153 0.802 0.08231 1.1\ 1.51516 8.16628 11.11110 
1.01 i.ZZ 1.80 1.61 1.11 1.38 

FTX 1.13981 i.06880 i.OOI\I 0.13141 0.005T! 0.115% 0.103 0.06555 3.01 11.82311 31.11104 33.13120 
1.63 i.5I! i.n 0.64 0.61 5.U 

1.13153 i.09UZ 0.14352 i.6Z331 0.01103 0.1~ 0.839 0.01801 1.12 6.331120 16.96606 16.101128 
1.Z8 i.58 . 11.05 -1.% 1.65 1.00 

TI'X 5.4652T i.51598 O. ZZ095 i .1!258\ 0.01115 0.16901 0.810 0.08013 1.18 1.14416 18.1lJ80 14.11188 
U9 -w 11.16 -1. 11 l.n 3.69 

5.56809 i .19139 0.14331 i.11T93 0.01510 U1TO 0.11\ 0.08449 1.36 3.53131 )0.93011 34.08816 
5.35 -1.86 1.01 i.53 1.94 1.31 

5.00863 0.10882 0.14911 i.139T4 0.0085T 0.63331 0.839 0.09680 1.14 1.10510 8.15001 11.86114 
I.C8 0.61 6.29 -1. 65 1.% 4.91 

III 1.15966 i.l6313 0.11682 0.1S391 i.03196 0.41131 o.B58 0.06364 1.80 11.39100 13.T161O 31.81068 
3.1l -4.13 1.63 1.20 -1.91 6.19 
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APPENDIX V 
Variable Output Elasticity(CAPital cost) 

Lagrange Mlltiplier Tesl! 
Ilirbin ( ) 

C Price Tf!!!!! (lJtrut C1@!t JJ:ep AAI II S.u. l'al!on Ll LI l.8 

PI'X 0.19815 -o.J1J62 0.11618 0.48TJ9 -0.0[[61 O.55Jll -o.2OllZ 0.839 0.OT661 I.!I 0.llll1 11.6Z390 18.99%1 
0.58 -1.65 6.ll 2.25 -1.41 5.11 -0.91 

4.l9149 -0.16856 0.OTll9 0.19626 -6.81TD-05 0.41895 -0.14109 0.810 0.01OT! I. 96 0.18891 8.llS61 I Ul'.Al5 
3.83 -1.49 T.% UI -0.91 4.29 -o.n 

0.11314 0.1ll65 0.04Z51 O.JZOO1 0.003l0 0.86453 -0.61161 0.191 O.OTZTI I.OT 1.18m T.61966 20.01819 
0.25 1.03 I.IT I. T6 0.!Xl 13.33 -4.16 

4,68lS1 -0.111111 0.1T062 1.03065 -0.00034 O. OT293 -0. !a5OO 0.903 0.05496 1.65 1.1160Z 16.30841 14.22516 
4.26 -I. !Xl 11.51 4.56 -0.05 UT -1.98 

m 6.63964 -0.01483 0.10416 O.TIJ54Z -o.Oll88 0.06110 O. T!68IJ 0.901 0.06252 UT 6.14351 11.1ll56 14.81lTZf 
4.83 -0.15 UT 5.01 -l.4T 0.11 5.48 

VIl 6.63429 -o.OS042 0.16Z01 0.35945 0.00618 0.10551 -o.4ZZ53 0.838 0.01618 1.00 0.116T! 3.30f36 15.19181 
6.42 -0.$ 9.44 6.01 I. 18 1.60 -1.55 

rrx 0.33068 -0.00038 0.00439 0.1631T o.oom 0.90481 -0.82611 0.864 0.04358 1.15 1.33l3T ll.%iZf 25.6lT51 
0.60 -0.01 0.54 1.14 0.6T 11.10 -T.IO 

8.01906 0.00310 0.11862 -o.1Z8f6 0.011111 0.(11)58 0.56113 O.IlTI O.OTIOO 1.51 8.31891 14.Zff4l 16.42465 
U) 0.02 ll.61 -0.54 l.1II I. 91 3.63 

TFX 5.12649 -o.54T31 0.ZZf15 -0.411% O.OIT62 0.30114 -0.205f1 O.BSI 0.08116 1.64 3.30630 11.3&519 Z9.34S43 
4.05 -4.T0 ll.30 -1.94 1.14 3.90 -1.05 

5.lll84 -0.16101 0.155ZZ -0.05303 0.00996 0.11606 -0.19991 0.164 0.01981 1.81 l.53925 30.01900 33.89911 
5.39 -1.15 1.60 -o.lO 1.% UI -1.$ 

H3431 0.09111 0.14834 -0.13195 o.com 0.6Tl0l -0.20048 0.842 0.09802 I. 96 0.81318 8.61198 IUII49 
l.1lT 0.63 5.81 -1.64 l.T! 5.Zf -0.91 

!lI 1.18911 -o.S06T! 0.1%62 O.lllTll -O.03m 0.S0806 -o.58ISO 0.889 0.05%1 I. II I.ZlI63 11.139J3 26.33183 
4.59 -6.52 10.1lT 2.11 -4.Zf 10.08 -l.11 
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APPENDIX V 
Variable Output Elasticity(CAPital cost) 

LaQaJlgf !\)Itipl ier Tesu 
IllrDin ( -------) 

C Price Te;p OJtM carOlt LCep !RI W s.n Wauon IJ U L8 

PPX &.12181 -0.08311 0.13802 0.29383 0.1lOJ93 O.B060 0.860&8 0.9zt1 0.04M9 1.8& 2.3401J 12.069&8 11.01511 
3.&3 -U.11 2.59 1.83 0.11 0.88 8.6& 

5.&4011 -0.1100& O.OTOJO 0.26011 -8.8B01>-05 0.31221 O.IIZZl 0.811 O.OJ8ZJ 2.21 1.Z1J21 10.31010 11.62381 
UI -1.99 6.n 2.32 -1.12 2.52 0.61 

T.14OO1l -0.01848 0.15588 0.02183 0.02161 0.21185 0.911&8 0.819 0.069&8 2.35 11.3261l2 13.16299 25.31683 
3.8& -U.l1 1.80 0.12 3.11 1.62 10.00 

3.81861 -o.1I1Ol 0.16143 0.94381 -o.1lOJ99 0.190Z0 0.13&16 0.911 0.01166 2.33 3.82500 3.11831 8.00216 
2.811 -1.25 5.02 5.38 -U.53 1.81 6.11 

5.01110 -o.11i049 0.15333 0.08393 -o.1lOJ61 0.39213 0.88219 0.952 0.01/811 1.19 2.11519 9.83W8 1&.OT991 
2.15 -1.01 3.09 1.11 -o.B6 Z.&8 9.99 

I'll 8.1zt1ZZ 0.01316 0.11391 0.1/161 0.00511 0.01861 0.ZZOZ6 0.809 0.08158 Z.S6 1.82652 8.916111 16.60913 
5.16 O.:W 5.11 3.98 1.15 O.W 1.15 

m 11.28309 -0.13951 0.031OT 0.21530 0.01012 -U.08ll94 0.908811 0.919 0.02191 1.11 8.95116 13.45316 ztI.99135 
5.82 -2.38 0.91 2.81 3.Z8 -0.19 18.81 

5.611J9 -0.11&80 0.2568l1 -0.06181 0.00&31 0.22911 0.61850 0.909 0.06111 2.31 2.ZOJ85 9.39298 19.13566 
3.811 -1.21 5.98 -0.21 1.06 1.96 4.10 

1I'X 5.61552 -0.19833 0.11505 0.19HB 0.IlOJB6 0.1&391 0.13081 0.935 0.11"..016 1.93 1.18552 3.618BB IT.1Ol31 
1.23 -1.85 3.51 1.21 0.B6 1.21 8.01 

1.16621 -0.11569 0.16562 -U.IT5OT 0.00961 0.326ZJ 0.1lOJ31 0.935 O.OWIS 2.18 3.59611 9.66191 11.01831 
5.08 -1.35 3.92 -1.60 3.3Il 2.93 8.23 

1.81839 0.02588 0.11351 0.08203 0.00118 0.15&31 0.62611 0.869 0.09136 2.22 I.I5ZztI 3.981111 8.85089 
0.11 0.15 2.65 0.53 0.21 4.65 3.56 

III 6.5521B -0.21381 0.11159 0.1I8l1Z -U.OOT23 0.23m 0.56016 0.909 0.01121 2.11 2.18839 1.!0581 16.08511 
4,61 -2.21 5.39 1.11 -1.02 2.01 6.69 
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APPENDIX V 
Variable Output Elasticity(CAPital cost) 

Lagr:mge III I tipl ier TesU 
nJrDin (- ) 

C Price Tell) nrtf\ll CaiOll LCep II S.u, YaUon Lt U LB 

PP:! 4.::890Z ~.W944 O.I15Tl -0.5T543 0.00639 0.58549 0.831 0.011156 1.2.1 1.5aT1l4 21.24191 15.,ZlI80 
1.31 -2.10 1.13 -1.89 0.61 6.TT 

6.09153 ~.1T261 0.0655Z ~.19641 ~.OOOI4 0.41251 0.111 O.O!OlJ3 1.19 1.24160 3.53412 1.12111 
4.21 -1.52 W -1.11 -1.63 1.66 

1.52132 0.11833 0.03561 0.26461 ~.00099 0.18154 0.665 0.08913 1.80 13.11412 ZlI.96144 26.191Zl1 
o.n 0.64 !.!3 0.13 ~.08 1.51 

1. 63611 ~.01695 0.19Z05 O.ZT%1 0.00630 0.10545 0.861 0.06319 2.15 1.38:i1l4 10.55452 26.4a456 
5.31 ~.55 13.40 1.59 0.53 1.52 

III 1.02.115 ~.18114 O.I:i1lTO 0.85180 -0.OZll28 0.13636 0.8ZlI O.083TT 1.58 3.60ZlIO 32.21052 31.41244 
0.89 ~.TT 1.86 2.33 -1.85 4.31 

VII 1.15911 ~.I990Z 0.11344 1.55U6 0.003Z9 0.01524 0.826 O.011ZT 2.13 1.69511 10.29696 19.:iIl464 
1.81 -1.54 9.81 5.12 0.13 0.28 

FIX ~. 91188 ~. 065:ill 0.00044 1.944l2 ~.00481 0.32213 o.m 0.05139 2.11 1.15618 ZT.06144 29.61080 
~.65 -0.54 0.03 3.30 -0.63 I. TT 

1.50333 0.33633 0.11955 0.83121 0.110131 0.1I54l9 0.161 0.06392 1.60 2.11064 3.90060 21. 51244 
4.39 2.82 12.% 4.54 0.24 0.61 

crx 4.12153 . 0.19839 0.21558 0.81410 ~.0034f 0.01841 0.918 0.05581 2.52 3.81101 1.02980 11.21801 
5.80 1.12 16.98 5.80 ~.G6 1.38 

T!1 5.4933. ~.41951 0.Z1158 ~.3560Z 0.01303 0.26011 0.859 0.Om6 2.44 2.8%92 ZlI.04536 22.361611 
5.39 -4.29 11.98 -2.55 1.92 3.10 

1.521611 ~.31533 0.14459 -O.IOU! 0.01Tl3 0.33993 0.8110 0.01116 2.69 10.85284 30.0%20 32.13Zl11 
6.03 -1.T4 1.15 -1.11 2.51 4.21 

4.30595 0.15355 0.IITI5 1.20152 ~. 00348 0.16043 0.915 0.0565fi 1.58 2.66392 6.43480 12.056611 
5.16 1.69 1.95 8.40 -1.04 1.31 

3.03996 ~.38111 0.13841 0.16353 -0.01560 0.44804 0.1156 0.06516 2.16 10.10056 15.8m6 30.903Zl1 
3.T9 -1.19 9.J6 1.11 -1.SS 5.46 
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AFPElIDIX V 
Variable Output Elasticity(CAFltal cost) 

La!rl!lle lllllipller TellS 
nJrDin ( ) 

C Price TIlIlp MM CJFOll ~p AI!! 11 S.u. liaISon LI L4 1.8 

PPX 3.754JZ -0.39990 0.13100 -0.:;0134 O.OO2IT 0.63995 -0.22816 0.836 o.omo 1.98 0.10ll8 18.1413T 14.!9T15 
1.08 -1.93 6.15 -1.91 0.13 T.62 -1.03 

5.58060 -o.m19 0.06615 -0.18853 -0.00012 0.51141 -0.18566 0.810 0.01ll66 1.93 0.2181T 3.96053 10.5116T 
3.62 -2.64 T.IO -2.16 -1.13 4.68 -0.95 

0.19990 0.04196 0.05612 O.02IOT 0.00604 0.91692 -o.603T8 0.169 O.OmT I. 93 1.13263 5.90415 16.TIIl63 
O.ID 0.41 3.41 0.0<) 0.T3 15.59 -4./4 

II!I 6.9!T10 -0.10392 0.19921 0.19181 0.00155 O.II93T -o.II66T 0.8TO 0.06355 1.82 0.68991 10.05119 16.5981T 
5.03 -o.T8 12.88 1.82 0.39 2.11 -1.11 

III 6.91361 0.35999 O.mTl I.UTI4 -o.OUT2 -o.CZ586 0.T9919 0.86T 0.OT198 2.95 19.T9"..85 15.81082 31.11191 
3.31 1.55 10.68 2.65 -1.19 -0.26 6.69 

VEX !.J0!90 -0.28186 0.18560 1.62183 0.00114 0.08T50 -o.nm 0.8&1 0.OT1I9 1.99 0.39628 U8m IT.87686 
1.15 -3.06 12.19 T.56 0.:;0 1.11 -1.95 

m 0.06204 -0.01358 0.OOT3T 0.35338 -0.00211 0.85191 -0.181118 0.853 0.Ol51T 1.66 1.13131 16.16588 15.63139 
0.08 -0.35 0.88 0.93 -0.51 T.38 -6.11 

Lll 4.T6628 0.19114 O. !T118 0.81116 0.00098 0.01919 0.10'..aJ 0.800 0.06113 1.16 0.59623 3. 628T6 10.52629 
4.31 1.13 11.96 4.03 0.18 0.23 1.10 

4.16165 0.1TI91 0.11016 0.91935 -0.00619 0.08529 -o.313r1 0.916 0.05391 1.00 1.83501 1.99645 5.81311 
6.64 1.11 18.08 T.69 -1.19 I.U -1.86 

U1910 -0.58916 0.Z2Z2T -o.Jrl6IJ 0.01062 0.31085 -o.Jl11l1 0.868 O.OT614 1.56 4.1)064 18.ml! 19.00914 
5.IT -5.15 11.18 -J.22 I.T9 W -I. T3 

6.9T1IZI -0.31906 0.16584 -o.3TT1O 0.01146 0.36T1\ -0.:;0664 0.841 O.0653T 1.83 I. 81104 13. T6114 18.99198 
8.13 -us 11.34 -4.:;0 1.54 6.3T -3.31 

5.5TIIJ3 0.18111 0.IOT69 1.58988 -0.0014T -0.01lJ31 0.55186 0.952 0.05389 I. T9 l.11m 5.1B018 IJ.51T5O 
4.68 1.31 9.86 8.92 -2.03 -0.41 3.35 

1.51510 -0.5109f 0.15519 0.om4 -o.01TT1 0.518T3 -o.586T9 0.884 0.05500 1.81 4.!8965 18.91144 14.59510 
5.14 -4.18 12.92 0.53 -4.15 9.fJ -J.84 
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APPENDIX V 
Variable Output Elasticity(CAPital cost} 

t.agr:mge Itltipl ier Tests 
Illrbin ( -) 

C Price Tell! Ol\f\!\ CJjOJ\ LJ:ep All4 11 S.u. lIatson 11 U La 

PPX 6.1i2C88 -0.05411 0.14041 0.%195 0.00116 0.09r05 0.88059 0.916 0.04994 1.15 3.315T2 13.14<164 lU438T 
3.36 -0.35 2.43 1.26 0.31 0.59 8.90 

5.%241 -o.1TI56 0.06442 -0.14lT1 -9.14TJ)-05 0.50514 0.05018 0.183 0.04099 2.20 O.6IJUIO 3.93343 11. 93432 
3.36 -2.31 6.2T -1.31 -0.95 4.39 0.24 

6.86111 -o.005T8 0.15590 0.06409 O.omo 0.2S4<l4 0.90110 0.818 0.06913 2.36 11.49595 13.42091 24.54923 
3.28 -0.03 1.82 0.25 2.12 1.65 9.64 

U639T 0.05094 0.18251 0.94140 -0.00381 0.21294 0.83594 o.m o.omo 1.81 0.92891 2.29136 11.11TI<1 
2.19 0.52 4.12 4.41 -o.n 1. 96 9.51 

4.T 4lS4 -0. 00929 O.l6TJl 0.42IJ09 -0.00695 0.32508 0.88309 0.961 0.03900 2.19 3.32816 8.39930 ll.86569 
2.91 -0.10 3.£6 2.62 -I.n 2.ll 11.38 

3.40232 -o.14ZZ9 0.16.198 1.511804 O.OOllO -0.Om4 0.14316 0.825 0.08111 2.61 5.2J091 T.l6229 15.50066 
2.01 -0.98 1.39 4.85 0.89 -0.19 0.15 

rrx 9.20092 -o.lll25 0.04309 0.41n1 0.80569 0.036TT 0.92811 0.931 0.02T59 1. 61 8.53906 14.88838 11.76.134 
3.91 -1. 6.1 1.01 1.31 1.62 0.21 14.34 

IJl 4.2J859 0.19915 0.18111 O. T1Z55 -6.15TJ)-OS 0.09018 0.16100 0.883 0.06OH 1.71 1.1%14 2.58329 16.29201 
3.19 1.56 9.1<1 3.55 -0.01 0.92 1.1<1 

1.55164 0.14454 0.Z2J511 0.82S4<l -0.00311 0.01612 0.1402J 0.930 0.05314 2.65 4.82562 6.51122 1.18420 
5.69 1.40 14.98 4.19 -0.60 LOS O.TT 

6.04593 -0.13126 0.09562 0.3T550 0.00393 0.09931 0.85191 0.938 0.04925 1. 92 1.14324 5.13862 23.26910 
1.60 -1.10 I.TJ 1. 11 1.01 0.61 11.11 

I. 05665 -0.00506 0.1Tl511 -0.01984 0.00829 0.33053 0.81500 0.932 0.04169 2.11 2.92811 10.1<1950 15.16m 
4.62 -0.81 3.10 -0.43 2.TT 2.85 1.)4 

4.45161 0.18m 0.12149 1.21924 -0.00318 0.15495 0.19195 0.945 0.05943 1.60 2.16922 5.10354 14.2OT98 
4.50 1.65 1.03 1.01 -0.93 1.43 0.95 

III 6.82230 -0.18495 0.12632 0.12821 -0.00495 0.1n2! 0.5m5 0.902 O.OlZTO 2.% 2.90118 8.m 20.46352 
4.T4 -1.43 6.20 o.n -0.65 1.81 5.88 
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