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[CREDIT] SCORING: PREDICTING, UNDERSTANDING AND EXPLAINING CONSUMER 

BEHAVIOUR 

By 

ROBERT HAMILTON 

ABSTRACT 

Th1s thesis stems from my research mto the broad area of (credit) sconng and the 

pred1ctmg, understandmg and explainmg of consumer behaviour. This research statted at 

the Univers1ty of Edmburgh on an ESRC funded project m 1988. 

This work, wh1ch is being subm1tted as the pat11al fulfilment of the requirements for the 

award of Doctor of Philosophy of Loughborough Umvers1ty, cons1sts of an introductory 

chapter and a selection of papers publtshed 1991 - 2001 (mclusive). The papers address 

some of the key 1ssues and areas of interest and concern ansmg from the rap1dly evolving 

and expandmg cred1t (card) market and the h1ghly compet1t1ve nature of the credit mdustry. 

These features were patticularly ev1dent during the late 1980's and throughout the 90's 

Chapter One prov1des a general background to the research and outlines some of the key 

(practical) issues mvolved m butldmg a (credit) scorecard Additionally, 1t provides a bnef 

summary of each of the research papers appearing in full m Chapters 2- 9 (inclusive) and 

ends w1th some generall1m1tattOns and conclusiOns. The research papers appeanng m 

Chapters 2-9 (mclus1ve) are all concerned w1th predictmg, understandmg and explammg 

different types of consumer behaviour m relat1on to the use of cred1t cards. For example 

d1scnminating between 'GOOD' and 'BAD' repayers of cred1t card debt on the bas1s of 

different defintt1ons of good and bad, the ident1ficat1on of 'slow payers' usmg different 

stat1st1cal methods; examining the charactenst1cs of cred1t card users and non-users, and 

1dent1fying the characteristics of credit card holders most l1kely to return thetr cred1t card. 

Keywords: Credit scoring; Behavioural scoring; Discriminant analysis, Cred1t cards; 

Scorecard 
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GLOSSARY OF TERMS 

Attribute: A set or range of values that a charactenstic (vanable) can attain. 

Behavioural scoring: A scoring system for assessmg the performance of an exist1ng 

account (cardholder). 

Bespoke cred1t scorecard: A scorecard whose development IS based on the credit grantor's 

own expenence of the product for which their use is Intended Normally this involves using 

the cred1t grantor's own data collected from the cred1t grantor's own accounts. 

Categorical variable (characteristic): A vanable that has a discrete set of possible answers 

Charactenst1c: Any variable that could appear m a scorecard. Characteristics are made up 

of Attnbutes. 

Continuous variable (charactenst1c): A vanable whose range of possible values is numenc 

and very large (infimte) 

Credit scoring: The term for us1ng a linear predictive model for assessing and ranking 

customers or applicants for credit. Typically used more generally to include all types of 

predictive cred1t models used for decision making 1n the accepUreject Situation. 

Generic scorecard: A scorecard that has been generated when there is insufficient data to 

build a bespoke scorecard. These scorecards can be based upon the expenence of other 

cred1t grantors and/or of another cred1t product. 

L1near Discnminant Analysis: A statistical technique that Involves deriving the linear 

combination of two or more independent vanables (characteristics) that will discriminate 

best between the a prion defined groups (e.g. goods and bads). 
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Logistic Regression A logistiC form of regression analys1s in which the dependent vanable 

takes one of two values, typ1cally 0 or 1. 

Revolvers. Typ1cally cred1t card users that pay less than the prev1ous months outstanding 

balance by the due date 

Robust scorecard: A scorecard that Will perform as expected for a reasonable length of 

time 

Scorecard· A table listing the characteristics that prov1de predict1ve Information in the 

sconng system, the attnbutes of each characteristic and the score pomts (weights) 

associated With each attribute. 

SOURCE: Various 
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CHAPTER 1 

INTRODUCTION, STRUCTURE, METHODOLOGY AND CONCLUSIONS 

"Cred1t sconng uses stat1st1ca/ techniques to measure the likelihood that an applicant 

will be a good cred1t nsk "(Credit Industry, 1993) 

Introduction 

Cred1t sconng 1 1s the use of dec1sion models that aid (financial) lenders in the granting of 

consumer credit (Thomas et a/, 2002) and as stated above statistical techniques are used to 

measure the likelihood that an applicant will be a good credit nsk. 

The underlying assumpt1on IS that " ... it is possible, using statistical techniques, to predict the 

future performance of groups with particular charactenstics from the past performance of 

other groups with the same characteristics" (Credit Industry, 1993, Guide to Credit Scoring, 

p4). Consequently, credit sconng uses application form data relating to a large sample of 

existing customers each of whom, based on the1r own cred1t h1story will be classified as 

e1ther 'goods' or 'bads' depending on the organisations pre-spec1fied definition of 'good' and 

'bad'. The statistical technique used will then calculate a 'weight' or score for each attnbute 

and the sum of the scores will prov1de an overall score for each consumer, which Will then 

determine whether or not the consumer is predicted to be a 'good' or 'bad' nsk. That is, 

credit scoring is predicting the future performance of consumers (i e applicants) based on 

the past performance of existing customers With the same characteristics 

My Introduction to credit scoring started 1n 1988 when I was a Research Assoc1ate, 

Department of Business Studies, University of Edinburgh working With Professor Lyn C. 

1 Credit sconng refers to the techmques that a1d lenders to make a dec1s1on to accept or reject a new apphcat1on 
for cred1t and Will use the 1nformat1on from the apphcat1on form, which 1s typically the only 1nformat1on they have 
about a new applicant 
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Thomas and Professor Jonathan N Crook on an Economic and Soc1al Research Council 

(ESRC) funded proJect on Credit Sconng and Cred1t Control At th1s t1me the academic 

literature tended to focus more on the statistical techniques used to build a scorecard (e.g. 

Eisenbe1s, 1978; Frank, Massy and Mornson, 1965; Re1chart, Cho and Wagner, 1983) rather 

than on the practice of cred1t sconng or the pract1cal1ssues relatmg to building a scorecard 

Consequently, some of the key issues and areas of Interest (most of wh1ch had not been 

raised or addressed in prev1ous academic literature) covered 1n the research by Crook, 

Ham1lton and Thomas Included 

(i) using different definitions of 'goods' and 'bads' 

(1i) the relative importance of the vanous d1scnmmating/predictor vanables; 

(iii) given the nature of the data, how to sat1sfy the assumptions of the statistical 

techniques; 

(iv) the effects of total sample s1ze and different numbers of 'goods' and 'bads'; 

(v) the strengths and weaknesses of different statistical techmques; 

(v1) the 'shelf-life' of a cred1t scorecard; 

(vu) building a genenc scorecard. 

Although cred1t scoring as a lending tool was first discussed in the 1950's 1t was not unt1l (i) 

the 1960's and the significant increase in the number of applications for credit from mail order 

firms and (11) the 1970's and the growth in credit card applications, that credit sconng was 

more generally adopted as a means of speed1ng up the decision process (Lewis, 1994) 

However, the ever-growing use of cred1t sconng d1d not 1n itself lead to an overwhelming 

acceptance of the techmques Rather, the event that ensured the acceptance of credit 

sconng (Thomas et a/, 2002) was the Equal Opportumties Acts and 1ts amendments in the 

U.S in 1975 and 1976, wh1ch outlawed d1scnm1nat1on 1n the grant1ng of cred1t unless 1t was 

"empirically denved and stat1st1cally valid". Another 'seal of approval' can be found in the 

second Guide to Credit Scoring, 1993 wh1ch states "credit sconng calculates the level of risk 

and reduces the element of subjectiVIty in lendmg decisions" and "1s one of the most 

cons1stent, accurate and fair forms of credit assessment available". 
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The increas1ng level of acceptance of the use of stat1st1cal and modelling techniques to a1d 

the lending decision making process has encouraged the use of sconng 1n other dec1sion 

mak1ng areas including: 

• Behavioural sconng2 

• Account profitability 

• Customer retention 

• Collect1on possibilities/strategies for charged-off accounts 

• Credit card fraud detection 

There are a number of other factors that have also helped the growth in the use of modelling 

techniques and scoring to help understand, explain and pred1ct the behaviour of potential 

and existing customers These factors include the proliferation of available (cardholder) data 

and the falling cost of computer processing power and storage capacity (Frank, 1996b). 

Given the above developments and the support of several major UK banks my research 

interests in this area continued at Loughborough University Business School3 when I was 

researching the behaviour of customers in the areas of customer retent1on and revolving/non­

revolving credit cardholders. 

Structure of the Thesis 

As my research learning, interests and opportun1t1es closely followed the developments in the 

cred1t card Industry the structure of this thesis does likewise The aims of this chapter 

include: 

2 For example, once a customer has been 1ssued With a cred1t card the lender then has to dec1de on the 
customer's credit hm1t and lh1s can change over t1me depending on how the card IS be1ng used The techmques 
that a1d th1s dec1s1on mak1ng process are called behavioural sconng 

3 Between 1990-20031 was also an Associate Member of Loughborough Umvers1ty Bankmg Centre 
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(i) to provide a background to (credit) sconng and to my research; 

(i1) to place the research m the context of firstly my own learn1ng expenences and 

secondly the developments that have taken place 1n the cred1t card industry (m 

relation to (credit) scoring predicting, understanding and explaining consumer 

behaviour) since my research started. 

Therefore, the remainder of Chapter 1 includes an outline of the methodology behind building 

a scorecard, a summary of each of the research papers appeanng in later chapters and a 

conclusions sect1on that includes some general limitations of the research. Chapters 2 - 9 

(inclus1ve) are the research papers as they appeared m the vanous refereed academic 

journals each with the1r own references and notes The appendices conta1n other published 

work in this area involving R. Hamilton. 

General Methodology of (Credit) Scoring4 

Most of the research papers summarised in the next section and presented in full in Chapters 

2- 9 (1nclus1ve) involved the buildmg of a scorecard Therefore, this sect1on provides a 

general outline of the methodology behind the building of a scorecard especially when usmg 

one of the more commonly used statistical techniques, linear discriminant analysis5 Th1s 

outline presents the general methodology as a process Involving SIX stages or steps: 

Step 1 the data 

Step2 we1ght of ev1dence 

Step 3 vanable selection 

Step4 mult1collineanty 

Step 5 validation 

Step6 mterpretation 

• Each 1nd1v1dual paper presented m the later chapters has 1ts own methodology sect1on 
5 Also see appendix A 
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STEP1 The Data 

As stated earlier, cred1t scoring is predicting the future performance of consumers based on 

the past performance of ex1st1ng customers With the same characteristics in the accepUreJect 

s1tuat1on. Similarly, behavioural scoring can involve (I) pred1ct1ng the future performance of 

existing customers based on the past performance of other ex1stmg customers with the same 

charactenst1cs (e.g. pred1ct1ng attrition; pred1ct1ng revolving card holders) or (ii) predicting the 

future performance of consumers based on the past performance of exist1ng customers With 

the same charactenst1cs (e g target ma11ing/direct market1ng). 

In many respects credit scoring is data driven in that typically the bulk of the information that 

the lender has about the applicant is the 1nformat1on (data) requested on the application form. 

However, support for using soc1o-economic and demographic vanables to predict, explain 

and understand consumer behaviour is grounded 1n m1croeconom1c theory and the marketing 

literature. 

The ma1n determinants of how much a consumer Will purchase, according to bas1c 

microeconomic theory (Sioman, 2003), are the own price, the number and prices of related 

goods, the consumer's income and tastes. Consequently, when estimating or forecasting 

demand organisations Will, typically usmg a stat1st1cal techmque like regression analysis, try 

to identify and explain the relationship between the dependent variable (e g. sales) and the 

independent vanables (e g price, advertising expenditure, age, 1ncome) usmg relevant SOCIO­

economic and demographic data 

Similarly the use of socio-economic and demographic vanables (charactenstics) as proxy 

measures of beliefs, att1tudes and intentions is to be found 1n the various prediction models 

used to pred1ct and understand consumer behaviour in the marketing literature. The Theory 

of Reasoned Action (TRA), developed 1n 1967 was rev1sed and expanded by Ajzen and 

F1shbein (1975, 1980) in the 1970s and IS a well-developed and tested behavioural prediction 
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model to predict consumer behaviour (Karjaluoto, 2002). TRA6
, in trying to predict a spec1fic 

behaviour (see KarJaluoto, 2002) uses: 

(i) Environmental influences- phys1cal environment, soc1al environment and marketing 

environment and, 

(ii) Personal variables- values, goals, des1red ends, other knowledge, beliefs and 

att1tudes; personality tra1ts; lifestyle patterns; demographic charactenst1cs and; 

psychological characteristics. 

Empincal stud1es of consumer dec1sion makmg in relat1on to financial serv1ces have also 

made extensive use of socio-economic vanables as predictors of financial behav1our (see for 

example, E1senbe1s, 1997, Lundy, 1992, Dav1s et a/, 1992). 

Therefore, fundamental to building a scorecard is the collection and use of histoncal (socio­

economic and demographic) data and a number of key issues must be addressed in the 

early stages of development: 

• Defining good and bad. generally, 'good' can be defined as behav1our that IS acceptable to 

the lend1ng organisation and 'bad' is behav1our that (1) the lendmg orgamsat1on would like to 

alter after accepting the customer or (11) leads the lender to WISh they had reJected the 

customer7• Therefore, as d1scnminant analys1s involves deriving the linear combination of 

two (or more) mdependent vanables that Will d1scnm1nate between the a pnon groups (Hair et 

a/, 1987) the data must include one vanable that allows each case to be a known member of 

one of the mutually exclusive and exhaustive groups (e.g. 'good' or 'bad'). 

8 Later AJzen (1991) added a third element, the concept of perce1ved behavioural control, to the ong1nal theory 
and this add1t1on resulted 1n the newer theory known as the Theory of Planned Behaviour (TPB) 
7 Whether a case 1s good or bad 1s determ1ned only by 1ts performance once accepted 
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• The sample Lewis (1994) po1nts out that while there is no mag1c number the result from a 

scorecard bUilt on 1500 'good' and 1500 'bad' cases8 Will be effective and robust9. However, 

when selecting a random sample of the population, several key quest1ons need to be 

addressed 

(i) The population: as stated earlier the underlying assumption is that people With the 

same charactenst1cs Will behave in the same way. Therefore in cred1t scoring the 

sample (from ex1st1ng customers) should be representative of people who might apply 

for cred1t 1n the future. Whereas, with behavioural sconng the sample (from ex1sting 

customers) should be representative of the behav1our of ex1st1ng customers. 

(i1) Time penod· the objective of having a representative sample brings With 1t different 

time d1mens1onal1ssues depending on the type of sconng With credit sconng, the 

time period between accepting the customers (and therefore obta1n1ng the application 

form details) and the scoring of new applicants should not be so long that the sample 

is no longer representative of new applicants. Crook et a/ ( 1992) considered the idea 

of a cred1t scorecard having a 'shelf-life' and this is covered in Chapter 4 With 

behavioural sconng, one would normally WISh to differentiate between the behavioural 

period (i.e. dunng th1s period the variables selected will reflect how the customer has 

used the product 1n question) and the outcome period (e g when a certain outcome 

may or may not have occurred). The importance of 1dent1fy1ng the different time 

periods is shown in Chapter 9 (Hamilton and Khan, 2001); 

(iii) The number of 'goods' and the number of 'bads'. as the a1m IS to select a sample 

representative of the population, theoretically the sample should have the same 

'goods': 'bads' odds as the population. In most instances however, because one 

group Will be significantly larger than the smaller group this is not desirable because 

8 In pract1ce much larger samples are used (Thomas, 2002) 
9 Robust 1n th1s context means that the scorecard v.nll perform as expected for a reasonable length of t1me 
(Lev.ns, 1994) 
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(a) 1t m1ght result in too few cases being in the smaller group to bUild a robust model, 

and (b) the prior probabilities are used to obtain a rule for class1fy1ng the cases into 

one of the groups. Morrison, 1969 argues that the effect1ve sample size is really 

governed by the smaller group. However, in pract1ce (Thomas et al., 2002) the 

sample tends to be e1ther 50 50 or between 50.50 and the true population 

• Available characteristics (variables) the charactenst1cs or variables used to bUild 

the scorecards presented in later chapters come from a comb1nat1on of (a) the 

customer's application form, and (b) information relating to how the customer has 

used the product (I.e. transaction history) For cred1t sconng 10
, most of the 

d1scnminat1ng variables (I.e. nght-hand s1de or independent variables) will be derived 

from the questions asked on the application form as th1s Will typ1cally be the only 

information the organisation Will have about a new apphcant11
, see Table 1. On the 

other hand, the dependent variable (or the left-hand side vanable) which is the 

variable that determines group membership, will relate to how the ex1sting customer 

has used the product (e g. repayment h1story). 

Table 1: Typical application form questions/characteristics 

Postcode 

Age 

Time at present address 

Residential status 

Occupat1on 

Number of children 

1° Cred1t sconng Involves bu1ld1ng a model, based on the behav1our (to determ1ne group membership) and the 
charactenst1cs (to d1scnm1nate between group membership) of ex1stmg customers to pred1ct the behaviour of 
future applicants 

11 In pract1ce the lendmg orgamsat1on will also use 1nformat1on obtained from a credit reference agency or cred1t 
bureau 
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Number of other dependants 

Home telephone 

Applicant's net monthly income 

Household net monthly income 

Household monthly outgoings 

Applicant's employment status 

Years at present employment 

Cards held 

Bank accounts held 

For behavioural sconng, 1n addition to cons1denng which charactenstics from the application 

form to use, most of the mformat1on will relate to how the customer has used the product in 

quest1on (1 e. transactional charactenst1cs). For example: number of m1ssed payments; 

number of times over credit hm1t; payment as a percentage of balance outstandmg; max1mum 

and/or mimmum balance over the time period. 

• Groupmg or classmg the attnbutes (responses): before the vanables can be used to build a 

scorecard the attributes, for each characteristiC, need to be grouped or coarse classified 

(Thomas et a/, 2002) to form fewer classes or groups with all attributes in the same group 

getting the same value (e g. we1ght of ev1dence). This is necessary because Without 

grouping the attributes 

(a) there could be many more attnbutes than could be used to build a robust scorecard 

(Lewis, 1994); 

(b) some characteristics could have many attnbutes with very few cases: too few cases to 

allow conclusions to be drawn. 
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Additionally, (1) grouping or class1ng could help the orgamsabon to better understand the 

behav1our of their customers, especially 1f 1t IS performed manually12 and {11) for continuous 

charactenstics, grouping or class1ng will render more meamngful results when adjacent 

attributes {values) are grouped together {e g. age, income). 

In Chapters 2- 9 {inclusive) for both the categoncal and continuous variables the groupmg 

was performed on the basis of similarity of g, I (g, + b,) where g, is the number of 'goods' with 

attnbute i and b, IS the number of 'bads' with attnbute 1. 

STEP2 Wetght of Evtdence 

One of the basic assumptions of linear discriminant analysis IS that all d1scnminat1ng 

variables are measured at the mterval or ratio level of measurement {Kiecka, 1980) 

Therefore, having already grouped the variables {charactenstics) on the basis of g, I (g, + b,) 

each group, to satisfy this assumption, was then g1ven a value based on the we1ght of 

evidence, WIJ {Banasik et a/, 1995): 

Wif = In {g, I b,) +In {BT I GT) 

WIJ = In (g, BT I b, . GT) 

WIJ = In {g, I GT I b, I BT) 

Where WIJ = the we1ght of evidence for group i for variable j 

g, = the number of 'goods' for group 1 

b, = the number of 'bads' for group i 

GT = the total number of 'good' cases m the sample 

12 While this m1ght be v1ewed as the art part of cred1t sconng some statistiCS (1 e sc1ence) can be used for 
gwdance, see Thomas et a/, 2004 
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BT = the total number of 'bad' cases 1n the sample 

This method was selected over alternative methods (see Crook et a/, 1991; Boyle et al., 

1991) as 1t does not result 1n creat1ng even more variables For example, 1f one introduces 

b1nary (dummy) variables then one IS creating, for each charactenst1c (N-1) dummy variables 

where N = the total number of groups 

Us1ng the weight of ev1dence (a measure of nsk) as the value for each group, rather than the 

original values, also allows the relat1onsh1p between risk and the charactenstlc to be non­

monotone (i e. need not always move in the same d1rect1on) Normal regression 1nvolv1ng a 

continuous vanable requires the risk will be monotone (and linear) in that vanable (Thomas et 

a/, 2002). 

Figure 1 

In (g,tb,) + In (BT/GT) 

02 

0 1 

0 

-0.1 

-0 2 

-0.3 

-0.4 
0 1 2 3 4 5 

Number of Children 
3 or 4 or 5 children shown as 4 children 

Source Crook et a/ , 1991 
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F1gure 1 however, shows that in reality th1s 1s not necessanly the case· imtially the measure 

of risk is h1gh, then falls but rises again as the number of children mcreases. So us1ng 

'Number of Children' as a continuous predictor variable will be unhelpful because the number 

of children does not monotonically reflect nsk 

However, by giving each group a value based on the weight of ev1dence one IS rearrang1ng 

the groups so that they are monotone in nsk but not necessanly in their origmal values. This 

rearrangement allows one to better understand, predict and explain the behaviour of 

consumers where the relat1onsh1p between risk and the charactenstic could be non­

monotone 

Not using the original values to denve the scorecard also has Important 1mplicat1ons for Step 

6: Interpretation (see page 16). 

STEP3 Vanable Selection 

In the research papers where 1t Involved bwldmg a scorecard, one of the objectives (see 

Hamilton and Khan, 2001) was to maxim1se the pred1ct1ve power of the model wh1le 

minimising the number of predictor vanables (or characteristics). Thomas et a/ (2002) 

pointed out that 1f one aims to construct a scorecard that 1s both understandable and 

acceptable to managers 1t should not have much more than 20 characteristics in 1t. This 

problem of hav1ng too many variables is not so great With cred1t sconng where the number of 

potential d1scnmmators is lim1ted to the application form mformat1on (and any additional 

mformat1on obta1ned from a cred1t reference agency). However, With behavioural sconng one 

could start With as many as 200/300 charactenst1cs resulting in more than 1000 attributes. 

Moreover, this problem will be compounded if, after grouping (coarse classifying the 

attributes), one has created dummy variables for each charactenst1c 

Therefore, variable selection could Involve, dependmg on the mitial number of 

characteristics/attnbutes, as many as three stages: 
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(I) mitially calculating descr1pt1ve stat1st1cs (1 e. frequencies; cross-tabulations) to identify 

inter a!Ja too many m1ssmg cases, correlation between var~ables, characteristics that 

might not be available for through-the-door consumers; 

(11) although not actually testing the discriminatory power (Thomas et a/ , 2002) usmg the 

X2 -statistic to a1d grouping the attributes (see footnote 11) and also to help identify 

poor pred1ctor characteristics; 

(Ill) us1ng the stepwise method of variable select1on to ensure that only the most Important 

diSCriminating variables remained 1n the final algor~thm to construct the scorecard. 

StepWJse select1on (Norusis, 1990) combines the features of both forward entry and 

backward elimination in that the var~able With the greatest diSCriminatory power IS 

entered first, given the other var~ables 10 the equat1on (at the first step there are no 

other vanables). Subsequent var~ables are then considered on the same bas1s while 

variables already in the model are also cons1dered for elimination The entry and 

removal criteria were set relatively h1gh to (i) help eliminate variables (characteristics) 

too dependent on each other and (1i) ensure that only those variables that contributed 

s1gn1ficantly to the distance between the two groups remamed 1n the final algorithm. 

STEP4 MultJcollmeanty 

In addition to predicting risk, a common object1ve of the research papers was to understand 

and explain the behaviour of the consumers and to compare the d1scrim1natory power of the 

character1st1cs that best d1scrim1nate between the 'goods' and 'bads'. However, when us1ng 

any multlvar~ate technique, such analysis is both difficult and potentially suspect when the 

independent or predictor variables are highly correlated. This problem of multicollinearity (i e. 

highly correlated independent variables) can lead to estimated coefficients that are both 
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unstable and hard to rnterpret because the vanables that are highly correlated13 are 

measunng almost the same thmg (Mornson, 1969). For example, the estimated coefficients 

could have the wrong sign and/or be artificially low. 

In credrt scoring most of the vanables (charactenstics), see Table 1, relate to mcome and 

expendrture and one should therefore expect several variables to be, to a greater or lesser 

extent, related to one variable- rncome (e g. Household income, Applicant's income). 

Simrlarly, one would imagrne the relatronship between the vanable Age and several other 

vanables to be sigmficantly strong (e g Number of Children, Number of Other Dependants). 

Therefore to rdentrfy variables that were too dependent on other variables, in addition to 

using the stepWise method of variable selection, each independent variable was linearly 

regressed agarnst the other independent variables and a measure of the degree of linear 

assocration was obtained The measure used was (1 - R2
,) where R2

, rs the squared multiple 

correlation coefficient when the ith independent variable is consrdered the dependent 

variable and rs regressed agarnst all the other independent variables (Norusrs, 1990) 

Having Identified the existence of multicollinearity other statrstics (I.e. correlation coefficrents, 

regression analysrs) were used to identrfy which parrs or groups of vanables were hrghly 

correlated and all such vanables, apart from one, were removed from the equation14 This 

process contrnued until all the independent variables left 1n the final equatron had a (1 - R2
,) 

value greater than 0. 79. Consequently, the number of vanables has been further reduced 

and for the remaimng vanables only 20% (or less) of their variation could be explamed by 

changes rn the value of other vanables remarning in the model (i.e. a relatrvely low level of 

dependency). 

STEP5 Va!Jdatton 

13 G1ven the nature of the data there could be many van abies that are highly correlated 
14 If performed carefully removmg such vanables wtU not affect lhe discnmmatory power of lhe model 
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To answer the question, "How well do the variables discriminate?" or to assess the predictive 

performance of the model, normally one uses (1) the classtficatton matnx and (ii) a suttable 

Chance Cntenon 

However, one common source of misinterpretation (Morrison, 1969) comes if testing how 

pred1ct1ve the model is and one is using the same sample of cases to test the model as was 

used to develop the model. Deriving a classification matrix on this basts can lead to an 

upward bias and the results obtained will be much better than if the model was tested on a 

completely Independent sample (Thomas et al., 2002) To avoid such btas the usual 

procedure Involves usmg a holdout sample. Now the model IS developed ustng a random 

selection of, say 80 per cent of the original sample15 (the analysis sample) and the rematmng 

20 per cent of the original sample (the holdout sample) are used to test the model Both 

samples should (a) be representative of the true population and (b) have the same proportion 

of 'goods' and 'bads' as the anginal sample. 

The classification matrix is a 2 x 2 table that compares actual group membership for each 

case (e g. 'good' or 'bad') With the predicted group membership for each case. In parttcular, 

the diagonal elements in this table provide the percentage of cases correctly classified by the 

model, which can then be compared With the percentage of cases that would be correctly 

classtfied by chance. 

The appropnate chance model (Hair et a/ , 1987) gtven that we are using unequal sized 

groups and wish to correctly class1fy1ng cases into both groups (rather than stmply trying to 

max1m1se the number of cases correctly classified by allocating all cases to the largest group) 

is the proportional chance cnterion. 

C prop= p2 + (1 - pf 

15 There are no hard and fast rules for dlVldmg the sample (Harr et al, 1987) but If dtVIdmg the sample m thts way the 
ongmal sample must be suffictently large 
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Where p = the proportion of cases 1n one of the groups. 

STEP6 Interpretation 

Hav1ng analysed the percentage correctly predicted, an aim common to all the research 

papers is to understand and explain the behav1our of the consumers. In th1s respect the 

output from the computer package prov1des certain useful stat1st1cs (Kiecka, 1980): 

(1) Standardised coefficients 16
: these values can be used to determine which vanables 

contnbute most to determimng the scores on the d1scnmmant funct1on; 

(ii) Pooled Within groups correlations: these values also provide information With respect 

to the relative importance of the variables however unlike the standardised coefficients 

they are not affected by relationships with other variables (i e mult1colhnearity); 

(1ii) Part1al F (to remove) stat1st1cs: throughout the variable selection procedure variables 

can enter and then be removed from the function given (a) the variable's absolute 

contnbution (i e. it must be greater than the cntenon set) and (b) 1ts relative 

contnbut1on (i e the other vanables in the function). However, at the final step th1s 

statistic can be used to obtain the rank order of the unique d1scnminat1ng power of 

each selected vanable. 

Therefore, the rankmg of vanables on two of the three statistics can be affected by 

relationships With other vanables. Consistency, however, in terms of ranking across all three 

measures would suggest that mult1collineanty is not a significant problem With the model and 

one could be more confident about their understanding and explanation of consumer 

behaviour. 

16 The unstandard1sed coeffiCients are used to compute the d1scrinunant scores for each case. 
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When analysmg the relat1ve importance of each charactenstic 1t must also be remembered 

that the values used to discnm1nate between the (two) groups was the we1ght of evidence As 

discussed earlier, this value was rarely monotomcally related to the orig1nal value for each 

attribute (Crook et a/ , 1991) Therefore to understand and explain the behav1our of a 

consumer in terms of a specific characteristic (e g. age) one must exam1ne the weight of 

evidence (Wij) for each individual attnbute (e g. each age group) and not the original value 

Summary of the Research Papers 

Chapters 2- 9 (Inclusive) contain each of the research papers as they appear m the vanous 

refereed academic journals. This section provides a brief summary outline of the papers, 

1dent1fymg some key issues, aims and results. The summaries appear 1n the same order as 

they appear in Chapters 2 - 9 

(i) Crook, J.N , Hamilton, R. and Thomas, L.C., "A Comparison of Discriminators Under 

Alternative Definitions of Cred1t Default"; 

(11) Boyle, M , Crook, J N , Hamilton, R. and Thomas, L.C , "Methods for Cred1t Sconng 

Applied to Slow Payers"; 

(1i1) Crook, J.N., Thomas, L.C. and Hamilton, R, "The Degradation ofthe Scorecard over 

the Business Cycle"; 

(IV) Crook, J.N., Ham1lton, R. and Thomas, L C , "A Companson of a Cred1t Sconng Model 

With a Cred1t Performance Model", 

(v) Crook, J.N., Ham1lton, R. and Thomas, L.C., "Credit Card Holders: Charactenstics of 

Users and Non-Users", 
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(v1) Crook, J.N., Thomas, L C. and Hamilton, R , "Credit Cards. Haves, Have-Nets and 

Cannot-Haves"; 

(vu) Hamilton, R., Howcroft, J B. and Saunders, J , "Customer Retent1on: A Behavioural 

Model"; 

(vui) Hamilton, R. and Khan, M , "Revolving Credit Card Holders· Who Are They and How 

Can They Be Identified"? 

(i) Crook, J N, Hamilton, R. and Thomas, L C., "A Comparison of Discriminators Under 

Alternative Definitions of Credit Default", 1n Credtt Sconng and Credit Control, Thomas, 

L.C., Crook, J.N. and Edelman, D. (eds.), Oxford University Press, December 1991, pp217-

246, ISBN 0 19 853651 8. 

(R. Hamilton's contnbution 33%) 

Th1s paper was first presented at the conference on Credit Sconng and Credit Control, 

organized by the Institute of MathematiCS and 1ts Applications, University of Edinburgh, 

August 1989. 

Earlier research in the broad area of cred1t sconng tended to focus on (1) the different aspects 

of credit granting policy and (i1) the relat1ve attnbutes of d1fferent mathematical or statistical 

techmques for pred1ct1ng consumer behaviour 1n relation to financial products However, the 

aim of this paper was to compare the ranking of the predictor vanables and the model's 

predictive ab11ity when default is defined accord1ng to two different time periods (i e a 

'stringent' criterion and a 'lax' cnterion) Th1s issue had not been previously addressed in any 

published work. Additionally 1t reinforces the importance of clearly defimng the definition of 

'bads' given the purpose of the scorecard. 
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The sample cons1sted of 1001 1nd1viduals who held a bank cred1t card (and who had used 1t) 

and the data, supplied by a financiallnSt1tut1on, comprised of 24 vanables most of which 

stemmed from the information obtained from the customers application form. 

In order to achieve the stated aim several1mportant issues/quest1ons in relat1on to the 

methodology had to be addressed: 

(I) The alternative defimt1ons of 'good' and 'bad' customers; 

(11) The umts of measurement for the pred1ctor variables; 

(m) Creating meaningful categories within each variable, 

(iv) Identifying the presence of mult1collineanty; 

(v) How to assess the predictive performance of the model; 

(v1) The total number of 'goods' and the total number of 'bads'. 

In this respect little gUidance could be found in the published literature g1ven the competitive 

nature of the credit card Industry and the proprietary nature of credit scoring models. 

The article showed that using application form data 1t is poss1ble to discriminate between 

'goods' and 'bads' and for both definitions of default the models correctly predicted a greater 

proportion of cases than would be expected by chance Additionally, using discriminant 

analysis it was possible to identify the relative Importance of each of the predictor vanables. 

(1i) Boyle, M., Crook, J. N., Ham1lton, R and Thomas, L C , "Methods for Credit Scoring 

Applied to Slow Payers", in Credtt Sconng and Credtt Control, Thomas, L C, Crook, J.N 

and Edelman, D. (eds ), Oxford University Press, December 1991, pp75-90, ISBN 0 19 

853651 8. 

(R. Hamilton's contnbut1on 25%) 
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This paper was also presented at the conference on Credit Scoring and Cred1t Control, 

organized by the lnst1tute of MathematiCS and 1ts Applications, University of Edinburgh, 

August 1989. 

Again the data used for this research came from a credit card provider and consisted of the 

application form 1nformat1on for 1001 accepted cred1t card holders. However, 1n th1s paper 

the defimt1on of 'bad' was a credit card holder whose account was at least one month 

delinquent at the end of the penod under consideration (i e a 'slow' payer). A strength of 

us1ng th1s definition of 'bad' was that 1t provided a larger number of 'bads' 1n the sample than 

1f the defimtion of 'bad' had been, for example 'ever been 3 or more months delinquent' 

The a1m of this paper was to 1dent1fy the strengths and weaknesses of two different 

techniques used 1n credit sconng. linear d1scnm1nant analys1s and recurs1ve part1t1oning. One 

of the strengths of recursive partitioning 1s that it can deal with non-linear relationships 

between variables, linear discnm1nant analysis cannot. Add1t1onally, the paper cons1ders the 

benefits, 1n terms of the percentage correctly classified, of combining Important predictor 

vanables rather than simply us1ng them independently For example, using recursive 

partitiomng, postcode and employment category were 1dent1fied as two very Important 

predictor variables which were then comb1ned to create a new vanable (Instead of the two 

anginal variables) that was then, using d1scrim1nant analysis, used to build a new scorecard 

card 

The results of this research suggested that: 

(1) 1t IS poss1ble to bUild a model to 1dent1fy 'slow' payers, 

(ii) both techniques have their own strengths, 

(ii1) creating compound vanables can 1mprove the percentage correctly classified when 

us1ng d1scnminant analysis; 

(iv) systems can be built that benefit from the strengths of both techniques 
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(111) Crook, J N., Thomas, L.C. and Ham1lton, R., "The Degradation of the Scorecard over 

the Business Cycle", /MA Journal of Mathemattcs Applied m Business and Industry, 4(1 ), 

1992, pp111-123, ISSN 09530061. 

(R Hamilton's contnbution 33%) 

Th1s paper was first presented at the conference on Credit Scoring and Credit Control (11}, 

organized by the Institute of Mathematics and its Applications, University of Edinburgh, 

September 1991. 

Typically credit scorecards are built using data relating to two or three consecut1ve years of 

usage for apphcat1ons over three to five years previous. Therefore, continuing trying to 

understand the pnnc1ples, methodologies and approaches associated With credit scoring th1s 

paper, us1ng the same statistical techmque (1 e d1scnminant analys1s), is looking to examine 

the 'shelf life' of a scorecard espec1ally when there IS a change in the state of the national 

economy. This Involved· 

(i) building a credit scoring model for each of the two different years selected; 

(il) comparing the default rate for each of the two years; 

(iu) examimng the effects of changing the cut-off score/decision rule 1n terms of the 

proportion of applicants that would be accepted (rejected) by one model but rejected 

(accepted) by the other model, 

(iv) examimng the characteristics of applicants that would be accepted (rejected) by one 

model but rejected (accepted} by the other model. 

The sample used for th1s research contained many more cases and therefore provided 

sigmficant numbers 1n each category for each variable. This should, in theory, make any 

results (more) statistically robust. Add1t1onally for this research the data consisted of (i) cred1t 

card holders, split into non-defaulters ('goods') and defaulters ('bads') with defaulters be1ng 

individuals who have missed three consecutive payments and (11) rejected applicants. The 
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variables (characteristics) again came from the applicants application form and where 

available, informat1on about how the credit card has been used. 

The results of th1s research showed that: 

(1) the lending organisation would make different accept/reject decisions if different 

scorecards were developed using data for one year rather than another, even if the 

years are adjacent to each other. Th1s stems from the hav1ng different default rates 

(and hence different pnor probab11it1es) between the two years; 

(11) even maintaining the same reject rate across different scorecards would not result in 

the same applicants being accepted (rejected); 

(hi) when deciding between different data the lending organisation should exam1ne the 

costs associated With the two types of error (1 e. the loss 1n revenue of rejecting a 

'good' customer and the losses associated With accepting a 'bad' customer) across 

the alternative scorecards. 

(1v) Crook, J N , Hamilton, R. and Thomas, L.C., "A Comparison of a Credit Scoring Model 

with a Credit Performance Model", The Servtce Industries Journal, 12(4), October 1992, 

pp558-579 

(R Hamilton's contnbut1on 33%) 

Th1s paper recognises that Within a credit card issuer's portfolio of card users (and Within a 

g1ven t1me period) one can, with respect to repayment h1story, 1dent1fy different groups of 

card user. For example17
: 

(1) those who have never missed a payment; 

(11) those who have m1ssed at least one payment; 

(iii) those who have missed three consecutive payments; 

17 At !Ius level these groups are not mutually exclus1ve 
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(1v) those who have m1ssed 1 or 2 payments but not 3 consecutive payments. 

Therefore the aim of th1s paper was to investigate whether or not the charactenstics of card 

user differed across the different groups. Specifically, three d1scrimmant functions, (i e two 

credit scoring models and one cred1t performance model), were estimated using the folloWing 

defin1t1ons: 

(1) 'GOODS': an individual who has never m1ssed even one payment; 

(ii) 'DEFAULTERS' an Individual who has missed three consecutive payments; 

(iil) 'SLOWS': an individual who has missed 1 or 2 or 3 consecutive payments but not 

necessanly three; 

(iv) 'BADS'. an individual who has missed 1 or 2 consecutive payments but never 3 

consecutive payments 

And the groupings for the three models were: (I) 'GOODS' and 'SLOWS'; (11) 'GOODS' and 

'DEFAULTERS' and (Ill) 'BADS' and 'DEFAULTERS'. The first two models may ass1st the 

cred1t-grant1ng organisation to decide whether or not to issue credit Model three may be 

used to identify, in advance, ex1sting customers most likely, at some t1me to move to 

becom1ng (three payments) delinquent having only ever missed one or two payments. 

The rationale for th1s research from the card ISsuers' po1nt of v1ew m1ght be that when 

building a traditional scorecard for the accept/reject decision the defimt1on of bad IS normally 

an individual who has missed three consecutive payments. Whereas possibly the most 

profitable cardholder would be an md1v1dual who m1sses one or two consecut1ve payments 

(and therefore pays mterest on the outstanding debt) but never three consecutive payments 

as some cred1t providers may pass the debt to a collection agency at that stage 

The results of th1s work showed that the relative Importance of the different variables 

(characteristics) in terms of their discnm1nating power, varied across the different models 

(v) Crook, J N., Hamilton, R. and Thomas, L C , "Credit Card Holders: Characteristics of 

Users and Non-Users", The SeNtce lndustnes Journal, 12(2), Apri11992, pp251-262. 
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(R Hamilton's contnbut1on 33%) 

At the t1me of working on this paper certain developments and proposals were be1ng 

discussed m relat1on to cred1t card serv1ces m the United Kingdom. For example 

(I) the introduction of annual fees, by some card prov1ders, to all card holders; 

(1i) d1fferent1al pricing by retailers on the basis of payment methods For example, 

consumers paying by credit card might be charged a higher price than consumers 

using cash or cheque; 

(1i1) m the period 1984-1989 the total number of cred1t cards in c1rculat1on was rising by an 

average of 1 0% per annum start1ng from 16 9 million m 1984 (The Monopolies and 

Merger CommiSSion, 1989). 

Within the portfolio of any cred1t card issu1ng organisation a number of distinct subsets can 

be identified card holders who default, card holders who do not default and card holders who 

do not use the credit card issued. Therefore m light of the issues already identified, the aim 

of this paper was to predict those who are most likely to use, as opposed to those who would 

not use their credit card. Segmentation of this type might help credit providers to target the1r 

products more closely to the needs and behaviour of consumers. Additionally, card holders 

who do not use the1r card(s) could actually be cost1ng the card 1ssuer money in the form of 

1ssu1ng and administration costs. 

Recogmsing that Within the mdustry credit sconng techmques were (and st1ll are) being 

applied to other dec1S1on-mak1ng s1tuat1ons th1s paper used the methodology outlined and 

discussed earlier The definition of 'bads' m th1s case be1ng a cardholder who does not use 

their card. Again the data used was application form information and subsequent behav1our 

deta1ls supplied by a UK credit card 1ssuer. 

The results show that With the a1d of discriminant analysis it is possible to discriminate 

between the two groups of card holder (i.e. users and non-users) and that the most powerful 
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discnmmat1ng vanables (characteristics) are: Postcode; Age of Card Holder, Applicant's 

Income; Years as an Account Holder; Years at Present Address; Res1dent1al Status. 

For the card-issuing orgamsation the results suggest mter alta that: 

(i) using traditional cred1t sconng techmques it is possible to segment the market, 

(11) they could use different promotional matenal for the different groups of consumer; 

(111) 1t might be profitable to Introduce different pncmg strategies 18 for the different 

customer segments. 

(v1) Crook, J.N., Thomas, L.C. and Hamilton, R, "Credit Cards: Haves, Have-Nots and 

Cannot-Haves", The Servtce lndustnes Journal, 14(2), Apnl1994, pp204-15, ISSN 0264 

2069. 

(R. Hamilton's contnbution 33%) 

Again trying to understand and explain the behaviour and attitudes of consumers in relation 

to credit cards this paper aims to investigate who has cred1t cards and, for those who do not 

have a cred1t card, whether or not they would be given a credit card 1f they applied for a credit 

card The key developments in the cred1t card market at the t1me of writmg were still (1) the 

introduction of annual charges by some card 1ssuers and (11) the number of credit cards 1n 

circulation mcreas1ng year on year (MMC, 1989) 

To achieve the above aims two data sets were used· 

Appltcatton Form Data 

18 It was recently announced that a credit card Issuer was to mtroduce a charge of £15 per annum to cardholders who fail to 
use therr card With the definitiOn of a non-user being one who fails to spend at least £250 on credit every SIX months, (The 
Sunday Express, 09/05/04) 
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A credit card 1ssuer provided application form data and subsequent performance history for 

over 1000 credit card holders; 

The Famtly Expendtture Survey (1986) 

Th1s IS a government-backed survey of the 1ncome and expenditure pattern of UK 

households that for the first t1me in 1986 prov1ded data relating to credit card ownership 19 

From the 7,178 households Included in the survey 13,549 people were identified who could 

legally own a credit card as they were aged 18 or over. Additionally, using the income and 

expenditure Information collected at the indiVidual level m ne vanables were identified that 

were common to both data sets. The nine vanables were residential status; length of 

residence at present address; outgoings; 'phone ownership; age, occupational status; current 

account ownership; income; and spouse's 1ncome 

Therefore, using the application form data supplied by the card 1ssuer a scorecard was 

constructed, based on the methodolog1es20 outlined earlier, using the nine common 

variables This genenc scorecard was then used to split the Family Expenditure Survey 

sample into four categones: 

(i) those who own a credit card and would get a credit card using the generic scorecard, 

(11) those who do not own a credit card but would get a credit card usmg the generic 

scorecard; 

(111) those who own a credit card but would be rejected us1ng the generic scorecard, 

(iv) those who do not own a credit card and would be rejected using the genenc 

scorecard. 

19 The relevant questiOn m the Fanuly Expendtture Survey did not dtfferenl!ate between credtt card and charge card 
ownership However, as they are used in sunilar ways, apart from repayment terms, we have treated them all as credtt cards 
for thts research. 
20 In construcl!ng the scorecard the deftnttion of 'bad' was IIllssmg three consecul!ve payments during the performance 
penod. 
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Having constructed the scorecard the accepUreject decision depends on the cut-off score 

chosen and those With scores greater than the cut-off would be accepted, those below, 

rejected. In this research we used two different cut-off scores; one wh1ch gives a 3% 

reject1on rate (th1s rate mimmised the m1sclass1fication errors) and one which g1ves a 13% 

rejection rate The latter 1s nearer cut-off levels used by the industry. 

The results of this research suggest that: 

(i) although cred1t card ownership is increasing 1t IS not umform across all characteristics 

Occupation, 1ncome and age show marked differences, in terms of card ownership 

between the various categones; 

(1i) the vast majonty of 1nd1v1duals that do not have a credit card do not because they do 

not want one (i e using the genenc scorecard and a high rejection rate, around 83% 

of the sample Without a card would be given a card); 

(111) the most important d1scnminators, when looking at who could and who could not get a 

credit card are phone ownership, current account ownership and income of spouse; 

(iv) the largest group who do not have cred1t cards because they do not want them 

consists of people of ret1rement age. 

(vu) Hamilton, R, Howcroft, J. B. and Saunders, J., "Customer Retention: A Behavioural 

Model", /MA Journal of Mathemattcs Applted m Busmess & Industry, 6(4), (1995), pp333-

342, ISSN 0953 0061. 

(R Hamilton's contnbut1on 60%) 

This paper was first presented at the conference on Credit Scoring and Cred1t Control (Ill), 

organized by the lnst1tute of Mathematics and 1ts Applications, Umversity of Edinburgh, 

September 1993 

At the time, the cred1t card Industry had been expenenc1ng: 
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(i) a fall in the number of applications be1ng rece1ved each month, 

(11) a constant decline in the number of cred1t cards held by consumers21 , 

(111) an increasmg number of card issuers. 

This consumer behaviour could at least in part be explained With reference to the introduction 

of annual fees, wh1ch meant that many cardholders were becoming less willing to hold more 

than one or two credit cards Consequently, card issuing organisations were bemg more 

aggressive With respect to their marketing campaigns and were particularly keen to 

encourage not only thetr customers to retain their card but also for customers of other card 

1ssuers to transfer their balances 

Using data prov1ded by a maJor credit card 1ssuer m the U K the aim of this paper was to 

construct a behavioural scorecard to 1dent1fy the charactenstics and/or behav1our of 

customers most likely to close22 the1r cred1t card account (i e 'segmentation for customer 

retention'). The data related to the characteristics and the behaviour of a sample of 27,099 

card holders over a 15-month period and consisted of 70 variables The methodology for this 

research closely followed the methodology presented earlier and ultimately resulted in 22 

vanables bemg considered for inclusion in the final model. 

The results of this research showed that the scorecard performs better, as measured by the 

percentage correctly classified into both groups, than a chance model Additionally, the most 

Important predictor variables are related more to how customers use their credit card, (with 

respect to customer need; how the account IS controlled and the relationship the card holder 

has with the card issuer)23 than to the1r 1nd1vidual characteristics (or application form data). 

The results, on a less posit1ve note however, also suggested that an alternative segmentation 

model, where more than two groups could be identified, might be more useful. For example, 

21 Card holders were usmg tberr card(s) more often and/or were usmg their card(s) for larger purchases as the value of 
turnover was snll increasmg durmg tlus penod 
22 Closed in !Ius respect refers only to customers who have made the dectston to return therr card wtthout any involvement 
of the card Issuer. 
23 The four most important dtscnmmatmg variables related to (i) the customer's behavtoural score (u) interest patd m the 
preVIous year (m) external status and (1v) crrcumstances oflast credtt !unit change 
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cluster analysis24 would allow one to further segment cases on the basis of profitability 

(usage) 1nto four groups. 'normal' h1gh profit and low profit and 'closed' h1gh profit and low 

profit 

(v1il) Hamilton, R and Khan, M , "Revolving Credit Card Holders: Who Are They and How 

Can They Be Identified"? The Servtce Industries Journal, Vol. 21, No.3, July 2001, pp37-48, 

ISSN 0264 2069. 

(R. Hamilton's contnbution 75%) 

This paper was first presented at The Second International Stockholm Seminar on R1sk 

Behaviour and R1sk Management, Stockholm Un1vers1ty School of Business, June 1997. 

Building on previous research, th1s paper recogmses that retaining cardholders, (see 

Hamilton, Howcroft and Saunders, 1995), is a necessary but not sufficient requirement to 

guarantee a portfolio of profitable card holders Arguably, card holders should be segmented 

on the basis of whether or not they are likely to 'revolve' (i.e pay interest on outstanding 

balances) 

Database (or target) marketing, and the use of modelling techniques, had recently been 

Introduced to play a key role in the marketing strategies of cred1t card 1ssuers for several 

reasons, (see Frank, 1996), 1nclud1ng 

(i) Increased competition, 

(i1) the 1ncreas1ng ava1lab1hty of cardholder data; 

(iii) ris1ng industry comfort level with sconng; 

(iv) falling data process1ng and storage costs. 

24 Dtscrnmnant analysts can be used to form more than two groups but unhke dtscrimmant analysis, cluster analysts does 
not requrre cases to be a member of a known group. 
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Using two quant1tat1ve techniques more commonly associated With credit sconng (1 e. linear 

d1scrimmant analysis and logistiC regression) the a1m of th1s paper was to identify the 

characteristics of cardholders with the greatest propensity to revolve. The rat1onale be1ng, 

such customers will be the most profitable as they are pay1ng interest in addition to any 

annual fee and, given they seem comfortable With paying interest, could be targeted With 

other interest charging bank products On the other hand, 'non-revolvers' m1ght be targeted 

with alternative bank products that could be more profitable or less costly to 1ssue and 

adm1mster for the card 1ssuer (e.g. a deb1t card, a gold card). 

A major UK bank provided data relat1ng to a random sample of 27,681 active cred1t 

cardholders, which contained 313 socio-demograph1c (application form data) and behavioural 

pred1ctor vanables. The methodology closely followed the methodology outlined earlier 

although certam key differences can be identified: 

(1) this research IS concerned with likely consumer behaviour with1n a spec1fic time 

period. Consequently, the behavioural vanables (pred1ctor variables) selected for 

cons1derat1on reflected the consumers behaviour in one t1me period and the outcome 

(or dependent vanable) reflected the consumers behav1our 1n a later t1me period (i e if 

they had paid interest on their credit card balance at least once one, two, or three 

months later); 

(1i) unlike other published work in this area a shortage of data was not an issue. However, 

given the large number of orig1nal vanables Ch1-square tests were 1nit1ally used on all 

313 variables to test the association between the dependent variable and the 

independent variables. This resulted in only 55 variables being considered for 

inclusion m the final models, 

(1i1) trad1t1onally most organisations use discriminant analys1s for cred1t sconng. However, 

with the increased vanety of modelling techniques used for market1ng strateg1es the 

credit scoring industry has also witnessed the increasing use of logistic regress1on for 
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model bu1ld1ng. Consequently this research used both techmques and compares the 

results25
• 

The ma1n result of this research is again that the most important d1scnmmabng {or predictor) 

variables relate to how the card holder has used his/her cred1t card {i e. cash advances, 

m1mmum payment due, 1nterest pa1d 1n previous periods) rather than application form data. 

Th1s would imply that segmentation of this type couldn't be bUilt 1nto a sconng model used at 

the mitial accepUreject stage 

Conclusions 

In th1s chapter I have prov1ded a background to credit scoring, outlined a general 

methodology, considered some of the pract1cal 1ssues relat1ng to credit scoring and prov1ded 

a summary of some of the key issues stemming from the research papers appeanng 1n full in 

chapters 2-9 {inclusive) 

The main contnbutions of th1s research Include· 

• ldent1fymg, analysmg and addressing some of the practical 1ssues relating to 

cred1Ubehav1oural sconng rather than focusing solely on the statistical techmques For 

example. sample size, defining 'goods' and 'bads'; available and su1table data; 

classifying the attributes; and interpreting the research output in relation to predicting, 

understanding and explaining consumer behav1our; 

• Study1ng the relat1ve importance ofthe vanous card holder characteristiCS, both 

demographic and behavioural that help to predict, understand and explain consumer 

behaviour, 

25 Both techruques provided smular results which supports the findmgs ofBanas1k et a/, 1995, Hand and Henley, 1997 
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• Examining issues not previously covered in the published literature. For example: the 

shelf-life of a scorecard; the charactenst1cs of credit card users (non-users); the 

characteristiCS of consumers that have/do not have/cannot have a cred1t card, and 

ident1fy1ng consumers most likely to revolve (the1r cred1t balance); 

• Prov1d1ng a background/introduction to cred1t scoring for non-pract1t1oners, 

• Disseminating the researchers' understanding of cred1t sconng to a wider aud1ence. 

This was achieved v1a papers 1n refereed academic journals, conference 

presentations and articles in non-refereed (industry) publications 

As already highlighted, the use of stat1st1cal techniques to assist in (i) the granting or refusal 

or the extension of consumer cred1t and (1i) the understanding of consumer behaviour has 

been and still 1s a very dynamic and evolving area to research. Consequently, the research I 

have presented here is not exhaustive in that it does not look at the use of Similar 

approaches and techmques in relation to, for example, the provision of mortgages; small 

business sconng, fraud prevention, debt recovery and customer profitability 

Additionally, given the confidential nature of the data used for the research and the highly 

competitive nature of the cred1t industry certain limitations26
, 1n relat1on to the data used in 

the research presented also need to be highlighted: 

• Cred1t Bureau (Agency) Characteristics: in addition to using application form and 

behavioural characteristiCS normally cred1t bureau information is also used when 

building a scorecard. Details (charactenst1cs) that might be available and of relevance 

could include (1) the status of a customer's past and present accounts and (11) details 

of any county court judgements (CCJ's); 

26 Th1s 1s 1n add1t1on to any spec1fic llm1tat1ons highlighted 1n any of the art1cles 
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• Refused Applications: the Cred1t Industry 1n their Guide to Credit Scoring (1993) 

emphasised that when bu1ld1ng a scorecard to make decisions about the granting of 

credit the sample should include, when appropnate, application form Information from 

refused applicants27
• However, for the reasons stated above such 1nformat1on was not 

generally included 1n the scorecards presented in this research although rejected 

applicants were included 1n the sample used 1n the research paper presented in 

Chapter 4, (Crook, J.N., Thomas, L.C. and Hamilton, R., 1992). 

• Costs (opportunity) of Misclassificat1on: 1n the vanous research papers the models 

have been validated by companng the percentage correctly classified by the model 

and the appropriate chance measure (see page 15) However the class1ficat1on matrix 

has been denved Without incorporating the opportumty costs associated with a 

misclassificat1on error That is, the costs to the lend1ng organisation of classifying an 

1nd1V1dual a GOOD (bad) when he/she is actually a BAD (good). Not surpnsmgly, 

g1ven the confidential nature of the 1nformat1on, the true costs to the lending 

organisation of such errors were unavailable. 

Although cred1t scoring has been 1n common use 1n the financial services mdustry in the 

Western world for some five decades there are st1ll a number of areas/issues that lenders are 

seek1ng to improve and/or address. Some of these are old, some are new, some are 

technique based and some are practical For example (see Thomas et a/, 2005) 

• New approaches to the class1ficat1on problem (i e. what IS the 'best' classification 

technique or method) 

• Changing the object1ve of the classification 

• How to measure the performance of a scorecard. 

• How to build a scorecard for a new product With little data. 

• Incorporating Information about refused applicants (i.e. reject inference) 

27 If such applicants were not 1ncluded m the sample then the sample used to bwld the scorecard would not 
reflect the through-the-door population and th1s causes a "reJect b1as" (Thomas et a/, 2002) 
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• How to price the product (e g cred1t card) accordmg to nsk. 

• Develop profit-based sconng systems 

Add1t1onally, some UK banks recently announced that in an attempt to (1) tackle bad debts 

and/or (ii) identify people who are struggling to repay the1r debts/loans the banks are go1ng to 

share, v1a the main cred1t reference agenc1es more 'positive' or 'white' data Th1s data, unlike 

'negat1ve' data (wh1ch show customers who have m1ssed a payment or defaulted) will identify 

mter alia customers mak1ng m1mmum payments; how much is spent each month, how much 

cash has been Withdrawn. This recent development, wh1ch is also an attempt by banks to 

counter the suggest1on that banks encourage Irresponsible borrowmg, ra1ses another 

quest1on: How much, 1f any, of th1s new data should be incorporated into an accepUreJect 

scorecard? 
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A COMPARISON OF DISCRIMINATORS UNDER ALTERNATIVE DEFINITIONS OF 

CREDIT DEFAULT 

J.N Crook, R Ham1lton and L.C. Thomas 

( Umverstty of Edmburgh) 

ABSTRACT 

The aim of this paper IS to compare the ranking of a selection of variables in terms of the1r 

ability to discriminate between "good" and "bad" repayers of bank credit card loans under a 

stringent defimtion and a lax definition of "good" and "bad". The sample consists of 1001 

cardholders. lt was possible to discriminate between "goods" and "bads" With a high degree 

of significance on both definitions of default and both defimt1ons gave a better predictive 

performance than allocating the cardholders into each group by chance. The most important 

discriminators for the lax function were postcode, years at bank, applicant's employment 

status, years at present employment, whether or not a current account is held and spouse's 

1ncome respectively In the case of the stnngent defimt1on the most important discriminators 

were again postcode and employment status respectively followed by mortgage balance 

outstanding, years at bank, number of children and years at present employment. 

1 INTRODUCTION 

The use of cred1t sconng procedures increased dramatically during the 1960s 1n the US and 

the UK and by 1979 was used by over 30% of US cred1t grantors [6]. This increase was 

partly due to the rapid growth in applications for loans and cred1t cards 1n both countries and 

the relative speed with which such models predicted the cred1t worth of applicants. In the US 

this was also due to the stipulations of the Equal Cred1t Opportumt1es Act (1974) and 

subsequent amendments wh1ch outlawed the use of race, religion, nationality, sex, mantal 

status and age as factors to be considered in the loan decision although lending 
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organisations could use credit sconng methods which were 'demonstrably statistically sound' 

and 'empirically denved'. 

TABLE 1 

THE ORIGINAL 24 PREDICTOR VARIABLES 

Postcode 

Age 

Number of children 

Number of other dependants 

Whether an applicant has a home phone 

Spouse's mcome 

Applicant's employment status 

Applicant's employment category 

Years at present employment 

Applicant's income 

Residential Status 

Years at present address 

Estimated value of home 

Mortgage balance outstanding 

Years at bank 

Whether a current account is held 

Whether a deposit account is held 

Whether a loan account IS held 

Whether a cheque guarantee card is held 

Whether a major cred1t card IS held 

Whether a charge card is held 

Whether a store card IS held 

Whether a building society card IS held 

Value of outgoings 

41 



The alternative definitions used for a defaulter were as follows. A case was defined as "bad" 

If. 

(a) "Stnngent" definition -the person had ever been one or two or three cycles delinquent 

dunng the sample penod. 

(b) "Lax" definition- the person had ever been 3 cycles delinquent during the sample 

period 

Correspondingly the definitions of "good" corresponding to (a) and (b) were: 

(a 1) the person had never been one or 2 or 3 cycles delinquent 

(b1
) the person had never been 3 cycles delinquent. 

Two separate discriminant analyses were therefore carried out between (1) a and a 1 and (2) 

band b1
. 

The literature on credit sconng can be divided into two groups F1rst, those papers which 

cons1der different aspects of credit granting policy and second, those wh1ch cons1der the 

relative attnbutes of different techmques for predicting whether a spec1fic cred1t applicant Will 

or will not default on loans made to him. One of the first aspects of policy to be considered 

was the optimal number of contracts to be accepted. Hence Greer [19] argued that the 

opt1mal number, X*, was that which maximised the present value of cred1t related profits <1> 

which in turn consisted of the sum of the present values of (a) profit from cred1t sales 1n the 

current period, (b) profit from cred1t sales made in future time periods and (c) profit from cash 

sales beyond that which would have been made 1f cred1t had not been extended. Each is 

decomposed mto revenues and costs as a function of the number of applicants, X, and 

simple d1fferent1ation g1ves the first order condition for maximum profits. Since the probability 

of default is assumed to be monotonically and pos1t1vely related to the number of accepted 

applicants, the value of X* ind1cates the maximum probability of default associated With any 

cred1t application wh1ch the firm should accept. 
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As Eisenbeis [15] remarks, Greer's model does not g1ve an accept/reject rule for any 

individual cred1t applicant, but is an aggregative model relatmg to total revenues and costs 

from applicants as a whole. Alternatively Greer does incorporate the poss1b11ity that credit 

extended in one t1me period may lead to greater profits in later periods. 

A second issue considered by the cred1t policy literature IS that of how to decide whether or 

not to grant credit to an mdiv1dual applicant. One of the earliest papers is by Mehta [25] who 

assumes that, g1ven the amount of 1nformat1on available to the decis1on-maker, one of three 

deCISions can be made: accept, reject, or gain more mformat1on. The expected cost of 

acceptance and of rejection are each linear functions of the number of product umts, n, on 

which credit is sought. The strategy IS chosen which mm1mises expected cost. Smce 

expected cost 1s linearly related to n there are ranges of values of n for which the cost of 

extension exceeds that of rejection The mvest1gat1on cost is the expected cost in the light of 

the 1nformat1on which Investigation would give. For example, the investigation may give 

information on those 1tems wh1ch enter the acceptance or rejection cost calculations 

(probability of default, average cred1t period, average collection cost) stratified by the past 

expenence the firm has had With this applicant, the cred1t agency rating, creditor reference 

and so on. Now consider the case where the investigation concerned say, past experience. 

For the relevant range of n the expected cost for all possible findings is calculated by 

weighting the cost of acceptance or rejection (whichever is appropriate, given n) for each 

possible findmg by the expected proportion of occasions on which that finding has been 

made By constructmg a deCISIOn tree alloWing for accept, reject, investigate dec1sions to be 

made following every possible finding at each round of mvestigation, and calculating the 

expected cost of investigation at the final stage and so working towards the top of the tree, 

the ranges of n for which the expected cost of each stage of mvest1gat1on is less than that of 

acceptance or reject1on can be found. 

B1erman and Hausman [2) have proposed methods which allowed prior probabilities of 

default to be rev1sed as information as to an applicant's payment history is obtained and an 

applicant returns for an equal amount of cred1t in each future time period Smce the outcome 

on each occas1on IS that e1ther payment is made or it is not, With probability of repayment p, 
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over a number of periods the cumulative outcomes follow a binom1al process. On Bayes1an 

assumptions p follows a Beta d1stnbut1on w1th parameters r and n. After several t1me penods 

rand n are increased according to the number of repayments made and the number of 

penods which have elapsed. The expected monetary value IS calculated and credit granted 1f 

1t is positive. Dynam1c programm1ng is used to solve the problem over a finite number of time 

penods. Srinivasan and Kim [33] relax Bierman and Hausman's restrictive assumption that 

the firm collects debts and pays all of 1ts variable costs on the same day. 

Cyert et a/ [8] proposed that repayment behaviour could be modelled by the use of Markov 

Chains. A matnx of probabilities (trans1t1on matnx) is constructed where each element is the 

probability that a customer's debt will move from bemg a certain penod old to bemg another 

penod old e g one month old to 0 months old Cyert et al. [9] considered different transition 

matrices for different nsk classes of applicants. Dynam1c programming techniques are then 

used to find the profit maximising (over n penods), credit limit for each state (age of debt). 

Adaptive Markov Chains, whereby the probability that an 1nd1V1dual moves from one to 

another state IS updated 1n the light of past payments have also been used [35) cz> 

A further aspect of cred1t to be considered IS the quest1on as to which is the opt1mal analysis 

method to use Edmeister and Scharbaum [12] formulate the expected net present value of 

granting loans, given N applicat1ons and analysis method S, 1n terms of both expected profits 

and losses from repayers and defaulters respectively and administrative costs The 

difference between this and the expected net present value Without analysis IS the value of 

the analysis, and is maximised by choice of S. 

A different group of papers consider the relative advantages of different techniques wh1ch 

may be used to predict whether or not an ind1v1dual applicant is likely to default. Many 

techmques have been proposed. The oldest techmque is discnminant analysis [11], [32] 

although Mathematical Programm1ng [17], Recursive Partit1omng and a judgemental method 

based on Analytic H1erarchy Process methods have been proposed (see [34] and [3] for 

empincal comparisons). 
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The literature on the application of discriminant analysis to consumer cred1t sconng has 

considered a number of issues. Chandler and Coffman [6) have summansed the differences 

between empirical and JUdgemental cred1t evaluation These are that empincal methods are 

based on actual and not perce1ved performance, that empirical methods produce more 

consistent evaluations than Judgemental methods, that emp1rical methods involve validation 

whereas judgemental methods do not, emp1ncal methods ascnbe we1ghts to an 1nd1V1dual's 

many charactenst1cs simultaneously whereas JUdgemental methods tend to concentrate on a 

small number of characteristics at any one time. 

Other papers have compared the predictive accuracy of discriminant analysis With other 

methods of distinguishing between "good" and "bad" accounts For example, Myers and 

Forgy [27] compared the pred1ct1ve accuracy of discnminant analysis, stepwise regression, 

equal we1ghts for all pred1ct1ng vanables, and finally, separate d1scnmmant analyses 

estimated from subsamples ranked according to the1r scores on a discnminant analysis 

based on the entire sample. The sample cons1sted of 600 accepted loan contracts on mobile 

homes. Analys1s was based on 300 cases with the remainder used as a hold-out sample to 

test the predictive accuracy of each model Twenty-one out of forty-one predicting vanables 

were found to be pred1ct1ve of account payment at the 0 05 sigmficance level or better. The 

equal we1ght model gave the greatest prediction accuracy using the correlation coefficient 

between actual and pred1cted score as the measure of pred1ct1ve accuracy. However whilst 

the twenty-one 1ncluded variables are descnbed, their relative importance within the 

estimated functions is not disclosed Moreover the sensit1v1ty of results to alternative 

defimtions of "good" or "bad" IS not Investigated; "good" be1ng defined as those With 'no more 

than two or three late payments' 1n a g1ven period and "bad" as 'made less than 18 payments' 

or repossessed. 

Wiginton [36) compared the predictive performance of a log1t <3> model With that of a linear 

d1scrim1nant analysis Whilst the discnminant analys1s model's pred1ct1ve performance was 

no better than chance (allocating all cases to the largest group) the log1t models correctly 

predicted 62% of cases in companson with the proportion expected by chance of only 50%. 

Wiginton included only three variables in the empirical analys1s 'years at present 
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employment', 'liv1ng status'<4
> and 'occupation type' but the relat1ve importance of each IS not 

g1ven 

Chandler and Coffman [7] applied discriminant analys1s to a sample of 10,000 bank credit 

card accounts which were one month delinquent to distinguish between (a), those accounts 

which were never delinquent aga1n 1n 6 months and (b) those accounts which became at 

least 3 months delinquent within the same 6 months The aim was to construct a 

performance scoring model (as opposed to a new applicant sconng model) which could 

predict whether an Individual who had been accepted would move from the first to the 

second category. The pred1ct1ng variables are not d1vulged As an indication of pred1ct1ve 

accuracy the authors note that of a hold-out sample of 4, 700 cases, 2,000 cases had scores 

less than a certain number and these 2,000 cases mclude 62% of those who actually 

became at least 3 months' delinquent and 56% of those who actually became one or 2 

months' delinquent. 

Overstreet and Kemp [30] compared the weights applied subjectively by loan offices With 

those derived from a credit scoring model. Unfortunately, the reported coefficients of the 

discriminant analysis which gave the sconng model would appear to be the unstandardised 

values, and therefore they do not indicate the relative Importance of each. However, the 

'significant' (S) discnmmators were "loan type", "length of employment", "monthly income", 

"monthly fixed expenses", "amount currently owed to financ1al Institutions", "existence of loan 

history" and "type of loan history". This model also does not consider alternative defin1t1ons of 

default. Overstreet and Kemp argue that by comparing the coefficients of a scoring model 

With those of a loan officer, the performance of the latter can be reviewed and improved. 

However, an 1ssue which has not been addressed 1n any published paper IS to compare the 

ranking of the pred1ctor variables and the model's predictive ab11ity when default is defined 

accord1ng to a 'stringent' cnterion With the ranking and predictive ab11ity when the definition of 

default is relat1vely "lax" This is the aim of this paper. Th1s paper cons1sts of three further 

sections Section 2 descnbes the data and vanables used, Sect1on 3 presents and discusses 

the results and Sect1on 4 concludes 
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2. DATAANDVARIABLES 

2 1. /ntroductton 

The sample cons1sts of 1 ,001 Individuals who held a bank cred1t card and who had used 1t in 

the sample period. Data was available on 24 sociodemographic and economic variables for 

which an a pnori reason for their use as discnm1nators could be given. These variables are 

listed 1n Table 1 and 1t can be seen that most have been included in previously published 

discnm1nant analysis scoring models (see [4]). 

2 2 Use of Nominal Dtscnmmators 

An immediate difficulty can be seen 1n that many of the vanables are measured only at 

nominal level whilst use of d1scnminant analysis requires that all predictor vanables be 

measured at least at mterval level [22] The literature suggests three alternat1ve methods of 

using such data. 

a) For each of n such nominal values, (n-1) dummy variables which take on values (1, 0) 

are mcluded as predictor vanables. This method has two limitations. F1rst that the 

requ1red assumption of discriminant analysis that the predictor vanables are 

mult1variate normal is VIolated Second, the practical problem ex1sts that the degrees 

of freedom are considerably reduced when large numbers of such vanables are 

Included. 

b) FolloWing Krzanowski [21] for every poss1ble combination of nominal values a 

d1scrim1nant function IS estimated using vanables measured at interval level and 

above as predictor variables. 

c) To replace each such vanable by one measured at interval or higher levels. Hence 

suppose a nom1nal variable takes on any of m possible values and let g, and b, be the 
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number of "goods" and "bads" respectively 1n the sample which take on the 11h nom1nal 

value (i<m) such that 

m m 

Gr = _Lg. and Br =_Lb. 
1=1 1=1 

i e Grand Br are the total number of "good" and "bad" cases respectively in the sample. 

Clearly each of Gr, Br, g, and b, are measured at ratio level. Therefore we could replace the 

11h value of a nom1nal variable by a combmat1on of g., b., Grand Brand obta1n a ratio level 

vanable Boyle et al. [3] descnbe several possible combinations which are related to the 

probability odds or log of the probability odds of the "goods" and "bads" takmg on the 11h value 

of the nominal variable 

Because of the outlined limitations of methods (a) and (b) and because, for reasons to be 

given later in this paper, we wished to apply the same procedure to variables measured at 

ratio level, method (c) was adopted Of the poss1ble combinations outlined by Boyle et at, the 

spec1fic form of the predictor vanables chosen was: 

xl =Inxl =In (gi)+In (Br) 
1 1 b1 Gr 

for case J 

Furthermore, for many variables, e g postcode, there were so many different values (seventy 

for postcode) that the frequency d1stnbution of cases left very few in certain categones- 1n 

some the number of "bads" was zero. We therefore aggregated the values of the nom1nal 

vanables accordmg to similarity of g,/(g,+b,) and nominal categories for which there were no 

"bads" were combined With those categones With the highest value of g,/(g,+b,). 

Turning to those vanables which were measured at rat1o level, it IS somet1mes the case that 

the proport1on of "bads" is not monotone in these variables. Since the pnmary objective of the 

model1s to gain maximum d1scnmmation and prediction, not to describe, the aggregation 
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procedure was applied to these vanables too However, 1n these cases the anginal values of 

each vanable were aggregated With adJacent values because on 2 pnori grounds 1t seems 

unlikely that the probability of default would vary considerably between, say, very sim1lar 

spouse's income values, and such differences 1n est1mated probabilities g,l(g,+b,) were 

ascnbed to large sampling errors due to relatively small sample sizes assoc1ated with each 

ratio value. 

An implication of replacmg the anginal values of ratio level vanables by x1
1 values is that such 

variables take on values which are ranked by In (g,lb,)+k (where k IS a constant), which may 

not be monotomcally related to the original values. For example, 1n the case of Number of 

Children under the "stnngent" defimt1on the relationship was as shown in Figure 1 

FIGURE 1 
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2 3 Multtcollmeanty 

Smce the aim of the paper is to compare the ranking of vanables in terms of the1r contnbut1on 

to any discnminat1on between "goods" and "bads" for alternative defin1t1ons of "bads", 1t is 

particularly Important to reduce the correlations between predictive vanables to the extent 

that the1r coefficients become acceptably stable. If multicollinearity IS high the matrix of 

standarised coefficients (G) IS an unreliable gUide to the relative contnbut1on of each vanable 

and the rank1ngs of variables on this matrix Will d1ffer considerably from those on the matnx of 

pooled Within-groups correlations between the discriminating vanables and the d1scnm1nant 

scores (the structure matrix or 'discnminant loadmgs') To reduce multicollineanty each 

predictor vanable was, in turn, linearly regressed on the other 23 predictors and the 

Tolerance (I-R2
,) was calculated m each case Those predictors With a Tolerance of less than 

0.8 (i e. 20% or more of the vanance in the variable was 'explained' by variat1on in the other 

predictors) were considered for delet1on Predictors in this group were deleted 1f they were 

not highly correlated With other predictors which were deleted To dec1de which pairs of 

pred1ctors were correlated we used the critenon as to whether the regression coefficient in 

the relevant regression equation was statistically different from zero at 5% (2 ta1l). We also 

considered the zero order bivariate correlation matnx and m th1s case values of at least 0.20 

were taken as md1cative of 'serious' collineanty After such pred1ctors were deleted we 

recalculated the Tolerances and deleted those which still had values of less than 0 8. In the 

case of the "stnngent" defimtion of default (one or 2 or 3 cycles delinquent) the total list of 

variables selected for deletion when using the regression or regression and b1vanate 

correlations was the same. In the case of the "lax" defimtion (3 cycles delinquent), use of the 

regress1on critenon implied that "current account" should be deleted whereas if the 

correlations are considered too then 1t IS unclear if possession of a "cheque guarantee card" 

should be deleted instead. We have chosen to present the results wh1ch include "current 

account" rather than "cheque guarantee card" because it g1ves greater predictive accuracy 

Hence the deleted variables were whether or not the applicant had a cheque guarantee card, 

applicant's employment category, years at present address, and age. 
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2 4 Vanable Selection Cntenon 

To ensure that only those vanables wh1ch contnbuted significantly to the discnminat1on were 

Included in the final function, the predictors were selected by a step-Wise procedure. The 

criterion for vanable selection was the Mahalanobis D1stance stat1st1c (02)(7). At each step 

the variable wh1ch results in the greatest 0 2 when included, is added Whether the change in 

0 2 wh1ch results from a variable's inclusion IS statistically sigmficant IS tested by a partiai-F 

test. G1ven the variables already in the equat1on the F on the change in 0 2 following entry IS 

calculated and compared with 1.0 (and the F on the change in 0 2 1f the vanable IS deleted IS 

also compared with 1.0)<8>. 

2.5 Assessment of PrediCtiVe Accuracy 

To avoid b1as in assessing the pred1ct1ve performance of the model [16], the analysis was 

earned out on a random sample of 801 cases from the 1,001 cases and the predictive 

accuracy assessed from the hold-out sample. Of the remaming 200 cases, the cho1ce of a 

20% hold-out sample rather than a h1gher proport1on was based on the des1re to have the 

same proportion for both the "stringent" d1scrimmant analysis and the "lax" discriminant 

analysis, and the fact that in the "lax" discriminant analysis, the total number of bads was 

only 44. If the hold-out sample had been, say, a randomly selected 50% of cases, the 

number of bads, on which the analys1s was performed, could have been extremely low in 

comparison With the number of "goods". Of course the Implication of a hold-out sample bemg 

a low proport1on of the total sample is that the proportion of bads in the hold-out would be 

very low. However, we believe 1t was more desirable to complete the analysis on a more 

even split of "goods" to "bads" than the validation, although this is obviously open to 

question. 

To assess the predictive performance of the model, the proportion of cases which IS correctly 

classified by each funct1on must be compared With the proport1on wh1ch we would expect to 

be correctly classified by chance However, two cnteria for calculating the latter are available 
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(a) The Maximal Chance Critenon 

Cmax = Max (p, 1-p) 

where p is the proportion of cases in one of the groups e g "goods" That is, 1f over 

half of the cases were "good", the greatest proportion correctly classified by chance 

would be obtained by placing every one in the "good" category. 

(b) The Proportional Chance Cntenon: 

Cprop = p2 + (1-p)2 

The Maximal Chance Cnterion is appropriate when the aim is to correctly classify the 

maximum proportion of cases regardless of whether they are, for example, "good" or "bad" 

([20], [26]) If the function d1d not g1ve a greater accuracy than th1s, we should allocate every 

case to the group With the greatest number of members The Proportional Chance Cnterion 

IS appropnate when we WISh to correctly class1fy cases 1nto both groups. That is, if the 

membership of both groups is unequal, we wish the funct1on to defy the odds by classifying 

cases correctly into the smaller group as well as the larger one 

In th1s paper we do not WISh to max1m1se the proportion correctly classified regardless of 

whether they are "good" or "bad", but to correctly classify "bads" and "goods" and to use the 

chance cntenon which specifically considers the proportion correctly classified by chance into 

both groups. Therefore we shall compare the proportion correctly classified by the model with 

Cprop 

2 6 Limitations 

Certain limitations of our methodology must be acknowledged. First we d1d not mclude 

rejected applicants nor those who d1d not use the1r card and these omissions may possibly 
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lead to b1as Furthermore 1t IS possible (g1ven the very different sample s1zes for the two 

groups in the "lax" case) that the covanance matnces for the two groups 1n each analysis 

may not be equal, contrary to the assumptions of linear discriminant analysiS However, in 

response to both cnt1cisms, Reichert, Cho and Wagner [31] have argued that the predictive 

ab11ity of linear discnm1nant analysis in the credit scoring context when covanance matrices 

differ between groups and when rejected applications are excluded from the sample is 

relatively robust. If the covariance matrices differ between the two groups 1t has been shown 

that the appropriate method is quadratic discnminant analysiS, but this is more difficult to use 

because 1t IS less robust to ~nteract1ons between the vanables and IS less efficient as the 

number of predictors increases. 

3 RESULTS 

3.1 Significance of the Funct1on 

Table 2 shows the significance of each estimated function A common test of the null 

hypothesis that the group means differ is to cons1der whether, pnor to the estimation of a 

function, the variables would be able to d1scnminate between the two groups beyond the 

discrimination which has been achieved by earlier functions The statistic used is Wilks' 

Lambda which is the rat1o of the WJthJn groups sum of squares to the total sum of squares. 

Wilks' Lambda is inversely related to the degree of discrimination since a value close to zero 

1nd1cates that the group centroids are very different relat1ve to the Within group vanat1on. 

Wilks' Lambda can be converted Jnto a i statistic (9>. Table 2 shows that for both of the 

functions (which are not sequent1ally estimated) the group means are statistically different, 

that IS that the mean score for defaulters is different from that for non-defaulters for both the 

"lax" and the "stringent" definitions. 
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TABLE2 

SIGNIFICANCE OF THE ESTIMATED FUNCTION 

Wilks' Lambda x2 d f. S1gmficance 

LAX (Ever been 3 cycles 0 8820 99.54 12 0 000 

delinquent) 

STRINGENT (Ever been at 0 8367 141 2 14 0 000 

least one cycle delinquent) 

3 2 PredJctJve Performance 

Table 3 shows the predictive performance of both functions 

In the case of the "stringent" definition of default the funct1on correctly predicted 68.5% of the 

cases in the hold-out sample which IS considerably 1n excess of the 52% expected by chance 

(and larger than the Cmax of 60%). However, the comparison with Cprop for the "lax" 

defin1t1on IS more difficult because of the extremely dissimilar numbers of cases 1n the "good" 

and "bad" groups 

Whilst the proportion correctly classified, at 98% is only percentage po1nts above chance this 

is four out of a max1mum poss1ble SIX. In view of the grossly dissimilar membership sizes of 

the two groups corroborative evidence may be sought from the predictive performance of the 

function using the analysis sample, though we must be aware that th1s will b1as upwards the 

model's performance. This supplementary evidence again suggests that the function 

correctly classifies four percentage points above chance, th1s t1me out of a poss1ble nme. 
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TABLE3 

CLASSIFICATION MATRICES 

Good 

Actual Group 

Bad 

Percentage correctly classified 

Cprop 

Good 

Actual Group 

Bad 

Percentage correctly classified 

Cprop 

HOLD OUT SAMPLE ANALYSIS SAMPLE 

LAX DEFINITION 

(Ever been 3 cycles delinquent) 

Predicted Group 

Good Bad Total 

193 

3 

1 

3 

9800% 

94.18% 

194 

6 

HOLD OUT SAMPLE 

Predicted Group 

Good Bad Total 

757 

32 

6 

6 

9526% 

9096% 

763 

38 

ANALYSIS SAMPLE 

STRINGENT DEFINITION 

(Ever been at least 1 cycle delinquent) 

Predicted Group Predicted Group 

Good Bad Total Good Bad Total 

100 20 120 425 75 500 

43 37 80 172 129 301 

6850% 6916% 

52 00% 5309% 

An alternative way of considenng the predictive performances of the two funct1ons m1ght be 

to note that the "lax" funct1on correctly classified 99% of the "goods" and 50% of the "bads" 

whereas the "stringent" function only 83% of the "goods" and 54% of the "bads", in both 

cases of the hold out samples. 
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3.3 Rankmgs of the Vanables 

Tables 4a and 4b show the ran kings of the vanables in terms of the standardised 

coefficients, the bivanate correlations between each pred1ctor vanable and the discriminant 

scores (structure coefficients), and the Part1ai-F stat1st1c, for each funct1on. Before we 

compare the rankings a cautionary note IS 1n order. we are d1scussmg the ab1hty of values of 

X\= In (g/bJ +In (BT/GT) (see 3 4) to distinguish between "goods" and "bads" and that for 

each ratio level vanable the values of X1
J are rarely monotonically related to the anginal 

values of the variable 
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TABLE4a 

STANDARDISED COEFFICIENTS AND STRUCTURE MATRICES 

LAX DEFINITION 

(Ever been 3 cycles delinquent) 

Standardised 
Pooled Within Partial F 

Variable 
Coefficients 

Groups 
CQrrelatrQns (to remove) 

Value Rank Value Rank Value Rank 

Postcode 0 56 1 0.499 1 29.94 1 

Applicant's Employment Status 0.40 2 0400 3 14.98 2 

Years at Bank 0.37 3 0.440 2 12.02 3 

Current Account 0.30 4 0.264 5 7.75 4 

Spouse's Income 0.29 5 0.260 6 7.73 5 

Residential Status 0.28 6 0 246 8 6 65 6 

Phone 0.19 7 0.250 7 3.11 7 

Years at Present Employment 0.18 8 0.295 4 2.93 8 

Deposrt Account 0.16 9 0.121 13 2.16 9 

Estrmated Value of Home 0.14 10 0175 9 1.76 10 

Outgoings 0.13 11 0 128 12 1.50 11 

No of Chrldren 0.12 12 0 095 14 1.24 12 

Applicant's Income 0.164 10} 

Mortgage Balance Outstanding 0.156 11} 

Charge Cards 0 061 15} 

Loan Account 0 053 16} Not in function 

Major Credrt Cards 0 049 17} 

Store Cards 0.025 18} 

Buildrng Society Cards 0.017 19} 

No of Other Dependants 0.008 20} 
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TABLE4b 

STANDARDISED COEFFICIENTS AND STRUCTURE MATRICES 

STRINGENT DEFINITION 

(Ever been at least 1 cycle delinguent} 

Vanable Standardised 
Pooled Within Partial F 

Coefficients 
Groups 

(to remove) Correlations 

Value Rank Value Rank Value Rank 

Postcode 0.55 1 0485 1 39.80 1 

Applicant's Employment Status 0.44 2 0472 2 24 30 2 

No of Children 0.36 3 0271 5 15.50 3 

Residential Status 0.27 4 0.205 7 9.07 4 

Mortgage Balance Outstanding 0 27 5 0.377 3 8.67 5 

Years at Bank 0 24 6 0 329 4 6.59 6 

Major Cred1t Cards 023 7 0 098 12 6 29 8 

Outgoings 023 8 0 168 8 6.55 7 

Years at Present Employment 0.21 9 0 256 6 5.31 9 

Current Account 0.14 10 0.161 10 2.41 10 

Estimated Value of Home 0.13 11 0.151 11 2.10 11 

Spouse's Income 0.11 12 0.096 13 1.62 12 

Charge Cards 0.11 13 0.163 9 1.30 13 

Deposit Account 0.10 14 0.090 14 1.14 14 

Building Society Cards -0 068 15} 

Store Cards 0.054 16} 

Phone 0.053 17} Not in funct1on 

Loan Account 0.031 18} 

Applicant's Income 0.026 19} 

No of Other Dependants -0.002 20} 
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For each funct1on separately, the ranks of the most Important half dozen vanables are very 

s1m1lar on all three cntena Cons1der1ng the "lax" definition first, the standardised 

coefficients place postcode as the variable With the greatest d1scr~minat1ng power, given the 

other vanables 1n the function, followed in decreas1ng order of discr1m1natory power by 

applicant's employment status, years at bank, whether or not a current account IS held, the 

level of spouse's 1ncome and residential status. The rankmgs on the basis of the partiai-F 

statiStiCS, which indicate the sigmficance of the diSCrimination which that variable 

contnbutes over that contributed by the other variables in the function, are 1dent1cal But 

values of both of these cnteria could be altered by 1ntervariable correlation This is not the 

case for the b1var1ate correlations between each variable and the d1scrim1nant scores. On 

this criterion the same variables are amongst the top six, but years at present employment 

IS ranked fourth and not eighth as on the other two Criteria, and res1dent1al status IS ranked 

eighth. Interestingly, neither applicant's income nor the number of dependants was found to 

contribute s1gmficant diSCriminatory power beyond that contributed by variables already 1n 

the function. In terms of the correlations however, 1ncome was ranked tenth suggesting that 

1t does discriminate between "goods" and "bads" but is slightly correlated With other 

variables which contribute greater discriminatory power (and so were included in the 

function). 

Turn1ng to the rank1ngs for the "str~ngent" funct1on, the rankings on the standardised 

coefficients and on the Part1ai-F statistics are Identical. On these criteria the six variables 

With the greatest d1scrimmatory power were postcode, applicant's employment status, 

number of children, residential status, mortgage balance outstanding and years at bank. 

The rankings were slightly different on the Within group correlations, although the difference 

is mainly described by different rankings Within the top SIX rather than including vanables in 

this group which, on the other cnteria, were outside it. The exceptions to this are years at 

present employment, ranked s1xth on the correlation Criterion rather than nmth, and 

residential status, ranked seventh on the correlation cr1tenon rather than fourth. 

\/\/hen the rankings are compared between the two functions (and concentrating on the 

correlation rank1ngs) postcode can be seen to be the most Important variable 1n both cases 
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with the value of the bivariate correlations being similar. The ranking of applicant's 

employment status is similar and very h1gh be1ng second ("stringent") or third ("lax") as is 

years at bank (fourth and second respectively), although m th1s case the correlation 

coefficient is much higher under the "stringent" than for the "lax" defin1t1on of default 

Likewise years at present employment IS Similarly ranked (sixth and fourth respectively) as 

is residential status (seventh and eighth. respectively). 

However, there the similanty ends Some vanables have a markedly higher rank With 

greater correlations on the "stnngent" criterion than on the "lax" one. Thus on the "stnngent" 

definition, the outstandmg balance on the applicant's mortgage is ranked third but is not 

even 1n the function on the "lax" definition, although 1t IS ranked eleventh The possession of 

a charge card, wh1lst ranked ninth on the "stnngent" definition is also not included in the 

function on the "lax" definition. S1m1larly, on the "stringent" defin1t1on, number of children is 

ranked fifth but on the "lax" defin1t1on fourteenth, and the correlations between this variable 

and the d1scrim1nant scores are markedly different. 

On the other hand, some vanables are ranked much more highly on the "lax" definition than 

on the "stnngent". The possession of a current account is ranked tenth on the "stnngent" 

definition but fifth on the "lax", a Similar ordering is true for spouse's income (thirteenth on 

the "stringent" definition and s1xth on the "lax") 

Interestingly, applicant's income was included in neither funct1on because 1t did not 

contnbute a s1gn1ficant amount of additional discriminating power beyond that contributed 

by the included variables. S1nce the degree of collineanty between the pred1ctor vanables 

was very low, we conclude that applicant's income has little d1scnminatory power m e1ther 

case. 

However, a limitation of these findings must be considered. This IS that of the seventy 

postcodes for which data was available many had fewer than, say, five observations With 
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consequently h1gh sampling variances for the values of g,!b,. G1ven that postcodes were 

aggregated only by sim1lanty of g,/(g, + b,), (Without regard to geographical prox1m1ty), the 

variance of the populat1on values of g,! (g, + b,) between postcodes Within an aggregated 

group IS likely to be relatively h1gh compared with that between groups In short, postcodes 

may have been Inappropriately aggregated and the number of "defaulters" 1n the holdout 

sample under the "lax" definition is possibly too small to assess the Importance of th1s. 

To cons1der this possibility further, the entire set of calculations were repeated with 

postcode excluded. The results are shown in Appendix 2. Briefly, the degree of 

discrimination is statistically significant under both defin1t1ons of default. Under the "lax" 

defin1t1on the proportion correctly class1fied at 97.50 exceeded the Cprop by 2.32 

percentage pomts and the corresponding proportions under the "stnngent" definition were 

identical to the function reported above in Table 4a wh1ch included postcode. 

Tolerance tests under the "lax" defin1t1on led to the replacement of current account by 

cheque guarantee card in the group of predictors to be entered mto the stepwise routme 

Under the "stringent" definition the tolerance tests suggested that no replacement should be 

made. Turning to the rankmgs, under the "lax" definition the rankmgs of the most Important 

seven vanables were VIrtually Identical to the results of Table 4a above. However, number 

of children, est1mated value of home and deposit account were not mcluded by the stepW!se 

procedure whilst they were ong1nally. MaJor credit card was included, but excluded 

onginally. Under the "stringent" defin1t1on the rankmgs of the first twelve predictors were 

identical to the anginal results of Table 4b. Applicant's income replaced value of house as 

the least powerful discriminator Included in the funct1on 

In short, the ranking results are extremely robust With respect to the inclusion/exclusion of 

postcode. However, postcode is included 1n most commercial scoring systems and there is 

a valid a priori justification for 1ts 1nclus1on. Therefore further discuss1on of our results will 

refer to those which include th1s vanable and are reported in Tables 4a and 4b. 
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3 4 Interpretation of Vanables 

Bearing in mind that the discnminat1on contnbuted by each variable has been based on the 

values of X\ = In (g/b,) + In (Br/Gr) which 1t took on, we now try to interpret the above 

findmgs in terms of the untransformed values,~· To do th1s we must consider the 

relationships between the X1
1 values and the~ values for each of the vanables of Interest. 

In terms of postcode, the areas of the country wh1ch g1ve the greatest X1
1 values are so 

heterogeneous that few conclusions can be drawn. In the case of employment status 

categories, on the "stringent" definition of default (those who m1ssed at least one due 

payment) those categories which have the greatest X1
J values are public sector employment 

and ret1red followed by government (non-military) and unemployed. The worst payers are 

the self-employed, and, slightly better, those who work in the pnvate sector. On the "lax" 

definition of default (those who have ever been three cycles delinquent) public sector 

employees, the retired and government (non-military) employees are also the best payers 

followed by students. The worst payers, i e. those who on average are most prone to 

default, are housewives, the military and the unemployed With pnvate sector employees 

bemg only slightly better. In short, everything else equal, 1f 1t is des1red to refuse cred1t to 

those who are ever likely to miss even one payment, the categones who are most likely to 

fall into th1s group are the self-employed, whilst 1f it is desired to refuse credit only to those 

who are likely to m1ss three consecutive payments, the categories most likely to fall into this 

group are houseWives, the military and the unemployed. 

Turn1ng to the length of t1me for which an account was held at the bank, under both 

defimtions of default the relationship between X1
1 and years IS monotonic for one year and 

above. However, in both cases, those having an account for less than SIX months are less 

likely to default than are those with accounts for one or two years In short, the longer the 

applicant has been With the bank, all else equal, the lower the chance that (s)he Will either 

ever miss at least one payment or ever miss three in success1on. 
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Years at present employment is also monotomcally related to the proportion who ever m1ss 

a payment, (except marginally for those who have had the same JOb for the shortest t1me). 

Thus the chance that a payment is ever missed is negatively related to the length of time a 

person has been in the same JOb. In the case of those who m1ss three consecutive 

payments (but not less), the proport1on who default IS positively related to years up unt1l 3 to 

5 years and negatively related thereafter. The best payers are those who have been in the 

same job for at least ten years whilst the worst are those who have had the same JOb for 3 

to 5 years. 

Residential status is ranked seventh for those who have ever m1ssed at least one payment 

and e1ghth for those who have ever m1ssed three 1n succession. However, the rank1ng of 

the chance of default differs over the categories between the two definitions of default. For 

both defin1t1ons of default those who were most likely to m1ss three payments were those 

who were not tenants nor owners nor living with parents. However, in the case of those who 

missed at least one payment, this "other" category was followed by tenants 1n furnished 

accommodation. The least likely to m1ss at least one payment were tenants in unfurnished 

accommodation. On the other hand, those who were next most likely to miss three 

consecutive payments were tenants living in unfurnished housing, and the best payers were 

those living w1th parents One interpretation IS that those living in unfurnished 

accommodation rarely m1ss even one payment, but those who do are most likely to miss 

three consecutively than are those having alternative forms of accommodation. 

We now cons1der the predictors where there IS a marked difference in ranking between the 

two defimt1ons of default. For both types of default, the h1gher the mortgage balance 

outstanding, the lower the proportion who avo1d default. S1nce th1s predictor has the third 

highest discriminating power under the "stnngent" defimtlon, but has no significant 

incremental power on the "lax" defin1t1on, having a higher balance outstanding increases 

the chance that an applicant will miss at least one due payment but Will not significantly 

increase the chance that (s)he Will miss three in success1on. 
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The number of children had a much greater correlation With the diSCriminant score when 

d1stingu1shing between those who did and those who did not miss at least one payment 

than 1t had when distingu1shmg between those who did and those who d1d not miss three. 

The number of children is monotone m the proportion who miss at least one payment- the 

greater the number of children the greater the chance a payment is missed. But number of 

children is not monotomcally related to X1
J when considering the proportion of card holders 

who miss three cycles. This proportion 1s least for those Without children, greatest for those 

With one child, and thereafter decreases as the number of children increases So one may 

conclude that more children mcreases the chance that an applicant IS likely to miss at least 

one payment but has much less effect on the chance that (s)he Will miss three in 

succession, and 1f anything, reduces it. 

Turn1ng to spouse's income, there IS no monotonic relat1onsh1p between X1
J and money 

income under e1ther defimt1on of default, as IS shown in Appendix 1 However, one may 

note that m 72% of cases the spouse had no 1ncome and that 1n comparison to other 

income levels, for the "lax" defimtion, this group had a relatively high probability of 

repayment (except for spouses earnmg £15,000 plus), whilst on the "stringent" defimtion 

th1s group had a relatively low probability of repayment We might therefore suggest that if 

the spouse earns nothing, or alternatively a relatively large amount, there is a lower chance 

that the applicant will miss three payments in a row than if the spouse earns an 

intermediate amount. But 1f the spouse earns nothing there is a greater chance that the 

applicant Will m1ss at least one payment. We could also argue that 1f the spouse earns a 

relatively h1gh amount, £15,000 or over, there IS, on the whole, a relatively lower chance 

that an applicant will miss one or more consecut1ve payments and a relatively lower chance 

st1ll that the applicant will become three cycle delinquent. Given the higher diSCriminating 

power of spouse's income in distinguishing between those who m1ss three consecutive 

payments and those who don't than in dist1ngu1sh1ng between those who miss one or more 

payments and those who don't we might suggest that, whilst a h1gh spouse's income can 

lead an applicant to avo1d m1ss1ng three consecutive payments, th1s is less important in 

lead1ng one to avoid missing one or more payments. However, whilst the spouse earn1ng 
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no 1ncome can have the same effect in terms of avoiding three cycle delinquency, th1s IS not 

the case for avo1d1ng missmg at least one payment. 

For both defin1t1ons of default not hav1ng a phone IS assoc1ated With a higher probability of 

default. Therefore s1nce having a phone is included in the "lax" function but not in the 

"stnngent" one the results show that not having a phone 1s strongly assoc1ated With 

becoming three cycles delinquent but not With missing one or more payments. 

Fmally we consider cred1t cards held. Bu1ldmg Society or store cards has little effect on 

default probability on e1ther definition. Havmg a charge card reduces the probability of an 

applicant missmg at least one payment whilst 1t has no effect on the probability of m1ss1ng 

three 1n succession. Alternatively, not hav1ng a maJor credit card increases the chances of 

missing at least one payment but is not associated With missmg three consecut1ve 

payments. 

4. CONCLUSION 

We have shown that us1ng d1scnminant analysis 1t IS possible to Significantly discriminate 

between those who m1ss one or more payments and those who do not, and between those 

who miss three consecutive payments and those who do not In both cases our models 

correctly predict a greater proportion of cases correctly than would be expected by chance 

Many predictors were identified, the most important being summarised as follows Where a 

cred1t applicant lives strongly affects that chance that (s)he Will miss one or more payments 

and that (s)he Will m1ss three in succession. In add1t1on the most likely to miss at least one 

payment ("stnngent" definition of default) are the self employed, who have had an account 

with the bank for a year or less, who have had a job for only one year, who have at least 

three children and a low mortgage balance outstanding. Alternatively those most likely to 

m1ss three consecut1ve payments ("lax" defin1t1on of default) are (apart from living 1n certain 
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areas) housewives, military personnel and the unemployed, who have had an account With 

the bank for one or two years, who have been 1n the same JOb, 1f they have one, for three to 

five years, who do not have a current account and whose spouse earns £5,000 to £7,500 

However we must temper these conclusions With caut1on in view of the lim1tat1ons noted 

above of the method applied to these part1cular samples. 

The support of the Economic and Social Research Counc1l (ESRC) 1s gratefully 

acknowledged. The work was funded by ESRC under award number: ROOO 23 1152. 
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NOTES 

1. Greer also formulated the model1n terms of opportumty costs. 

2. See Frydman et a/ [18) for evidence that a "mover- stayer" model is superior to 

stat1onary and non-stationary Markov chains 

3. When using the log1t model it IS assumed that the cumulative density function 

relatmg the population probability of default, n, for case i to the values of the 

explanatory variables is 

X' p II, =li(I+e--'-) .. (1) 

where ~ and fi are vectors of the explanatory vanables and coefficients respectively 

Usmg the sample values of n, P, equation 1 1mplies 

In P, I (1 - P,) = x·, 13 + u, 

where u, is a random error term. The 13 vector may be estimated us1ng Generalised 

Least Squares. 

4. "Living status" measures the same type of charactenst1c as our vanable "residential 

status", although Wig1nton used different nominal categones. He used "own", "rent", 

"live at home", and "abroad". In this study "residential status" was categorised as 

"owner'', "with parents", "tenant furnished", "tenant unfurnished" and "other" 

5. The cntenon used to judge such significance is unclear. 

6. The standardised coefficients, J3*, are those which result when the values of each 

pred1ctor variable are divided by their standard dev1at1on Smce the umts 1n which 
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two variables are measured differ by a factor of say, K, and therefore so does their 

standard deviations, calculating the ratio X'1 = kX1 I kcr1 where cr1 is the standard 

dev1at1on of~ values, g1ves a vanable X'1 wh1ch is independent of 1ts onginal umts 

Hence the coefficient wh1ch max1mises the ratio of between to Within group variation 

when such data is used shows the relat1ve contnbut1on of each vanable independent 

of 1ts onginal umts (see (26]) 

7 The Mahalanob1s D1stance is defined as 

m m 

Dg2,b = (n-g)"' ~ * (X -X. b)(X -X, b) L.., L.., W ,·1 l,g I, j,g j, 
1=1 ;=I 

where m = number of predictor variables 1n the model. 

g,b = the groups of "good" and "bad" cases respectively 

X ,,9 = sample mean value of predictor i for group g 

W" ,,1= an element from the Inverse of the within group's covanance matnx. 

8. An Implication of a fixed value ofF-to-enter and F-to-remove IS that the significance 

of the F statistic vanes as the degrees of freedom changes as the number of 

vanables 1n the equation alters 

9. i = (n- P + g_:-JLinAk 

2 

where p = number of predictor variables 

g = number of groups 

n = total number of cases 

/\k = Wilks' Lambda after k functions have been estimated. 
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APPENDIX 1 

Table A1 Spouse's Income (lax) 

0.5 -r---------------------, • • 
0+---------,---------,---------,--------1 

• 10 • 20 30 "10 

-0.5 • 

-1 

• 
-1.5 -'-----------------------' 

Mid-point of income range (£000) 

Table A2 Spouse's Income (stringent) 

• 

20 30 ~0 

Mid-point of income range (£000) 
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APPENDIX2 

RESULTS FOR FUNCTIONS WITHOUT POSTCODE 

TABLE2a 

SIGNIFICANCE OF ESTIMATED FUNCTIONS 

LAX (Ever been 3 cycles 

delinquent) 

STRINGENT (Ever been at 

least one cycle delinquent) 

Actual Group 

Percentage 

correctly classified 

Cprop 

Good 

Bad 

Wilks' Lambda x2 

09197 66.55 

08788 102 4 

TABLE2b 

CLASSIFICATION MATRICES 

HOLD OUT SAMPLE 

d f. S1gmficance 

9 0000 

13 0000 

ANALYSIS SAMPLE 

LAX DEFINITION 

(Ever been 3 cycles delinquent) 

Predicted Group 

Good 

194 

5 

Bad 

0 

1 

9750% 

94.18% 

74 

Total 

194 

6 

Predicted Group 

Good 

761 

36 

Bad 

2 

2 

95.26% 

90.96% 

Total 

763 
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Actual Group 

Percentage 

correctly classified 

Cprop 

Good 

Bad 

HOLD OUT SAMPLE ANALYSIS SAMPLE 

STRINGENT DEFINITION 

(Ever been at least 1 cycle delinquent) 

Predicted Group Pred1cted Group 

Good Bad Total Good Bad Total 

102 18 120 425 75 500 

45 35 80 189 112 301 

68.50% 6704% 

52.00% 53.09% 

Table 2c 

STANDARDISED COEFFICIENTS AND STRUCTURE MATRICES 

LAX DEFINITION 

(Ever been 3 cycles delinquent) 

Standardised Pooled Within Part1al F (to remove) 

Coefficients Group Correlations 

Value Rank Value Rank Value Rank 

Applicant's Employment Status 048 0495 2 14 91 

Years at Bank 041 2 0544 1 9 91 2 

Spouse's Income 035 3 0322 5 7 61 3 

Res1dent1al Status 033 4 0304 7 6 57 4 

Cheque Card 028 5 0 405 3 4 71 5 

Years at Present Employment 0 27 6 0365 4 4 26 6 

Phone 019 7 0 309 6 216 7 

Outgo1ngs 0 18 8 0159 8 205 8 

MaJor Cred1t Card 016 9 0145 11 1 66 9 

Mortgage Balance Outstanding 0156 9} 

Applicant's Income 0147 10} 

Est1mated Value of Home 0102 12} Not m 

Charge Card 0066 13} function 

Store Card 0 048 14} 

Deposit Account 0039 15} 

loan Account 0 037 16} 

Bu1ld1ng Soc1ety Cards 0 036 17} 

No of Other Dependants -0 035 18} 
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STRINGENT DEFINITION 

(Ever been at least one cycle delinquent) 

' Applicant's Employment Status 052 1 0 561 1 2524 1 

No of Children 039 2 0322 4 13 47 2 

Years at Bank 032 3 0392 3 849 4 

Mortgage Balance Outstanding 032 4 0448 2 910 3 

Res1dent1al Status 028 5 0244 6 7.20 5 
I 

Major Credit Cards 026 6 0116 10 587 7 

Outgomgs 025 7 0200 7 596 6 

,Years at Present Employment 0 21 8 0305 5 384 8 
I 

Current Account 0 18 9 0192 9 282 9 
' 

1

charge Card 0 17 10 0194 8 265 10 

Spouse's Income 013 11 0 114 11 1.57 11 
I 

Deposit Account 0 11 12 0106 12 1.11 13 

!Applicant's Income 0 11 13 0098 13 1 16 12 

I Estimated Value of Home 0088 14} 
I 
I 

Phone 0058 15} 

Store Cards 0056 16} Not m 
' Bulid1ng Soc1ety Cards -0053 17} function 
' 
' 
No of Other Dependants 0002 18} 

Loan Account 0 001 19} 
I 

No of Children 0 001 19} 
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METHODS FOR CREDIT SCORING APPLIED TO SLOW PAYERS 

M. Boyle, J.N. Crook, R. Hamilton, and L C. Thomas 

(Umverslfy of Edmburgh) 

ABSTRACT 

The paper discusses various statistical methods used in credit sconng systems, 1nclud1ng 

discriminant analys1s, recurs1ve part1t1oning analysis and hybrid methods wh1ch use both 

approaches. The methods are used to develop scoring systems to identify the slow payers 

m a population of credit card holders. This choice of slow as opposed to bad payers was 

made to lessen the effects of prior selection of the population by the cred1t card company. 

The paper points out the strengths and weaknesses of the vanous methods used. 

1. INTRODUCTION 

Credit sconng, the use of statistical techniques and mathematical models to a1d the cred1t 

granting decision, has become of considerable importance m the last fifteen years. Th1s is 

partly due to the rapid growth in the numbers seeking cred1t, especially consumer cred1t 

from credit-card companies, finance houses, mortgage companies, and partly to the legal 

restrictions placed on credit granters by, for example, the Equal Cred1t Opportunity Act of 

1974 and 1976 in the United States, wh1ch made judgemental methods difficult to sustain. 

Hs1a [9] g1ves a descnpt1on of the Act and Chandler and Coffman [2] make a comparison of 

judgemental versus statistical approaches 

Cred1t scoring techniques were first used to decide whether or not to grant credit to a new 

customer, but have spread to the subsequent dec1s1ons of whether to extend the credit 

allowed to existing customers They are also used to decide which accounts to monitor 

carefully for delinquency, wh1ch methods of debt recovery to pursue, and to whom in the 
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client base to market a new product The a1m of th1s study IS to compare some of the 

stat1st1cal techniques used m credit scoring and to po1nt out how they can be comb1ned to 

develop hybrid systems The techmques will be compared by building sconng systems 

us1ng application data and subsequent performance on 1001 applicants supplied by a cred1t 

card company. 

Srimvasan and K1m [13] carried out a s1m1lar exercise at a more general level by companng 

the results of five statistical and two non-statistical sconng systems usmg data on 215 

commercial firms held by a supplier and they also concentrated on the statistical methods 

Our exercise looks in more detail at the statistical techniques and s1nce it uses consumer 

credit information has far more variables ava1lable and a larger sample 

The earliest stat1st1cally-based sconng system for consumer loans was a d1scnminant 

analysis system developed by Durand [4] in 1941. Myers and Forgy [11] outlined three 

vers1ons of 'discriminant analysis' wh1ch are used in cred1t scoring. Eisenbe1s, Gilbert and 

A very [6] discuss methods of determimng which of the variables m the application 

information should be part of a discriminant analysis scoring system. E1senbeis [5] focuses 

on some of the problems in applying such scoring systems and what should be the 

objectives of a credit sconng system. As E1senbeis points out most systems concentrate 

only on default rates, whereas profit maximisation m1ght be a more appropnate cnterion, 

though difficult to quantify. E1senbe1s also identifies other problems in apply1ng d1scnminant 

analysis to cred1t sconng, namely the non-normality of the vanable Involved, the inequality 

1n vanance between the subgroups of acceptable and non-acceptable cred1t nsks, 

difficulties in deciding which vanables to remove from the analysis and the problem that the 

sample of cred1t h1stones used to develop the sconng system IS usually censored in that not 

all previous applicants for cred1t were granted it. Reichert, Cho and Wagner [12] took an 

empincal approach to testing a d1scnminant analys1s-based scoring system and the authors 

came to the conclusion that the system was fa1rly robust and relatively insensitive to a 

number of the assumptions which theoretically discnminant analysis requ1res but which are 

not usually satisfied in cred1t grantmg data. 
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Wiginton [14] performed a companson of a d1scnminant analys1s sconng system and a legit­

based one, usmg 011 company consumer cred1t data but concluded both systems were 

unsatisfactory. Log1t models are akin to regression models in wh1ch the dependent 

variables are the log odds of the data belong1ng to one group as opposed to the other 

group. Grablowsky and Talley [8] compared a prob1t model with a linear d1scnminant model 

and concluded the former was supenor 

In practice, however, most cred1t scoring systems are based on discnminant analysis 

methodology or on a non-parametric binary tree classification suggested by Fre1dman [7] 

and outlined m [1] which folloWing Srinivasan and Kim [13] we Will call the recursive 

partitiomng algonthm (RPA). In section two of th1s paper we describe how credit scoring 

systems can be bwlt usmg these techniques and outline poss1ble vanations 1n scoring 

systems based on these techniques We also describe hybnd systems wh1ch use both 

techniques to develop the final credit scoring system. Section three descnbes the 

performance of the various systems which were built using cred1t card company data, wh1le 

the final section draws some conclus1ons about the strengths and weaknesses of these two 

techniques. 

2. METHODOLOGIES FOR CREDIT SCORING 

The mit1al cred1t grant1ng deCISIOn is whether to extend cred1t to a new client on the basis of 

the application information the client has supplied together With possibly a reference to a 

cred1t agency, a bank op1mon and an employer's reference. In order to make this decision 

the credit-grantor has available the credit histories and application forms of prev1ous clients 

and possibly the application forms of those that were refused cred1t. Normally only a 

sample of the previous clients 1s used as the data set. This leads to a bias unless inference 

is made about the behaviour of rejected clients and they are also Included in the sample. 

However as we Will concentrate on slow payers, the population we are interested in is those 

who are accepted not those who apply. Thus we can Ignore this difficulty in this paper 
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The cred1t grantor determines wh1ch ones of the cred1t histories are acceptable and which 

ones are unacceptable to him - i e. he splits the data set mto the "goods" and the "bads". 

We now cons1der the two ma1n methodologies - discnm1nant analysis (DA) and recursive 

partitiomng algonthm (RPA) wh1ch are used to ass1st 1n th1s problem. 

Dtscnmmant Analysts 

Discnminant analysis considers the credit-granting problem as one of d1v1ding the 1nit1al 

Information set (1n effect the observations) into two exclusive and exhaustive regions 19 and 

lb so that 1f the 1nformat1on vector ~ of a client falls mto 19, credit is extended and 1f into lb 1t IS 

refused. Let the cost of misclass1fy1ng a client, who IS really "good" as "bad" be L (L for lost 

profit) and that of classifying a client who is really "bad" as "good" be D (D for debt that will 

have to be wr1tten off). If a prion the probabilities of "goods" and "bads" 1n the populat1on 

apply1ng for cred1t are p9 and pb, then the expected loss is. 

(2.1) 

•• •• 

where f~ 1 P9) [f~ 1 Pb)] is the density function over the initial1nformat1on set for the 

population of "goods" (P9) ["bads" (Pb)]. The objective is to determine lb and 19 wh1ch 

minimise (2.1) Desp1te E1senbeis' [5] reservations 1t IS often assumed that L = D = 1 so 

that (2.1) becomes the expected rate of misclass1fication In that case the solut1on IS to 

define 

(2.2) 

If the two populations have mult1variate Normal information distributions so that f~ 1 P9) 1s 

multivanate Normal With mean illl and covariance matnx ~. and f(lf I Pb) is multivariate 

Normal with mean 1!Q and covariance matrix ~. the rule (2.2) becomes the F1sher linear 

discriminant function, where one classifies~ in 19 1f: 
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~ . r-1 U!g- 1!Q) > log (pt/p9) + Y. (illl + Jd.!ll. I:-1 (1!.9 -1!Q) (2.3) 

This is a linear sconng rule 1n that one extends credit to a client 1f the weighted linear sum 

of the 1mtial1nformation responses- the LHS of 2.3- exceeds some value- the RHS of 

(2 3) 

In practice, the means and covariance are not known and so .I!Q, .b!!l. and I: are replaced by 

the usual sample estimators &. ~ and S of the means and covanance matrix. There IS no 

assurance that this sample linear discnm1nant function Will min1m1se the expected rate of 

misclassificat1on, but 1t has proved satisfactory 1n practice when the populabons have 

multivariate Normal information d1stnbutions. lt has also proved fairly satisfactory in other 

situations- see the survey by Choi [3]. This is because Fisher actually developed th1s 

discriminant funct1on 1n another way. If one looks at two univariate Normal populations With 

means IJg and IJb respectively and a common variance 02, 1t is clear that an observation x 

would be classified in 19 if 1t is nearer to IJg than IJb· The risk of misclass1fying then is clearly 

related to (1J9- IJb) I a, since when this is large there is little overlap between the two 

populations. So F1sher felt that when dealing With two mult1vanate populations of 

information vectors, one should look for a linear combination of the information data so that 

for this linear combination the distance (1J9- IJb) I a is maximised In other words he looked 

for a vector~ of constants which maximises 

(Mean of~ ~for~ 1n population P1 - Mean of~ ~for~ in population P2) I (Standard 

dev1ation of~ . J9.. (2.4) 

This turned out to be the LHS of (2.3) and so th1s d1scnmmant function maximises the ratio 

of between group dispersions to that of within group dispersions. Th1s property may well 

make the discriminant function more robust to changes in distributions 

One of the major difficulties in applying this methodology to credit sconng systems is that 

many of the characteristics 1n the 1n1tial application form are qualitative not quantitative-

82 



e g. post-code, employment category, res1dent1al status- and so they correspond to 

discrete rather than continuous variables There are several ways of dealing With this. 

i) Introduce b1nary vanables, i e. {0, 1}- variables for each possible outcome of each 

d1screte vanable. Thus 1f residential status is classified into N categories, one 

introduces N-1 b1nary vanables where the first m1ght be 1 1f owner-occup1er; 0 

otherwise; and the second might be 1 if living with parents, 0 otheiWise. These are 

then dealt with like the continuous variables in the d1scrim1nant analysis, but will lead 

to a large number of vanables, wh1ch are clearly non-Normal. 

ii) A second approach IS the location model (see Krzanowski [10]) wh1ch constructs a 

different linear d1scnmmant function over the continuous vanables for each possible 

combination of the values of the d1screte vanables. Thus for postcodes beginmng 

EH and residential status, owner-occupier, there would be a linear discriminant 

funct1on over age and mcome With a different one for other combinations of postcode 

and res1dent1al status. 

ii1) Translate the qualitative variable into a quant1tat1ve one. If the qualitative variable 

has m values, let g, be the number from the population of "goods" who take the i!h 

value and b, be the number from the "bad" population who take the 1!h value, where if 

G = g, + g2 + · · + gm B = b1 + b2 + .. + bm 

G IS the total number of "goods" 1n the sample population and B is the total number of 

"bads". Then one could translate the j!h value of the vanable 1nto a quantitative one 

depending on g, b, G and B. Possible ch01ces would be g,!(b,), g,! (g,+b,), g,B/ (b,G), log 

(g,B/ b,G)) or log g,!(g,+b,)) which are all related to est1mates of probability odds or log 

probability odds of the "goods" and "bads" taking the 1!h value of the vanable. 

Since for some vanables, like postcode, there are a large number of values the vanable can 

take, all methods would benefit from aggregating some values together, to ensure that the 
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aggregated values appear sufficrently often rn the sample set to make the results 

statistically robust. Otherwrse there wrll be too many vanables rn methods i) and ir) and rn 

all three cases there would be a need for an enormous inrtial data set to ensure srgnrficant 

numbers rn each value of a variable. 

In thrs paper we have chosen to use the third method of dealing with qualitative data The 

outcome values are grouped into blocks homogeneous rn the proportron of "goods" and 

each block rs ascnbed the value of the ratio of "goods" to "bads" in that block. This 

procedure was chosen because the same methodology needed to be applied to the 

continuous variables such as income or age lt is often the case that credrt risk appears not 

to be monotone in these vanables. Figure 1 shows the age results when grouped rn blocks 

of years. 

Frgure1: Relationshrp of credrt nsk wrth age 
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Srnce a credrt sconng system rs predrctive rather than descriptive, rt is acceptable to 

rearrange the age blocks in rncreasrng order of credrt nsk by giving each block the value of 

g/(g, + b,) Thus we wrll apply this procedure to all variables, drscrete and contrnuous. 
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Return1ng to the 1deas underlymg Fisher's d1Scr1m1nant function, if the covariance matrices 

I:9 and I:b are different for the "good" and "bad" groups, (2 2) leads to a quadratic 

discrimmant function. In the case where the d1stnbution IS not known, the parameters IJg, 

IJb, I:b, I:9 are replaced by the1r est1mates ~. &. Sb, S9 In this case ~ is classified in 19 if 

(2.5) 

This involves many more coefficients 1n the scoring system - (n 2+ n) - compared With n in 

the linear d1scrim1nant function and so is more difficult to implement. As it is less robust to 

mteract1ons between the vanables and is less efficient as the number of vanables 

increases, most discr~mmant analysiS sconng systems are bwlt on linear diSCriminant 

functions. 

Another problem 1n building a cred1t scoring system based on discriminant analysis is to 

determine which of the variables obtained from the initial information should be mcluded m 

the discriminant function. Since high degrees of collinear~ty between the variables, where 

variables have a nearly linear relat1onsh1p, lead to unstable coefficients, 1t is better to omit 

h1ghly correlated vanables. Similarly vanables that add little or noth1ng to the discrimination 

of the scoring system can be dropped. 

Recurstve Parttftonmg Algonthm (RPA) 

This nonparametric method forms a binary tree as an aid to classification by repeatedly 

splittmg subsets of the information space, I, into two descendent subsets or nodes. The 

terminal nodes of the tree are des1gnated as part of 19 or lb dependmg on whether defining 

all the sample set in that node as "good" or "bad" minimises the error under the cr~terion 

considered. The formation of the tree thus depends on the splittmg rule used and the rule 

to determme when a node 1s termmal and need not be split any more. The idea behind 

each split is that the two new sets are as homogeneous as possible and as different from 

each other as possible in terms of the concentration of "goods" and "bads" m the sets. 
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The algorithm starts with the whole 1nformat1on space I. Each variable which makes up the 

information space is considered m turn and the best splittmg po1nt for that vanable is 

determined. To do th1s the values of the variables are reordered to be monotone in 

proportion of "goods" and a splittmg rule IS used. The myopic splitting rule suggested by 

Friedman [7] is one of the simplest Let L, D, p9 and Pb be defined as in (2 1) and let F(xiPb) 

and F(x1P9) be the distribution functions of the values of th1s mod1fied variable for the "bad" 

and "good" populations The expected loss 1f this IS the only split and accounts With values 

below the splittmg point s are des1gnated "bad" and accounts With values greater than s are 

designated "good", is 

pgLF(s I Pb)+ pbD(l- F(s I P.)) (2.6) 

The myop1c rule chooses the s that mm1mises (2 6). 

If p9L = PbD, this rule becomes max1mise the Kolmogorov-Smirnov (KS) distance IF(xiPb)­

F(x1P9)1 wh1ch IS the difference between the two cumulative distribution funct1ons, see 

Figure 2. 
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More complicated splitting rules can be considered (see [1] for discussion) mcludmg ones 

that look ahead k-levels of splits before determ1n1ng the best split. Hav1ng found the best 

split for each variable, the information set I is split 1nto two groups using the best of these 

splits. The process is repeated on each of these subgroups to form further subgroups, 

though it may well be different variables that give the best splits on these subgroups. 

Subgroups are term1nal nodes, and do not split further either if there are msuffic1ent 

accounts in the subgroup to split or if the opt1mal split results in subgroups which are not 

sufficiently distinguishable. If p9L = pbD, a term1nal node IS defined to be in 19 if the maJority 

of the sample set 1n that node are "good". 

The process is continued until all nodes have been split on or are terminal. The tree thus 

constructed is really over fitted and the next step is to prune it back to a less complex tree 

Th1s 1s usually done by repeat1ng the process but instead of us1ng the whole of the data set, 

subsets of the data set are used and the resultant tree is tested on the data not used 1n 1ts 

construction. In this way, one can construct a more robust 1f less complex tree Other ways 

involve minimising a cost function which is a combmat1on of the number of terminal nodes 

and the classification error, see Breiman [1] for details. 

3. RESULTS 

The cred1t sconng systems were constructed and tested on data supplied by a bank's credit 

card organisation The imtial application data and subsequent cred1t history over two years 

of 1001 card holders recru1ted over a twelve month penod were made ava1lable. Since 

these applicants had passed the bank's cred1t granting system, the1r default rate was likely 

to be very low lt was therefore determined to build a credit scoring system to try and 

identify the 'slow' payers as opposed to the defaulters, where the identification of slow was 

taken to be that the account was at least one month delinquent at the end of the period 

under consideration Th1s critenon was chosen both because 1t gave a reasonable number 

of unsatisfactory accounts and also to test whether 1t 1s poss1ble to identify at the outset 

accounts which though acceptable should be more carefully monitored. 
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The 1001 accounts were split mto a set of 801 accounts on which to build the system and a 

holdout sample of 200 accounts (152 good, 48 slow) for testing 

The application form gave rise to 24 information variables 1nclud1ng postcode, age of 

applicant, applicant and spouse's 1ncome, employment category, res1dent1al status, etc. 

Th1s Information was used to construct six different scoring systems. 

3.1 Linear Otscnmmant Analysts (LOA) usmg all 24 vanables 

The methodology outlined in section two was employed on all 24 variables. For each 

variable the good-bad ratio for each value was calculated, values With similar ratios were 

aggregated together, and a mod1fied variable taken whose values are the good-bad ratios 

DISCriminant analysis was applied us1ng these modified variables 

The results were s1milar whether the discriminant function was built on all 24 1n one go, or 

whether variables were Introduced stepwise one at a t1me to the d1scr~mmant function 

'Postcode' and 'years at Bank' were the most important variables both on their effect on the 

discr1m1nant funct1on using standardised coefficients and on the correlation between the1r 

value and that of the d1scrim1nant function value Thereafter the rank1ng of the variables 

was different under standardised coefficients from that under correlation with a discnminant 

function Th1s 1s because of the dependency between the var~ables 

3.2 LOA usmg 11 vanables 

Analysis of the correlation matrices of the 24 var~ables shows some significant dependency 

between the vanables. Using this, the standardised coefficients of the variables in the 

d1scr~m1nant funct1on and the correlation of the vanables With the d1scnm1nant value 

suggested that four vanables could be removed because they had little impact on the 

d1scr~m1nant funct1on and another mne were highly correlated With more s1gmficant 

vanables The discnmmant methodology was then applied to the rema1n1ng 11 variables -

postcode, age of applicant, number of children, employment category, income, residential 
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status, value of home, years at bank, years at present employment, hold a current account, 

and hold a major credit card There was little change 1n the relative Importance of the 

variables 1n the linear discriminant function obtained compared w1th the1r Importance 1n the 

24 vanable case. However, the changes 1n the scores for the specific variables, varied from 

4% to 250%- the larger changes affecting the vanables highly correlated with a variable 

that had been removed. This 1s to be expected, as much of the d1scnm1nant funct1on we1ght 

of the removed variable will be transferred to variables highly correlated with 1t 

3 3 RPA using 24 vanables 

The recursive partitioning methodology was used to build a b1nary tree to create a scoring 

system us1ng all 24 variables. The top of the tree is given in Figure 3 

The tree actually had a depth of 11 nodes along one branch, but most branches were only 

5 or 6 nodes deep 

Postcode 
<GB 

Postcode 
>GB 

F1gure 3 Class1ficat1on Tree 

Age <26 Age >26 

89 



3 4 RPA Hybrid usmg 11 vanables 

The remaimng three systems use both the d1scnm1nant analysiS and recurs1ve part1t1omng 

methodologies In this system the discnm1nant analysis approach was used to identify the 11 

variables that are most important in constructing the discriminant function and that have a low 

correlat1on with one another JUSt as was done 1n method 3.2. A RPA tree was then bUilt using 

splits on only these 11 variables In fact the first three levels of the tree remain as in Figure 3 since 

postcode, age and employment category were three of the 11 vanables Changes do occur at the 

fourth level but the trees constructed are sim1lar 1n s1ze to those constructed by method 3.3. 

3.5 Hybnd DA usmg 2 compound and 20 other vanables 

One of the disadvantages of linear discriminant functions is that they cannot deal With non­

linear relat1onsh1ps between the variables, whereas th1s IS one of the strengths of RP A. 

Therefore why not use RPA to identify which important variables are related and then introduce 

a new combined vanable in the DA which expresses this relationship. From Figure 3 1t is seen 

that the splitting vanables at the top of the RPA tree are postcode, employment category, age 

and years at bank. Thus we Introduce two new vanables x1 which is a funct1on of postcode and 

employment category and x2 - a funct1on of age and years at bank. If postcode has m1 values, 

employment category n1 values, x1 has m1n1 values each corresponding to one value of the 

postcode and one of the employment category. These values are then mod1fied to the 

corresponding g,l(g,. b,) values as descnbed 1n section two with aggregation of values where 

necessary. The linear discriminant function is then constructed us1ng these two compound 

vanables, and the remaining 20 of the original 24 variables excluding postcode, 

employment category, age and years at bank In fact x1 and x2 are by far the most 

important variables 1n the discriminant function 

3 6 Hybnd DA usmg 2 compound and 7 other variables 

This scoring system 1s constructed 1n the same way as 3 5 except that only the two compound 

variables and the remaimng 7 variables from the 11 identified 1n method 11 are used 1n the 
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d1scnminant function. Aga1n X1 and X2 have the major 1mpact on the discriminant funct1on. 

The results of the SIX methods are g1ven below. Table 1 descnbes the results of applying the 

system to the hold-out sample of 200 

TABLE 1 

Results of Applying the System to the Hold-Out Sample of 200 

Method Actual goods Actual slows %Correct 

152 cases 48 cases 

Scored Scored Scored Scored 

good bad good bad 

DA - 24 vanables 150 2 43 5 77 5 

DA - 11 vanables 150 2 43 5 775 

RPA- 24 vanables 140 12 40 8 740 

RPA Hybnd- 11 vanables 143 9 41 7 750 

Hybnd DA 2+20 149 3 39 9 790 

Hybnd DA2+7 150 2 41 7 78 5 

"% Correct" 1s the percentage correctly classified 1n the sample, with no difference in weighting 

between the "goods" and the "slows" who are correctly classified These compared With the 

percentage correct under a random decision of 63.5% and the percentage correct when 

class1fy1ng all as good of 76%. These results show that the hybnd systems do seem 

attractive. Trying to identify the slow payers among a set who have already been 

preselected under a non-defaulting cnterion is unlikely to lead to impress1ve results The 

best hybnd however identified 12 of the 200 in the sample as potential slow-payers and 9 of 

these were subsequently slow-payers. Th1s suggests that such a procedure might be 

worthwhile even if it only 1dent1fies 20% of the slow-payers 

Table 2 shows the classification results that the system obta~ned on the 801 clients used to 
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bUild the system. lt is well known that do1ng th1s gives results which are b1ased towards lower 

errors than the true errors for the systems 

The dramatic improvement in the RPA results compared wrth the hold-out sample suggests 

that the trees are st1ll over fitted and should be pruned back further. 

TABLE2 

Results of Applying the System to the 801 Clients Used to Bu1ld the System 

Method Actual goods Actual slows %Correct 

662 cases 139 cases 

Scored Scored Scored Scored 

good bad good bad 

DA - 24 varrables 650 12 122 17 83.3 

DA - 11 variables 652 10 124 15 83.3 

RPA- 24 varrables 646 16 54 85 91 2 

RPA Hybrid - 11 varrables 643 19 73 66 88 5 

Hybrid DA 2+20 649 13 111 28 84 5 

Hybrid DA 2+ 7 646 16 114 25 83.7 

4. CONCLUSIONS 

Many other varrants of the two ma1n methodologies Investigated in th1s paper are also 

approprrate for bu1ldrng cred1t scorrng systems. The results obtained, however, imply that 1t 

does seem feasible to build systems to identify at an early stage, accounts which may become 

delinquent 1f not defaulting As to the comparison between DA and RPA, the former seems 

marginally more satisfactory 1f only because of the care needed in pruning back the RPA trees 

sufficiently to prevent over fitting. The strength of the discriminant analys1s IS that it uses all 
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the data 1n all the sconng weightmgs 1t determines, however 1t does not deal satisfactorily with 

complex dependencies between the vanables. The tree structure of RPA, on the other hand, 

allows the scoring system to incorporate complex dependencies between the variables, but at 

the lower nodes of the tree only a very small subset of the original data is being used to 

determine the next vanable to spht on. lt does seem that systems can be built which benefit 

from the strengths of both methodologies. The hybnd methods outlined above use the RPA 

analysis to 1dent1fy wh1ch of the Important variables are dependent on another and then 

mcorporates th1s dependency mto the DA analysis by introducing compound vanables. 
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Abstract 

The degradation of the scorecard over the business cycle 

J. N. Crook and L. C Thomas 

Edmburgh Umvers1ty Management School 

R. Ham1lton 

Loughborough Umvers1ty Busmess School 

The published literature on cred1t sconng has not compared the charactenstics of those 

who default, nor the d1scnmmatmg power of indiVIdual vanables used to pred1ct default, 

under different economic conditions Similarly, scorecards constructed by credit-sconng 

agencies are estimated from data relatmg to two or three consecutiVe years for applications 

over three to f1ve years before The aim of th1s paper is to explore the effects of changes m 

a scoring funct1on over time on the classification of applicants into those likely to default and 

those not likely to default 

Linear discriminant analys1s IS applied to a trammg sample of 26,043 applicants for a bank 

cred1t card to est1mate empmcally a model of their repayment behaviour m 1989 and 1990. 

The variables that have additional statJstJcal/y sigmficant d1scnmmatmg power over others 

are broadly similar between the two years, although some differences ex1st. Using a 

holdout sample of 17,084 cases wh1ch are thought to be representatiVe of a profile of 

applications to the data-supplymg orgamsation, we cross-tabulate the number who would 

be accepted and rejected using the 1989 model wlfh the corresponding predictions using 

the 1990 model The charactenst1cs of those who would be accepted using the 1989 model 

but rejected using the 1990 model are identified. Differences m the pred1cted classification 

of a case may be due to differences between the two years in the functions estimated 

and/or to difference in the pnor probabilities of default We consider the proportion of 
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applicants who would be accepted in one year but not m the other, tf the prior probabtltttes 

are adjusted to gtve the same rejectton rate in both years, and discuss thetr characteristtcs 

1. Introduction 

The literature on credit-sconng systems has concentrated on two issues. One is the 

predictive performance of different statistical techniques that may be used to distinguish 

between defaulters and non-defaulters (Myers & Forgy 1963; Wiginton 1980; Boyle et a/,. 

1991 ). The other issue 1s how to pred1ct whether a person who has m1ssed a given number 

of consecutive payments will subsequently m1ss more (Chandler & Coffman 1983-4; 

Bierman & Hausman 1970; Crook et al., 1992a). However, the following questions have 

not been addressed: how do changes over t1me m default rates affect the ab11ity of certain 

vanables to pred1ct default, and what are the charactenst1cs of people who are pred1cted to 

be good m one year but bad in the other? The a1m of th1s paper IS to shed some light on 

these questions 

The proportion of credit-card holders who default varies considerably over t1me, as does the 

importance of different characteristics of individuals that are used to predict defaulters and 

non-defaulters 1n a sconng rule. Th1s means that an applicant for credit may be accepted 

(rejected) if (s)he is scored on a rule developed from payment performance in, say, an 

economic depress1on but rejected (accepted) 1f (s)he is scored on a rule developed from 

performances dunng an econom1c boom. 

Cred1t grantors may react m a number of ways One option IS to develop a sconng rule 

over a number of years which includes a complete cycle of economic activity. A difficulty 

With this opt1on IS that it may involve so long a time period that the model1s no longer 

accurate for the future period for which 1t IS required to predict. There may be changes 1n 

culture, attitudes, and other factors that can affect repayment behaviour but which are not 

often included in score-cards Another option is to develop and use a different scoring rule 

in different t1me periods For example, a sconng rule may be developed and used for 
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periods of econom1c depress1on only, and another scoring rule developed and used in 

periods of econom1c prospenty. Since the state of the economy vanes continuously, this 

policy may involve updating a scoring rule annually A third option is to develop a scoring 

rule in a period of depression or prospenty, and vary the cut-off score to ma1nta1n the same 

reJect rate. 

In this paper, we estimate a sconng model in each of two years separately The default 

rate d1ffers between the two years We consider how the d1scrimmating power of different 

variables differs between the two years, and the charactenstics of those who would be 

rejected using a model estimated for one year but accepted on the basis of a model 

estimated for a different year. We also cons1der the characteristiCS of those who may be 

affected by a change 1n the cut-off score from that indicated by the default rate 1n the 

observation penod. 

FolloWing an explanation of our methodology in Section 2, Section 3 considers the relative 

discriminating power of each variable in the two years Section 4 considers the effects of 

changes m the cut-off scores, Section 5 discusses the implications of the results for cred1t 

grantors in their policy decisions, and Section 6 concludes. 

2. Methodology 

2.1 The data 

Data were acqu1red for two recent years wh1ch differed 1n terms of the state of the national 

economy. The years chosen were 1989 and 1990. Table 1 shows values of the Coincident 

Indicator of the state of the UK economy calculated from those published by the Central 

Statistical Office lt shows that the level of economic act1vity was clearly lower in 1990 than 

in 1989. 
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The Initial sample consists of 37,213 individuals who held a bank cred1t card and who had 

used 1t since 1t was 1ssued, and 6,444 individuals whose application for a card was rejected. 

Seventy percent of the accepted applications were randomly selected as a training sample 

The remaining 30% were combmed With an appropnate number of rejects to form a holdout 

sample such that the rejects made up 35% of the total holdout. This was the proport1on that 

Industry sources suggested were typically rejected. The holdout was therefore 

representative of a typ1cal batch of applications to a bank credit-card issuer. Applicants 

aged under 18 1n 1989 were deleted from the sample. 

Table 1 

Values of the Coincident Indicator for the UK economy* 

1989 Q1 107.1 1990 Q1 

Q2 105.2 Q2 

Q3 104 5 Q3 

Q4 1042 Q4 

Long-term trend = 1 00 

The Co1nc1dent Indicator 1s a weighted average of the folloWing series: 

GDP (A) at factor cost, constant prices, 1985 = 100 

Output of the production mdustries, 1985 = 1 00 

CBI Quarterly Survey: below-capacity utilization(%) 

Index of volume of reta1l sales, 1985 = 100 

CBI Quarterly Survey: change 1n stocks of raw material (% balance) 

103.9 

103.0 

98.5 

93.8 

*Calculated from 'Cyclical Indicators for the UK', Economtc Trends, No.454, August 1991, 

page 72, Table A. 
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Many alternative defimt1ons of 'default' by an 1nd1V1dual could be adopted. In this paper we 

define default as the missing of three consecutive payments due on the1r cred1t-card debt 

outstanding This defimtion was chosen because 1t IS cons1stent With that used by the 

Industry. Table 2 shows the division of the trainmg and holdout samples into defaulters, 

non-defaulters, and reJected applications. 

Data were available on 24 sociodemographic and economic variables which have been 

used 1n prev1ous d1scnmmant analys1s scoring models (see Capon 1982) or for which an a 

pnon reason why they may act as effective d1scnminators could be made. The 24 vanables 

are shown in Table A1 ofthe appendix. All data, excluding repayment history data, were 

taken from each applicant's application form 

Table 2 

The samples 

1989 1990 

Tra1mng sample Holdout sample Tra1mng sample Holdout sample 

Non-defaulters 25,070 10,744 24,135 10,381 

Defaulters 973 420 1,908 783 

ReJects 0 5,920 0 5,920 

Total 26,043 17,084 26,D43 17,084 

2.2 Esttmatton 

The methodology follows that of Crook et a/ (1992b). Briefly, many of the vanables were 

measured at nominal level, whereas the estimation method used -linear discriminant 

analys1s- requ1res data to be measured at least at Interval level (see Klecka 1980). 

Additionalmformation was used to derive Interval-level data by ascnbmg to each predictor 

the values 
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where 

~ = 1 n (gt/b,J + 1 n (B.,!Gr) (2.1) 

~ = value of predictor for case j, 

gk = number of good payers 1n nom1nal category k, the category of which 

j was a member, 

bk = number of poor payers 1n nominal category k, the category of wh1ch 

j was a member, 

Gr = number of good payers in the sample, 

Br = number of poor payers in the sample. 

The use of the~ transformation means that~ may not be monotone in the values of the 

original vanable High degrees of collinearity between pred1ctor vanables were removed by 

deleting cases where such collineanty had been detected in a different sample of 1001 

cases who applied for a card around one year earlier than the cases in th1s study. <1> 

We were interested in vanables wh1ch indiVIdually contributed add1t1onal statistically 

significant discriminatory power beyond that contributed by other variables. Therefore, 1n 

each discriminant analysis, predictors were selected for inclusion in the empirical funct1on 

by a stepWise procedure. <2> 

3. Changes In Discriminating Functions 

Separate discnm1nant analyses were performed for 1989 and 1990, us1ng the values of~ 

for each respective year and the repayment behav1our of each Individual in the relevant 

year. For both functions, the group centroids (goods and bads) are statistically different 

us1ng a X: test of the sigmficance of Wilks' lambda The classification matrices are shown in 

Table 3. These relate to the holdout sample. In each matrix the pnor probability of group 

membership, i e. the probability that a case 1s a member of a particular group when no 
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Information about 1t IS available, was calculated by treat1ng the rejected cases (34.65% of 

the total holdout) as defaulters as well as the actual defaulters That IS 

Pb = (B + R)/(G + B + R) P9 = G/(G + B + R), (3.1a,b) 

where Pb = prior probability that a case is a bad, i e defaults, 

P9 = prior probability that a case IS a good, 1 e. does not default, 

G = number of goods, B = number of bads, R = number of rejects 

Table 3 clearly shows that the emp1ncal sconng systems predict group membership better 

than chance. 

Table 3 

Classification matrices 

Predicted group 

1989 1990 

Goods Bads Total Goods Bads Total 

Actual { 

Good 9,543 1,201 10,744 8,744 1,637 10,381 

Bad 319 101 420 535 248 783 
Rejects 4,399 1,521 5,920 3,463 2,457 5,920 

Total 14,261 2,823 17,084 12,742 4,342 17,084 

%correct 65 35 67 02 
Cprop = 100(p2b + p2 g)(%) 53 32 52 32 

Table 4 shows the standardized canomcal discriminant-function coefficients wh1ch 1nd1cate 

the relative d1scrimmatory power that each vanable has, given the other variables in the 

function. 
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Table 4 

Standardized canonical discriminant function coefficients 

1989 1990 

Value Rank Value Rank 

Years at bank 045 1 Years at bank 043 1 
Cheque card 033 2 Cheque card 0.32 2 
Number of children 033 3 Outgo1ngs 0 31 3 
Appls empl status 027 4 Appls. empl status 0 25 4 
Outgo1ngs 025 5 Number of Children 0.21 5 
Years at pres empl 0 21 6 Phone 0.20 6 
Major cred1t card 020 7 Res1dent1al status 019 7 
Phone 0 19 8 Years at pres. empl 0.19 8 
Deposit account 0 11 9 Charge card 0.13 9 
Store card 0 11 10 Store card 0.10 10 

MaJor cred1t card 0.09 11 
Mort. balance outs. 0.09 12 
Depos1t account 0.08 13 

Only those variables that have a sigmficant amount of dJscnminatory power are included 

While the discriminatory power of many variables was s1m1lar in both years, the relative 

discnminatory power of certa1n pred1ctors was markedly different First, 'number of 

children', 'major cred1t card', and 'deposit account' had relatively higher discriminatory 

power compared With the other included variables 1n 1989 (the year With the lower default 

rate) than in 1990, while 'outgoings' had relatively greater discriminatory power 1n 1990 than 

1n 1989. In 1990, 'residential status', 'charge card', and mortgage balance outstanding' had 

statiStically s1gn1ficant add1t1onal discnm1natory power over that of other included vanables, 

which they did not have in 1989, and so were not included in the estimated funct1on for the 

latter year by the stepwise routine. 
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4. Effects Of Changes In Cut-Off Scores 

Our data suggests that the behaviour of some md1v1duals differed between the two years. 

Firstly, the overall default rate differs between the two years. This Implies a difference in 

the pnor probabilities of membership of a specific group. Secondly, the default rates for 

each value of each pred1ctor variable differs between the two years. Therefore the~ value 

of each group of values for a given variable differs between the two years. The second 

difference results in different standardized and unstandardized canonical discriminant­

function coefficients between the two years, and in differences 1n the degree of separat1on 

between the two groups. Th1s implies that there may be a difference between the two years 

in the conditional probability P(SIG,) that a case gams a scoreS, g1ven that 1t IS a member 

of a group 1 (see the appendix). A case is classified mto the group 1n wh1ch the probability 

of 1ts membership, g1ven its score, 1s greater. That is 

P(G,I S)=P(s 1 a.)P(a,Yt,P<s 1 a.)P(G.) (4.1) 

where P (G,IS) is the postenor probability that a case With scoreS is classified into group 1, 

and P (G,) is the pnor probability that a case is a member of group 1. Therefore the 

difference in both the prior and cond1t1onal probab11it1es between two years Implies that a 

case may be classified as a good (bad) in one year and a bad (good) in the other. 

We now examine the effects that both the different empirical models and the different pnor 

probabilities ('priors') together have on predicted applicant performance. Specifically we 

ask what the charactenst1cs are of those who would be accepted m 1989 using the 1989 

canonical function coefficients and priors but rejected in 1990 using the 1990 canonical 

function coefficients and priorsP> Table 5 shows the number of people affected Wh1le the 

same decision would have been given to 88.3% of the hold out cases 1f either funct1on and 

priors were used, the decision would have been different in 11.7% of cases. Approximately 

1 0% of the hold out would have been accepted 1f the 1989 function and pnors were used, 

but rejected if the 1990 function and pnors were used 1nstead, and 1 4% of cases would 
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have been accepted 1f the 1990 function and pnors were used but rejected using the 1989 

model. 

Table 5 

Total effect cross-tabulation 

Actual 1989 priors and function 

Actual 1990 priors and Good 

function 

Good 

12,506 (73.2) 

1,755 (10.3) 

14,261 

Bad 

236 (1.4) 

2,587(15 1) 

2,823 

Total 

12,742 

4,342 

17,084 (100) 

Figures 1n parentheses are the number of cases 1n the cell as a percentage of the 

number of cases in the total holdout sample. 
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Number of children 

Number of dependants 
Applicant's employment status 
Depos1t account 
Loan account 
Cheque card account 
Current account 
Major credit card 
Charge card 
Store card 
Applicant's employment category 

Age 1n 1990 
Bwldmg soc1ety card 
Phone 
Spouse's 1ncome 
Years at present employment 
Years at same bank 
Value of home 
Applicant's 1ncome 
Mortgage balance outstand1ng 
Outgomgs 
Res1dent1al status 
Spouse's employment category 
Years at present address 

Samples1ze 

Table 6 

Modal groups: total effects 

The holdout sample in aggregate 

Modal group %of cases 

0,6,7,8 69 

0,3,4,5,24 98 
Pnvate sector 65 
No 64 
No 95 
No 75 
Yes 67 
No 60 
No 76 
No 78 
Serv1ces, Office, Sales, 46 
Labourer, Execut1ve, 
Trades, Others 
18-24 years 27 
No 92 
No 83 
£0 78 
0, 1 years 28 
0, 1 years 28 
£0 64 
£0-6000 24 
£0 68 
£0 24 
Owner 38 
No response 68 
0,1 years 28 

17084 
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Those predicted to be good on the 1989 function 
w1th 1989 pnors but bad on the 1990 function w1th 

1990 riors 

Modal group %of cases 

0,6,7,8 76 

0,3,4,5,24 98 
Pnvate sector 66 
No 65 
No 96 
No 79 
Yes 67 
No 68 
No 86 
Yes 78 
Serv1ces, Office, Sales, 52 
Labourer, Execut1ve, Trades, 
Others 
25-30 years 31 
No 91 
No 70 
£0 82 
0, 1 years 39 
0, 1 years 35 
£0 79 
£0-6000 26 
£0 92 
£1-99 30 
Tenant furmshed 33 
No response 74 
0,1 years 38 
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Table 6 compares the characteristics of those who would be accepted on the 1989 model 

but rejected us1ng the 1990 model<4
> With those of the holdout sample 1n aggregate. The 

table suggests that those for whom a different decis1on would be made depend1ng on the 

year to which the model related are very similar to the holdout sample as a whole The 

modal groups for both cells are the same for twenty characteristics. The differences in 

modal groups are whether or not a store card IS possessed ('yes' for the 1990 rejects, 'no' 

for the holdout), age 1n 1990 (25-30 years for the 1990 rejects, 18-24 years for the holdout), 

outgo1ngs (£1-99 for the 1990 reJects, £0 for the holdout), and residential status (tenants 

(furnished) for the 1990 rejects, owner for the holdout) 

We now ask a second question. Suppose that we keep the proportion of cases who are 

predicted to be good (bad) the same 1n two years, years t and n. That is, we alter the priors 

in year n such that, when used with n's canonical funct1on coefficients, the same proportion 

of cases is rejected (i.e. predicted to be bad) as in year t. What, then, are the 

characteristics of those who would be predicted to be bad (good) by year fs model (year fs 

canonical function coefficients and actual priors) but who are predicted to be good (bad) 

using the model of a yearn (yearn's canonical funct1on coefficients, hypothetical priors)? 

Notice that the hypothetical pnors applied 1n year n are not the priors used in year fs 

classification matnx (Table 3) Instead they are the priors which, With yearn's canonical 

function coefficients would g1ve the same proportion of cases pred1cted to be bad as 

predicted for year t. That IS, they represent the 'cut-off score' that a cred1t granting agency 

would impose 1f they w1shed to use the current year's (n's) function, but also WIShed the 

proportion of cases that are rejected to be the same as 1n another year (f) 

Th1s issue has been explored by performing two cross-tabulations. In both cases, we 

adjust the priors of 1990 so as to predict the same proport1on of bads as were predicted for 

1989. F1rstly, we cross-tabulate the numbers predtcted to be good (bad) m 1990 with the 

numbers predicted to be good (bad) in 1990 had the priors been set so as to pred1ct the 

same proportion of bads as pred1cted for 1989 Secondly, we cross-tabulate the numbers 
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predicted to be good (bad) m 1989 WJth those predicted to be good (bad) 1n 1990 again With 

the priors set to g1ve the same proportion of bads as 1n 1989. The results are shown 1n 

Table 7. 

1990 pnors set to g1ve Good 
same pred1cted 
proportion of bads as Bad 
predicted in 1989, 1990 
function 

1990 priors set to g1ve 
same predicted 
proportion of bads as 
predicted 1n 1989, 1990 
funct1on 

Good 

Bad 

Table 7 

Two cross-tabulations 

Good Bad Total 

(a) Actual 1989 priors, 1989 function 

13,629 640 14,269 
(79 8) (3 7) 

632 2,183 2,815 
(3.7) (12.8) 

Total 14,261 2,823 17,084 
(100) 

(b) Actual 1990 priors, 1990 function 

12,742 1,527 14,269 
(74.6) (8.9) 

0 (0) 2,815 2,815 
(16.5) 

Total 12,472 4,342 17,084 
(100) 

F1gures in parentheses are the number of cases in the cell as a percentage of the number 

of cases in the total holdout sample. 

Table 7 shows that, if the priors of 1990 are adjusted to give the same reject rate in 1990 as 

in 1989, then 3.7% of 17,084 cases 1n the holdout sample would have been rejected using 

the 1990 rule, but accepted us1ng the 1989 rule and cut-offs. On the other hand, 8.9% of 

cases would have been accepted using the 1990 system and adjusted cut-offs, but rejected 

if the 1990 function and cut-offs were used 
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Table 8 summarizes the characteristics of these two groups, and compares them with the 

characteristics of the total hold out sample Firstly we compare the hold out With those 

accepted usmg the 1989 function and pnors but rejected using the 1990 function With 

adjusted pnors The persons accepted on the 1989 model but rejected on the 

adjusted1990 funct1on are similar to the holdout 1n all respects except the folloWing. They 

are older than the holdout (modal age group 25-30 years versus 18-24 years), they have a 

h1gher income (modal1ncome range £13,000+ versus £0-6,000), they have greater 

outgoings (modal range £299 plus per month versus £0) and they typically have a different 

residential status (modal group 'tenant unfurnished' versus 'owner'). 
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Table 8 

Modal groups 

The holdout sam~le 1n aggregate Those members of the holdout sam12le 12red1cted to be 
Good on 1989 funct1on Bad on 1990 funct1on but 

but bad on 1990 function good on adjusted 1990 
with adjusted ~riors function 

%of %of %of 
Modalgrou~ cases Modal grou~ cases Modal grou~ cases 

Number of children 0,6,7,8 69 0,6,7,8 69 0,6,7,8 74 
Number of dependants 0,3,4,5,24 98 0,3,4,5,24 98 0,3,4,5,24 98 
Applicant's employment Private sector 65 Private sector 65 Private sector 65 
status 
Deposit account No 64 No 64 No 66 
Loan account No 95 No 95 No 97 
Cheque card account No 75 No 75 No 84 
Current account Yes 67 Yes 67 Yes 68 
Major credit card No 60 No 60 No 78 
Charge card No 76 No 76 No 94 
Store card No 78 No 78 No 79 
Applicant's employment Services, Office, Sales, 46 Serv1ces, Office, Sales, 46 Services, Office, Sales, 55 
category Labourer, Execut1ve, Labourer, Executive, Labourer, Execut1ve, 

Trades, Others Trades, Others Trades, Others 
Age 1n 1990 18-24 years 27 25-30 years 32 18-24 years 34 
Building society card No 92 No 91 No 92 
Phone No 83 No 56 No 77 
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------------------------------------------

Table 8 continued 

Modal groups 

The holdout sam~le in aggregate Those members of the holdout samr;1le (;lredJcted to be 
Good on 1989 funct1on Bad on 1990 funct1on but 

but bad on 1990 funct1on good on adjusted 1990 
with adjusted ~riors function 

%of %of %of 
Modal grou~ cases Modal grou~ cases Modal grou~ cases 

Spouse's 1ncome £0 78 £0 80 £0 83 
Years at present 0, 1 years 28 0, 1 years 34 0, 1 years 41 
employment 
Years at same bank 0, 1 years 28 0, 1 years 37 0, 1 years 41 
Value of home £0 64 £0 93 £0 81 
Applicant's 1ncome £0-6000 24 £13000 + 29 £0-6000 29 
Mortgage balance £0 68 £0 94 £0 83 
outstanding 
Outgoings £0 24 £299 + 28 £99-199 35 
Residential status Owner 38 Tenant (unfurnished) 43 With parents 31 
Spouse's employment No response 68 No response 68 No response 75 
category 
Years at present address 0,1 years 28 0,1 years 44 0,1 years 34 

Samples1ze 17084 632 1527 
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We now turn to those cases that would be rejected on the 1990 function but would be 

accepted if the priors were adjusted to g1ve the same reject rate as the 1989 model These 

persons have the same modal values for charactenst1cs as the holdout, except that they 

have greater outgomgs (£99-199 versus £0) and they typically hve with their parents as 

opposed to being owners 

5. Discussion 

The holdout sample was constructed to have the same proportion of cases that were 

accepted and rejected by the organization supplying the data. Therefore, since the cases 

were also randomly selected by the organization for our sample, we believe that our holdout 

sample is representative of the applications that the orgamzat1on would typically rece1ve. 

We will interpret our results havmg made this assumption 

Table 5 shows that, even between the two adjacent years, changes 1n cut-off scores and 

canonical function coefficients can make a noticeable difference m the rejection rates 

yielded by a scoring model: 16.5% using the 1989 model against 25.4% using the 1990 

model A much greater proportion of applicants would have been rejected using the 1990 

model but accepted on the 1989 model than v1ce versa: 10.3% compared With 1.4%. Since 

the pnor probability of default 1n 1990 was much greater than in 1989, the cut-off score 

appears to have an effect on the classification of a case. 

When we removed the effects of changes 1n the cut-offs, by adjusting them to g1ve the 

same predicted proportion of cases rejected (when combined With the 1990 coefficients) in 

1990 as was predicted using the 1989 priors and coefficients (Table 7), we found that 

12.8% of cases would be rejected by both models, but 7.4% would be rejected by only one 

of the models. Th1s g1ves some 1ndicat1on as to the effects of changes 1n the coefficients 

between the two years, since the pnors- the other possible cause of a different 
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classification - have been adjusted to g1ve the same reject1on rate 1n both years 

Furthermore, of the 10.3% of cases accepted us~ng the 1989 model and rejected using the 

1990 model (Table 5), 3.7 percentage points would st1ll be rejected 1fthe 1990 cut-off 

scores were adjusted (Table 7(a)). Therefore adjusting the cut-offs to maintain the same 

pred1cted rejection rate Will not lead to the pred1cted group be1ng 1nvanant With respect to 

the year to which the data for the model relates The different coefficients Will result in 

some cases being class1fied differently between the two years. 

If we change the 1990 cut-offs to g1ve the same reject rate as 1n 1989 (Table 7(a)), we 

would accept 83 5% of cases rather than 74.6% without cut-off adjustment (Table 5). Of 

the 83.5% of cases, we would have rejected 8.9 percentage po1nts (83 5% less 74 6%) of 

cases if the unadjusted 1990 model was used (Table 7(b)). Whether the 3.7% of cases that 

would be rejected in 1990 but accepted m 1989 (using the same proportion of rejects) 

should concern the cred1t grantor depends on the profit that these cases would have 

generated if they had been accepted We have not bUilt a profit model, but Table 6 shows 

the charactenstics of such applicants. The same argument applies 1f the 1990 model was 

used, with 8.9% of cases rejected if the cut-offs indicated by 1990 behav1our were retained 

rather than the adjusted ones being used. 

6. Conclusion 

Our results suggest that changes 1n cut-off scores and in canonical function coefficients do 

result in sizeable differences 1n the proportion of applicants who would be rejected if the 

sconng model were based on a linear discriminant analysis est1mated usmg data for one 

year rather than another, even 1f the years are adjacent to each other Furthermore, 

changing the cut-off scores to ma1ntam the same reject rate will not restore the same 

decision for each applicant This suggests that cred1t grantors who bUild sconng models 

must be espec1ally careful when choosing the years for which the data used 1n the1r model 

relates They should attempt to estimate the profit that may be forgone by rejecting 
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applicants on one model when another suggests acceptance, and to estimate the increased 

loss that may result from accepting an applicant on one model when another suggests 

rejection. Only when the grantor has an accurate estimate of the financial cost of the errors 

involved in usmg one decision strategy rather than another will (s)he be able to evaluate 

different strateg1es accurately. 

NOTES 

1. Let A denote the earlier sample, and B the sample used for th1s study. Sample A 

contained data on exactly the same variables from the same bank as was used in 

sample B. To determine which variables to delete in sample B, it was assumed that 

the degree of colhneanty detected 1n sample A applied to sample B also. Sample A 

consisted of 1001 cases, with data relating to applications in the period September 

1986 to December 1987. To detect such collineanty, the tolerances were calculated 

for each vanable, and the matrix of linear correlation coefficients was exammed, 

2. At each step, the variable that resulted in the greatest squared Mahalanobis distance 

cY was added. The significance of a change 1n cY when a vanable was included was 

tested using a partiai-F statistic. The probability that the F-to-enter value was 

sigmficant was set equal to 5% regardless of the change 1n the degrees of freedom 

that occurred With the change in the number of mcluded predictor vanables The 

same probability was adopted for the F-to-remove. 

3 In the interests of brev1ty, the term 'differences 1n the canonical coefficients between 

the two years' will be taken to include differences between the two years in the 

vanables mcluded in the predictive models by the stepwise routines 

4 We could exam1ne the charactenstics of those in any of the cells in Table 5. To save 

space, we consider only the one referred to. 
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Appendix 

A case is classified 1nto the group for which P(G,jx) is greatest, where 

P(G,Ix)=P,D,i~P,D,*, 

here n IS the number of groups, P, is the pnor probability that a case is a member of 

Group" 

Di*=(detD.)-1/2 exp(-l/2x/), 

And D,1s the covariance matnx of the canomcal d1scnm1nant funct1ons for group t, With 

X2
• = U-f·l v.-'(f- f·), 

f = Bx +a, 

x = a z x 1 vector of d1scnm1nant vanables for a case, 

B = the m x z matrix of unstandardized canonical discnminant function coefficients, 

f = the m x 1 vector of canomcal d1scrim1nant function values, 

(j =the group centro1ds vector, 

a = a vector of constants 
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Table A1 

The sociodemographic variables 

Number of children Bu1ld1ng society card (yes/no) 

Number of dependants Phone (yes/no) 

Applicant's employment status Spouse's mcome 

Deposit account (yes/no) Years at present employment 

Loan account (yes/no) Years at same bank 

Cheque guarantee card (yes/no) Value of home 

Current account (yes/no) Applicant's 1ncome 

Major credit card (yes/no) Mortgage balance outstand1ng 

Charge card (yes/no) Outgoings 

Store card (yes/no) Residential status 

Applicant's employment category Spouse's employment category 

Age m 1990 Years at present address 
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A Comparison of a Credit Scoring Model with a Credit Performance 

Model 

J. N Crook, R Hamilton and L C Thomas 

Credit suppliers are interested m trymg to pred1ct wh1ch applicants are likely to default on 

repayments. They are also mterested m predictmg those who may miss one or two 

repayments rather than default by missmg three By considenng a sample of 1001 bank 

credit card holders, th1s art1cle compares those charactenstics of borrowers wh1ch 

d1stingwsh between (a) those who (m the sample penod) never missed a repayment 

('goods') and those who m1ssed at least one ('slows'); (b) those who never m1ssed a 

repayment and those who missed three consecutively ('defaulters'), and (c) those who 

m1ssed one or two repayments ('bads') and those who m1ssed three in succession 

INTRODUCTION 

Between 1981 and 1989 the real value of debt outstanding to UK consumers for other than 

house purchase increased by 122 per cent To dec1de whether or not to grant cred1t to an 

IndiVIdual, an increasing number of suppliers are adopting formal scoring techniques and 

Chandler and Coffman [1979] note that as early as 1970 such procedures were used by 

over 30 per cent of US cred1t grantors. 

The a1m of th1s art1cle 1s to mvestigate whether the characteristics of individuals who miss 

three successive credit card repayments are the same as those who m1ss at least one 

payment and those who, having missed one or two payments, subsequently miss three. 

Models which predict whether an 1nd1vidual is likely to fit mto the first two groups may be 

used to help the credit grantor to decide whether to 1ssue credit or not The th1rd type of 
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model may allow the cred1t controller to score Individuals whose repayment performance 

has been poor to decide whether they have the charactenst1cs of those who miss three 

payments. Thus the former models relate to the cred1t granting decis1on, the third to 

predicting cred1t performance 

Few, 1f any, studies have compared the ranking of predictors for these three groupings. 

There is some literature wh1ch compares the predictive performance of empirical models 

wh1ch have been constructed to distinguish between defaulters and non-defaulters. Thus 

Myers and Forgy [1963] compared the predictive performance of discriminant analysis, 

stepWise regression, and equal we1ghts for all variables used, and found that equal weights 

were as effect1ve as the other two methods. Wigmton [1980] compared the performance of 

a log1t model With that of a d1scnminant model to find that the log1t model predicted a 

greater proportion of cases relative to chance than d1d the discriminant analysis Boyle et 

al. [1991] compared the performance of linear discriminant analysis With a recursive 

part1!1oning algonthm to conclude that the predictive performance of the latter depended on 

the level of truncat1on of the tree. However, none of these stud1es compare the rank1ng of 

predictors of defaulters, slow payers and poor performers. One study [Crooke et a/ 1991a] 

compared those of defaulters and slows, but not with those of poor performers. 

Few published empirical performance scoring papers exist One exception is that by 

Chandler and Coffman [1983-4], who applied d1scrim1nant analysis to accounts which were 

one month delinquent to d1stmguish between (a) accounts wh1ch were paid up and did not 

become delinquent aga1n Within SIX months and (b) accounts which became three or more 

months delinquent 1n the same six months The model was shown to predict substantially 

better than chance, although the predictor vanables are not ment1oned. Recent 

contributions to behavioural scoring have constructed trans1t1on matnces of the probability 

that an account Will move from being overdue by period i to penod j for different nsk classes 

of individuals and have indicated a rule to maximise expected profits given a maximum risk 

level [see Cyert, Davidson, Thompson 1962, Cyert and Thompson 1968, Fryman, Kallberg 

and Kao 1986]. B1erman and Hausman [1970] proposed a dynamic programming approach 

to max1m1se the present value of expected pay-off when the probability that an 1nd1vidual 
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will repay in a particular t1me period IS estimated, g1ven h1s past repayment history These 

papers predict the probability of future defaults g1ven the frequency of previous delinquency 

rather than pred1ct1ng whether a person should be categonsed as likely to go further 

delinquent on the basis of personal characteristics associated with such performance. 

The following sect1on descnbes the vanables and methodology used in this study; and the 

results are then discussed. 

VARIABLES AND METHODOLOGY 

The Variables 

To define precisely the elements of the sets of borrowers between which we wish to 

d1stingu1sh, consider the following definitions 

Let 0 = {o, 1 o, = an Individual, 1, who has never m1ssed even one 

payment in a given time penod} 

X = {x, 1 x, = an individual, i, for whom the max1mum number of 

consecutive missed payments 1n a g1ven time penod IS 1} 

Y = {y, 1 y, = an individual, i, for whom the maximum number of 

consecutive m1ssed payments in a given t1me period is 2} 

Z = {z, 1 z, = an individual, i, for whom the maximum number of 

consecutive m1ssed payments in a given t1me penod is 3} 

S=XUYUZ 

B=XUY 

We will call those in set 0 'goods'. Those 1n setS will be called 'slows' because they have 

missed between one and three consecutive payments, but not necessarily three Those in 

set B will be called 'bads'. Those 1n set Z will be called 'defaulters'. Casual evidence 

suggests that cred1t granters regard the failure to make three consecutive payments as 
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considerably worse than fa1lure to make two consecutive payments, and some granters 

may pass the debt to a collect1on agency if three consecutive payments are missed. 

In this art1cle we WISh to make three compansons as follows. We WISh to distinguish 

between sets: (1a) 0 and (1 b) S; (2a) 0 and (2b) Z; and (3a) 8 and (3b) Z. 

Diagrammatically the sets are presented in Figure 1. Thus we ask: (1) can we d1st1nguish 

between those who have never missed a payment and those who have missed at least 

one; (2) can we distinguish between those who have never missed a payment and those 

who have missed three consecutively; and (3) g1ven that a person has m1ssed at least one 

payment can we d1st1ngu1sh between those who miss only one or two consecutively and 

those who m1ss three consecutively? 

5 
M1ssed 1 or 2 or 3 

ALL 

z 
Missed 3 

FIGURE 1 BORROWER SETS 
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The sample cons1sts of 1001 individuals who held a bank cred1t card and who used 1t in the 

sample penod. Data was ava1lable on 23 soc1odemographic and economic variables which 

have e1ther been used in previously published d1scnmmant analysis sconng models (see 

Capon, 1982) or for wh1ch an a pnon reason as to why they may act as effect1ve 

d1scnm1nators could be made. The 23 vanables are shown in Appendix 1. All data were 

taken from the applicants' application forms which they completed between September 

1986 and December 1987 

Esttmation Methodology 

The methodology follows that of Crook et al. [1991a]. Bnefly, many of the vanables were 

measured at nominal level, whilst the use of discnminant analysis requires data measured 

at least at interval level [see Klecka, 1980). Additional information was used to denve 

interval level data by ascnb1ng to each predictor the folloWing values: 

where 

g. Br 
Xi=ln-+ln-

b, Gr 

~ = value of pred1ctor X for case J; 

g, = number of good payers 1n nom1nal category 1, the category of which j was a 

member, 

b, = number of poor payers in nommal category i, the category of which j was a 

member; 

GT = number of good payers in the sample; 

BT = number of poor payers in the sample. 
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This use of the X1 transformation means that X1 may not be monotone Jn the values of the 

anginal variable Thus~ may not monotonically Increase or decrease With, say, spouse's 

1ncome. This Will be considered subsequently. 

As in Crook [op c1t], for each discriminant analysis high degrees of collineanty between 

predictor variables were reduced by variable delet1on. Pred1ctors were selected for 

inclusion in the empirical funct1on by a stepwise procedure. At each step the variable which 

results m the greatest Mahalanobis Distance (02
)
1 was added The significance of a 

change m 0 2 when a variable was Included was tested by the use of a part1al F statistic. 

The F to enter and F to remove values were set equal to 1.00, th1s being a compromise 

between g1v1ng a h1gh degree of predictive performance as well as 1ncludmg vanables of a 

relatively high degree of statistically s1gmficant discriminatory power. 

Turning to the assessment of the predictive performance of an est1mated function, several 

methods are available [see Eisenbe1s, 1977, Kschirsagar, 1972, Lachenbruch and M1ckey, 

1968). Two commonly used alternative techmques are, first, to est1mate the funct1on from a 

sub-set of the total sample and to use th1s funct1on to classify the remamder of the sample, 

and second, to delete one observation in turn, estimate the funct1on and classify the deleted 

case. The former or hold-out sample method has the limitation of requinng a large sample 

s1ze but the number of poor payers 1n two of our funct1ons is very much lower than the 

number of good payers. The latter (or Jackn1fe, or U-method) does not have this lim1tat1on 

and in a companson With mne other methods Eisenbeis [1977] argued that 1t was the best 

when used with small samples For th1s reason we have used the Jacknife method 

F1nally, note that because we are interested in the chance that we have correctly predicted 

group membership of a poor-paying mdiv1dual given that he has been pred1cted to be a 

poor payer and the chance that we have correctly predicted group membership of a good 

payer given that he has been pred1cted as good, we will compare the proportion of cases 

correctly class1fied with Cprop where: 
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2 

Cpmp = LP• a. 
p:} 

P, = proportion of cases in group 1, 

a.= proportion of cases predicted to be members of group i; 

1 = 1 good payers 1 = 2 poor payers. 

RESULTS 

Sigmf1cance and PredJctJve Performance 

Table 1 shows that for each function separately the discrimination to be achieved by the 

appropriate set of predictor vanables pnor to the est1mat1on of each funct1on is statistically 

highly s1gmficant. 

TABLE 1 

SIGNIFICANCE OF THE ESTIMATED FUNCTIONS 

SLOWS (Ever been at least 

one cycle delinquent) 

DEFAULTERS (Ever been 

3 cycles delinquent) 

BADS (Max1mum number 

of consecut1ve cycles 

delinquent IS 3 not 1 or 2) 

Wilks' 

Lambda 

0 8759 

0.9144 

0 8295 

d f. S1gmficance 

13144 14 0 000 

88.86 12 0.000 

6972 12 0.000 

Table 2 shows that the percentage correctly classified exceeded Cprop in all three cases 

The greatest number of percentage po1nts by wh1ch the proportion correctly classified by an 
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estimated funct1on exceeded C prop corresponded to the function predicting slow payers 

However, 1t must be noted that there were only 5.5 and 14.8 percentage points between 

Cprop and 100 per cent wh1ch were available for Improvement by the defaulters and 'bads' 

functions respectively. 

TABLE 2 
CLASSIFICATION MATRICES 

(Jackmfe Method) 

SLOWS 

Predicted Group 
Good Bad Total 

Good 530 90 620 
Actual Group Bad 226 155 381 

Total 756 245 1001 
Percentage 
correctly classified 68.4% 

Cprop 468% 

DEFAULTERS 

Predicted Group 
Good Bad Total 

Good 948 9 957 
Actual Group Bad 41 3 44 

Total 989 12 1001 
Percentage 
correctly classified 95.0% 

Cprop 94.5% 

BADS 
Predicted Group 

Good Bad Total 
Good 326 11 337 

Actual Group Bad 39 5 44 
Total 365 16 381 

Percentage 
correctly classified 86.9% 

Cprop 85.2% 
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For each of the three cases the proportion of good payers wh1ch were correctly classified 

considerably exceeded the proportion of poor payers The proportion of Individuals who 

were correctly pred1cted to m1ss no payments when predicting 'slows' was less than the 

corresponding proportion when predicting those who 'default', at 85 5 per cent and 99.1 per 

cent respectively Alternatively, the proport1on who were correctly predicted to miss at least 

one payment was greater than the proportion who were correctly pred1cted to m1ss three 

payments, at 40.7 per cent and 6 9 per cent respectively Clearly, Without knowledge of the 

opportunity costs of m1s-class1fy1ng a 'poor' payer and those of mis-classify1ng a 'good' 

payer for each type of poor payer it is impossible to decide wh1ch funct1on would be the 

most effect1ve as a credit control device 

Ranking of Vanables 

First we will compare the cred1t granting models and second we will compare these With the 

performance scoring model. Table 3 shows the standardised coefficients for each variable 

which was Included in the estimated function on the F statistic criteria of the stepWise 

procedure For each funct1on the rank order of variables 1n terms of their discriminating 

power is the same if the standardised coefficients are considered as if the partial F stat1st1c 

is used Therefore, the F statistics are not presented The standardised coefficients 

represent the relative discriminatory power of each vanable given the other variables in the 

function. On these critena the rank descend1ng order of the most powerful s1x pred1ctors of 

those who miss at least one payment as opposed to no payments 1s applicant's 

employment status, number of children, years at the bank, mortgage balance outstanding, 

residential status and maJor credit card respectively. The rank descending order of the 

most powerful six pred1ctors of those who miss three consecutive payments Instead of none 

is applicant's employment status, spouse's income, years at bank, residential status, years 

at present employment and cheque account. The corresponding rank order of predictors 

wh1ch dist1ngu1shes between those who miss one or two consecut1ve payments and those 

who miss three is years at the bank, spouse's income, applicant's employment status, 

years at present employment, and deposit account and outgo1ngs. 
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TABLE 3 

STANDARDISED COEFFICIENTS 

Vanable Standardised Rank 
Coefficient 

Slows Applicant's employment status 047 1 

Number of children 0 41 2 

Years at bank 0 37 3 

Mortgage balance outstandmg 028 4 

Res1dentlal status 026 5 

MaJor credit card 022 6 

Years 1n present employment 022 7 

Outg01ngs 022 8 

Current account 020 9 

Charge card 0 15 10 

Applicant's mcome 0 13 11 

'Phone 0 11 12 

Estimated value of home 0 10 13 

Spouse's income 0 10 14 

Defaulters Applicant's employment status 0 41 1 

Spouse's 1ncome 040 2 

Years at bank 038 3 

Res1dent1al status 034 4 

Years 1n present employment 030 5 

Cheque card 027 6 

Outgo1ngs 022 7 

MaJor credit card 020 8 

Number of other dependants 0 14 9 

Store card 0 14 10 

'Phone 0 13 11 

Depos1t account 0 13 12 
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TABLE 3 (contd.) 

STANDARDISED COEFFICIENTS 

Vanable Standardised Rank 
Coefficient 

Bads Years at bank 047 1 

Spouse's mcome 042 2 

Applicant's employment status 040 3 

Years in present employment 028 4 

Depos1t account 025 5 

Outgomgs 025 6 

Res1dent1al status 022 7 

Cheque card 020 8 

Estimated value of home 0 18 9 

Applicant's 1ncome 0 17 10 

Store card 0 15 11 

'Phone 0 14 12 

But standardised coefficients may give an increasingly inaccurate indication of the 

d1scnm1natory power of each vanable individually, the greater is the degree of correlation 

between any predictor variables included in the funct1on. 

We therefore consider the ran kings on the bas1s of the b1variate correlation coefficients 

between the discriminant scores and the values of each predictor variable These are 

unaffected by other variables Included in the funct1on and are shown 1n Table 4. 
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TABLE 4 

STRUCTURE MATRICES (POOLED WITHIN GROUPS CORRELATION 
COEFFICIENTS) 

Vanable Correlation Rank 
Coeffic1ent 

Slows Applicant's employment status 053 1 
Years at bank 044 2 
Mortgage balance outstanding 043 3 
Number of children 033 4 
Years 1n present employment 032 5 
Res1dent1al status 025 6 
Current account 0 21 7 
Charge card 0 19 8 
Outgomgs 0 19 9 
Estimated value of home 0 18 10 
'Phone 0 15 11 
Applicant's 1ncome 0 12 12 
Spouse's mcome 0 12 13 
Major credit card 0 10 14 

Defaulters Years at bank 052 1 
Applicant's employment status 043 2 
Cheque card 037 3 
Years 1n present employment 037 4 
Spouse's mcome 034 5 
Res1dent1al status 032 6 
'Phone 026 7 
Outgoings 0 18 8 
Depos1t account 0 17 9 
Major cred1t card 0 16 10 
Store card 0 16 12 
Number of other dependants 0 14 14 

Bads Years at bank 0 51 1 
Applicant's employment status 040 2 
Cheque card 036 3 
Spouse's mcome 036 4 
Applicant's income 030 5 
Years 1n present employment 029 6 
Res1dent1al status 026 7 
Outgoings 023 9 
'Phone 022 10 
Estimated value of home 0 18 11 
Store card 0 17 12 
Depos1t account 0 17 13 
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Variables not selected by stepWJse rout1ne 

TABLE 4 (contd.) 

STRUCTURE MATRICES (POOLED WITHIN GROUPS CORRELATION 
COEFFICIENTS) 

Van able CorrelatiOn Rank 
Coefficient 

Slows Store card 005 15 

Bu1ld1ng soc1ety card -002 16 

Loan account -0 01 17 

Depos1t account 001 18 

Number of other dependants 001 19 

Defaulters Mortgage balance outstanding 0 16 11 

Applicant's 1ncome 0 15 13 

Estimated value of home 0 10 15 

Charge card 005 16 

Loan account 005 17 

Number of children 004 18 

Bwld1ng soc1ety card 0 001 19 

Bads Age 025 8 

Years at present address 0 16 14 

Mortgage balance outstanding 0 16 15 

Charge card 0 16 16 

MaJor cred1t card 0 15 17 

Number of other dependants 008 18 

Number of children 008 19 

Bu1ld1ng soc1ety card -006 20 

Loan account 005 21 

In terms of the b1vanate correlations four, applicant's employment status, years at bank, 

years at present employment and residential status, of the most important six predictors are 
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identical in the functions to predict slows and defaulters Applicant's employment status 

and years at bank are ranked e1ther first or second in the two funct1ons. Residential status 

IS ranked sixth on both cases and years at present employment is ranked fourth or fifth. 

However, there are some noticeable differences in rankings. Some vanables have a higher 

rank when used to predict defaulters as opposed to slows. Whilst spouse's 1ncome is 

ranked fifth in terms of its ability to discriminate those who m1ss three consecutive 

payments from the rest 1t IS ranked only thirteenth 1n terms of 1ts ab11ity to predict those who 

miss at least one payment. The possession of a cheque card was the third most important 

predictor of defaulters but was not eligible for inclusion in the function which pred1cted slows 

due to correlation With years at bank and current account However, the latter were ranked 

second and seventh respectively 

On the other hand, some variables have a higher rank when used to predict slows than 

when used to pred1ct defaulters For example, mortgage balance outstanding was the th1rd 

most important discnminatory vanable when predicting those who missed at least one 

payment, but 1t contnbuted no stat1st1cally sigmficant additional discnminat1on (using F = 1 0 

value) between those who d1d and those who d1d not m1ss three payments, and was ranked 

eleventh 1n terms of its bivariate correlation with the discriminant score Similarly, number 

of children was the fourth most important discriminatory variable when used to pred1ct slows 

but also contnbuted no stat1st1cally s1gn1ficant discnm1nat1on between defaulters and non­

defaulters and was ranked eighteenth The possession of a charge card was ranked e1ghth 

1n the slows function but was not statistically sigmficant (even at F = 1.0) and ranked 

s1xteenth 1n the defaulters equation. 

We now turn to a comparison of the rankings of the predictors in the performance model, 

which discnminates between those who missed one or two consecutive payments and 

those who m1ssed three consecut1ve payments, with the rank1ngs of the two scoring 

models. For reasons given earl1er we confine our comparisons to be on the bas1s of the 
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b1vanate correlation coefficients. Table 4 shows that the ranking of the variables wh1ch 

pred1ct whether an individual Will m1ss three rather than JUSt one or two consecutive 

payments IS very similar to that of the vanables which predict the missing of three rather 

than no, one or two payments, but 1t has not1ceable differences compared With the 

discnm~nators of those who m1ss one, two or three from those who missed zero payments. 

We Will compare the performance model firstly With the defaulters and secondly with the 

slows model. Five of the highest ranking six predictors are 1dent1cal1n the defaulters and 

performance models, the top three predictors being in the same rank order. These five 

predictors are years at bank, applicant's employment status, cheque card, spouse's 1ncome 

and years at present employment. Ten of the twelve vanables wh1ch added a statistically 

significant amount of add1t1onal discrimination were the same 1n both est1mated funct1ons. 

One noticeable difference 1n ranking related to applicant's income, which was ranked fifth 1n 

the performance model but was not Included 1n the defaulters funct1on. Other major 

differences in rankings related to variables With relatively low correlation coefficients in both 

models. For example, estimated value of home IS ranked eleventh 1n the performance 

model but fifteenth and not included in the defaulters model; possession of major cred1t 

cards and the number of other dependants were ranked tenth and fourteenth respectively 1n 

the defaulters model but seventeenth and eighteenth and not Included 1n the performance 

model 

Table 4 also shows that only three predictors applicant's employment status, years at bank 

and years at present employment, are amongst the top six for both the performance and 

the slows models. Certain other predictors of performance outside the top six have 

rank~ngs which are Within one rank of their rank in the slows function. These are res1dent1al 

status, outgoings, estimated value of home and possession of a phone. However, there the 

similanty ends. There are a number of relatively large differences in the ranks. Spouse's 

~ncome is ranked fourth and thirteenth in the performance and slows models respectively 

and applicant's 1ncome IS ranked fifth and twelfth respectively Mortgage balance 
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outstanding and number of children are ranked th1rd and fourth 1n the slows model, but 

fifteenth and nineteenth respectively and not Included 1n the performance funct1on. 

Interpretation Of Variables 

As explained above, values of~ which were ascribed to the predictor vanables were not 

monotone 1n the values of those vanables. Therefore to interpret the relationship between 

the discnminant score and the charactenstics of individuals 1t is necessary to cons1der the 

relationship between ~ and these charactenstlcs 

Firstly, notice that~ = 1 n g,lb, + k where g, and b, are as defined earlier and k is a constant 

and so will not vary w1th the origmal values of the pred1ctor vanable. Therefore a higher 

value of~ indicates a higher rat1o of the number of 'goods' to 'bads' 1n a range of origmal 

values taken on by the predictor variable 

Years at bank is ranked first or second in all three functions. In the analysis of defaulters 

years at bank and ~ are not monotonically related Those With accounts at the bank for 

less than six months are better payers than those With accounts of one or two years of age. 

Thereafter the rat1o of 'goods' to 'bads' Increases with account age. The worst payers are 

those who have been with the bank for one or two years, the best are those who have had 

an account for over 11 years. The relationship between ~ and years at bank for the slows 

analys1s IS very similar, except those with accounts for under SIX months have just as low a 

ratio of 'goods' to 'bads' as those with accounts for one to three years In the case of the 

performance model the relationship between ~ and years IS almost 1dent1cal to that of 

defaulters Thus, of those who m1ss at least one payment the proportion of those who go 

on to miss three consecut1ve payments Will be greater for those who have had an account 

for under two years than for those who have had an account for longer 
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Applicant's employment status was also ranked first or second 1n the three functions. In the 

case of defaulters, the proport1on of each group who m1ss three consecutive payments 

rather than a zero, one or two, was greatest for housewives, members of the armed forces 

and the unemployed, followed by private sector employees. The proportion was lowest for 

public sector employees, the retired, government (non-military) employees, those With no 

response to the question for this data and those in 'other' groups3 Turning to the analys1s 

of slows, the greatest percentage of those who m1ssed one, two or three consecutive 

payments rather than none were in the 'others' and self-employed categories, followed by 

private sector. The lowest percentage was amongst public sector and retired employees. 

In short, everything else equal, those most likely to m1ss three consecutive payments rather 

than zero, one or two are houseWives, members of the armed forces and the unemployed. 

Those most likely to miss at least one payment rather than none are the self-employed, 

'others' and those in the pnvate sector. The ran kings of the XJ values for the defaulters 

model also apply to the performance model. Therefore, of those who have m1ssed at least 

one payment, those most likely to miss three in success1on are houseWives, members of 

the armed forces and the unemployed. 

The possess1on of a cheque card was ranked third 1n the defaulters and performance 

models but was not included in the slows model because it was correlated With years at 

bank and current account. Both those most likely to miss three consecutive payments 

rather than zero, one or two, and those likely to miss three consecutive payments rather 

than only one or two are those Without a cheque card. 

Years at present employment was ranked fourth or fifth or sixth in the three functions The 

relationship between the values of~ and th1s variable is similar for all three models. In 

each case the value of~ decreases at first as years increase, reaches a minimum at a 

relatively small number of years and increases monotonically thereafter. Hence the 

proportion of individuals in each period grouping who miss three consecutive payments 

Increases unt1l they have been in the same employment for four years and decreases 

thereafter. The proport1on who m1ss at least one payment rather than none increases for 
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one year and decreases thereafter, whereas the proportion who, having missed at least one 

payment, subsequently m1ss three 1n succession Increases over three years and decreases 

thereafter. 

Turning to residential status, the categories most hkely to miss three consecutive payments 

rather than zero, one or two, those most hkely to move from m1ss1ng one or two to missmg 

three, and those most hkely to miss at least one are the same 'others' (i.e., not owners, 

hv1ng With parents or tenants). In the former two cases th1s 1s followed by tenants in 

unfurnished accommodation. Those least hkely to default or to move from a one or two 

cycle delinquency to three-cycle delinquency are those hving With parents. However, those 

least hkely to m1ss at least one cycle rather than never to do so are tenants in unfurnished 

housing. This is consistent With the argument that tenants in unfurnished accommodation 

are relatively less hkely to miss a payment than those on other types of accommodation, but 

if they do they have a greater chance of missmg three 1n success1on rather than just one or 

two. 

We now turn to vanables With large differences in rank between the three models. 

Spouse's income was ranked fifth and fourth 1n the defaulters and performance models 

respectively but thirteenth in the slows model. The relat1onsh1ps between ~ and spouse's 

income are shown 1n Appendix 2 Remember that monetary values are at late 1986-87 

prices. In the case of three-cycle delinquency, after a slight decrease the proport1on who 

default Increases as income nses to £5,000 to £7,500 and decreases thereafter. In the 

case of those who move from one or two to three-cycle delinquency, the pattern is broadly 

s1m1lar.4 For those who miss at least one payment there is no clear relationship. The data 

suggest that 1f a spouse has no mcome there is a relatively high chance that at least one 

payment Will be missed but a relatively low chance that the 1ndiv1dual Will move from 

miss1ng one or two payments to miss1ng three 1n success1on. We can also note that 1f a 

spouse earns over £15,000 the chance that at least one payment or three rather than zero, 

one or two payments is m1ssed is relatively low. If the spouse earns over £10,000 the 

chance that an Individual will move from m1ssmg one or two consecutively to m1ssmg three 
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IS also reduced The data also suggest that 1f a spouse earns between £5,000 and £7,500 

(£10,000 1n the case of the performance model) then, everything else equal, the chance 

that at least one payment and that three rather than zero, one or two payments are m1ssed 

is greatest as IS the chance that someone who IS already delinquent will miss three 

success1ve payments. 

Not1ce also that whilst all of these chances are relative to those at other 1ncome levels, 

spouse's 1ncome has greater discriminatory power compared With other discriminators 

when pred1ct1ng three-cycle delinquency than when predicting at least one cycle 

delinquency. In short, hav1ng a spouse with no or a very h1gh income Significantly affects 

whether an indiVIdual misses three consecutive payments, whilst havmg such a spouse has 

little effect on predicting whether or not an 1nd1v1dual m1sses at least one payment. 

Mortgage balance outstanding was ranked third and number of children fourth in the 

function which Identified those who missed at least one payment but ne1ther had any 

statistically Significant discriminatory power beyond the other variables 1n the other two 

models.5 Apart from being a non-owner, the chance of m1ssmg at least one payment 

monotonically increases as mortgage balance outstanding increases. Number of children 

was also negat1vely and monotonically related to the chance of m1ssing at least one 

payment. The more children one has, the greater the chance that at least one payment will 

be missed. 

Applicant's income is an espec1ally interesting variable because 1t ranks fifth 1n terms of 

bivariate correlation when predicting those who Will miss three rather than one or two 

payments but only twelfth in the case of pred1ct1ng those who will miss at least one payment 

and IS not included in the three cycle funct1on at all In all three funct1ons the relat1onsh1p 

With the proportion of 'goods' to 'bads' was a W shape as income increases. The chance of 

a person moving from two-cycle delinquency to three is lowest for those earning over 

£15,000, and greatest for those earn1ng between £7,500 and £10,000 (late 1986-87 pnces). 

140 



The same applies to those who m1ss three rather than zero, one or two payments. Thus, 

applicant's mcome has little effect on whether at least one or three rather than zero, one or 

two consecutive payments are m1ssed. But 1t is strongly associated With whether an 

Individual moves from two cycle into three cycle delinquency, With those earning most being 

least likely to do so. 

CONCLUSION 

We have estimated three discriminant functions Two are credit scoring models which 

distinguish between bank credit card holders who miss at least one payment and those who 

m1ss none and between those who m1ss three consecutive payments and those who do not. 

The th1rd is a cred1t performance model wh1ch d1St1ngu1shes between those who miss one 

or two consecutive payments and those who m1ss three. All functions are statistically 

significant and all pred1ct better than chance. Those most likely to m1ss at least one 

payment are those who have had an account With the bank for under three years, those 

who are self-employed or belong 1n the 'other' employment category, those who have been 

at their present employment for one year, who fit into the 'other' res1dent1al status group, 

those who have a large mortgage balance outstanding and those With four or more children. 

Those most likely to m1ss three consecutive payments rather than none, one or two are 

those who have been With the bank for one or two years, those who are members of the 

armed forces, unemployed people or housewives, those who have been in the same 

employment for four years, those Without a cheque card, those 1n the 'other' residential 

status category, and those whose spouse earned between £5,000 and £7,500. Of those 

1nd1v1duals who have m1ssed at least one payment, those who are most likely to become 

three-cycle delinquent rather than miss only one or two payments are. those who have 

been with the bank for under two years, members of the armed forces, housewives, the 

unemployed, those who have been in their present employment for three years, those 

Without a cheque card, those whose spouse earns between £5,000 and £7,500, and those 

who earn £7,500-£10,000 per year (late 1986-87 pnces). 
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NOTES 

The support of the Economic and Soc1al Research Council (ESRC) is gratefully 

acknowledged. The work was funded by ESRC Award No.R000231152, 

1. The Mahalanob1s Distance statistic is defined as: 

m m 

D 2 
•·• =(n-k)LLw*,.;(x.,J -:X..•)(xJ,g-XJ.•) 

1=1 ;=1 

where m = number of predictor variables in the model; 

k = number of groups; 

g,b =the groups of 'good' and 'bad' cases respectively; 

X..9 = sample mean value of predictor 1 for group g; 

w*,J = an element from the inverse of the within group's covariance matnx. 

2. The values of~ for each ong1nal value of the pred1ctor vanables 1s available from the 

authors on request. 

3. The 'other' category Includes all occupations except: public sector, retired, 

government (non-military), students, self-employed, pnvate sector, houseWife, 

military, and unemployed. 

4. The income group1ngs d1ffer between (a) the default and slow models and (b) the 

performance model due to the differing degree of homogeneity of the g/b, values in 

each income range. 

5. At an F value of 1 00. 
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APPENDIX 1 

THE ORIGINAL 23 PREDICTOR VARIABLES 

Age 

Number of children 

Number of other dependants 

Whether an applicant has a home 'phone 

Spouse's income 

Applicant's employment status 

Applicant's employment category 

Years at present employment 

Applicant's 1ncome 

Residential status 

Years at present address 

Estimated value of home 

Mortgage balance outstanding 

Years at bank 

Whether a current account is held 

Whether a depos1t account 1s held 

Whether a loan account is held 

Whether a cheque guarantee card is held 

Whether a maJor cred1t card 1s held 

Whether a charge card 1s held 

Whether a store card is held 

Whether a building soc1ety card IS held 

Value of outgo1ngs 
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APPENDIX2 

SPOUSE'S INCOME (BADS) 
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APPENDIX 2 (Continued) 

SPOUSE'S INCOME (DEFAULTERS) 
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APPENDIX 2 (Continued) 

SPOUSE'S INCOME (SLOW PAYERS) 

In (g,tb,) + In (Br/Gr) 
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Credit Card Holders: Characteristics of Users and Non-Users 

J. N. Crook, R Ham1lton and L. C Thomas 

This paper a1ms to d1stmgwsh between those who hold and use bank credit cards and 

those who hold them but do not use them D1scnmmant analysis IS applied to a sample of 

825 holders of a bank credit card The most Important d1scnminators were where a card 

holder lives, age, mcome, years for wh1ch an account has been held at the 1ssumg bank, 

years at present address and residential status The results suggest particular market 

segments towards which a bank may WISh to target 1ts promot1on, product and pncing 

strategies 1f If Wishes to attract users, non-users or to convert the latter into the former 

INTRODUCTION 

The use of statistical techniques and mathematical models to ass1st financial institutions in 

the credit grant1ng dec1S1on-mak1ng process has sigmficantly Increased in the last fifteen or 

twenty years. Such credit-scoring techniques are no longer used only 1n the simple 'reJect 

or accept' situation but are applied in many other areas as well [Boyle, Crook, Hamilton, 

Thomas, 1989]. 

Exactly how the different techmques can and have been applied to the vanous decision­

making Situations has been well documented [Capon, 1982: 82-91, B1erman and Hausman, 

1970. 8519-532] This paper, however, exam~nes how one such technique- Discriminant 

Analysis - could be used notably by credit card compames especially 1n an area that has 

not as yet been addressed in any of the published literature. 

Within the portfolio of any cred1t card company a number of distinct subsets can be 

identified: those accepted who default, those accepted who do not default and, finally, those 

accepted who never use the card 1ssued. lt is the members of this last group, especially in 
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the light of the vanous issues ra1sed 1n the Monopolies and Mergers CommiSSion (MMC) 

report (Monopolies and Mergers Comm1ssion, 1989), and the subsequent introduction of 

annual fees for cred1t cards, that th1s paper 1s particularly concerned with 

If the MMC recommendations, such as the removal of any rules which force retailers to 

charge the same price to cash as to cred1t card customers, are mtroduced, then the usage 

of cred1t cards may decline. All card-issuing organisations may follow Lloyds, Barclays and 

other banks 1n charging an annual fee to all card-holders Banks may need to reassess 

whether they WISh to attract non-users of the1r cards or whether to target only users 

Arguments concerning non-users may go either way. On the one hand, banks may argue 

that s1nce non-users are not going to use their card they would not be Willing to pay the 

fixed charge and so would y1eld no income. On the other hand, non-users may be v1ewed 

as an important source of revenue, albe1t only for the fixed charge. In th1s case a supplier 

may WISh to target non-users and potential non-user non-card holders With promotional 

messages which emphas1se the card as a convenient and quick source of financial back­

up. Furthermore, by holdmg a card the holder may, when requiring any new or additional 

financial service, thmk first of us1ng the mst1tution whose card (s)he holds Then a supplier 

may wish to design promotional activity to target non-users to emphasise the product 

brand. 

Clearly, users who pay interest on debt outstandmg are attractive customers to acqwre. 

But regardless of whether the company WIShes to attract users or non-users or both, 1ts 

promot1on, product and pricing strategies could be more effectively targeted if the bank IS 

able to predict those who use, as opposed to those who would not use, its card 1n terms of 

their socio-clemograph1c and economic characteristics. This paper reports the results of a 

stat1st1cal analysis which indicates which socio-demographic and economic characteristics 

d1stmguish between these two groups and so presents the charactenst1cs which segment 

the market. The second section of this paper descnbes the data and the methodology 

used. The third sect1on discusses the results and the final section concludes 
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DATA, VARIABLES AND METHODOLOGY 

The data were supplied by a UK clearing bank wh1ch must remain anonymous. The sample 

was selected from those who applied for and were granted the bank's cred1t card dunng the 

period 1 September 1986 to 31 December 1987 and who were recru1ted through a 

representative group of med1a. The selection procedure was random and based on 

account numbers.1 Thus, 1,225 mdividuals were selected of whom 224 had never used 

their card ('non-users') and 1,001 who had used the1r card on at least one occasion (that IS 

'users') 

Data were available on 24 socio-demographic and economic variables for which an a pnori 

reason for the1r use as discnm1nators could be given. These vanables are listed in Table 1 

and 1t can be seen that most have been Included 1n previously published discriminant 

analysis scoring models [Capon, 1982: 82-91]. 

Table 1 

THE ORIGINAL 24 PREDICTOR 
VARIABLES 

Postcode 
Age 
Number of children 
Number of other dependants 
Whether an applicant has a home 'phone 
Spouse's 1ncome 
Applicant's employment status 
Applicant's employment category 
Years at present employment 
Applicant's 1ncome 
Res1dent1al status 
Years at present address 
Est1mated value of home 
Mortgage balance outstanding 
Years at bank 
Whether a current account IS held 
Whether a depos1t account 1s held 
Whether a loan account 1s held 
Whether a cheque guarantee card IS held 
Whether a maJOr cred1t card 1s held 
Whether a charge card 1s held 
Whether a store card 1s held 
Whether a building soc1ety card 1s held 
Value of outgo1ngs 
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An immediate difficulty can be seen 1n that many of the variables are measured only at 

nom1nal level wh1lst use of discriminant analysis requires that all predictor vanables are 

measured at least at mtervallevel [Kiecka, 1980] To overcome this difficulty each such 

vanable was replaced by one measured at Interval or higher levels. This was done for each 

case, j, by replac1ng each nominal value, 1, by a denved value X1
1(i): 

where u, and v, are the number of users and non-users respectively m the sample wh1ch 

take on the i1h nominal value, and Ur and Vr are the total number of users and non-users 

respectively in the sample.2 

Turning to those vanables which were measured at rat1o level, 1t 1s somet1mes the case that 

the proportion of non-users is not monotone in these variables Since the primary objective 

of the model is to gain maximum discrimination and prediction, not to descnbe, the 

aggregation procedure was applied to these variables too, which meant that the denved 

values were not monotone 1n the origmal values 3 

Since using linear d1scnmmant analys1s to d1scrim1nate between users and non-users is 

particularly susceptible to any multi-collinearity between the predictor variables, any 

vanables which are senously inter-correlated were excluded from the analysis. The deleted 

variables were: applicant's employment status, applicant's employment category, years at 

present employment, estimated value of home, mortgage balance outstanding, whether a 

cheque guarantee card 1s held, and value of outgo1ngs 

To ensure that only those vanables wh1ch contributed sigmficantly to the d1scnmination 

were included in the final function, the predictors were selected by a step-wise procedure 4 

The selected variables are shown in Table 2. 
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Table 2 

VARIABLES IN THE ANALYSIS 

Variable 

Postcode 
Age 
Applicant's income 
Years at bank 
Years at present address 
Res1dent1al status 

Step 
entered 

1 
2 
3 
4 
5 
6 

To avo1d bias 1n assess1ng the predictive performance of the model [Frank, Massy, 

Morrison, 1965 250-258], the analys1s was earned out on a random sample of 825 from the 

1,225 cases and the pred1ct1ve accuracy assessed from the holdout sample of the 

remaining 400 cases. 

To assess the pred1ct1ve performance of the model, the proportion of the cases which is 

correctly classified by the function must be compared with the proportion which we would 

expect to be correctly class1fied by chance. In this paper we WISh to classify correctly both 

users and non-users Therefore, we use the proportional chance criterion (Cprop) which 

pred1cts the proportion of cases which one would expect to be correctly classified if we 

randomly allocate classes between the two groups given the proportions which are actually 

in each group. Cprop is g1ven by the formula 

where pis the proport1on of cases in one of the groups, for example, users.5 

A limitation of our methodology should be acknowledged. Of the 84 postcodes for which 

data were available many had fewer than, say, five observations with consequently 

relatively high sampling vanances for the value of X\ Since postcodes were aggregated by 
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s1m1larity of the proportion of cases within a postcode who were users, 1t is possible that 

postcodes may have been inappropnately aggregated. Hence they may play an artificially 

sigmficant role 1n the discrim1nat1ng funct1on.6 

However, following the earlier work of Crook et a/ and, more importantly, the fact that the 

Inclusion/exclusion of this variable makes very little difference to e1ther the ranking of the 

other variables (only spouse's 1ncome enters the final function when postcode IS excluded) 

or the predictive performance of the model, the folloWing discussion of our results Will refer 

to the analysiS earned out With postcode included. For companson purposes, AppendiX 1 

gives the results of calculations With postcode excluded. 

RESULTS 

Stgmficance of the Functton 

Table 3 shows the s1gmficance of the estimated function. A common test of the null 

hypothesis that the group means d1ffer IS to consider whether, prior to the estimat1on of a 

function, the vanables would be able to further d1scnm1nate between the two groups beyond 

the discrimination achieved by earlier functions (that is, we are examining the res1dual 

discrimination 1n the model) The statistic used is Wilks' Lambda, the s1gmficance of which 

is tested by a ,C.7 

Table 3 

SIGNIFICANCE OF THE ESTIMATED FUNCTION 

Wilks' Lambda 

0.8547286 
t 

128.72 

d.f 

6 

Significance 

0 000 

Using this statistiC, 1t can be seen from Table 3 that the mean score for users is statistically 

different from the mean score for non-users 
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Predicttve Performance 

Table 4 shows the pred1ct1ve performance of the final funct1on.8 For both the holdout 

sample and the analysis sample the function out-performed the Cprop values as shown.9 

Actual Group 

Non-users 

Users 

Correctly Classified 

Cprop 

Table 4 

CLASSIFICATION MATRIX 

Hold-out Sample 

Predicted Group 

Non­
users 

21 

8 

Users 

57 
314 

83.75% 
68.61% 

Total 

78 
322 

Analysts Sample 

Predicted Group 

Non­
users 

37 
19 

Users 

109 
660 

8448% 
7087% 

Total 

146 
679 

Another way of considering the predictive performance of the function is to examine the 

percentage of cases correctly classified Within each group In th1s case the function 

correctly classified 26 9 per cent of the non-users and 97.5 per cent ofthe users in the hold­

out sample, and for the analysis sample the values were 25.3 per cent and 97.2 per cent 

respectively. Caution must be shown when examming the results for the analysis sample, 

as th1s will b1as upwards the model's performance 

Rankmg and lnterpretatton of the Vanables 

Table 5 shows the rank1ngs of the vanables in terms of the standardised coefficients, the 

b1vanate correlations between each pred1ctor vanable and the d1scnm1nant funct1on 
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(structure coefficients) and the Partiai-F statistics. Before we compare the rankings and 

interpret our findings, it is to be remembered that we are discussing the ab11ity of values of 

X1
1 = 1 n (uuv,) + 1 n (Vr/Ur) (see p.151) to d1st1nguish between users and non-users and that 

for each ratio level vanable the values of X1
1 are often not monotomcally related to the 

original Xj values 

The first observation one can make is that on all three criteria the rankings of the final s1x 

vanables are ident1cal. Th1s IS to say, postcode is the variable which contnbutes most to 

determining the discriminant score (0.549) and has also most in common With the final 

function (0.584). The values for the other five vanables provide the same Information only 

in decreasing order of importance The rank1ngs on the basis of the Partiai-F stat1st1cs 

ind1cate the s1gmficance of the discrimination which that variable contributes over that 

contnbuted by the other vanables in the funct1on. 

Interestingly, several vanables (for example, spouse's Income, number of children and 

home 'phone indicator) were not included in the funct1on because they d1d not contnbute a 

significant amount of additional d1scnm1natmg power beyond that contributed by the 

included variables. S1nce the degree of collineanty between the predictor vanables was 

very low we can conclude that such variables have little discnmmatory power in the context 

of users and non-users 
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Table 5 

STANDARDISED COEFFICIENTS AND STRUCTURE MATRIX 

Vanable Standardised Pooled With1n- Part1al F (to 
Coefficients Groups remove) 

Correlations 

Value Rank Value Rank Value Rank 

Postcode 0.549 1 0.584 1 37 22 1 
Age 0.450 2 0.580 2 23 37 2 
Applicant's income 0.388 3 0488 3 17 77 3 
Years at bank 0.358 4 0425 4 15 18 4 
Years at present address 0.139 5 0 315 5 219 5 
Residential status 0123 6 0263 6 177 6 

Children 0147 7) 
Major cred1t cards 0.124 8) 
Store credit cards 0120 9) 
Charge cards 0.115 10) 
Spouse's income 0.114 11) not 1n function 
Home phone 0108 12) 
Depos1t account 0.068 13) 
Building Society cards -0 048 14) 
Loan account 0.042 15) 
Current account 0.041 16) 
Other dependants 0.008 17) 

In order to interpret the variables we must examine the relationships between the X1
1 and 

the origmal ~ values, for each of the six variables. In terms of postcode, the areas of the 

country which give the greatest X1J values are so heterogeneous that few conclusions can 

be drawn. In the case of age of card holder (although there is not a monotonic relationship 

between X1
1 and age) we find that younger rather than older card holders are more likely to 

use their card, with the most likely users falling into the 30-40 age bracket. The least likely 

users are those aged 60 or over 
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For applicant's income (at 1986/87 pnces), the most likely users are to be found 1n the 

highest income band (that IS, £14,700 and above) and the least likely in the less than 

£2,200 range. A monotomc relationship existed for th1s vanable With the exception of those 

with an annual income of between £5,500 and £7,500. This group had the second highest 

X\ value and are hence the second most likely group to use their card. 

Turning to the length of time for which an account was held at the bank, we find that those 

least likely to use their card fall into the less than SIX months bracket and the 19 years and 

over bracket. In contrast, the most likely card users are those who have held a bank 

account for four or five years. All the remaining groupings (that IS, 1, 2, 3, 6-7, 8-10 and 11-

18 years) had very s1m1lar X1
1 values and hence s1m1lar likelihoods of ever using their cred1t 

card 

Wh1le there IS no monotomc relationship between years at present address and the X1
1 

values, longer term incumbents and those who have been in their present address for less 

than six months are by far the least likely to use their card. These two groupings are 

closely followed by those who have been at their present address for between four and mne 

years. 

In terms of residential status, the most likely non-users were found to be e1ther tenants 1n 

unfurnished accommodation or 'others' (that is, not falling into any of the other four 

categones) The latter group normally consists of people who live in the same 

accommodation as the owner but where the owner is not their parent. The X1
J values for the 

remaimng three categories, owners, With parents and tenants in furnished accommodation 

were very sim1lar and s1gmficantly higher than the X1
J values for the two 'least likely' groups 
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CONCLUSIONS 

The results show that With the aid of Discnminant Analys1s it IS possible to discrimmate 

significantly between those who hold a bank credit card and use 1t and those who hold such 

a card but do not use 1t. Apart from where the card holder lives those who are most likely to 

use their bank credit card are those aged 30-40 years, those With salanes of at least 

£14,700 (1986/87 prices), those With an account at the Issuing bank for four to five years, 

those who have lived at the same address for two to three years and those who are owners 

of their home, who live m rented furnished accommodation or With the1r parents. Those 

least likely to use their card were those who were aged 60 or over, who had an income of 

less than £2,200 (1986/87 prices), who held an account With the bank for less than SIX 

months, who had lived at their present address for twenty or more years, and those who 

had lived in rented unfurnished accommodation 

These results suggest where banks should target their promotional efforts if they WISh to 

attract users and non-users, respectively, of their credit cards. These results also suggest 

which segments should rece1ve different advertising messages. Thus, assuming that the 

main benefit of holding a card to non-users is that 1t prov1des a reserve source of immediate 

finance, promotional material which emphas1ses th1s aspect of a bank's card can be 

designed to appeal to the spec1fic non-user groups above. Alternatively, assummg that the 

reason why users hold a card is the convenience with wh1ch credit can be extended, the 

above results show to whom banks should target their promotional messages which 

enhance these qualities of the1r card. 

The results also pomt to possible pnc1ng strategies. Thus, if the bank Wishes to attract card 

users 1t may consider charging a lower fixed subscnption rate and lower interest rates to 

those who are identified above as otherwise non-users. In addition new products may be 

mtroduced which are targeted at those on low incomes, and those who are aged over 60 

years 
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But these policy suggestions typically require further mformatlon and so suggest further 

research F1rst, 1t would be useful to compare the attitudes of non-users towards different 

types of cred1t and to the use of credit cards to try to d1scover why such individuals are non­

users. S1m1larly, 1t would be relevant to investigate what explams the amount of credit 

extended and debt outstanding which a user takes and maintams Those who maintain a 

h1gh level of debt outstanding whilst repaying the m1nimum amount each month are likely to 

be the most profitable customers to a credit granting agency, 1f also the most risky. 

NOTES 

1. Account numbers were allocated to ind1v1duals sequentlally in order of their 

application The values of the dig1ts used to identify the sample were selected to be 

distributed throughout the ordering but otherwise randomly. 

2. Hence, suppose a nominal variable takes on any of m possible values and let u, and 

nu, be the number of users and non-users respectively in the sample wh1ch take on 

the 11h nommal value (is m) such that 

m m 

Ur = :Lu, and Vr= LV• 
z=I l=1 

that IS, Ur and Vr are the total number of users and non-users respectively 1n the 

sample. Clearly, each of Ur, Vr. u, and v, are measured at rat1o level. Therefore, we 

could replace the i1h value of a nominal variable by a combination of u, v,, Ur and Vr 

and obta1n a ratio level variable. The literature [Boyle, Crook, Hamilton, Thomas, 

1989] describes several possible combinations which are related to the probability 

odds or log of the probability odds of the 'goods' and 'bads' taking on the 1th value of 

the nominal vanable. 
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For reasons g1ven 1n Boyle et a/, the spec1fic form of the predictor variables chosen 

was· 

for case j, where 

1 u, Vr 
X , = ln .x; = ln - + ln -

v·_ u.;v· A)---
Ur Vr 

v, Ur 

Furthermore, for many variables, e.g. postcode, there were so many different values 

that the frequency distnbution of cases left very few 1n certain categones - 1n some 

the number of non-users was zero We therefore aggregated the values of the 

nominal variables according to s1m1lanty of u/(u, + v,) and nominal categones for 

wh1ch there were no non-users were combined With those categories With the 

highest value of u/(u, + v,). 

3. However, in these cases the orig~nal values of each variable were aggregated With 

adJacent values because on a pnon grounds it seems unlikely that the probability of 

non-users would vary considerably between very s1m1lar, say, spouses' 1ncome 

values, and such differences in estimated probabilities u/(u, + v,) were ascnbed to 

large sampling errors due to relatively small sample s1zes associated With each rat1o 

value. 

4 The cnterion for variable selection was the Mahalanob1s D1stance stat1st1c (D2
). The 

Mahalanobis D1stance is defined as 

D' u,v = (n- g) II w*y(~•.•- ;,.)(~1 •• - ~, •• ) 

1=1 ]=1 

where m = number of predictor variables in the model 

g = number of groups 
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u,v = the groups of users and non-users respectively 

M,• =sample mean value of predictor i for group u 

w*,1 = an element from the mverse of the Within group's covariance matr1x. 

The F-to-enter and F-to-remove values were set equal to 1 0000. 

5. Given the substantially different sample sizes for the two groups, 1t is possible that 

the covar~ance matr~ces for the two groups may not be equal, contrary to the 

assumptions of linear discriminant analysis. But it has been argued [Reichert, Cho 

and Wagner, 1983· 101-1 04] that the predictive ability of linear discriminant analys1s 

in the cred1t-scor1ng context when covariance matr~ces d1ffer between groups (and 

when reJected applications are excluded from the sample), is relatively robust. 

Moreover, if the covariance matrices differ between the two groups it has been 

shown that the appropriate method is quadratic d1scr~m1nant analysis. But this is 

more difficult to use, because 1t is less robust to any interactions between the 

variables, and IS less effic1ent as the number of pred1ctors Increases. 

6. Given that postcodes were aggregated only by sim1lar1ty of u/(u, + v,), (Without regard 

to geographical prox1m1ty), the var~ance of the population values of u/(u, + v,) 

between postcodes Within an aggregated group is likely to be relatively high 

compared to that between groups. 

7. Wilks' Lambda 1s the ratio of the Within group's sum of squares to the total sum of 

squares. Wilks' Lambda IS Inversely related to the degree of d1scr~m1nation since a 

value close to zero (its mimmum value) indicates that the group centroids are very 

different relat1ve to the Within group vanat1on When Lambda equals one (1ts 

max1mum value) the group centroids are identical The logarithm of the Lambda 

funct1on has a chi-square distribution. 

8. A case 1s classified 1nto a group, J, 1f the cond1t1onal probab1hty that the case 1s a 

member if group j, g1ven a d1scr~mmant score, S, P(G1JS), is greater than the 
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cond1t1onal probability that it IS a member of any other group P(G11S) 1s est1mated 

by: 

P(G, IS)= [P(S I Gj).P(G,)]Iri:P(SIG,).P(G,)]. 
j=} 

The prior probability that a case belongs to group J, P(G1), was est1mated as being 

equal to the proport1on of users and non-users in the overall sample. 

9. The proportion of cases correctly classified by the function also exceeded the Cmax 

values of 80 5 per cent and 82 3 per cent for the hold-out and analysis samples 

respectively. The Cmax value is the proportion wh1ch we would expect to be correctly 

classified 1f we allocated all cases into the group which has the larger number of 

cases 1n the sample. 
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Appendix 1 

RESULT FOR FUNCTION EXCLUDING POSTCODE 

Table 1(a) 

SIGNIFICANCE OF THE ESTIMATED FUNCTION 

Wilks' Lambda 

8915316 

Actual Group 
Non-users 
Users 

Correctly classified 
Cprop 

x2 
9415 

Table 1(b) 

CLASSIFICATION MATRIX 

Non-

Hold-out Sample 

Predicted Group 

Users 
users 

17 61 
8 314 

82.75% 
6861% 

168 

Total 

78 
322 

df 

6 

Non-

S1gmficance 

0000 

Analysis Sample 

Predicted Group 

Users Total 
users 

26 120 146 
28 651 679 

82 06% 
7087% 



Table 1{c) 

STANDARDISED COEFFICIENTS AND STRUCTURE MATRIX 

Vanable 

Age 
Applicant's 1ncome 
Years at bank 
Years at present address 
Residential status 
Spouse's 1ncome 
Children 
Store credit cards 
Home 'phone 
MaJor credit cards 
Loan account 
Charge cards 
Depos1t account 
Current account 
Bulld1ng Soc1ety cards 
Other dependants 

Standardised 
Coefficients 

Value Rank 
0 538 1 
0473 2 
0 412 3 
0174 4 
0.169 5 
0148 6 

169 

Pooled Within­
Groups 

Correlations 

Value Rank 
0685 1 
0577 2 
0 502 3 
0372 4 
0 311 5 
0226 6 
0 156 7) 
0 127 8) 
0 111 9) 
0 108 10) 
0090 11) 
0 069 12) 
0057 13) 
0 049 14) 

-0045 15) 
0018 16) 

Partial F (to 
remove) 

Value Rank 
24 88 1 
1967 2 
1510 3 
257 4 
248 5 
1 92 6 

not m funct1on 
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Credit Cards: Haves, Have-Nots and Cannot-Haves 

J N Crook, L. C. Thomas and R. Ham1lton 

Credit card ownership has grown enormously over the past twenty years Th1s article 

analyses two maJor data sets - the government's Fam1ly Expenditure Survey and a credlf 

card grantor's database of clients - to mvest1gate who has cred1t cards and, for those who 

do not have them, whether they would be gJVen cards if they applied for them. The results 

show wh1ch sections of the population are averse to ownmg cred1t cards, and some 

surpnsmgly low levels of ownership among, for example, those who have bank accounts 

INTRODUCTION 

Over the past two decades cred1t cards have become of major importance in the financing 

of consumer purchases and as a method of money transmission. Cred1t cards were 

introduced into the UK 1n 1966 By 1978 there were 8 m111ion cards issued and, as the 

Monopolies and Mergers CommiSSIOn Report [1989] reported, th1s had grown to 25 million 

by 1988. Th1s growth should be put in context. As far as consumer cred1t is concerned, 

credit cards only accounted for 16 per cent of the credit outstanding 1n 1988 {£6. 7 billion out 

of £43 billion National Consumer Council [1990]) However, With the proportion of card 

holders paying off the1r balance each month increasing to above 50 per cent, the use of 

credit cards as a payment mechan1sm IS substantial and remains so despite the 

Introduction of annual charges by some card issuers in 1989. 

Th1s article addresses two quest1ons: what sort of people have credit cards; and for those 

who do not have cred1t cards, is it because they cannot get them if they want them or that 

they do not want them? The methodology to answer these quest1ons is based on two data 

sets- the Fam1ly Expenditure Survey results of 1986, and the application data and 
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subsequent performance of a sample of clients of a credit card issuer. The Fam1ly 

Expend1ture Survey 1s a government-backed carefully sampled survey of the 1ncome and 

expenditure pattern of households in the UK. The 1986 survey, published 1n late 1988, was 

the first one to include data on the ownership of cred1t cards and thus enables one to 

distinguish between those who have or do not have credit cards. 

Credit card compan1es use the1r experience With prev1ous clients to score the vanous 

entries on the application form as well as cons1denng a report from a credit reference 

agency on the applicant's cred1t worthiness. A new applicant Will rece1ve a credit card 

provided the cumulative score of h1s entnes 1s h1gher than some spec1fied cut-off The data 

from the credit card company was used to construct a sconng system representation of 

those used 1n the Industry, based on the methodologies outlined in Boyle, Crook, Ham1lton 

and Thomas [1988) All adults in the Fam1ly Expenditure Survey were scored us1ng this 

sconng system and those with scores below the cut-off were considered to be at risk of 

being refused cred1t cards 1f they were to apply in reahty. This splits the FES sample into 

four classes 

W- those who have cards and would get cards under the scorecard constructed; 

X - those who do not have cards but would get them under the constructed 

scorecard, 

Y- those who have cards but would not get them under the constructed scorecard; 

and 

Z -those who do not have cards nor would get them under the constructed 

scorecard 

The ratio X/(X+Z) suggests what fraction of those Without cred1t cards could get them if they 

so wished The numbers 1n Y ideally should be small as they indicate how much harsher 

the constructed scoring system is than some used in practice. However, low numbers in Y 

do not tell us whether the constructed scoring system 1s more generous than those used 1n 

practice. 
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Several papers have descnbed the charactenst1cs of holders of different types of credit and 

reta1ler cards but almost all in the US context. Mathews and Slocum [1969] compare social 

class and credit card usage on the East Coast of the US, Johnson [1975] descnbes the 

demograph1cs of credit card usage nationally in the US; Martell and F1tts [1981] and Kinsey 

[1981] use quadratiC d1scnm1nant analysis and tobit analys1s respectively to analyse the 

characteristics of good users of credit cards. Lmdley [1989] has considered how ownership 

and use of credit cards changes over time. There does not appear to be any previous 

mvest1gat1on into whether those who do not have cred1t cards would be able to get them if 

they applied for such cards. 

Section two outlines the methodology and vanables used in construct1ng the sconng 

system. Section three analyses who owns credit cards, while sect1on four looks at who 

could get credit cards under vanous rejection levels imposed by the credit card 

organisation The final sect1on highlights some of the results obtained. 

METHODOLOGY 

The Fam1ly Expenditure Survey obtamed informat1on on over 1 ,000 aspects of the 

members of 7,178 households in the UK which Included 13,549 people aged 18 or over 

who are legally able to hold credit cards. This included the question - did they own a credit 

or charge card (e g. Amencan Express, Dmer's, Gold cards). S1nce the latter are used 1n a 

Similar way to credit cards, except for the credit fac11ity and firms issuing them use sim1lar 

sconng techmques to credit card issuers, we have treated them all as cred1t cards for the 

purpose of this article. 

The data from the credit card issuer contained the application data - 24 sociodemographic 

and econom1c vanables - and the subsequent performance history over several years of 

more than 1 ,000 clients. When examined 1t was possible to match exactly nine of these 

vanables With corresponding data 1n the Family Expenditure Survey These vanables were 

residential status, length of residence at present address, outgomgs on a monthly bas1s (i e 
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mortgage or rent plus other loans), phone ownership, age, occupational status, current 

account ownership, income and spouse's income. 

A credit sconng system was bUilt on these mne vanables which gave a satisfactory 

d1scnmination between the good and bad client performance 1n the card issuers data set 

and wh1ch could then be used to score the members of the FES data set. A bad client 

performance was taken to be one where the client had defaulted on payment for three 

consecutive months during the performance penod (see Crook, Hamilton and Thomas 

[1992] for d1scuss1on of the relationship between this and less severe definitions of bad 

performance) There are several techniques possible for developing a sconng system from 

such data: statistically based ones using discriminant analysis, log linear models; or 

recursive partitioning, mathematical programm1ng ones; and also suggest1ons of methods 

based on art1fic1al intelligence and neural networks Comparison of the different methods 

were made by Myers and Forgy [1963], Srinivasan and Kim [1987], Wiginton [1980], and 

Boyle, Crook, Ham1lton and Thomas [1992]. 

Mathematical programming and statistical methods, particularly the ones based on 

d1scnm1nant analysis or log linear models are the norm 1n the industry. As outlined 1n Boyle 

et a/ [1992], 1t IS necessary to translate both the quantitative independent variables such as 

age, and the qualitative ones such as residential status (e g. owner occupier, unfurnished 

tenant, etc.) into categorical variables. The categories are chosen so that they both have 

some reasonable Interpretation and that the ratios of bads to goods at each value of the 

vanable in a category are fairly stable. The choice IS then e1ther to cons1der each category 

of a vanable as a separate dummy vanable in the analysis or to modify the vanable, so that 

all the values 1n the same category are given the same modified value which is related to 

the odds or log odds of goods to bads in that block. Cons1der the example of age. If the 

categones were 18-24, 25-30, 31-40, 41-65, 65+, then 1n the former case age would have 

four dummy variables 01, 02, 03, 04 where 01 = 1 1f client is aged 18-24, 0 otherwise, and 

04 = 1 1f client is 41-65, and 0 otherwise There IS no need to put 1n a fifth vanable 05 to 

represent the over 65s as then 05 = (1-01-02-03-04) is a linear combination of the other 

variables. In the alternative approach, age is represented by one variable, but all those with 
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ages 18-24 would have the same value wh1ch 1s related to g/b, g/g+b or log gib where g is 

the number of good clients 1n the 18-24-year-old group and b IS the number of bads We 

chose th1s latter approach for the generic scoring system 

A discriminant function was bUilt on the mne variables common to the two data sets 

modified as outlined above The vanables with the strongest 1mpact on the discriminant 

funct1on (highest standardised coefficients) were, respectively. current account ownership, 

spouse's 1ncome; residential status; occupation; phone ownership; and age. 

Although not as good a predictor on a hold-out sample of the cred1t card data as a 

discriminant funct1on bUilt on all the 24 variables ava1lable in that data set, th1s 

diSCrimination function keeps more than two-th1rds of the improved pred1ct1on over chance 

allocation, when both use the cut-off that mimmises misclassificat1on errors 'Years at bank' 

is the only var~able wh1ch has considerable sigmficance 1n the discnm1nant function based 

on the 24 var~ables, which is not included 1n the nine common variables 

Having constructed a scoring function, the accept/reject dec1sion depends on the cut-off 

score chosen; those With scores higher than th1s value would be accepted, those below, 

rejected. If L IS the lost profit incurred by reject1ng a client who is really good, and D IS the 

debt that will need to be wr~tten off wh1ch is incurred by acceptmg a client who Will default, 

choosing a cut-off score c gives an expected loss per client. 

L Prob (good client has score < c) + D Prob (bad client has score >c) (2 1) 

Thus at the optimal cut-off score, this leads to the odds of goods to bads satisfying 

Prob (good client)/Prob (bad client) = D/L 

These odds rat1os can either be calculated empirically by testing the scor~ng system on a 

representative sample of clients or theoretically us1ng the form of the probability distribution 

of scores specified by d1Scr1m1nant analysis or log linear models Different card issuers will 

choose different cut-off levels, and the same card issuer Will change his cut-off over time 
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depending on the bus1ness objectives sought and the current economic situation. In 

sect1on four we analyse the FES survey using cut-off levels vary1ng from odds rat1os of 1 1 

which minimise misclass1fication errors and give a 3 per cent rejection rate to 5:1 {I.e. D/L = 
5), wh1ch is nearer the cut-off levels used by some card issuers and give a 13 per cent 

rejection rate. 

Clearly, the calculation of a generic scorecard outlined above can be cnt1c1sed on several 

grounds There are substantial differences 1n the application charactenstics of the 

subpopulat1ons who apply for different cards, and th1s leads to s1gmficant differences in the 

scorecard used to score subsequent applicants. These differences cannot be reflected 1n a 

scorecard built on one such sub-population The restriction to nine common variables may 

diminish the power of the card somewhat Furthermore, most actual sconng systems use 

cred1t reference agency data as part of the sconng procedure e1ther for all or a substantial 

number of the applications. However, cred1t reference data is strongly correlated to the 

score obtained without 1t and our contention is that 1gnonng cred1t references will not have a 

major effect on the broad outlines of the results Lastly, it was not possible to use 

information on those clients who were rejected by the card issuer to modify the scoring 

system Several commerc1al systems apply reject inference, wh1ch uses such mformation, 

by Inferring a probability of 'badness' to each such rejected client to modify the 1n1t1al 

scoring system. Desp1te these differences we would contend that the sconng system 

developed is able to g1ve general1ndicat1ons of which types of people are most likely to be 

able or not able to acqu1re cred1t cards. 

OWNERSHIP OF CREDIT CARDS 

The Fam1ly Expenditure Survey {FES) of 1986 included returns from 13,549 adults of age 

18 or over, who are legally entitled to hold cred1t cards Of these, 31 8 per cent {4,306) 

reported that they had cred1t or charge cards A smaller survey by the Monopolies and 

Mergers Commission [1988] gave a 38 per cent ownership rate. Since then there has been 

a 20 per cent rise m the number of cred1t cards 1n the UK {21 million to 25 mill1on) between 
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1986 and 1988, and this result 1s m line with the FES findings. The rest ofth1s sect1on 

mvestigates which parts of the population compnse these credit card holders. 

Males compnsed 47.7 per cent of the sample population and had a card ownership rate of 

37.1 per cent, wh1le the ownership rate among females was 27.0 per cent. An even greater 

difference in ownership occurs between married people, who have an ownership rate of 

36.8 per cent, and single people (1ncludmg divorced and widowed), where the ownership 

rate was only 21.5 per cent. 

Card ownership increases monotonically With 1ncome as might be expected. 18.3 per cent 

of those With incomes less than £2,500 have cards, 24 7 per cent of those with incomes 

between £2,500 and £7,500 have cards, 50 6 per cent of those With incomes between 

£7,500 and £15,000 have cards, while 76 6 per cent of those With incomes above £15,000 

have credit cards. 

For married couples the income of both spouses has an effect on the ownership of cred1t 

cards. The ownership rate increases with the card-holder's income 1rrespect1ve of what the 

spouse earns except 1n the case where the spouse earns more than £15,000 In this case, 

there is a higher rate of card ownership among those who have no income than those 

whose Income is between £2,500 and £5,000 pa. Examining these cases shows a h1gh 

proportion of women card holders, so suggests that Wives who do not work or work only 

very little are more likely to hold cards than those With wages nearer the average for 

females. The trend IS for 1ncreas1ng card ownership as the spouse's mcome increases, 

except when the person earns over £15,000 where the ownership levels drop unt1l the 

spouse starts earn1ng over £10,000 pa. In all cases ownership levels are h1gher among the 

higher earner of the partners, the difference m levels rang1ng from 7 per cent to 25 per cent. 

One can almost perfectly categonse the groups With card ownership level above 50 per 

cent as those who are earn1ng at least £10,000, or where spouses earn at least £15,000. 

Similarly the 70 per cent card ownership level is those who earn at least £15,000 or who 

earn at least £10,000 and whose spouses earn at least £15,000. At the other extreme, 1f 
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neither partner earns more than £15,000 per annum, card ownership levels are below 20 

per cent even though this group is one-third of the sample population. 

Own1ng a phone and hav1ng a current account are pos1t1vely related to credit card 

ownership 36 per cent of phone owners have cards but less than 8 per cent of people 

without phones have cards. 45 per cent of those with current bank accounts have credit 

cards, while only 7.7 per cent of those Without such accounts have cards lt is perhaps 

surpnsing that the level Is as low as 45 per cent g1ven that banks have been offering the1r 

own credit cards as alternative to cheque guarantee cards Since this is the 1986 FES 

survey, it is poss1ble that the impact of this was only beginmng to be felt then. Alternatively, 

those surveyed may not have been aware that the1r cheque guarantee card was also a 

cred1t card. Putt1ng current account and phone ownership together magmfies the difference 

1n credit card penetration Of those who have neither phone nor current accounts (1 0 6 per 

cent of the population) only 1.4 per cent have cred1t cards. 

Cred1t card ownership Increases With age from 18 to 40, and then decreases With age 

thereafter, peak1ng at 45.2 per cent in the age group 35-40 and dropping to 12.8 per cent in 

the over 70s. Companng age and 1ncome together the highest level of ownership is the 30-

35-year-old earn1ng over £15,000 at 82.8 per cent, while those over 70 With an 1ncome of 

less than £2,500 have an ownership rate of 56 per cent. lt is interesting to note that in the 

age ranges 24-40 the ownership level of those earmng less than £2,500 IS always h1gher 

than those earning between £2,500 and £7,500. One explanation m1ght be that ownership 

among mothers With young children who can afford to earn less than £2,500 pa is higher 

than those who need to earn more 

Occupat1on also has a major effect on ownership of credit cards, but in some respects less 

than m1ght be expected The professional occupations have an ownership level of 61 8 per 

cent, not very dissimilar to administrators and managers at 60.2 per cent. Clerical workers 

have a 43 9 per cent ownership rate, skilled manual workers 32.7 per cent, semi-skilled 

24.5 per cent, wh1le unskilled manual workers have an ownership level of 12.2 per cent. 
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Those classified as unemployed have a similar rate to the ret1red- 18 3 per cent as agamst 

20.5 per cent. 

Thus, although credit card ownership is groWing, there are some variations. Occupat1on, 

income and age play sigmficant roles, but 1t IS surprising how little IS the penetration among 

those With bank accounts. 

GRANTING OF CREDIT CARDS 

Over 60 per cent of the population did not have a credit card in 1986. Was it because they 

would not have been awarded them 1f they applied for them, or did they not want them? 

Using the methodology of sect1on two we constructed a credit sconng system based on the 

nine variables common between the FES survey and the credit company application form 

data. This gives each applicant a score and the company determines the acceptable cut-off 

level at which it will accept customers. Clearly we are unable to check the credit reference 

agency data to see which customers have unacceptable records. Private d1scuss1on With 

experts 1n the credit scoring industry suggest that although th1s Will affect the proportion with 

part1cular characteristics who could get cards somewhat, the changes will be fairly mmor. 

Different companies Will choose different cut-off levels of risk depending on their objectives, 

and even the same firm Will change its cut-off levels depending on the t1me of year and the 

economic climate. To overcome th1s, we calculated who could obtain credit cards at 

vanous cut-off levels and report the results for two cut-off points -the results for 

intermediate po1nts are close to a linear interpolation of the two results. 

The low level, Level1, represents the most lax situation of credit card orgamsations though 

it was the level which mmim1sed overall misclassification of error 1n the cred1t card 

orgamsatlon data, i e minimised cost 1f L = D = 1 in (2.1 ). At this level, the type 1 error in 

our sconng system -those who have cards, whom we would refuse cards - is below 0.5 per 

cent. This suggests that this IS around the lowest cut-off level in the past that credit card 
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organisations have employed. The higher cut-off point, level 2, IS one where around 13 per 

cent of the population are rejected and represents a more realistic rejection rate for cred1t 

card organisations 1n recent years lt corresponds to the lowest misclass1ficat1on of errors 

on cred1t card data 1f D/L = 5 in section 2. 

The results show that the overall re1ect1on rate at level 1 is 402 out of 13,549, i.e. 3 0 per 

cent and 1 ,804 rejections or 13 3 per cent at level 2. Of the extra 1 ,402 rejected between 

the two cut-off levels, 87 per cent were in the group who did not have cred1t cards. There is 

a sigmficant difference in reject rates at all levels between those who already have cards 

and those who do not, but 1t is not startlingly so. 4.1 per cent of those Without cards would 

not get them under the lax cut-off level, while 0 5 per cent of those with cards would not At 

the harsher level, 17 3 per cent of those without cards would not get them, while 4.8 per 

cent of those With cards would not get them at th1s higher level. Thus it would appear that 

the vast majonty do not have cards because they do not want them. Dependmg on the 

policies adopted by credit card organisations, between 4 per cent and 20 per cent of those 

Without cards would not be able to obtain them. 

One can also look at the types of people who fall into the various groups, using the 

characteristiC variables described earlier The most important discnmmators in this sample 

on who could or could not get credit cards are phone ownership, current account ownership 

and 1ncome of spouse. At the h1gher rejection level, 91 per cent of those With phones Will 

get credit cards but only 51 per cent of those Without phones would get cards At the lower 

level cut-off level, the reject rate is less than 0.9 per cent for those with phones and 13 per 

cent for those without 

Having a current account has a s1milar if slightly less decisive effect. 64 per cent of the 

population have current accounts At the higher reject cut-off, 97 per cent of the people 

with current accounts would get credit cards, wh1le only 67 per cent of those Without would. 

At the lower reJect level, only 2 per cent of those with accounts would be rejected wh1le 8 

per cent of those without would be. The results on income are also what would be 

expected, With acceptance rates at both low and h1gh reJect rates 1ncreas1ng With 1ncome, 
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though in both cases there is little difference in acceptance rates unt1l1ncomes are above 

£15,000 pa. 

Spouse's income IS rather more 1nterestmg The acceptance rate at all reject levels is a U­

shaped funct1on of spouses' 1ncomes dropping sharply 1n the £5,000 to £7,500 band. In this 

band 16.8 per cent are rejected at the low reject level and 44 per cent at the high reject 

level. More careful examination shows that two-thirds of the group who would not get cards 

1n this category are female (i.e. their husbands earn between £5,000 and £7,500) and 84 

per cent of these women earn less than £5,000 themselves. The group With even lower 

spouse's Income has a much higher proportion of males whose wives earn nothing or less 

than £2,500, but who have a high income themselves For example, 83 per cent of the 

group whose spouse's mcome IS between £0 and £2,500 are men. 

The occupation of a person also has an effect on the ability of someone to get a credit card, 

but the variation is what one would expect and IS perhaps less than expected The one 

surpnse may be that those who are retired were calculated to be nsks as good as those 1n 

the professional classes, and hence were havmg equally high rates of being accepted for 

cred1t cards. 

This ability of the ret1red to obtain credit cards is also reflected 1n the breakdown of age 

Those aged over 61, although only having an ownership rate of 20 per cent, would find 1t 

very easy to obtain credit cards At the high cut-off level, only 4 7 per cent would be 

rejected (5.6 per cent among those who do not already have cards), while at the low cut-off 

level less than 0 5 per cent would be rejected The groups With the next highest rates for 

being accepted for cards are the 41-60 age group followed by the 18-24s. Those aged 

thirty-something have the highest ownership rates at 44 per cent, but at the high cut-off 

level the reject rate for those not hav1ng cards is 28 per cent. The least likely to get cards, 

however, are the 25-30-year-olds, who although having a card ownership rate of 37 per 

cent have a reject rate among non-owners of 34 per cent at the h1gh rejection cut-off level 

and 10 per cent at the low rejection cut-off level This suggests that With the higher 

rejection cut-off levels 1f you do not have a card by the t1me you are 25, 1t Will be harder to 
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get unt1l you are over 40 The figures also suggest that credit cards have most room for 

expansion among the young or retired sect1ons of the population, who are also the best 

risks This reflects the difference 1n the way credit and deb1t 1s v1ewed by those born before 

and after the Second World War. 

The length of t1me at the present res1dence 1s much more predictable Rejection rates stay 

fairly constant for all penods up to 10 years liv1ng at the present address around 20 per cent 

for the high cut-off level and 4 per cent for the low cut-off level and then drop slightly after 

ten years to 5 per cent and 1 per cent respectively in over 18 years at a present address 

category The gentle n-shape of the cred1t card ownership rate reflects the correlation 

between this variable and age of the person. 

CONCLUSIONS 

lt is obvious that the percentage of the population who get credit cards depends on what 

reject1on rates the credit card organ1sat1ons set. This vanes between organisations and 

over time as the economic conditions and organisational strategy changes However, the 

results of the last section 1mply that the vast maJonty of these without cards would be able 

to obta1n cards 1f they applied. At the high reJection level, the reject rate of those who 

already have cards 1s around 5 per cent, while for those without it is 17 per cent. Thus we 

must conclude that most of those without credit cards e1ther do not want them or are not yet 

financially soph1st1cated to require them. The older people in the community, especially 

those over 65, could come 1nto the former category because almost all would be able to get 

cards, 1t appears, but the ownership rate is low. Th1s would 1mply a natural increase in 

cred1t card ownership with the passing of time as younger generations with higher cred1t 

card ownership reach the age where even more of them are acceptable to cred1t card 

organisations Phone ownership seems to be a very good indicator of whether one can get 

a credit card or not, but it 1s surprising that wh1le almost all those With current accounts can 

obtain cards, only 45 per cent actually have cards. lt must be remembered that th1s survey 

was made in 1986 and banks have made considerable efforts over the past four years to 

182 



increase credit card ownership among their customers. Such efforts have included the 

unsolicited direct mailing of credit cards and the badg1ng of Connect cards as V1sa cards 

One group who appear to find 1t difficult to get credit cards are people whose spouses earn 

between £5,000 and £7,500 a year. On closer investigation this seemed to Involve mostly 

women whose husband's wage was at th1s fairly low level Aga1n th1s raises the question 

that 1f different scores for men and women were allowed on the application scorecard, then 

the system might actually benefit women more (The scorecard built in section two gives 

greater weight to spouse's income than applicant's 1ncome, for example.) 

The results for occupations and residential status suggest that though we are nght to 

cons1der owner-occup1er professional people as typical credit card owners, the current 

reject rate is not that much lower among other categones of employment or those in rented 

accommodation 

Thus, unless you are in your late twent1es, unemployed With no phone or current account 

and married to someone earning less than £7,500 a year, it is likely that not hav1ng a credit 

card is a matter of choice rather than be1ng refused. As for the credit grantors, what should 

they do to Increase card ownership levels? One obvious point is to target the 55 per cent of 

their current account owners who still do not or do not realise that they have credit cards 

The results also showed that those who live with their parents are good credit risks and 

could be wooed more vigorously while they seem to be 1n the financially more secure 

environment of their parental home. Lastly, and probably most difficult and With least long­

term advantage, those of retirement age are far and away the largest group who do not 

have cards because they do not want them rather than because they do not have them. 
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Customer retention: a behavioural model 

R HAMILTON, J.B. HOWCROFT and J SAUNDERS 

One of the m am problems currently facing credtt-card tssuers is the mcreasmg number of 

cardholders who are usmg thetr cards less often (t e attntion) and/or retummg thetr cards 

(closures) Thts problem ts of particular concem as the total number of credtt cards held by 

consumers ts declming (by approximately 0. 6 per cent per month m 1992) and the number 

of new applicants ts also runnmg at an a/1-ttme low (less than 1 per cent per month in 1992) 

Most of the publtshed ltterature m the broad area of credtt cards looks at credtt sconng, 

rather than the need for card tssuers to tdentify and retam a profitable portfolio of card 

customers The overall objectiVe of our research ts 'segmentatiOn for customer retentton', 

and this paper atms to tdenttfy the charactensttcs of card customers who intttate the closure 

of their accounts. Lmear dtscriminant analysts ts applted to a sample of approxtmately 

17, 000 UK holders of bank credtt cards, usmg vanous behavtoural and soctodemographic 

variables, and tested on a holdout sample of 10,000 cases 

Introduction 

In the 1980s the real value of consumer debt, excluding finance for house purchases, 

Increased by 122 per cent in the UK (Crook et a/ 1992a) At these rates of market growth, 

it was not surprising that the emphasis was placed on the development of credit-scoring 

models wh1ch assisted - and in some instances entirely determined -the allocations of 

cred1t facilities to prospect1ve borrowers. 

Research and academic literature on the use of cred1t cards not surpns1ngly reflected what 

was seen as the overndmg need of the market at the time. Pred1ct1ve models were 

consequently developed which concentrated on the use of statistical techniques that could 

187 



e1ther (a) distinguish between defaulters or non-defaulters (Myers & Forgy 1963; Wigmton 

1980; Boyle et a/ 1992) or (b) determine the likelihood of customers who m1ss a g1ven 

number of consecut1ve payments (Chandler and Coffman 1983-84; Bierman and Hausman 

1970, Crook et al .. 1992a). 

In the aftermath of the economic recess1on of the early 1990s, the cred1t-card Industry is no 

longer growing at the rates typical of the prev1ous decade in 1992. The total number of 

credit cards held by consumers was declimng at a rate of approximately 0 6 per cent per 

month and the number of new applicants was also running at an all-time low of less than 1 

per cent per month 1• The changing dynamics of the industry are also illustrated by the fact 

that, at 1ts peak in 1990, Visa and Mastercard had 29 846 million cards 1n Circulation, and 

value of turnover equalled £27,742 m111ion; however, by 1992, even though value of 

turnover had Increased to £31,272 m111ion, the number of cards in circulation had declined 

to 26.458 million (Annual Abstract of Banking StatiStiCS 1993). Recent changes in the 

marketplace therefore reflect an increasing number of card holders returnmg their cards 

(closures) while the remainder apparently use their cards more often and/or for making 

larger purchases. 

The chang1ng behav1our of credit-card users suggests that a different approach 1s requ1red 

by management which is less concerned with credit scoring and risk and more concerned 

With the identification and retention of a profitable portfolio of card customers (Lundy 1992). 

With these cons1derat1ons in mind, the overall objectives of the research proJect were 

determined and can be summanzed as being 'segmentation for customer retention'. This 

paper reports the 1n1tial stages of this research and is primarily concerned With identifying 

the characteristics of customers who close the1r accounts and developing a model wh1ch 

Will predict th1s behaviour. By ut11iz1ng the ex1st1ng customer base, the application of such a 

model could 1ncrease profitability by maximising customer retent1on. As such, the analysis 

represents the first tentat1ve steps in identifying appropnate strategies, based upon 

customer behaviour, for reducing closures and encouraging greater usage from current and 

potential card-holders 
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Methodology 

The data related to a 15-month period from 1 January 1992 to 31 March 1993, and 

cons1sted of 27,099 individuals who held a cred1t card as at 1 January 19922
. The s1ze of 

the database meant that it was poss1ble to create randomly a holdout sample which was 

representative of the original sample, consisting of 10,000 1nd1v1duals (approximately 37 per 

cent of the 1nit1al data), and therefore large enough to ensure stab11ity of the coeffic1ents3 

(Kiecka 1980). 

As the pnmary object1ve of the research was to develop a behavioural model with the 

predictive ab1hty to identify those customers most likely to close their cred1t-card accounts, it 

was important to establish an exact definition of the term 'closed'. However, a number of 

alternative meamngs could be attached to the term, and so it was decided to adopt a 

defimtion which reflected the behav1our of card customers rather than the card 1ssuers. As 

a consequence, closed Within the context of th1s paper only refers to those Instances where 

cards are returned to the bank (for whatever reason) by customers of their own vo!Jt1on All 

other categones of 'external status'4 are referred to as normal- and th1s Includes instances 

where, for example, the card has become inoperable because the customer has become 

bankrupt, lost the card, or had it stolen, or where the card was revoked by the bank. 

The data onginally contamed over 70 variables, but eventually 22 predictor variables were 

1dent1fied (see Appendix 1) wh1ch tended to reflect the behaviour pattern of card customers, 

although some soc1odemographic variables have also been used where on a pnon grounds 

1t was thought they had a d1scnminative effect on closures. S1nce a number of vanables 

were measured at nominal level, whereas the use of linear discriminant analys1s requ1res 

that all predictor variables are measured at least at interval level (Kiecka 1980), the method 

used follows that of Crook et a/ (1992b). That is, the required interval-level data were 

derived using the formula 

X~ = In (n, I c,) +In (Cri Nr), 
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where 

X~ = value of the pred1ctor variable X for case j, 

n, = number of normal card accounts 1n nom1nal category i (the category of which; 

was a member), 

c, = number of closed card accounts 1n nom1nal category 1 (the category of whichj 

was a member), 

NT = total number of normal card accounts 1n the sample, 

CT = total number of closed card accounts in the sample 

By usmg the loganthmic values in the way described above, a linear relationship between 

the function and group vanables was established, thereby facilitatmg the application of 

linear d1scrim1nant analysis in developing a predictive model of closures. 

An Important step in constructmg the predictive model was to identify a pnon those 

variables which are potentially the best at discnmmating between accounts that will close 

and accounts that Will continue to operate normally. In selectmg these variables, it was 

essential to establish whether multlcollinearity exists between the vanous predictor 

variables and to determine which of these vanables should be om1tted from the funct1on 

Unless th1s precaution IS taken, there could be a h1gh degree of correlation between the 

variables in the funct1on which would reduce the reliability of the standardized coefficients 

as indicators of the relative importance of each predictor variable (Chandler & Coffman 

1983-84) 

To test for the ex1stence of multicollineanty, each predictor vanable was linearly regressed 

on all other predictors, and the tolerance 1- R? was calculated for each variable. Vanables 

With a tolerance of :>0.79 (Crook et al. 1992b) were considered for deletion Next, With the 

ex1stence of multJcollinearity identified, the values of both the regression coefficients and 

the Pearson correlation matrix were exammed to determine which variables to remove (i.e. 

which pa1r(s) of vanables were highly correlated) In the case of the Pearson matnx, a 

value of ~0.2 was taken as an indication of multJcolhneanty 
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After this procedure, the number of pred1ctor variables left in the analysis With a tolerance 

value <:0.8 was reduced from 22 to 15. The seven reJected vanables were account prefix 

(i.e. whether the customer has a Mastercard or Visa, etc ), how long the card had been 

active; date when account was opened; cred1t hm1t; number of cash advances; number of 

purchases, and amount of purchases 

While the remaining 15 variables may Intuitively be good discriminators, a stepwise 

procedure had been adopted to ensure that all weak redundant vanables were removed 

from the final discriminant function. The criterion for vanable selection was the 

Mahalonob1s Distance (02
) where at each step the variable that maximizes the Mahalonobis 

distance5 is selected (SPSSX User's Gu1de), subject to the F-to-enter value being at least 

equal to 1 (note: the F-to-remove value was also set equal to 1). 

In add1t1on to us1ng the class1ficat1on matrix and the percentage correctly classified by the 

function to assess the pred1ct1ve accuracy of the discriminant funct1on, the results were also 

compared With the percentage correctly classified by chance. This may be calculated (Hair 

et a/ 1987) using e1ther the maximum-chance cntenon6 (this is used when the object1ve IS 

to max1m1ze the percentage correctly classified, regardless of group membership) or the 

proportional-chance critenon (Cprop) 

where pis the proport1on of cases in group 1 and (1 - p) is the proportion of cases in group 

2. S1nce the latter cntenon is most su1ted, and should be used, when the objective is to 

classify correctly membership of two or more unequal groups (e g 'closed' or 'normal'), we 

shall be comparing the percentage correctly classified by the function with Cprop· 
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Results 

The statistical significance of the estimated function is shown in Table 1. Wilks' A.1nd1cates 

the ab11ity of pred1ctor var~ables to d1Scr1m1nate among the groups beyond the discrimination 

ach1eved by the earlier function, i.e. residual diSCrimination (Kiecka 1980) As A. decreases 

in value, it is 1nd1cating progressively greater d1scrim1nat1on. The significance of the 

function is tested by the i!; as Table 1 shows, the means for both 'closed' and 'normal' 

accounts are statistically different 

Wilks' A. 

0.805 586 0 

TABLE 1 

Residual dJscnmmation and test of sJgmficance 

2 

X. 
3694.5 

Degrees of 
freedom (v) 

15 

S1gn1ficance 

0 0000 

The results of the model incorporating the remaining predictor variables are shown in Table 

2. This indicates that the proportion of grouped cases correctly classified by the model was 

86 62 per cent for the analys1s sample7 and 86.86 per cent for the holdout sample. Viewed 

in a slightly different way, the model was correctly pred1ct1ng 90 9 per cent of the normal 

accounts and 34.5 per cent of the closed accounts for the analysis sample and 95 3 per 

cent of the normal accounts and 33 8 per cent of the closed accounts for the holdout 

sample. 
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TABLE2 

Classtflcatton of results (wtth correspondmg percentages m parentheses) 

No of 

Actual group cases 

Normal 14,728 

Closed 2,371 

Percentage correctly 
class1fied 

Cprop (per cent) 

Analysis sample 

Predicted group 

Normal Closed 

13,389 1,339 

(90 9) (9 1) 

1,553 818 

(65 5) (34 5) 

8662 

760 

Holdout sample 

No of Predicted group 

cases Normal Closed 

8,632 8,224 408 

(95 3) (4 7) 

1,368 906 462 

(66 2) (33 8) 

8686 

760 

In assessing the behavioural model's efficacy, compansons With Cprop indicate that the 

results are much better than those wh1ch would have been correctly classified by chance 

the model correctly classifies almost 87 per cent of the accounts, wh1ch IS substantially 

greater than the 76 per cent expected by chance. In other words, the model is correctly 

class1fy1ng almost 11 percentage pomts above chance out of a poss1ble total of 24. From 

the card issuers' perspective, they have a model which can correctly Identify some 34 per 

cent of customers who are likely to close the1r accounts. The costs of misclassification are 

also less than With a cred1t-sconng model, where the purpose IS to identify in advance the 

likelihood of bad as opposed to good customers. M1sclass1fication With the latter model 

may well incur substantial costs and therefore lead to a reduct1on 1n profitability. On the 

other hand, with attrition and closures, the associated costs are relatively m1mmal - being 

typically related to the non-response of customers to d1rect ma1l shots 

We turn now to the relat1ve Importance of each predictor vanable in terms of its 

discriminatory power Table 3 shows the structure coefficients for each variable included in 

the estimated funct1on The standardized coefficients are not shown because they 

represent the relative discriminatory power of each predictor vanable, g1ven the other 

variables 1n the function. As such, they can g1ve an Inaccurate indication of the 
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discriminatory power of each vanable 1f there is a degree of correlation between any 

vanables Included in the function. Only the Within-groups correlations are shown 1n Table 3, 

for th1s reason, and because (as simple bivariate correlations) they are not affected by other 

variables in the function and are in some respects a better guide (Kiecka 1980). 

Table 3 
Withm-groups structure coefficients 

Variables Withm-groups Rank 

BEHSCORE 0774 00 1 
TOT AUNT 041304 2 
PREVEXT 0.370 82 3 
TYPCHAN 0 320 99 4 
NPLASTIC 0176 59 5 
ACCTYP 0 168 95 6 
AMCASHPM 0.154 86 7 
SORTCODE 0.143 32 8 
INSTAT 0 111 58 9 
AGE 0 103 73 10 
DIRECTDI 0047 82 11 
COCODE 0037 43 12 
SEX 0007 06 13 
AFF -0 002 29 14 
CREDITLF 000027 15 

Usmg th1s measure, the top four vanables8 are BEHSCORE, TOT AUNT, PREVEXT, and 

TYPCHAN. The other vanables, all of which added Significantly to the d1scnminatory power 

of the function (at F = 1.0), have noticeably lower values, wh1ch 1nd1cates that they 

contnbute much less to the canonical discnmmant funct1on This is particularly true for 

DIRECTDI, COCODE, SEX, AFF, and CREDITLF, all of which have a structure coefficient 

less than 0.05.9 

In Interpreting the results, emphas1s has been placed on the ten most powerful 

discriminatory variables as indicated by the structure coefficients. lt IS Important to note, 

however, that we are examining the ability of values X'1 = 1n (n,/ c,) + 1n (CT/NT) to 
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d1st1nguish between 'normal' and 'closed'. We must, therefore, cons1der the relationships 

which exist between values of x'1 and X1 for each of the variables. 

The BEHSCORE categones reveal that cred1t-card customers who have had a dormant 

account for longer than 12 months are most likely to close the1r accounts Conversely, a 

BEHSCORE category indicating that an account IS at least five cycles delinquent has the 

most Important discriminatory effect on whether the account Will operate normally10 Havmg 

regard to the defimtion of 'closed' that we have adopted, these five-cycle-delinquent 

customers are typical of those who Will be closely controlled by the issuer in an attempt to 

reduce the arrears and bnng the account under control. In th1s sense, therefore, those 

customers are arguably not in a posit1on to 'close' their accounts and, in fact, run the 

distinct nsk of having the1r accounts revoked by the issuer. 

The categories relating to TOTALINT showed that those customers With no monthly 

outstanding Interest were the most inclined to close the1r accounts. As outstanding monthly 

interest increased, however, there was a greater tendency to operate the account normally. 

This seems to add weight to the idea that whoever controls the account has an important 

influence on whether the account is operated 'normally' or 'closed'. If the customer is in 

control (in terms of regularly paying Interest and pnnc1pal), he at least places h1mself in a 

position to close the account This is in direct contrast to a customer who IS 1n arrears of 

e1ther interest or pnncipal, when the pos1t1on IS more likely to be controlled by the card 

1ssuer 

The various categories of PREVEXT ind1cate that, under circumstances where the credit 

card has been lost or stolen, the card IS not likely to be returned to the issuer. Where the 

account operates normally, however, or where 1t has been revoked, or where the accrual of 

interest has been prohibited, etc., the account is more likely to be closed. Th1s appears to 

follow the broad conclusions which were drawn from BEHSCORE and TOTALINT, as the 

exertion of some form of control over the account appears to determine, at least to some 

extent, whether the account will operate normally or not By identifying the key 
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characteristiCS of the credit-card product, a d1stmct possibility anses to influence customer 

behav1our and therefore mcrease or decrease a customer's propensity to use the product. 

The importance of control1s also borne out by TYPCHAN Where the cred1t lim1t IS 

changed either automatically by the issuer or upon the instigation of the customer, the 

account IS more likely to operate normally. However, where an increase in the cred1t lim1t 

has been permanently deferred, the account is more likely to be closed 

The remaimng categones of NPLASTIC 1nd1cated that customers with one card were more 

inclined to close their accounts compared to customers With two cards, a conclusion which 

was also supported by an exam1nat1on of ACCTYP. This mdicated that customers who had 

a combmat1on of cred1t cards, 1.e. both VISA and MASTERCARD, were more inclined to 

operate the account normally compared to customers who had sole card accounts. 

Whether this reflects the greater need or the greater sophistication of the former customers 

IS difficult to say but, when AMCASHPM was examined in closer detail, certainly the 

customers who had the largest monthly amounts of cash posted to their accounts had a 

tendency to operate normally, whereas customers With no cash posted were Inclined to 

close the1r accounts. 

SORTCODE was interestmg too in the sense that customers who held a bank1ng account 

with the card issuer were less 1nclined to close the1r card accounts compared to customers 

who banked elsewhere. This at least provides tentative ev1dence that established 

relationships With a financial institution reinforce the control element and possibly might 

reduce the likelihood of customers closing the1r card accounts. 

INSTAT categories revealed that customers who were 'normal' or had a cred1t balance on 

their accounts were more mclined to close these accounts than customers who were at 

least one cycle delinquent, over the limit, or both. These po1nts were also borne out by the 

final pred1ctor variable AGE, which revealed that younger customers (under 40 years old) 

were more inclined to close their accounts. From about the age of 40 up to about the age 

196 



of 60, the accounts tended to operate normally, after which t1me the mclinatlon to close 

increased. 

An mcrease m mortality rates or a reduction in expenditure after retirement, and therefore a 

reduction in the need for credit, possibly explains the behaviour of the 60+ age group 

However, at the other extreme, there may well be a very real need for cred1t, and therefore 

the issue of who controls the account and how this control is used arises once again. In the 

middle age ranges, 40-60 years old, control may be exercised more by the customer rather 

than the 1ssuer The behaviour of the customer, however, may also be more heav1ly 

Influenced by the length and nature of the relationship With the card issuer 

The analysis of the categories relating to the important predictor vanables suggests that the 

key determinants of whether an account Will operate 'normally' or be 'closed' are (1) 

customer need, (2) how the account is controlled, and - closely related to this - (3) the 

relationship that the card holder has with the issuer. As such, the analys1s represents the 

first tentative step in identifying appropnate strateg1es, based upon customer behaviour, for 

reducmg closures and Increasing profitability. In order to max1mize the effectiveness of 

these strateg1es, however, it is important to target spec1fic customer groupings by 

segmenting the customer portfolio 

Conclusion 

Usmg linear discnminant analys1s, th1s model was able to classify correctly 95 per cent of 

customers who operated their card account normally 1n the t1me period examined, and 

approximately 35 per cent of those who closed their account. Discussions With 

representatives of vanous card-1ssu1ng organizations suggest sim1lanties between the 

performance of the1r models and our results. 

On a less positive note, however, the research has also highlighted certain weaknesses of 

this type of approach F1rstly, the canonical d1scrimmant funct1on is explaimng only 20 per 
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cent11 of the vanance 1n the dependent variable, and th1s suggests that additional pred1ctor 

vanables need to be considered, e g current account act1v1ty and the cost of this type of 

cred1t Secondly, d1scrim1nant analysis IS an a prion segmentation method and as such 

may be unable to differentiate between groups effectively (Frank et a/ 1968) For mstance, 

if we were to d1v1de cred1t card users further into 'h1gh-profit' and 'low-profit' segments, the 

variability Within the groups could still rema1n high. For example, the 'low-profit' groups (1.e. 

for both 'normal' and 'closed') could contain both 't1mids', who never or rarely use their 

cards, and 'spenders', who use the1r cards regularly but avoid pay1ng any 1nterest This 

latter pomt suggests that an alternative segmentation model (e.g a cluster-based model) 

should be used in any subsequent research. 

NOTES 

1 Based on 1nformat1on provided by the card 1ssuer sponsonng th1s research 

2 The majonty of customers who closed the1r accounts m th1s penod did so after June 1992 

3 For a dJscuss1on of the predictive performance of our est1mated model, see E1senbeis ( 1977), 

Ksch1rsagar (1972), and Lachenbruch & M1ckey (1968) 

4 The dependent vanable 'external status' has a vanety of categones (e g. normal, authonzat1on 

prohibited, bankrupt, closed, revoked, frozen, interest accrual prohibited, lost, stolen, and charged 

off) For the purposes of th1s paper, however, all Circumstances have been categonzed as 

'normal' unless the customer has returned the card to the 1ssuer of h1s own free voht1on when Jt Js 

categonzed 'closed' 

5 The distance between groups a and b JS defined as 

p p 

Dab'= (n- g)'[. L Wv * (X.a- X.b)(Xa-Xb), 
J=l J=l 
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where g 1s the number of groups, p 1s the number of vanables 1n the model, .x;. 1s the mean for the 

tth vanable group a, and wy* 1s an element from the mverse of the w1th1n-groups covanance matnx. 

6 The max1mum-chance cntenon IS defined as Cmax = max {p, 1 - p} where p IS the proport1on of 

cases 1n one of the groups, e g 'normal'. That IS, 1f over half of the cases were 'normal', the 

greatest proportion correctly classified by chance would be obta1ned by plac1ng every one 1n the 

'normal' category 

7 One would expect an upward b1as w1th th1s class1ficat1on (Ha1r et a/. 1987) 

8 The same was true us1ng the F to remove cntenon and the standardized coefficients 

9 Consequently these vanables have been excluded from the Interpretation of the results 

10 A customer who 1s five cycles delinquent w1ll not be regarded as 'normal' by the card 1ssuer 

but as 'delmquent', as 1nd1cated by the customer's Internal status 

11 The canomcal correlation equals 0 4409241 
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Variable 

SEX 
COCODE 
AGE 
DIRECTDI 
AFF 
CREDITLF 

NPLASTIC 
INSTAT 

PREVEXT 

ACCPRE 
ACCTYPE 
SORTCODE 
ACTIVEYY 
LACCOPEN 
CREDITLM 
BEHSCORE 

TYPCHAN 
AMCASHPM 

NOCASHAD 

NOPURPM 

AMPURPM 

TOT AUNT 

Appendix: Twenty-two original variables 

Description 

Male or female 
Great Bnta1n or others 
Age 1n years 
Whether charges are pa1d by d1rect deb1t 
Whether the annual charge fee 1s to be wa1ved 
Whether customer 1s 1n the cardholder repayment protector 
scheme 
Number of cred1t cards held by customer 
Whether customer 1s delinquent* or over the lim1t on credit 
balance or normal 
Relates to customer's prev1ous$ 'external status' and 
1nd1cates whether the account operated normally, whether 
the card was returned by customer, or whether 1t was stolen 
or lost, etc 
Whether card 1s Mastercard, V1sa, etc. 
Whether card holder has combmat1ons of different cards 

Where card holder has pnmary bank account 
How long the card has been act1ve 
How long the account has been open 
Cred1t lim1t 
Score based on customer's behaviour 1n operatmg the 
account 
Circumstances of last cred1t-lim1t change 
Amount of cash posted 1n prev1ous year (1992) - monthly 
average 
Number of cash advances 1n prev1ous year (1992)- monthly 
average 
Number of purchases 1n prev1ous year (1992)- monthly 
average 
Amount of purchases 1n prev1ous year (1992)- monthly 
average 
Totalmterest and serv1ce charge 1n prev1ous year (1992)­
monthly average 

• Delinquency means 1 cycle default 

• $ 'Prev1ous' 1n this context means where, for example, the customer closed the account and 

then reopened 1t, or where the card 1ssuer suspended the account and later re-opened 1t, or 

where a mantal break-up resulted in a jomt account becom1ng two separate accounts 
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Revolving Credit Card Holders: 

Who Are They and How Can They Be Identified? 

Robert Ham1lton and Mosahid Khan 

All major cred1t card 1ssuers, to a greater or lesser extent, are holdmg a portfolio cons1stmg 

of three types of credit card holder: (1) non-active card holders; (li) non-interest paying 

act1ve card holders; and (111) mterest paymg act1ve card holders. This article, using two 

quantitative techmques more commonly assoc1ated w1th credit risk management or credit 

scoring, is concerned w1th 1dent1fying the charactenst1cs of active card holders w1th the 

greatest propens1ty to revolve (1 e. pay interest). 

The sample cons1sts of 27,681 bank cred1t card holders who had held and used thelf card 

m the 14 month sample penod. Data was available on 313 soc1o-demograph1c and 

behavioural variables for wh1ch, a priori, there was good reason to include so as to 

d1scnmmate between users who pa1d mterest on their outstandmg balances (I.e. revolvers) 

and those who d1d not. 

The m am result of th1s research is that the most Important discnminatmg vanables are 

denved from the card holder's behaviour (1 e cash advances, mm1mum payment due, 

mterest pa1d in prev1ous penods) Th1s result IS denved from and supported by the two 

competmg techmques used for the analysis· Lmear D1scnmmant Analysis and Log1st1c 

Regression. 
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INTRODUCTION 

Rosenberg and Gle1t (1994) and Frank (1996a) Identify the many uses of quantitative 

techniques to ass1st decision-making in the broad area of credit (nsk) management Inter 

al1a, such areas include: whether or not to offer an existmg or potential customer credit in 

the first instance (credit scoring for the accept/reject sJtuatJon); whether or not to change an 

exist1ng credit limit (behavioural sconng); the collection possibilities of charged-off accounts; 

credit card fraud detection, and delinquency Jssues. This art1cle looks at the use of two 

quantitative techniques more commonly associated with the areas of credit sconng and 

behavioural sconng, 1n the relatively new but fast groWing area of database marketing or 

target market1ng (Zahav1 and Levin, 1997) in the UK credit card market 

Database or target marketmg can be v1ewed as a means of segmenting a market which in 

the UK financial serv1ces sector has either (i) not previously played a key role 1n the 

market1ng strategies of financ1al serv1ce providers or (i1) not appeared to any great extent 1n 

the published literature. A detailed rev1ew of various pieces of research in this area, mostly 

from the USA, was produced by Speed and Sm1th (1997). 

Frank (1996a) argues that the increased use of such modelling techniques in this area can 

be explained with reference to the folloWing developments in the credit card market: 

(1) increased competition to identify and reta1n profitable account holders; 

(11) the proliferation of available card holder data; 

(ili) the falling cost of processmg power and storage capacity, 

(iv) a rising industry comfort level with scoring; 

(v) recent mcreases in charge-offs; 

(v1) the 1ncreasmg desire for credit card fraud detection. 
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FIGURE 1 

CREDIT CARD ISSUER'S PORTFOLIO 

Credit 
Card Holders 

Inactive Card Holders Act1ve Card Holders 

Non-Interest Interest Paymg 
Paying Card - '----+ Card Holders 

Holders ("Revolvers") 
("Non 

Revolvers") 

All major credit card issuers, to a greater or lesser extent, are holding a portfolio consisting 

of three types of credit card holder (F1gure 1 ). This paper, using linear discriminant analysis 

and log1stic regression, is concerned WJth Jdent1fy1ng the charactenstJcs of act1ve credit card 

holders With the greatest propensity to revolve (i e. interest paying card holders) Logically, 

such customers, as they are pay1ng interest plus any annual fee, are the most profitable to 

the card issuers and should, therefore, subject to credit status, be targeted for additional 

interest-charg1ng services (e.g. loans, mortgages, additional credit cards, etc.) as their 

behaviour would suggest that they are the most comfortable WJth paying interest 

On the other hand, credit card holders less likely to pay Interest (I.e. convenience users) 

could form another Important segment of the card issuer's portfolio and might be targeted 

with alternative or differentiated products that would be more profitable or less costly for the 

card 1ssuer. For example, a debit card, a gold card, a cred1t card d1fferent1ated on the bas1s 

of the annual fee or the interest rate charged (See H1gg1ns, 1996 ) 
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Sect1on 2 looks at the sample period, variable selection and methodology and Section 3 

outlines the results w1th respect to the vanables selected, the most powerful selected 

vanables and the percentage correctly classified. Sect1on 4 presents the conclusions of th1s 

research and cons1ders further practical issues 

SAMPLE PERIOD, VARIABLE SELECTION AND METHODOLOGY 

Sample Penod 

Unlike with applicant cred1t sconng 1, th1s research is concerned with the likely 

behaviour of a cred1t card holder Within a specific time penod, i.e in this case three months. 

Furthermore, it was decided to try and explain th1s behaviour by examming the customers' 

behav1our over a period of time long enough to Include both heavy and lighter penods of 

spending (e.g. Chnstmas, birthdays, Summer holidays). Therefore, a sample period of 14 

months was selected (see F1gure 2). 

Penod 1 
Penod 2 
Penod 3 
Penod 4 
Period 5 

Period 6 
Penod 7 

Period 8 
Period 9 
Penod 10 
Period 11 

Period 12 
Period 13 
Penod 14 

Figure 2 

SAMPLE PERIOD 

January 
February 
March 
April 
May 

June 
July 

August 
September 
October 
November 

December 
January 
February 

94 
94 
94 
94 
94 

94 
94 

94 
94 
94 
94 

94 
95 
95 
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Penods 1-5 inclusive were later omitted from the model (see ''Variable Selection") as the 

association between the vanables explaining the card holders' behav1our 1n these periods 

and the1r propensity to revolve was relatively weak Dunng penods 8-11 none of the 27,681 

cred1t card holders paid any Interest on their credit balances although they all had the 

opportumty, and penods 12-14 determined whether or not they were "revolvers", i.e they 

were classified as a "revolver" if they had pa1d interest on the1r cred1t card balance at least 

once dunng penods 12-14 inclusive. 

Vanable Selection 

For the random sample of 27,681 active cred1t card holders, 313 soc1o-demograph1c and 

behavioural predictor variables were made available for the research by a maJor UK bank. 

Because of the shortage of published research 1n th1s area, the 313 ong1nal variables were 

selected on the grounds that (I) they related either to the card holders' behaviour with 

respect to financial products held or they were demographic and (1i) most of the vanables 

are readily available to a card 1ssuer Chi-square tests were 1n1t1ally used on all 313 

variables to test the association between the dependent vanable2 and the independent 

variables. 3 Th1s exercise resulted in 55 variables being further considered on the grounds 

that (i) there was, a pnon, JUStification for including them; and (h) the chi-square test 

Indicated a Significant relationship between the likelihood that the customer will revolve the1r 

cred1t card balance and the independent vanables selected. 

The next stage mvolved utilising the stepwise method of vanable selection available on 

SPSSX for both discnmmant analysis and logistic regression. For d1scnm1nant analys1s the 

criterion for variable selection (O'Gorman and Woolson, 1991) was the Mahalanobis 

Distance StatistiC (02
, a generalised measure of the distance between the two groups), With 

the F-to-enter/remove cnteria set, in order to max1m1se the discnminatory power of the 

model and minimise the number of vanables included, at a relatively high value of 25 (the 

default values equal 1.00). S1m1larly, forward stepWise vanable selection was used 1n the 

logistic regress1on model and again the cnteria for variables entenng or leavmg the model 

were set so as to minimise the number of Independent vanables, but maximise the 
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predictive power of the model In th1s respect, the probability of score statistic for vanable 

entry was set at 0.05 and the likelihood rat1o statistic to remove a variable was set relatively 

low to make 1t more difficult for a variable to stay 1n the model at 0.0005 (default= 0 10) 

The final stage of vanable selection Involved check1ng for dependency between the 

independent vanables left in the models. Multicollineanty, a situation where two or more 

independent variables are highly correlated, reduces the reliability of the est1mated 

coefficients and would, therefore, make any further analysis of the relat1ve Importance of 

any single vanable very unreliable. The approach adopted for dealing with multicollinearity 

was to remove all but one of the highly correlated vanables so that all vanables left 1n the 

model had a tolerance (1 e 1-R,2)
4 of at least 0.8 (Crook et al., 1992, Hamilton, 1994). 

Methodology 

Rosenberg and Gle1t (1994), when talking about the different approaches to cred1t 

management (e.g. quantitative and judgmental), argue that "credit management IS currently 

as much of an art as a science". However, arguably one could also apply th1s dichotomy to 

the quant1tat1ve approaches alone With the science element being the techniques used and 

the art being the formation of meaningful classes (or categories) for each Independent 

variable. lmtially the discussion will centre briefly on the two techniques: l1near discriminant 

analysis and logistiC regression, and secondly on the form1ng of classes for each 

independent variable. 

L1near discriminant analysis (LOA) is arguably the most commonly used techmque 1n the 

broad area of credit nsk management, (now being extended to database marketing), and as 

such has rece1ved wide coverage 1n the published literature.5 The linear d1scrimmant 

function (equation 2.1), which IS s1m1lar to the multiple regress1on equation, estimates the 

coefficients so as to provide the best d1scnminatlon between two or more groups. 

Z = Bo + B1x1 + B2X2 +.. + Bnxn (equatiOn 1) 
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where Z = discriminant score 

B's = estimated coefficients 

x's = values of the predictor variables 

Desp1te the overwhelmmg acceptance of this techmque, one must st1ll be mmdful of the 

assumptions (Gilbert, 1968; Eisenbeis, 1977; Klecka, 1980)· 

(1) each case must be a known member of one or two or more mutually exclusive and 

exhaustive groups; 

(ii) discriminating vanables must be measured at interval or ratio level of measurement; 

(111) no discriminating vanable may be a linear combination of other discriminating 

variables; 

(iv) the populat1on covanance matnces are equal for each group, 

(v) each group is drawn from a population which has a multivariate normal distnbution. 

Log1St1c regression (LR) hypothesis testmg, unlike LDA, does not requ1re the same stnct 

assumptions and one m1ght suggest that, With the Increased availability of powerful 

computers, the groWing use of LR in a vanety of situations is because LR requ1res only that; 

for each independent variable all of the observations are independent (Shott, 1991) 

The formulae for LR, where one is directly estimating the probability of an event (e.g. 

revolving a cred1t balance) is g1ven by: 

1 
Probability (event) = _ 

1+e' 
(equat1on 2) 
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where Z = 80 + B1x1 + B2x2 + . .. + Bnxn 

B's = estimated coefficients 

e = base of the natural loganthms 

and Probability (no event) = 1 -Probability (event) 

The format1on of groups or classes for each independent variable (i e. the art) in this type of 

modelling should be viewed as a necessity rather than optional for two reasons. Firstly, for 

many variables some of the attributes will be under-represented (Lewis, 1994), e g very 

few people aged 70 Will hold a credit card so 1t would, therefore, be dangerous to draw 

conclus1ons about the behaviour of people aged 70 based on only a few cases. Secondly, 

as more and more organ1sat1ons are constructing the1r own decision system models in­

house (Jost, 1993), class1ng helps the organisation to better understand the behav1our of 

the1r own customers espec1ally if it is performed manually; someth1ng that is lost or ignored 

when the task 1s performed externally Therefore 1n th1s research, for each Independent 

variable classes were formed on the basis of sim1lanty of r,/ r,1 + nrll (see equation 3) wh1le 

pay1ng attention to understanding the behav1our of the classes formed and also ensuring 

that no class was under-represented (see Crook et al., 1992; Boyle et a/, 1992; Hand et al., 

1997) 

Class1ng also prov1des two further benefits 

(i) LOA requires that all predictor variables be measured at interval or rat1o level 

Therefore, in this research, hav1ng formed classes for each and every Independent 

variable6, each class was then given the value of the1r weight of evidence, WIJ (see 

Banasik et a/, 1995). 

(equation 3) 
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whereW,1 = weight of evidence for class i for variable j 

r,J = number of revolvers for class 1 for vanable J 

nr,1 = number of non-revolvers for class i for variable j 

RJ = total number of revolvers for variable j 

NR1 = total number of non-revolvers for variable J 

(11) Classing as opposed to not classing will (a) render more meanmgful results for the 

continuous vanables and (b) for all variables the better the separat1on between 

classes, the better Will be the model. 

To obtain an unbiased estimate of the accuracy of the models (i.e. how well1t pred1cts), the 

total sample of 27,681 cases was split 60 40 respectively mto (1) a traimng sample to build 

the model and (ii) a holdout sample. The results presented 1n the next section relate to the 

holdout sample only. 

RESULTS 

Given the objectives of th1s modelling (i e to maximise the predict1ve power of the model 

wh1le minimising the number of predictor variables), the results Will be analysed 1n terms of 

(i) the vanables selected by each model, the rank1ng of the selected vanables and the 

interpretation of the models, and (11) the classification tables 

AGE 
AMTDU (12) 
AMTCSH (11) 
CLOAN 
DTE-OPN 
INTCHG (7) 

TABLE 1 

DESCRIPTION OF SELECTED INDEPENDENT VARIABLES 

Age of cred1t card holder 
Mm1mum payment due following prev1ous period's activity. 
Amount of cash advanced in period. 
Whether or not the card holder has a loan(s). 
The number of years the account has been open 
Amount of Interest charged in penod. 
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3.1 Vanables Selected, Ranking and Interpretation 

Table 1 lists the independent variables selected by both LDA and LR, With the former 

select1ng all six vanables and the latter selecting five out of the six (AMTCSH 11 was not 

selected). Table 2 g1ves an indication of the ranking of the selected vanables for both 

techmques and for LDA this is based on the standardised coefficients (1) and the pooled 

within groups correlations (2). For LR, given that all our vanables are categoncal and LR 

creates a newvanable for each class7
, the ranking is based on when the vanable entered 

the model (3). As shown, the rankmg for selected variables is very sim1lar; the only 

differences occur with the lower order vanables 

TABLE2 

RANKING OF SELECTED VARIABLES 

Standardised Pooled Within Step 
Variable Coefficients Groups Correlations Entered 

(1) (2) (3) 

AMTDU (12) 1 0.66 1 0.67 1 

INTCHG (7) 2 0.59 2 0.61 2 

AGE 3 0.25 3 0.40 3 

DTE-OPN 4 0.17 4 0.24 4 

CLOAN 6 0.13 5 0.21 5 

AMTSCH (11) 5 0.15 6 019 

When 1t comes to interpreting the results8
, both models show that 

the greater the amount spent on the credit card in the last month, the more likely the 

holder IS to revolve. At first sight this may appear to be obv1ous, however 1t should 

be remembered that using the card IS a necessary but not sufficient requirement for 

paying Interest; 
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the most likely revolvers pa1d Interest on their credit balance in period 7; 

people aged under 35 were sigmficantly more likely to become revolvers and the 

older one gets, the less likely they are to revolve; 

the longer one had held the1r card, the less likely they were to revolve, With the least 

likely "revolvers" hav1ng held their card for more than 14 years; 

people who held other interest-charging products (i e a loan) were more likely to 

become revolvers. This possibly ind1cates a positive att1tude towards a buy now, pay 

later approach. 

TABLE3 

CLASSIFICATION TABLE 

LOA 

Predicted Group 

R NR 

R 297 1337 

(18.2%) (81 8%) 
Actual 
Group 

NR 298 9140 

(32%) (96 8%) 

Percentage correctly classified 

Percentage correctly classified by 
chance9

: 

LR 

Predicted Group 

Total R NR 

1634 165 1469 

(10.1%) (89.9%) 

9438 81 9357 

(0 8%) (99 2%) 

85.2% 

74.8% 

Total 

1634 

9438 

86% 

Notes Linear D1scnm1nant Analys1s (LDA), Log1st1c Regress1on (LR), Revolvers (R), Non-Revolvers (NR) 
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Classification Tables 

For ease of comparison (also see Harrell et a/, 1985; Moore, 1973; Press et a/, 1978), Table 

3 shows the classification results for the two models 10
· 

11
. The first observation to make IS 

that the overall percentage correctly classified by both models is very good and much better 

than the chance measure However, on closer exammation one can see that both models 

perform poorly when 1t comes to correctly classifying cases belonging to the smaller group 

(1 e revolvers), as both models tend to classify nearly all cases (particularly LR) into the 

larger of the two groups. Th1s latter finding IS a common problem With LOA and LR when you 

have one group much larger than the other (e.g. Morrison, 1969; Tansey et al., 1996), 

however the JUStification of building the models With unequal groups is that the proportions 

used in this research are a reflect1on of card ISSuer's portfolio (population). 

CONCLUSIONS AND FURTHER RESEARCH 

This research, which has used two tried and tested quant1tat1ve techmques m a marketing 

s1tuat1on, has shown that (i) logistic regression and linear discnminant analysis provide very 

s1m1lar results, although LR might be more acceptable to senior management since the 

results are presented (equation 2) m terms of the probability of revolvmg rather than s1mply 

a score (z), (1i) the most important d1scnmmat1ng variables are derived from the card 

holder's behaviour; and (1i1) by form1ng classes for each mdependent variable the W,1 values 

1nd1cate, for each of the selected vanables, which class(es) are most likely to revolve the1r 

cred1t card balance. 

This type of modelling should, therefore, be considered to further segment the card issuer's 

portfolio and also provide an input to profit models. However, on a less posit1ve note even 

though the overall percentage correctly classified for each model is sigmficantly better than 

the chance measure, the percentage correctly classified for the smaller group 1s really very 

poor. Th1s finding would seem to s1gnal the need for further research to analyse what 

would happen 1f equal size groups were used, an approach Implied by LeWis (1994) and/or 
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an alternative technique was used (e g neural networks). Obviously 1f any s1gmficant 

differences d1d occur, th1s would have serious forecasting and planmng Implications for the 

orgamsat1on. 
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NOTES 

1. With applicant cred1t scoring the model is trymg to forecast whether or not the 

applicant is ever likely to be a "bad" risk based on the information prov1ded on the 

application form 

2. The dependent variable was derived from whether or not the credit card holder had 

paid interest on their credit card balance at least once during periods 12-14 inclusive. 

Therefore, this vanable was binary in that the value was either 0 or 1 (1 e. "revolver" 

or "non-revolver''). 

3. The terms predictor variable, discriminating variable and independent vanable are 

bemg used interchangeably to mean the right hand side vanables of the relat1ve 

function. 

4. Where R12 is the squared multiple correlation coefficient when the 11h independent 

vanable is considered the dependent variable and the regress1on equation between 

1! and the other independent vanables IS calculated (Norusis, 1990) 
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5. For a fuller coverage of (i) LOA, see Klecka (1980), Eisenbe1s (1978), Lachenbruch, 

(1975), Rosenberg and Gle1t (1994), Ha1r et a/ (1995), and (11) LR, see Aldnch et a/, 

(1984); Hosmer et a/, (1989) 

6. Norusis (1990) po1nts out that when you have a mixed set of independent variables, 

LOA is not opt1mal. 

7. The number of new variables created is one less than the number of classes. 

B. For LOA, the values used to derive the model were the W,1 values not the original raw 

data. 

9. Cprop = p2 + (1 - p)2 

where p = the proport1on of cases in group 1 ; 

(1 - p) =the proportion of cases 1n group 2. 

10. The two techmques use different classification rules For LOA, the classification rule 

is based on Bayes' rule and uses the prior probability, conditional probability and the 

postenor probability. For LR, 1f the probability IS greater than 0.5 then 1t IS pred1cted 

that the event will occur. 

11. lt could be argued that wh1le we are interested 1n correctly classifying cases in both 

groups, ne1ther of the two class1ficat1on rules are satisfactory as they are assummg 

equal (opportumty) costs for all cases and constant opportumty costs within each, 

ne1ther of wh1ch is generally true (see Rosenberg and Gle1t, 1994) 
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Credit Scoring Using Discriminant Analysis: A Teacher's Guide 

Robert Hamilton 

Introduction 

In 1983 the cred1t industry published the first 'Gu1de to Cred1t Scoring' and has, because of 

the increased use of more sophisticated techmques to make decisions about grant1ng 

consumer credit, recently published a second 'Gu1de to Cred1t Scoring, 1993'. This second 

guide provides detailed pnnc1ples and guidelines relat1ng to the use of stat1st1cal techniques 

to make decisions about granting consumer cred1t and includes 

• Pnnc1ples of des1gn 

• Pnnc1ples of Implementation 

• Principles of operat1on 

• Pnnciples of decision mak1ng 

• Information to consumers 

• Review of refusals 

• Repeat applications 

• Complaints procedures 

Despite such developments, the teach1ng of the pnnc1ples of cred1t scoring and the bu1ld1ng 

of a credit scorecard IS not commonly found in the syllabi of bank1ng courses either at 

undergraduate, postgraduate or post-expenence level This article seeks to address th1s 

deficiency firstly by outlining the development path of cred1t sconng and secondly by briefly 

presenting some of the basic steps 1n the construction of a credit scorecard using one of the 

less soph1st1cated but more commonly used statistical techniques, multiple discriminant 

analysis. 
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The cred1t Industry defines credit scoring as the use of statistical techniques to measure the 

likelihood that an application will be a good cred1t risk (Guide to Credit Sconng, 1993) and, 

wh1le the widespread use of cred1t sconng in the credit evaluation Situation d1d not ga1n 

prominence 1n th1s country until the late 1970s, it has 1ts root in the USA as early as the 

1940s and '50s At that t1me the basic assumpt1on underpinning the development of 

statistical analysis and computer technology in the consumer credit granting s1tuat1on was 

that 1t should be poss1ble to determine those facts about cred1t applicants that were 

associated with later satisfactory performance. This, 1t was argued, would present several 

distinct advantages over traditional judgemental dec1s1on mak~ng1 (LeWis, I MA, 1992). 

More recently the cred1t Industry reinforced this earlier assumption by stat1ng that '1t (credit 

scoring) IS based on the fact that it is possible, us1ng statistical techniques, to predict the 

future performance of groups with particular charactenst1cs from the past performance of 

other groups With the same charactenstlcs' and 'that it is one of the most consistent, 

accurate and fair forms of credit assessment available' (Guide to Credit Scoring, 1993). 

Building a Bespoke Credit Scorecard 

In this article we are go1ng to look at the principles of des1gn for the bu1ld1ng of a bespoke 

cred1t scorecard, i e. a scorecard based on 1nformat1on about the card Issuer's own 

applications and experiences (as opposed to a genenc scorecard), us~ng information 

collected by a credit granter about previous accepted applicants2 However, before 

discriminant analysis can be used to bu1ld a bespoke cred1t scorecard, the relevant groups 

and variables need to be spec1fied 

Group Membershtp 

As the main purpose of d1scnminant analysis IS to determine whether or not it is possible to 

discriminate between two or more groups on the basis of the 1nformat1on collected, the first 

step is to specify what the groups are and the variable{s) that best determ1ne group 
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membership. In th1s respect d1scrim1nant analysis is an a prion technique, that is each case 

must be a known member of one of two or more mutually exclusive and exhaustive groups 

In what follows, we will assume for s1mplic1ty that each case 1s a member of one of two 

groups3 (the 'goods', those card holders who have never been more than two consecutive 

months' delinquent during the sample penod and the 'bads', those card holders who have 

ever been three or more consecutive months' delinquent dunng the sample penod) and that 

each case IS fixed 1n the relevant group. 

Vanables and Validation 

As we are concerned With cred1t scoring new applicants, the data used would normally be 

obtained from the card issuer's standard application form. In general, this will provide the 

following demographic and soc1o-demographic 1nformat1on4 (d1scnminating vanables) about 

the applicants. 
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Table 1: Application Form Information 

Postcode 

Age 

Number of children 

Number of other dependants 

Whether an applicant has a home 'phone 

Spouse's mcome 

Applicant's employment status 

Applicant's employment category 

Years 1n present employment 

Applicant's 1ncome 

Residential status 

Years at present address 

Estimated value of home 

Mortgage balance outstandmg 

Years at bank 

Whether a current account is held 

Whether a depoSit account 1s held 

Whether a loan account is held 

Whether a cheque guarantee card 1s held 

Whether a maJor cred1t card IS held 

Whether a charge card 1s held 

Whether a store card 1s held 

Whether a bwld1ng soc1ety card IS held 

Value of outgomgs 

Additionally, at this stage of development thought must be given to how the scorecard is 

going to be validated. In the context of th1s paper, validation refers to checking the 

predictive efficacy of the scorecard and ensuring that 1t correctly d1fferent1ates between the 

'goods' and the 'bads' and that any predicted differences are not due to e1ther chance or 

sampling methods. The most commonly used validation procedure involves the use of a 
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holdout sample, where the scorecard is constructed and the discnm1nant coefficients (see 

later) denved us1ng a randomly selected proportion of the sample, say 80%. The 

discriminant coefficients are then used to pred1ct group membership for each case in the 

holdout sample (the remaining 20%) and the results are then compared with the percentage 

classified by chance model (see later). While this method obviously requ1res a larger 

sample of data5
, if such a validation procedure is not used it may lead to biased 

mterpretat1ons of any results (Frank, Massey and Morrison, 1995). 

Using Discriminant Analysis 

The applicant of discnm1nant analys1s can be div1ded into three major stages (Hair et al., 

1987; Re1chert et a/, 1983): 

Derivation: Denvmg a linear function that best d1scrim1nates between two or more groups 

Validation: Classifying existmg and new cases 1nto predetermined groups 

lnterpretation6
: ldent1fy1ng the vanable(s) that contribute most to the discrimination 

between the groups. 

Denvat1on 

In deriving the d1scrim1nant function, we Will use the folloWing notat1on (Morrison, 1969). 

Let 

X1, be the 1th ind1v1dual's value of the Jth discriminating variable 

b1 be the discnminant coefficient for the Jth vanable 

Z, be the 1th individual's d1scnm1nant score 

Zcnt be the cnt1cal value for the d1scrim1nant score 
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(n IS the number of discriminating variables) 

The classification procedure 1s: 

1f Z, > Zcrrt classify individual i as belonging to group 1; 

if Z, < Zcnt classify IndiVIdual i as belonging to group 2. 

NB The constant term IS to ensure that the mean discriminant score is zero over all cases. 

While d1scnminant analysis is frequently used to develop stat1st1cal cred1t sconng models, 

the adoption of this techmque IS not Without cnt1cism and such criticisms are generally 

levelled at the theoretical requirements of the model Namely (Kiecka, 1980): 

(i) Discnminating variables must be measured at the interval or ratio level of 

measurement (see later); 

(ii) The total number of cases must exceed the number of discriminating variables by 

more than two; 

(1i1) No vanable may be a linear comb1nat1on of other discriminating vanables (see later); 

(1v) The covariance matrices for each group must be equal, 

(v) Each group is drawn from a population which has a multivariate normal d1stribut1on. 

A comprehensive examination of the aforementioned cnt1c1sms of discnm1nant analysis as 

used 1n the credit-granting Situation is outside the scope of this paper (for example, see 

Eisenbeis, 1978; Frank et at, 1965), therefore only two of the more obv1ous problems Will 

be examined and solut1ons suggested. 
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The first and possibly the most obvious difficulty stems from the 1nformat1on used to 

construct the scorecard. That 1s, most of the Information is qualitative in nature (for 

example, postcode, res1dent1al status) rather than at the Interval or rat1o level, wh1ch is one 

of the more stnngent requirements of d1scnminant analysis, i e. assumption (1). Two 

alternative approaches to this problem are: 

Create a variable with only two possible outcomes which may be given values 0 or 1 (a 

binary variable). For example, Table 2 looks at the vanable residential status whose value 

may fall into one of five different categories: owner; with parents; tenant furnished; tenant 

unfurnished; other With this approach (N-1), where N=number of categones, binary 

variables would be computed where one vanable m1ght take the value 1 if 'owner' and 0 if 

'not owner', another variable might take the value 1 if 'with parents' and 0 if 'not With 

parents' and so on until the four new variables have been denved. 

Note, only (N-1) b1nary or dummy variables are needed as the 1nformat1on provided by the 

last binary variable would be redundant (Hair et a/ , 1987) For example, With the vanable 

'whether a charge card is held' (assum1ng everybody responds With either a 'yes' or 'no' 

answer) when a respondent answers 'yes', let X1=1 and X2=0. When a respondent 

answers 'no', let X1=0 and X2=1. However, when X1=1 one already knows that X2 must 

equal 0, therefore X2 is providing redundant Information and IS not needed to represent the 

variable 'whether a charge card is held'. 

Table 2: Residential Status 

Category 'Goods' 'Bads' 

Owner 493 22 

With parents 205 5 

Tenant furnished 103 5 

Tenant unfurnished 117 6 

Other 39 6 

Total 957 44 
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The main drawback with this approach IS that 1t will result in a large number of 

discriminating vanables whtch are not normally dtstributed (Boyle et a/, 1992) 

The second approach IS to replace all variables, both discrete and continuous, with 

variables measured at least at interval level. Agam, ustng restdential status (Table 2}, let: 

g, be the number of 'goods' 1n the sample who take the ith nominal value 

b, be the number of 'bads' in the sample who take the 1th nommal value 

Gt be the total number of 'goods' 1n the sample 

Bt be the total number of 'bads' in the sample 

One can now replace the 1th value of the nomtnal variable with a quantitative value 

depending on the values of g1, bi, Gt and Bt (Boyle et a/, 1992). 

For example, the quantitative value for someone who owns their property would equal (X/ 

X1 = In (g,lb,) + In (BtiGt) 

X1 = In (493/22) + In (44/9s7) 

X1= 0.02985 

The next stage in deriving the discriminant functton involves selectmg the variables that 

best discriminate between the groups and rejecting the vanables that do not add 

significantly to the model The three most commonly used selectton procedures are. 

• forward entry (starts with no vanables in the functton and enters the variables 1n 

order of their power of discrimination With the highest first); 

• backward elimination (starts With all vanables 1n the function and removes those 

variables that add least discrimination to the model); 

• stepwise selectton, which is in many respects a combination of the prevtous two 

selection procedures. 

That IS, at each step the variable With the greatest discnm1nat1ng power, given the other 

variables 1n the functton, is selected for incluston and any variables already 1n the functton 
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are considered for removal on the basis that the variable(s) does not add a statistically 

Significant amount of dJscnminatJng power to the model. This process WJII continue until all 

variables in the equation sat1sfy both the JnclusJon and the removal cntena 

The second problem stemm1ng from the theoretical requirements of the model occurs after 

the select1on process Because the select1on process is concerned solely WJth selecting the 

most powerful vanables, 1t does not ensure that assumption (lii) has not been violated and 

one must therefore next check that the selected predictor variables are independent of each 

other and that h1gh degrees of collineanty (i.e. relatJonshJps between the variables) do not 

ex1st. The possibility of multJcollineanty occurs only 1n models with more than one pred1ctor 

(or independent) variable and while 1ts existence might not affect the predictive power of the 

model, it will affect the values of the coefficients assigned to any correlated vanables (e g 

applicant's 1ncome and residential status) thus mak1ng the findings of the interpretation 

stage very suspect8 

There are various statJstJcal techniques available to identify vanables that are highly 

correlated and to help decide what vanables to omit 1n accordance with th1s assumption, for 

example, bivariate correlation matrix, tolerance tests (see Crook et al., 1992) 

Validation 

Hav1ng calculated the discnminant coefficients, the model must now be evaluated. As 

discussed earlier, this Will normally Involve the use of a holdout sample to (1) compare 

predictions of group membership, and (1i) compare the percentage correctly classified by 

the model to that expected by chance The required information JS usually provided 1n the 

form of the folloWing classification (or Confusion) matnJCI as illustrated 1n Table 3 

With respect to (i), we must analyse the diagonal elements of the holdout sample matnx10 to 

determine how many cases are be1ng correctly classified, i e. 95.3% of the 'goods' and 

33 8% of the 'bads' Alternatively, the model is classifying 4. 7% of the actual goods as 
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predicted 'bads' and 66 2% of the actual bads as 'goods'. In terms of costs to the card 

issuer, the card 1ssuer must dec1de 1f such costs of misclass1ficat1on are acceptable11
, that 

IS, what are the costs assoc1ated With rejecting nearly 5% of all 'good' applicants and 

accepting 66% of all 'bad' applicants 

To help answer the quest1on of acceptability (i1), the card issuer should compare the 

predictions of the model With the chance model. However, two cntena m1ght be considered 

for calculating the percentage correctly classified by chance (Mornson, 1969; Crook et a/ , 

1992). 

(a) Max1mum chance cntenon 

where 

Cmax = max (p, 1-p) 

p is the proportion of 1nd1viduals in group 1 

(1-p) 1s the proportion of 1nd1V1duals in group 2 

That is, place all the cases 1n the group with the greatest number of cases and in doing so 

maximise the percentage correctly classified by chance For example, using the figures 

from Table 3, the percentage correctly classified by chance equals 86.32% g1ving the 

impress1on that the model is domg little better than the chance model This, however, might 

not be the most appropriate cntenon as the chance model is s1mply classifying every case 

as 'good'. 

If the main objective of the scorecard is to maximise the percentage correctly classified, 

regardless of group membership and the costs of m1sclassification, then the appropriate 

chance cntenon is Cmax That is, if the discriminant function does not perform better than 

chance, then the card 1ssuer should place all cases (Including new applicants) m the group 

With the greatest membership. 
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Table 3: Classification of Results 

Analysis Sample 

Actual 
Group 

Goods 

Bads 

No of 
Cases 

14,728 

2,371 

Percentage correctly 
class1fied: 
Cprop 

Pred1cted 
Group 

Goods Bads 

13,389 1,339 

(90.9) (9.1) 

1,553 818 

(65.5) (34 5) 

86.62% 

76.0% 

(b) Proportional chance cnterion 

Cprop = p2 + (1-p)2 

No of 
Cases 

8,632 

1,368 

Holdout Sample 

Predicted 
Group 

Goods Bads 

8,224 408 

(95.3) (4 7) 

906 

(66 2) 

462 

(33.8) 

8686% 
760% 

When the objective IS to maximise the percentage correctly classified into both groups (and 

you have unequal sized groups) as 1n this case, then the percentage correctly classified by 

the model (87%) should be compared with the proportional chance criterion (76%) Using 

this cntenon, the model is improving on the chance model by nearly 11 percentage pomts 

out of a max1mum poss1ble Improvement of only 24 percentage points. 

The model, 1f acceptable, could now be used to cred1t score new applicants This involves 

using the new applicant's application form Information and the derived discriminant function 

coeffic1ents (b's) to denve a d1scrim1nant score for the new applicant, and 

1f Z, > Zcnt accept the application 

1f Z, < Zcnt reJect the application 
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Notes 

1 For a fuller d1scuss1on ofth1s debate see Chandler and Coffman, 1979 

2 Pract1t1oners must also 1nclude an analysis of previously rejected applicants (Gu1de to Credit 

Sconng, 1993), otherw1se any scorecard constructed solely on accepted applicants could be 

b1ased The techmque used to try to infer the true credit status of rejected applicants IS 

know as reject inference For further details about the techmques used, see Hand and 

Henley, 1993 

3 The defimt1ons of 'good' and 'bad' are very arbitrary. For example, a card 1ssuer may w1sh to 

classify someone who has m1ssed only one month m1mmum repayment as a 'bad' 

4 In general, card 1ssuers w111 use add1t1onal relevant Information where applicable, for 

example credit reference agenc1es 

5 In s1tuat1ons where only a relatively small sample IS ava1lable an alternative validation 

procedure, the 'jackkmfe', may be used. Th1s Involves leavmg out one of the cases 1n turn 

and der1v1ng the d1scr1m1nant function on n-1 cases and pred1ct1ng group membership for the 

left-out case (SPSSX Advanced Stat1st1cs Gu1de) 

6 Th1s art1cle exam1nes only Stages I and 11. 

7 Alternatively, other combinations of g1, b1, Gt and Bt may be used See Boyle et a/, 1992 

8 If two or more d1scnm1nat1ng variables are highly correlated, only one of the vanables should 

rem am 1n the funct1on otherwise the vanances of the bj's will be unnecessanly large 

(Mornson, 1969). Additionally, one would get a false Impression of the d1SCr1m1nat1ng power 

of any such var~ables as any d1scnmmation w1ll be shared between the two (or more) 

variables. 
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9 Usmg the d1scnm1nant score SPSSX D1scnmmant (SPSSX, 1988) classifies each case usmg 

the Bayes' rule The probability that a case w1th a discriminant score of D belongs to group 1 

IS estimated by 

P(G.jD) 
P(DjG.)P(G.) 

g 

LP(DjG.)P(G.) 
1=1 

1 0 The classification matnx for the analysis sample is usually provided for companson purposes 

only 

11 The card 1ssuer should also consider the 'mterests of consumers' when considenng the 

costs of m1sclass1ficatlon 

Robert Hamilton is a lecturer at the Bus1ness School, Loughborough. He thanks colleagues 
in the Business School for their most helpful comments regarding the article. Any errors, 
however, remain h1s respons1b1hty. 
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A Practical Approach to Maximising 

Customer Retention in the Credit Card Industry 

Robert Hamilton and J. Barry Howcroft 

Abstract 

One of the m am problems currently facing credit card tssuers ts the mcreasmg number of 

credit card holders who are using their cards less often (i.e, attntton) and/or retummg their 

cards (closures) This problem ts of parttcular concern as the total number of credtt cards 

held by consumers ts declming by approx 0 6% per month and the number of new 

appltcants ts also runmng at an all ttme low (less than 1% per month) 

Most of the publtshed literature in the broad area of credtt cards looks at credtt sconng, 

rather than the need for card tssuers to identtfy and retam a profitable portfolto of credtt card 

customers. The overall objective of thts paper, therefore, ts to construct a customer 

database model with the capacity to predtct whtch customers are most ltkely to close thetr 

accounts and to tdenttfy certain customer charactenstics whtch can be used by the card 

tssuer as part of a marketmg or relatiOnship strategy to maxtmtse retention and mcrease 

customer profitabtltty 

The database mode Its constructed using lmear dtscnmmant analysts which ts applted to a 

sample of approxtmately 17,000 UK bank credtt card holders using vanous behavioural and 

socio-demographic vanables and tested on a holdout sample of 10,000 cases 
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Introduction 

In the 1980's the real value of consumer debt, excluding finance for house purchases, 

increased by 122 per cent in the UK (Crook, et a/ 1992a). At these rates of market growth 

1t was not surpnsing that research and academic literature focussed on evolving market 

structures (Worthington, 1990) and the changing patterns of competitive and consumer 

behav1our (H1rschman and Goldstucker, 1978; Bowers and Crosby, 1979; Hawes, 1987). 

Predictive models were also developed which concentrated on the use of statistical 

techniques which could either: distinguish between defaulters or non-defaulters (Myers and 

Forgy 1963; Wiginton 1980; Boyle, et a/ 1992), or determme the likelihood of customers 

who m1ss a given number of consecutive payments (B1erman and Hausman 1970, Chandler 

and Coffman 1983, 1984, Crook, et a/ 1992a) 

In the aftermath of the econom1c recession of the early 1990s, the cred1t card Industry is no 

longer growing at the rates typical of the prev1ous decade. The total number of credit cards 

held by consumers IS declining at a rate of approximately 0.6 per cent per month and the 

number of new applicants is also runmng at an all time low of less than 1 per cent per 

month.1 The changing dynamics of the cred1t card industry are also illustrated by the fact 

that at its peak 1n 1990 Visa and Mastercard had 29.846 m111ion cards m circulation and 

value of turnover equalled £27,742 million; however, by 1992, even though value of 

turnover had increased to £31,272 million, the number of cards in circulation had declined 

to 26.458 million (Annual Abstract of Banking StatistiCS, 1993). Recent changes 1n the 

marketplace have, therefore, been symptomised by an increasing number of cred1t card 

holders returning their cards (closures), and by the remainder apparently us1ng their cards 

more often or for making larger purchases, or both. 

The chang1ng behav1our of cred1t card users suggests that a different approach is required 

by management which IS less concerned with cred1t sconng and risk and more concerned 

with the 1dentificat1on and retention of a profitable portfolio of cred1t card customers (Lundy, 

1992). With these considerations 1n mmd, the overall obJectives of the paper were 

determined and can be summansed as being concerned with database marketing, 1 e. 
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managing the bank's or credit card Issuer's existing database to maximise customer 

retent1on. As such, this paper IS concerned with identifying the charactenstics of credit card 

customers who close their accounts, and developing a model wh1ch Will predict this 

behav1our. By utilising the ex1sting customer base, such a model could be highly conducive 

to mcreas1ng customer profitability by maximising customer retention. As such, the analysis 

represents the first tentative steps in identifying appropriate marketing and relationship 

strateg1es based upon customer behav1our for reducing closures and encouraging even 

greater credit card usage from current and potential credit card holders 

The Basic Elements of A Retention Strategy 

Although the paper places emphasis on the development of a retention information system 

and the 1dentificat1on of appropriate strategies for maximising customer retention, 1t is 

important to recognise that such systems and strategies are only one part (albeit an 

important part) of a comprehensive approach to max1m1sing retent1on. 

The following four elements developed from Re1chheld and Kenny's (1990) work on 

customer retention constitute the most Important components of such an approach. 

Senior Management Commitment 

Improving customer retent1on involves sustained Investments 1n both capital and 

management's time. Cap1tal investment could, for example, include the upgrading of 

branch fac11it1es, investment in information systems, etc., whereas management's 

investment in time could be taken up by the investigations necessary to uncover and 

address the multiple root causes of customer defect1ons. 

Senior management's commitment is also cntical in establishing a corporate culture which 

1s conducive to maxim1s1ng customer retention In th1s respect, the v1ews and op1n10ns of 
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senior management have got to be commumcated Within and throughout the organisation in 

such a way that they penetrate the att1tudes and hab1ts of all members of staff, thereby 

determining their business ethos. Much Will depend upon the cultural assumptions already 

established, but if the assumptions already support customer retention the message Will be 

effectively communicated and remforce ex1st1ng pract1ces (Long, 1988) 

Customer Focused Culture 

Improvement seems to come when the value of develop1ng customer relationships 1s clearly 

understood and when all employees focus the1r full attention on this objective. Customer 

retention based on enhancing relationships with customers is highly conduc1ve to better 

customer service (Barlow, 1992) and 1mprov1ng bank revenue (Pernen et al., 1993). As 1t IS 

generally accepted that it is less expensive to market to exist1ng rather than to new 

customers, a strong pnma fac1a case can be made for banks and credit card issuers 

adopting a strategy which places emphasis on relationships wh1ch mcrease the sale of 

financ1al products to existing customers (Axon, 1992; Deutsch, 1992) Th1s approach would 

also appear to be conduc1ve to long-term market surv1val (Barrel!, 1992), increased market 

share (Berry, 1983; Kotler, 1992) and Increased profitability (Morgan and Chadha, 1993) 

Front-Lme Act1ons 

Improving retention requires that front-line employees, 1.e. those who have da1ly customer 

contact, have the power to take actions which provide 1mmed1ate customer satisfaction and 

thereby reinforce customer retent1on This necessitates that they also have the means 1n 

the form of appropriate information technology to access and Interpret data as a sound 

bas1s for any such actions 

In an endeavour to Improve service and maximise customer retention by focusing on good 

relationships with customers, emphasis should be placed on both internal and external 

considerations, 1.e. on both employees and customers. Th1s necessitates actively 
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manag1ng the interactions between customers and staff and instigating Improvements to the 

external quality of serv1ce by 1ncreas1ng the levels of internal serv1ce which staff rece1ve 

from Within the orgamsation from support departments and technology. The implicit 

assumption underlying this approach is that by satisfying the needs and wants of its own 

front-line staff, an organisation can better sat1sfy the needs of 1ts customers Available 

empirical evidence would seem to suggest that compames wh1ch promote the welfare of 

the1r customers and staff experience higher retention rates of both compared to compames 

which do not (Hunt et al., 1985; Schneider and Brown, 1985). Similarly, there are grounds 

to believe that a strong relationship does ex1st between quality customer service, employee 

orientation and corporate success (Deal and Kennedy, 1982; Davis, 1985; Bank, 1988). 

In addit1on to 1mprov1ng the quality and level of internal support for front-line staff within the 

organisation, emphasis should also be placed on continuous tra1ning and practice 

development. In this respect, it is cnt1cal that methods and systems for Identifying and 

tracking good pract1ce, especially those which affect the staff-customer or organisation­

customer Interchange, are Introduced and disseminated throughout the organ1sat1on. In 

order to encourage and reinforce the 1ntroduct1on of these pract1ces, incentive systems 

which reward staff on the1r ab11ity to retain customers Will be cntical in sustaining the net 

growth of bus1ness based on a balance between acquiring new and retaimng existing 

customers 

Retent1on InformatiOn Systems 

Card issuers and banks already use their large databases 1n an attempt to strengthen 

relationships by sending out details of financial products to existing customers (Copulsky 

and Wolf, 1990), but the real issue is how to determine wh1ch customers would respond to 

such imtiat1ves (Coogle, 1990) Irrespective of whether customers who respond to such 

approaches do so either because they are using the quality of the relationship with the 

financial Institution as a surrogate for the quality of the product or simply because they want 

to reduce the search-buy costs associated With a purchase, there is a pnma facia case for 
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attempting to identify and target those customers who are most likely to respond positively. 

As a consequence, there 1s a need to develop new and soph1st1cated methods of tracking 

and analysing the root causes of customer defection and us1ng this information to 

strengthen customer relat1onsh1ps and thereby maximise customer retent1on. 

These sorts of considerations are the essential cornerstones of a strategy a1med at clos1ng 

a widen~ng gap between competing financial institutions based on the differential capacity 

to 1mprove customer retent1on. Those orgamsations which both manage and provide the 

means and incentives for their staff to bnng about the greatest Improvement 1n retention will 

undoubtedly establish themselves as both growth and profit leaders. 

\1\/hilst recogn1s1ng the Importance of all the key elements of a customer retention strategy, 

as stated earlier, this paper concentrates on just part of such a strategy, namely the 

development of a retent1on information system With the capacity to predict wh1ch customers 

are most likely to close the1r accounts The retention information system is also conducive 

to the Identification of charactenst1cs which are symptomatic of those customers who are 

most likely to close their accounts, and th1s fact allows general conclusions to be drawn 

about how a card issuer could strengthen relationships with ex1sting customers 1n an 

attempt to max1m1se customer retention. 

Methodology 

The data related to a 15-month period from 1 January 1992 - 31 March 1993 and consisted 

of 27,099 individuals who held a cred1t card as at 1 January 19922 The size of the data 

base meant that it was possible to create a holdout sample randomly, which was 

representative of the origmal sample, consisting of 10,000 ind1v1duals (approximately 37 per 

cent of the 1n1tial data), and, therefore, sufficiently large enough to insure stability of the 

coeffic1ents3 (Kiecka 1980). 

As the primary object1ve of the research was to develop a behavioural model with the 

predictive ability to identify those customers most likely to close their cred1t card accounts, it 
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was important to establish an exact defimt1on of the term "closed" A number of alternative 

meamngs, could, however, be attached to the term and so 1t was decided to adopt a 

definition which reflected the behav1our of cred1t card customers rather than the cred1t card 

1ssuers. As a consequence, "closed" within the context ofth1s paper only refers to those 

spec1fic instances where cred1t cards are returned to the bank (for whatever reason) by 

customers of the1r own free volition. All other categones of "external status'"' are referred to 

as "normal", and th1s Includes Instances where, for example, the credit card has become 

non-operationable e1ther because the customer has become bankrupt, lost the card, had 1t 

stolen or revoked by the bank 

The data ong~nally contained over 70 vanables, but eventually 22 predictor variables were 

identified (see Appendix 1) wh1ch tended to reflect the behaviour patterns of cred1t card 

customers, although some socio-demographic variables have also been used where on a 

pnori grounds 1t was thought they had a discriminative effect on "closures". 

As a number of variables were measured at nominal level, whereas the use of linear 

d1scnm1nant analysis requires that all predictor vanables are measured at least at ~nterval 

level (Kiecka, 1980), the methodology used follows that of Crook et al. (1992b). That 1s, the 

required interval level data was denved us1ng the following formula· 

x'j = In (ni I Ci) +In (CT/ NT); 

where x'j = value of the pred1ctor variable X for case j; 

ni = number of normal cred1t card accounts in nom1nal category 1; 

the category of which j was a member; 

c1 = number of closed cred1t card accounts 1n nom1nal category 1; 

the category of wh1ch j was a member; 

NT = total number of normal credit card accounts in the sample; 

CT = total number of closed cred1t card accounts 1n the sample. 

244 



By using the log values 1n the way described above, a linear relationship between the 

function and group variables was established, thereby fac11itat1ng the application of linear 

discnmmant analysis in developing a predictive model of "closures". 

An important step 1n constructing the predictive model was to 1dent1fy a pnori those 

vanables wh1ch are potentially the best at d1scnminating between those accounts wh1ch will 

close and those wh1ch Will continue to operate normally In selecting these vanables 1t was 

essential to establish whether multicollineanty ex1sts between the various predictor 

vanables and to determine wh1ch of these vanables should be om1tted from the funct1on. 

Unless this precaut1on is taken there could be a high degree of correlation between the 

vanables in the function, which would reduce the reliability of the standardised coefficients 

as indicators of the relat1ve importance of each pred1ctor variable (Chandler and Coffman, 

1983, 1984). 

To test for the ex1stence of mult1collineanty, each predictor variable was linearly regressed 

on all other predictors and the tolerance (1 - R
2
1) was calculated for each vanable. Those 

vanables With a tolerance of s 0.79 (Crook, et al., 1992b) were considered for delet1on 

Next, having identified the ex1stence of multicollineanty, 1n order to determine wh1ch 

variables to remove, i e which pair(s) of vanables were highly correlated, the values of both 

the regression coefficients and the Pearson correlation matnx were exammed In the latter 

case a value of 2: 0.2 was taken as an Indication of mult1collinearity 

Having applied this methodology, the number of pred1ctor vanables left in the analysis with 

a tolerance value 2: 0 8 was reduced from 22 to 15. The seven vanables wh1ch were 

rejected included: account prefix (i.e., whether the customer has a Mastercard or Visa etc.); 

how long the card had been act1ve; date when account was opened, credit card lim1t, 

number of cash advances; number of purchases; and amount of purchases. 

Wh1le the remaimng 15 vanables may 1ntwtively be good d1scnminators a stepWise 

procedure had been adopted to ensure that all weak redundant vanables were removed 
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from the final d1scnmmant function. The cntenon for variable selection was the 
2 

Mahalonobis D1stance (D ) where at each step the variable that max1mises the Mahalonobis 

distance5 is selected (SPSSX User's Guide), subject to the F to enter value being at least 

equal to 1 (note the F to remove value was also set equal to 1). 

In add1t1on to using the classification matrix and the percentage correctly classified by the 

funct1on to assess the pred1ct1ve accuracy of the discnminant function, the results were also 

compared with the percentage correctly classified by chance. This may be calculated (Hair, 

et al., 1987) using e1ther the max1mum chance cnterion6 (this is used when the objective is 

to max1mise the percentage correctly classified, regardless of group membership) or the 

proportional chance critenon (Cprop): 

Cprop = 2 2 
p + (1 - p) 

where p = proportion of cases in group 1 , 

(1 - p) = proportion of cases in group 2. 

As th1s latter critenon IS most suited and should be used when the objective IS to correctly 

classify membership of two or more unequal groups (e.g. "closed" or "normal"), we shall be 

comparing the percentage correctly classified by the function With the Cprop· 

Results 

The statistical s1gn1ficance of the estimated funct1on IS shown in Table 1. Wilks' Lambda 

1nd1cates the ability of predictor vanables to d1scrim1nate among the groups beyond the 

d1scnminat1on achieved by the earlier funct1on, i e. residual discrimination (Kiecka, 1980). 

As lambda decreases 1n value, 1t IS 1nd1catmg progressively greater discrimination. The 
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significance of the funct1on IS tested by i and, as Table 1 shows, the means for both 

"closed" and "normal" accounts are statistically different. 

TABLE 1 

Residual Discrimination and Test of Significance 

Wilks' Lambda I d. f. Sigmficance 

0 8055860 3694 5 15 0.0000 

The results of the modelmcorporatmg the rema1mng pred1ctor vanables are shown 1n Table 

2 Th1s 1nd1cates that the proportion of grouped cases correctly classified by the model was 

86.62 per cent for the analysis sample7 and 86 86 per cent for the holdout sample. V1ewed 

in a slightly different way, the model was correctly pred1ct1ng 90 9 per cent of the normal 

accounts and 34.5 per cent of the closed accounts for the analysis sample, and 95 3 per 

cent of the normal accounts and 33 8 per cent of the closed accounts for the hold out 

sample. 

TABLE2 

Classification of results (brackets denote percentages) 

Actual 

group 

Normal 

Closed 

No. of 

cases 

14,728 

2,371 

Percentage correctly 

classified 

Cprop 

Analysis sample Holdout Sample 

Predicted group 

Normal 

13,389 

(90 9) 

1,553 

(65 5) 

8662% 

76.0% 

Closed 

1,339 

(9 1) 

818 

(34.5) 
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No of 

cases 

8,632 

1,368 

Predicted group 

Normal 

8,224 

(95 3) 

906 

(66 2) 

8686% 

76.0% 

Closed 

408 

(4.7) 

462 

(33 8) 



In assessing the behavioural model's efficacy, comparisons with Cprop 1nd1cate that the 

results are much better than those which would have been correctly classified by chance: 

the model correctly classifies almost 87 per cent of the accounts, which 1s substantially 

greater than the 76 per cent expected by chance Argued slightly differently, this means 

that the model is correctly classifying almost 11 percentage points above chance out of a 

possible total of 24. From the card issuer's perspective they have a model which can 

correctly identify some 34 per cent of customers who are likely to close their account. The 

costs of m1sclass1fication are also less than With a credit scoring model where the purpose 

is to identify in advance the likelihood of bad as opposed to good customers. 

M1sclass1fication with the latter model may well1ncur substantial costs and, therefore, lead 

to a reduct1on 1n profitability, whereas with attnt1on and closures the associated costs are 

relatively minimal, being typically related to the non-response of customers to direct mail 

shots. 

Turning now to the relative importance of each predictor vanable in terms of their 

discriminatory power, Table 3 shows the structure coefficients for each variable included 1n 

the estimated funct1on. The standardised coefficients are not shown because they 

represent the relative d1scnm1natory power of each predictor vanable g1ven the other 

variables in the function As such, they can give an Inaccurate ind1cat1on of the 

d1scnminatory power of each vanable if there 1s a degree of correlation between any 

vanables included 1n the function. For th1s reason, only the within-groups correlations are 

shown in Table 3, because as Simple b1variate correlations, they are not affected by other 

vanables 1n the function and are 1n some respects a better guide (Kiecka, 1980). 
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TABLE 3 

Within groups structure coefficients 

Vanables Withm-groups Rank 

BEHSCORE 
TOTALINT 
PREVEXT 
TYPCHAN 
NPLASTIC 
ACCTYP 
AMCASHPM 
SORTCODE 
INSTAT 
AGE 
DIRECTDI 
COCODE 
SEX 
AFF 
CREDITLF 

0.77400 
0 41304 
0.37082 
0 32099 
0.17659 
0.16895 
0.15486 
0.14332 
0.11158 
0.10373 
0 04782 
0.03743 
0 00706 
0 00229 
0.00027 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

Using th1s measure, the top four vanables8 are. (1) BEHSCORE; (2) TOTALINT; (3) 

PREVEXT; (4) TYPCHAN The other vanables, all of which added s1gn1ficantly to the 

d1scrim1natory power of the function (at F=1.0), have noticeably lower values, which 

Indicates that they contnbute much less to the canonical discriminant function This is 

particularly true for DIRECTDI; COCODE, SEX; AFF; CREDITLF, all of which have a 

structure coefficient less than 0 05 9 

In Interpreting the results, emphasis has been placed on the ten most powerful 

discriminatory vanables as ind1cated by the structure coefficients lt 1s Important to note, 

however, that we are examimng the ab1hty of values x·J = In (n, I c,) + In (CT/NT) to 

distinguish between "normal" and "closed" We must, therefore, cons1der the relationships 

which exist between values for x·J and XJ for each of the variables 
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The BEHSCORE categories reveal that credit card customers who have had a dormant 

account for longer than 12 months are most likely to close the1r accounts Conversely, a 

BEHSCORE category indicatmg that an account is at least five cycles delinquent has the 

most important discriminatory effect on whether the account will operate normally 10 Having 

regard to the defimtlon of "closed" in the paper, the latter customers are typical of those 

who Will be closely controlled by the 1ssuer 1n an attempt to reduce the arrears and bnng the 

account under control In this sense, therefore, those customers are arguably not 1n a 

position to "close" their accounts and, 1n fact, run the dist1nct risk of hav1ng their accounts 

revoked by the issuer. 

The categories relating to TOT AUNT showed that those customers With no monthly 

outstanding interest were the most Inclined to close the1r accounts. As outstanding monthly 

interest increased, however, there was a greater tendency to operate the account normally. 

Th1s seems to add we1ght to the idea that whoever controls the account has an Important 

influence on whether the account is operated "normally" or "closed". If the customer is 1n 

control m terms of regularly paying interest (and pnncipal), he at least places himself in a 

position to close the account This is in direct contrast to a customer who is in arrears of 

either interest or principal, when the pos1t1on IS more likely to be controlled by the card 

issuer. 

The vanous categones of PREVEXT indicate that under Circumstances where the credit 

card has been lost or stolen, the card IS not likely to be returned to the issuer. Where the 

account operates normally, however, or where it has been revoked or 1nterest accrued 

proh1b1ted, etc., the account is more likely to be closed. This appears to follow the broad 

conclusions wh1ch were drawn from BEHSCORE and TOT AUNT, as the exertion of some 

form of control over the cred1t card account appears to determine, at least to some extent, 

whether the account will operate normally or not. By identifying the key characteristics of 

the cred1t card product, a d1st1nct possibility anses to influence customer behaviour and, 

therefore, mcrease or decrease a customer's propensity to use the product. 
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The importance of control1s also borne out by TYPCHAN. Where the cred1t limit is 

changed e1ther automatically by the issuer or upon the InStigation of the customer the 

account 1s more likely to operate normally. However, where an increase in the credit limit 

has been permanently deferred the account is more likely to be closed. 

The rema1ning categones of NPLASTIC indicated that customers With one card were more 

inclined to close their accounts compared to customers With two cards, a conclus1on wh1ch 

was also supported by an examination of ACCTYP. This indicated that customers who had 

a combination of cred1t cards, i.e both VISA and MASTER CARD, were more inclined to 

operate the account normally compared to customers who had sole cred1t card accounts. 

Whether this reflects greater need or the greater sophistication of the former customers IS 

difficult to say, but, when AMCASHPM was examined in closer detail, certainly the 

customers who had the largest monthly amounts of cash posted to their accounts had a 

tendency to operate normally, whereas customers With no cash posted were inclined to 

close their accounts. 

SORTCODE was 1nterest1ng too in the sense that customers who held a bank1ng account 

With the card issuer were less inclined to close the1r cred1t card accounts compared to 

customers who banked elsewhere. Th1s at least provides tentative evidence that 

established relationships With a financial institution reinforce the control element and 

possibly m1ght reduce the likelihood of customers closing their cred1t card accounts 

INSTAT categories revealed that customers who were "normal" or had a cred1t balance on 

their accounts were more Inclined to close these accounts than customers who were at 

least one cycle delinquent, over the lim1t, or both These po1nts were also borne out by the 

final pred1ctor variable AGE, which revealed that younger customers, under the age of 40 

years, were more inclined to close the1r accounts. From about the age of 40-60 years, the 

accounts tended to operate normally, after wh1ch t1me the Inclination to close Increased. 

An increase 1n mortality rates or a reduct1on 1n expenditure after retirement and, therefore, a 

reduction 1n the need for cred1t, possibly explains the behav1our of the 60 years+ age group. 
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At the other extreme, however, there may well be a very real need for credit, and, therefore, 

the issue of who controls the account and how th1s control IS used anses once again. In the 

middle age ranges, 40-60 years, control may be exerc1sed more by the customer rather 

than the 1ssuer The behaviour of the customer, however, may also be more heavily 

Influenced by the length and nature of the relationship with the card 1ssuer 

Conclusion 

Using linear discnm1nant analySIS, the customer base model was able to correctly class1fy 

95% of customers who operated their card account normally, in the t1me period exam1ned, 

and almost 35% of those who closed their account. Discussions With representatives of 

vanous card 1ssumg orgamsat1ons suggests similarities between the performance of their 

models and our results. 

The analysis of the categones relating to the Important predictor variables suggests that the 

key determinants of whether an account Will operate "normally" or be "closed" are: 

-customer need; 

-how the account 1s controlled; and closely related to th1s; 

-the relat1onsh1p which the card holder has With the issuer. 

The identification of these key determinants of customer behav1our and account act1v1ty 

have a number of Important Implications for !T'anagement. In the first instance, they 

strongly suggest that management should be proact1ve 1n attempting to determine and 

Influence customer need, or, at the very least, attempt to match more closely, appropnate 

financial products With the nght "sort of customer" In other words, if the pred1ct1ve model 

suggests that a particular customer is likely to close an account, management should be 

ask1ng itself why, and, 1n the process, attemptmg to identify a more appropriate product 

which Will encourage usage and reta1n business. 
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Retention Information systems wh1ch ut11ise ex1stmg customer databases will, therefore, be 

cnt1cal1n prov1d1ng management With detailed 1nformat1on on the needs and behaviour 

patterns of customers wh1ch can be used to target identifiable customer segments With 

spec1fic products The same information can also be utilised to 1dent1fy the essential 

cornerstones of an appropnate relationship strategy aimed at reinforcing customer loyalty 

With the organisation based on ex1st1ng customer behaviour and perceived need. As such, 

the analys1s represents the first tentative step 1n identifying appropriate strategies based 

upon customer behav1our, for reducing closures and Increasing profitability. In order to 

max1mise the effectiveness of these strategies, however, it is important to target specific 

customer group1ngs by segment1ng the customer portfolio 

On a less pos1tive note, the research has highlighted certain weaknesses of th1s type of 

approach F1rst, the canomcal d1scrim1nate function 11 1s explaimng only 20% of the vanance 

in the dependent variable, and th1s suggests additional predictor variables need to be 

considered, for example current account act1v1ty, the cost of this type of cred1t, etc Second, 

discriminant analys1s IS an a priori segmentation method, and, as such, may be unable to 

differentiate between groups effectively. For instance, if we were to further divide credit 

card users mto "high profit" and "low profit" segments, the vanab11ity within the groups could 

still remain high For example, the "low profit" groups (i.e. for both "normal" and "closed") 

could conta1n both "timids" who never or rarely use the1r cards and "spenders" who use 

their cards regularly, but avoid paying any interest In particular "t1m1ds" represent an 

1nterest1ng example because they do have a value to the card issuer 1n so much as they: at 

some pomt in time responded to an offer; have an established relat1onsh1p With the bank, 

Infrequent basis; respond to internal promotions and solicitations more readily than new 

customers; can be upgraded or downgraded, cross-sold other bank products and re-Issued 

plastic Without d1rect permission from the customer. 

These considerations, therefore, suggest that significant advantages can be explo1ted by 

clever marketing orgamsat1ons utilising knowledge based on customer behav1our. In an 

endeavour to introduce the necessary differentiation, an alternative segmentation model 
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(e g. cluster-based model) should be used in any subsequent research Indeed, in the 

extens1on of th1s study the a1m Will be to examine the 1mpact of 1nclud1ng a weighted 

"dependent variable", like profitability, in the clustenng process. 
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NOTES 

1. Based on information provided by the card 1ssuer sponsonng th1s research 

2. The majonty of customers who closed their accounts in this period d1d so after June 

1992 

3. For a discussion of the predictive performance of our est1mated model see: 

E1senbeis, R. A, (1977), "Pitfalls in the Application of DiscnmmantAnalys1s in 

Busmess Finance and Economics", Journal of Finance, Vol 32, No 30, June, 

Kschirsagar, A. M., (1972), "Mult1vanate Analysis", Marcel Dekker lnc, Vol 2, and 

Lachenbruch, P.A. and Mickey, M R, (1968), "Estimation of Error Rates in 

D1scnm1nant Analys1s", Technometncs, Vol. 10, No 1, February. 

4. The dependent vanable "external status" has a variety of categories (e.g. normal, 

authorisation proh1b1ted, bankrupt, closed, revoked, frozen, Interest accrual 

prohibited, lost, stolen and charged off). For the purposes of this paper, however, all 

Circumstances have been categonsed as "normal" unless the customer has returned 

the card to the issuer of h1s own free volit1on when 1t IS categonsed "closed" 

5. The distance between groups a and b is defined as: 

' ' 
Dab2 = (n- g) L 'Lwu*(X.a- Xb)(Xa-AJb) 

1=1 }=1 

where g is the number of vanables 1n the model, X.a is the mean for the tth variable 

group a, and w,t IS an element from the inverse of the within-groups covariance 

matrix. 
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6 The Max1mum Chance Cntenon: 

Cmax = MAX (p, 1 - p) 

where p is the proportion of cases in one of the groups, e g "normal" That is, 1f over 

half of the cases were "normal", the greatest proportion correctly classified by 

chance would be obtained by placing every one in the "normal" category. 

7. One would expect an upward bias with this classification (Ha1r, et a/, 1987). 

8 The same was true using the F to remove cntenon and the standardised coefficients. 

9. Consequently these vanables have been excluded from the interpretation of the 

results 

10. A customer who is five cycles delinquent will not be regarded as "normal" by the card 

issuer but as "delinquent" as mdicated by the customer's Internal status. 

11. The canonical correlation equals 0.4409241 
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Variable 

SEX 

COCODE 

AGE 

DIRECTDI 

AFF 

CREDITLF 

NPLASTIC 

INSTAT 

PREVEXT 

ACCPRE 

APPENDIX 1 

Twenty Two Original Variables 

Description 

Male or female. 

Great Britain or others. 

Age 1n years. 

Whether charges are pa1d by direct debit. 

Whether the annual charge fee is to be wa1ved. 

Whether customer is in the card holder repayment protector scheme. 

Number of cred1t cards held by customer. 

Whether customer is delinquent* or over the lim1t on credit balance or 

normal 

Relates to customer's prev1oust "external status" and indicates whether 

the account operated normally, whether the card was returned by customer 

or whether it was stolen or lost, etc. 

Whether card is Mastercard, V1sa, etc 

257 



ACCTYPE Whether card holder has combinations of different cards. 

SORTCODE Where card holder has primary bank account 

ACTIVEYY How long the card has been active 

LACCOPEN How long the account has been open 

CREDITLM Cred1t hm1t. 

BEHSCORE Score based on customer's behaviour m operating the account. 

TYPCHAN Circumstances of last credit hm1t change 

AMCASHPM Amount of cash posted 1n previous year (1992)- monthly average. 

NOCASHAD Number of cash advances in previous year (1992)- monthly average. 

NOPURPM Number of purchases in previous year (1992)- monthly average 

AMPURPM Amount of purchases in previous year (1992)- monthly average. 

TOTALINT Totalmterest and serv1ce charge in prev1ous year (1992)- monthly 

averagP. 

• Delinquency means 1 cycle default 

t "Prev1ous" 1n th1s context means where, for example, the customer closed the account and then re-opened 
1t, or where the card 1ssuer suspended the account and later re-opened 1t, or where a mantal break-up 
resulted 1n a JOint account becoming two separate accounts 
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