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ABSTRACT 
 

Unfamiliar Facial Identity Registration and Recognition 
Performance Enhancement 

 
 

The work in this thesis aims at studying the problems related to the robustness of a 
face recognition system where specific attention is given to the issues of handling the 
image variation complexity and inherent limited Unique Characteristic Information 
(UCI) within the scope of unfamiliar identity recognition environment.  These issues 
will be the main themes in developing a mutual understanding of extraction and 
classification tasking strategies and are carried out as a two interdependent but 
related blocks of research work.   

 
Naturally, the complexity of the image variation problem is built up from factors including the 
viewing geometry, illumination, occlusion and other kind of intrinsic and extrinsic image variation. 
Ideally, the recognition performance will be increased whenever the variation is reduced and/or the 
UCI is increased.  However, the variation reduction on 2D facial images may result in loss of 
important clues or UCI data for a particular face alternatively increasing the UCI may also 
increase the image variation. 
 
To reduce the lost of information, while reducing or compensating the variation complexity, a 
hybrid technique is proposed in this thesis.  The technique is derived from three conventional 
approaches for the variation compensation and feature extraction tasks.  In this first research 
block, transformation, modelling and compensation approaches are combined to deal with the 
variation complexity.  The ultimate aim of this combination is to represent (transformation) the UCI 
without losing the important features by modelling and discard (compensation) and reduce the level 
of the variation complexity of a given face image.   Experimental results have shown that 
discarding a certain obvious variation will enhance the desired information rather than sceptical in 
losing the interested UCI.  The modelling and compensation stages will benefit both variation 
reduction and UCI enhancement.  Colour, gray level and edge image information are used to 
manipulate the UCI which involve the analysis on the skin colour, facial texture and features 
measurement respectively.  The Derivative Linear Binary transformation (DLBT) technique is 
proposed for the features measurement consistency. Prior knowledge of input image with 
symmetrical properties, the informative region and consistency of some features will be fully 
utilized in preserving the UCI feature information.  As a result, the similarity and dissimilarity 
representation for identity parameters or classes are obtained from the selected UCI representation 
which involves the derivative features size and distance measurement, facial texture and skin 
colour. These are mainly used to accommodate the strategy of unfamiliar identity classification in 
the second block of the research work. 
 
Since all faces share similar structure, classification technique should be able to increase the 
similarities within the class while increase the dissimilarity between the classes. Furthermore, a 
smaller class will result on less burden on the identification or recognition processes. The proposed 
method or collateral classification strategy of identity representation introduced in this thesis is by 
manipulating the availability of the collateral UCI for classifying the identity parameters of 
regional appearance, gender and age classes.  In this regard, the registration of collateral UCI’s 
have been made in such a way to collect more identity information. As a result, the performance of 
unfamiliar identity recognition positively is upgraded with respect to the special UCI for the class 
recognition and possibly with the small size of the class.   The experiment was done using data from 
our developed database and open database comprising three different regional appearances, two 
different age groups and two different genders and is incorporated with pose and illumination 
image variations. 
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INTRODUCTION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



1 
 

1. INTRODUCTION 
 
 
 
The uses and manipulation of information exchange in human interactions has evolved from limited 

facilities to advanced modern technology of communicating.  The level of information important 

varies accordingly depending on the class of interaction within the community. This has led to a 

need of information security and privacy in certain application.   For instance, accessing a computer 

or a particular building, talking to one and another, shopping and payment system and many more 

activities need different levels of information security and privacy.   One of the implications of the 

need for security control and activities observation is a better understanding of environment 

monitoring involving humans.   

 

As a result, physiological and behavioural characteristics of human being’s are being seriously 

studied. This process is trying to manipulate a pattern that can represent permanent information 

belonged to a particular person such as his or her identity.  In this regards, biometric technology is 

being widely looked as a promising solution to identification and verification systems.    These 

technologies include finger print, iris scan and facial imaging systems to name a few [1].  A lot of 

information can be extracted from the properties of human faces and a understanding of the 

practical aspect of facial actions derived.  The study of human facial features includes identity, 

emotional states or expression, gender, regional appearance, age, attractiveness and other related 

areas of possible human-computer interaction [1][2]. 

 

 

 

1.1 3D Human Faces and Unique Collateral Characteristics 

Information 
 

The structure of a human face is similar to any other.  However, the faces are not equal in terms of 

identity recognition processes.   The small differences between facial features reveal the identity.  In 

addition, the collateral characteristics information such as emotional expression, the characteristic 

of the gender, regional appearance and age contribute to a understanding the information produced 

by a human face.  From the statistical point of view, this collateral information should have its own 

pattern and analysis. 
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the neutral expression.   These figures reveal the uniqueness of facial features and deserve the detail 

analysis and explanation.    In the following sections, the face UCI and image variation will be 

discussed more closely with the feature extraction and classification issues. 

 
 
 
 
1.2 2D Face Images and Variation Complexity 
 

 

The dimensionality of the face image in two- dimensions (2D) processed by the computer 

represents the unique collateral characteristic information and the image variations.  The 

complexity of the image variation is comprised of illumination effect, viewing geometry, 

expression, occlusion and many more.  While the 3D information for a human face captured on 2D 

images is already very challenging, the presence of various types of image variations such as the 

illumination and viewing geometry further aggravates the analysis difficulty.  This is regardless of 

either the method used has been trained by using a single input image or a sequence of images 

(video).   In any face recognition system, the sensitivity of the methods used is influenced by the 

existence of the complexity of the image variation where the performance will be degraded during 

the testing session or real life application.   This is due to the fact that only small differences occur 

among faces where differences may also occurred between faces of the same person in the presence 

of the image variation.   This small differences is a core in the identity information of such person 

and will cause the automatic processing by a computer is a difficult task where the face may be 

wrongly classified.  One of the simplest ways to confront this problem is by having a controlled 

environment such as controlled lighting, frontal view, fixed geometry and neutral expression.    
 

 
Figure 1.2 depicts a typical familiar face recognition system.   The information of the features such 

as eyes, nose and mouth from the original 3D human face may be lost or give incomplete 

information due to the 2D image variations.  From the literature, the conventional approaches in 

handling this problem can be divided into either feature-based or holistic-based approaches or 

combination of the two [1].  Feature-based is an analytical approach which analyzes all the possible 

significant parts of the face images.  The holistic-based approach considers the whole face image as 

a pattern regardless, with or without the image variations.  The combination of the two (a hybrid) 

tries to make use of the advantages of both approaches allowing the recognition performance to be 

increased. 
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In this thesis, the conventional approaches are divided into the way the methods extract the unique 

characteristics information and handling the image variations [5].  The three general categories are 

variation-modelling, variation-compensation and variation-independent.  For instance, variation-

modelling approach models all the possible variations before the salient features are extracted.  This 

is different in the case of variation compensation-based approach where the variations are 

compensated before the extraction of the salient features takes place.  In the third category, the 

variation-independent approaches extract the salient features directly without considering the image 

variations.  These three approaches will be viewed in Chapter Two where the hybrid of these three 

is extracted and proposed in this thesis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3 illustrates graphically the scenario discussed in this section.     The graph of VC versus 

UCI is plotted conceptually to explore the wanted information, unwanted information and the type 

of approaches to be considered.   

 

The graph reveals the following facts: 

 

(i) The lower region of the graph is where the low variation image with high unique 

 characteristics information can simply be obtained by conducting a controlled environment.   

 

Figure 1.2:   Typical familiar facial identity recognition process. 
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(ii) In contrast, the unconstrained images from real life normally provide images with high 

 variations and low unique characteristics information as shown in the upper region of the 

 graph. 

 

(iii) More information (VC or UCI) can be collected if more images are available.  This is 

 represented in the third dimension of the graph.   

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Simply, the graph shows that the variation complexity on the 2D facial image is inversely 

proportional to the unique characteristics information (UCI) extracted from that 2D face images.  

The relationship between these two types of information can be represented by  equation (1) . 
 

 α         ଵ௎௡௜௤௨௘ ஼௛௔௥௔௖௧௘௥௜௦௧௜௖ ூ௡௙௢௥௠௔௧௜௢௡ ሺ௎஼ூሻ   ................(1)       ݕݐ݅ݔ݈݁݌݉݋ܥ ݊݋݅ݐܽ݅ݎܸܽ 
 
 

Figure 1.3:   Image variation complexity versus unique characteristic information. 

VC 

UCI 
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Equation (1) implies that the UCI can only be increased by decreasing the VC which leads to a 

better recognition performance.  This is what commonly happens in the controlled environment 

such as being practiced in passport application or any other typical identification system.  In the 

case of uncontrolled environment of real-life application, the issue that relates to equation (1) will 

be greatly challenged.  In the case of blurred face images, reducing the VC may reduce or discard 

the UCI as well.  For instance, to compensate (or reduce the VC) the unnecessary dots, lines or 

curves within the face features on 2D image may also discard the UCI components that belong to 

the features itself.  This issue will be the main theme of the thesis and will be discussed thoroughly 

throughout the thesis. 

 
 
 
1.3 Objectives of Research 
 
 

The purpose of pursuing this research was to design and test an unfamiliar facial identity 

recognition system consisting of registration and classification of UCI which can be used to 

represent the person’s temporary identity ready for identification. This is applicable where given the 

input image, the system will do the searching throughout the registered databases within the 

predetermined areas of where the databases are located.   In other words, the outcome is to answer 

where the person being looked for is at that particular moment.   The detail of this application is 

explained in the next section. 
 

The objectives of the research are to study the problem of robust facial identification system and 

propose a comprehensive solution with competitive outcomes within the scope of unfamiliar 

recognition environment relevant to a computer’s perception.   The complexity of image variations, 

the extraction and classification of facial information have been the major focus in the research.      
 

In the case of unfamiliar face recognition environment, given an unknown input, the system must 

first register the image, representing it in a manner that is ready to be matched in future searches.   

From the literature [1][5][6][7], this kind of system is normally known as an identification system, 

but restricted to a specified database and the result dependant on whether the search member exists 

in the group (database) or not.  Some systems simplify the complexity with the requirement of a 

password or smart card.  These systems are normally known as a verification system. 
 

In the proposed case of a unfamiliar face recognition system, the consistency of the identity 

representation is done through the division of unique collateral characteristics information. It is 

proposed the regional appearance, gender and age are the three main elements representing the 
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identity, where each of them creates different unique characteristic information or patterns.  The 

details of the system will be discussed in Chapter Two of the thesis. 
 

This thesis focuses on the twofold problems in dealing with the image; variation complexity and 

optimization of limited collateral UCI availability.  The motivation of the study lies on the 

realisation of some cases where there might be enough information about a person but to what 

extent the benefit of the available information can be used in searching for that person.  

Furthermore, the availability of the required information at the end of the process (matching 

process) may be limited by availability of as few as only a single face image  in a the real world 

situation.   This image may be captured with poor illumination and pose variations with non-frontal 

view where the expression is unknown.   The main task is to recover the face images (variation 

complexity reduction) and representing (collateral UCI) that help the classification task before 

pursuing the identity recognition.  This may involve dealing with the problem of collection of only 

partial facial information associated with non-frontal geometry but may use the features extraction 

technique which can also be applied to the illumination problem.  The details will be explained in 

section 1.4 Problem Formulation and Proposed Approaches (what problem is to be tackled) and 

section 1.5 Scope of the Thesis (what assumption are to be made).  Figure 1.4 illustrates the 

abstract of the combination of problems discussed previously. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

Figure 1.4:    An illustration of 2D face image with huge shadow variation. 
                   - The viewing geometry, illumination effect and unknown expression state. 
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1.3.2 Limitations of Existing Matters 
 

Research in this area has received a great deal of attention from scholars and industry practitioners 

involving multi-disciplines of computer science, electronic engineering, psychology and 

physiology, mathematics, statistics and many more.  In very simple terms, facial recognition 

systems basically try to determine whether the member belongs to the database or not.  But, due to 

the dynamical characteristics of the 3D human face and the image variations processed by a 

computer, some research is restricted the work to the controlled environment.   Furthermore, in 

obtaining a precise classification, some researchers have used a number of images per person for 

training purposes.  The image representation approaches invented by the various researches are vary 

accordingly as to suit the research requirement and intention.  There are  less studies  confronting 

the large size of the databases where the matching process will be directly affected and can lead to 

reliability issues in certain application such as the one proposed in this thesis.      

 

In simple terms, most of the previous researches and proposed systems concentrate more on the 

questions below. 

 

(1.)   Who is this person?                                                                                   (Identification system) 

(2)    Is this really the claimed person?                                                                 (Verification system) 

 

 

In this thesis, we extend the questions by exploring the issues of: 

(3)    What characteristics of this person?                                                (Identity parameters:  

    – regional appearance, gender and age) 

(4)    Where is this person?                                           (In which database the person is belonged to) 

 
 
Towards the identity recognition, the work in this thesis explored the recognition process by giving 

more attention to uncontrolled environments, variation complexity (or limited information), 

combination of all the positive values of the three categories of representation approaches and 

collateral classification for UCI that will benefit the large size of databases.   Figure 1.6 highlights 

the limitations issues in recognition process. 
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1.4 Problem Formulation and Proposed Approaches 
 

Problem formulation is derived from the flow of information transformation as shown in Figure 1.7 

considering all stages of the process relevant to the performance of unfamiliar identity recognition. 

 

The detected 2D face image acquired from the large unfamiliar databases available in public areas 

will be classified into the three important UCI (regional appearance, gender and age).  This is done 

by first applying a hybrid representation technique that incorporates variation complexity reduction 

and image transformation or signature.   

 

Naturally, the complexity of the image variation problem was built up from the viewing geometry, 

illumination, occlusion and other kind of intrinsic and extrinsic image variation. Ideally, the 

recognition performance will be increased whenever the variation is reduced and/or the UCI is 

increased.  However, the variation reduction on a 2D face images might lose important clues or UCI 

data for a particular face and increasing the UCI may increase the image variation. 

 

 

 

Figure 1.6:   Some limitations and issues can be looked into each stage of the recognition process. 
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To reduce the loss of information while reducing or compensating the variation complexity, a 

hybrid technique derived from the three ideas of conventional approaches is proposed in this thesis 

for variation compensation and feature extraction tasks.  In this first research block, the ultimate 

aim of the techniques of transformation, modelling and compensation are combined as to represent 

(transformation) the UCI without losing the important features by modelling and discard 

(compensation) and reduce the level of the variation complexity of a given face image.  The 

modelling and compensation stages will benefit both variation reduction and UCI enhancement.   

 

Although the variation compensation has been done successfully, the recognition performance still 

depends on the classifier efficiency where this is another challenge to the recognition system.   This 

is due to the fact that only small differences exist between the faces.  In this regard, classification 

technique should be able to increase the similarity within the class while increase the dissimilarity 

between the classes.  Furthermore, the smaller the class will resulting the lesser the burdensome of 

identification or recognition process.   This will involves the proposed strategy in classification task 

in the second block of the research. 

Figure 1.7:   The flow of information transformation explains the unfamiliar identity   
                      recognition process in identical to the conventional familiar identity recognition  
                      process. 
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Figure 1.8 illustrates the approach conceptually to give some insights to the classification problem 

and elements that will influent the proposed solution approaches.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the equation (1), simply the problem formulation can be derived as, 

 ሻܫܥሺܷ ݊݋݅ݐܽ݉ݎ݋݂݊ܫ ܿ݅ݐݏ݅ݎ݁ݐܿܽݎ݄ܽܥ ݁ݑݍα         1ܷ݊݅       ݕݐ݅ݔ݈݁݌݉݋ܥ ݊݋݅ݐܽ݅ݎܸܽ 

And,         ܴ݁ܿ݁ܿ݊ܽ݉ݎ݋݂ݎ݁ܲ ݊݋݅ݐ݅݊݃݋       α         ܷܫܥ 

Thus,          ܴ݁ܿ݁ܿ݊ܽ݉ݎ݋݂ݎ݁ܲ ݊݋݅ݐ݅݊݃݋       α         ܷݕݐ݅ݔ݈݁݌݉݋ܥ ݊݋݅ݐܽ݅ݎܸܽܫܥ 

Also          ܴ݁ܿ݁ܿ݊ܽ݉ݎ݋݂ݎ݁ܲ ݊݋݅ݐ݅݊݃݋       α         ܰݏ݁݃ܽ݉ܫ ݐݑ݌݊ܫ ݂݋ ݎܾ݁݉ݑ ሺݐ݆ܾܿ݁ݑݏ ݎ݁݌ሻܵ݅ݏ݁ݏܾܽܽݐܽܦ ݂݋ ݁ݖ  

Therefore,     ࢋࢉ࢔ࢇ࢓࢘࢕ࢌ࢘ࢋࡼ ࢔࢕࢏࢚࢏࢔ࢍ࢕ࢉࢋࡾ       હ         ࢙ࢋࢍࢇ࢓ࡵ ࢚࢛࢖࢔ࡵ ࢌ࢕ ࢘ࢋ࢈࢓࢛ࡺ   ࢄ   ࡵ࡯ࢁ ሺ࢚ࢉࢋ࢐࢈࢛࢙ ࢘ࢋ࢖ሻ࢙ࢋ࢙ࢇ࢈ࢇ࢚ࢇࡰ ࢌ࢕ ࢋࢠ࢏ࡿ  ࢄ  ࢚࢟࢏࢞ࢋ࢒࢖࢓࢕࡯ ࢔࢕࢏࢚ࢇ࢏࢘ࢇࢂ  

 

 

 

(2) 

Figure 1.8:   Classification of collateral information confronts the similarity and 
dissimilarity of recognition parameters. 
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Equation (2) represents and describes almost all scenarios that happen in a typical face recognition 

system development and implementation.  Indeed, the wanted and unwanted information or 

components expressed in equation (2) leads to a wide range of research and understanding.  As 

discussed in Section 1.2, the VC compensation for high variation images may also reduce the UCI 

of the image.  However, more UCI can be gained if the number of input images (per subject) is 

increased or collected.   This is the case in a typical face recognition algorithm where the training 

process is the most important part [2]. 

 

On the other hand, the denominator in equation (2) represents the unwanted information or values 

in the recognition performance.   The recognition performance is degraded not only by the existence 

of the VC but also by the size of databases that are expanded during the system implementation.   

Generally, in this thesis, the study will focus on how to increase the wanted information 

(numerator) and how to reduce the unwanted information (denominator) without degrading the 

recognition performance. 

 

Specifically, from equation (2), the proposed approaches presented in this thesis attempt to answer 

the following questions. 

 

(1.) How to reduce the complexity of the variation without losing the available unique 

 characteristic information?                   [Hybrid Approach] 

(2.) How to enhance the identity information by manipulating the available unique 

 characteristic information?     [Unique Collateral Characteristics Information] 

(3.) How to reduce the burden of databases size which will affect the matching process and 

performance?                [Collateral UCI Classification] 

(4.) How to get more facial information (input images) for each subject?  

      [Sequence of images (video) i.e .future work of the thesis.] 

(5) How to make good use the existing system/surveillance facilities for the simplest and 

cheapest identity searching through the collateral classification and recognition?  

[System robustness and practicality i.e. future work of the thesis.] 

 

 

Research questions derived in this thesis are not based only on the formulation of equation (2) but 

also with respect to the relationship with the existing publications as reviewed in Chapter Two 

(Section 2.1 and 2.2). For simplicity, the thesis has classified the problems and issues tackled by the 

existing publications into two broad categories or level of research problems.  The first one is the 

issue of handling the variation complexity where various approaches are used towards designing the 
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1.5 Scope of the Thesis 
 

Generally, a complete typical face recognition system must consist of acquisition, detection and 

recognition stages.  In most cases, these three stages normally have their own research community.  

Other tasks such as image filtering and enhancement may be included at any stage to obtain a good 

quality of the image to work from.   

 

In this thesis, the work is restricted to the recognition stage where feature extraction and 

classification tasks have been the major focus.  The input images are considered to be the detected 

face images which have been produced by the detection stage.  In this regard, the image may be 

incorporated with large scale variations such as combinations of illumination, pose and expression 

variations.  Figure 1.11 depicts the scope of the work involved in this thesis with respect to the 

overall process of the identity recognition.  The features extractor is designed by incorporating the 

variation complexity reduction technique and an extraction of unique collateral information.  The 

classifiers of the three identity elements are designed with the aid of colour, texture and feature 

analysis.  This will be the strategy in confronting the large and unknown databases where the 

matching burden can be reduced for any particular search.  The algorithm designed for the 

classifiers is also being used on the searched databases where matching of input image and the class 

Figure 1.10:   An overview of a completed proposed system for unfamiliar identity    
   registration and recognition performance enhancement. 
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images is done based on the search requirement.   In this case, a multiple searches of different 

classes may be done in parallel.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In summary, figure 1.12 shows the overall scope of works which is divided into two blocks of 

research work.  The first and second blocks are named as the variation complexity reduction and the 

identity information enhancement respectively.   In the first block, research has been carried out 

into the handling the complexity of the image variations whilst not losing the limited UCI of the 

particular face image.   At the end of the block is the outcome of the transformation of the UCI in 

three different classes (identity elements).  The identity representation and enhancement is 

manipulated in the second block by applying the strategy of determination of three identity 

elements.  This covers the tasks of pattern analysis, classification or matching process and 

recognition performance analysis.  

 

 

 

 

 

 

Figure 1.11:   The scope of the thesis covers mainly on feature extraction and recognition approaches. 
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1.6 Original Contributions  
 

The work carried out in this thesis is motivated by the intention to contribute to almost all the 

important aspects that the previous researches have not seriously looked into.   There are a number 

of areas that can be considered for improvement.   This includes the problem of dealing with the 

size of database, number of images that available for training, representation approaches and the 

matching process or classification approaches.  This is easy to understand by going through the 

processing stages involved in the recognition process such as shown in figure 1.13 as derived from 

figure 1.6 previously.   The problem in dealing with the size of databases can be handled by parallel 

processing (collateral approach) or by indirectly segmenting the database depending on the 

searching interest.  In addition, the hybrid approach of variation reduction technique proposed in 

this thesis can be applied to uncontrolled environment where the complexity of the image variation 

existed.   The more input information collected, the better the recognition can be performed.  

However, by introducing both proposed techniques, the system should be able to search the 

person’s identity even with the limited information such as being given only a single image as an 

input.  A hybrid representation approach allows all the important output for each of the three 

techniques mentioned earlier to be fully optimized and workable for the feature extraction task.   

The manipulation of facial unique collateral characteristics information contributed a positive 

Figure 1.12:    The work can be divided into two blocks, variation complexity reduction and identity 
information enhancement. 
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impact to the rest of the processing stages.  This includes systematic behaviour of the designed 

classifier and shortening the matching process in large databases through the division of small 

classes of identity parameters.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In completion of the theory and system conceptual study, some of the works in this thesis have been 

published in the following international conference. 

 

1. M.Z. Adam, S. Datta, “Variation Complexity Compensation in Limited Information Face 
Expression Recognition”, International Conference on Robotics, Vision, Information and 
Signal Processing (ROVISP 2005): Penang, Malaysia 20-22 July 2005. 

 
  

The principal outcomes of the research that have been done in this thesis can be summarized as 

follows:  

• Image understanding:  The image understanding and the strategy of manipulating the 

patterns of facial unique collateral characteristics information (UCCI) will lead towards 

realizing the common factors of identity parameters of regional appearance, gender and 

age.  (Hopefully, this will further lead to the understanding of other derivative facial 

attributes with respect to the continuity of research behaviour). 

 

Figure 1.13:   The processing stages are devoted and marked by various contributions in the study.  
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• The UCI extractors:  The problem of variation complexity for 2D face images is handled 

by a hybrid technique taken from three conventional approaches (variation-transformation, 

-modelling, and –compensation/independent) where the availability of facial UCCI can be 

extracted and fully utilized.  
 

• The classifiers: The identity information enhancement is done by classifying the facial 

UCCI based on modelling of RGB skin colour, derivative grey scale texture and derivative 

edge features for regional appearance, gender and age classes respectively.  
 

• Recognition performance enhancement:  The database segmentation will help and ease 

the searching request in typical face recognition system where the matching processing 

time may reasonably be reduced as the database’s size indirectly reduced. 
 

• Preserving the raw data:  The crowd understanding (attributes) can be done through the 

scientific analysis and open to wide range of applications (law enforcement, marketing, etc)      
 

 

1.7 Thesis Structure 
 

At this stage of writing, it is clear that the thesis theme and plot is to reveal the significant 

characteristics of human faces and how this collateral information can be extracted and grouped 

into different classes to allow identity recognition optimization.  In this regards, this thesis is 

written in the following manner. 
 

Chapter One:    The chapter provides a brief discussion of the relation of a dynamic 3D human 

face to the static 2D human face images.   The important and unnecessary information required for 

recognizing a person’s identity are explained.  This covers the problems related to the computer 

image processing and a short discussion on its conventional solutions.  With the understanding of 

human and computer functions in this task, the research objectives are derived and its motivation is 

also been explained.  The research problem is clearly formulated with the proposed solutions by 

exploring the phenomena of the elements in the recognition performance and proper approaches 

that should be taken.  In realizing the objectives and carrying out the research on the proposed 

problem, the scope of the study is explained as the proposed system may involve with a complex 

system.  Finally, the report has been made on to what extent the contribution of the research is 

being done and as well as the declaration of some works from this dissertation that have been 

published in international conference.  
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Chapter Two:     Chapter Two is a background or knowledge base of the thesis.  This is started 

with a further explanation into what kind of information or characteristics to be looked at in a face 

which is the identity and its collateral characteristic information.  From here, the explanation is 

however then limited to the discussion of problems confronted by the features extractor and the 

classifier.  The elements that should be counted in the considered design of a face recognition 

system are explored by reviewing some previous works which is comprised of the three categories 

of conventional approaches mentioned earlier.   Colour, grey level and edge images techniques are 

reviewed as these three kinds of image processing that will be used as input to the designed feature 

extractor explained in Chapter Three.   In completion, the explanation is given to the choice of the 

three parameters of identity (regional appearance, gender and age) that have been applied in the 

proposed system. This is expressed with respect to the formulated theory that strategizes the 

classification task at the end of the system.  The chapter is ended with a general description of the 

database development especially created for this thesis.    
 

Chapter Three:   In this chapter, the results of the first block (or module) of the research is 

reported.    Variation compensation process and selected UCI representation are reported with the 

techniques used including a new proposed technique, DLBT.   The report also includes the results 

of skin colour, facial texture and derivative features measurement.   
 

Chapter Four:   The second block (or module) of the research is explained in this chapter.  The 

classes of regional appearance, gender and age were formed individually and the detail of analysis 

results for each class are shown and explained. 

 

Chapter Five: This chapter deals with the explanation of the software development and testing. 

The software, namely Temporary Human Electronic Identity, abbreviated to The-ID software is 

demonstrated in segmenting the given database into the twelve classes, involving the three regional 

appearances, two gender and two age classes. The results are compared with the PCA-based face 

recognition algorithm and analysis results are discussed.  
 

Chapter Six:   A conclusion for the whole thesis is given.   Potential future work is also 

incorporated at the end of the chapter where discussion is given for both of the two blocks of 

research in the main thesis. 
 

The thesis includes the MATLAB codes and face image database used in experiments that have 

been carried out in completion of the thesis.  These can be referred to Appendix B and C 

respectively.  
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Pattern recognition involves processes such as data acquisition, detection, classification and to the 

extent of detail pattern understanding.  The study covers a range of  applications spanning from  

military equipment and intelligence, medical, business and economical purposes, electronic 

communication, automation and many more [8].  Pattern recognition has been studied for more than 

60 years ago and surveys on pattern recognition researches’ work and findings have been made by a 

number of scholars, where the style of presentation varies accordingly.  Most of them reviewed the 

literatures based on classification approaches or methods and philosophy of study.  For instance, in 

[9], the study focused on bringing up the analytical aspects of the pattern classification problem.  

The classification decision was then applied in automatic control engineering.  They have also 

outlined the two fundamental problems in pattern classification.  The first one, known as 

characterization problem, is where the real data is transformed into a new set of data where the 

features are extracted and new representations are obtained.  Secondly, the abstraction and 

generalization problem has been implemented where the decision function will be chosen in 

deciding the classification result. In [10], a broad discussion and study are reported on the issue of 

feature extraction technique and pattern recognition.  The core part was to explore the method in 

determining the attributes or features and types of methods that possibly involved in the area of 

pattern recognition. In general, the authors have divided the methods into microanalysis and macro-

analysis.   

 

A very broad of survey has been done as reported in [11], covering the ‘research pattern’ in pattern 

recognition works from 1968 to 1974.  The main subjects involved were the statistical- and 

structural-based approaches in pattern recognition field of study, including the contribution on error 

estimation and classifier methods.   Reviews of classical, statistical and learning theory of pattern 

recognition are reported in [12].   The nearest neighbour, kernel, histogram, Vapnik-Chervonenkis 

theory and neural networks are discussed thoroughly.   Pattern recognition approaches can be 

categorized into template-matching, decision-theoretic and syntactic approaches [13].  The decision 

making based on similarity criteria involved direct matching, discriminant function, minimum-

distance, maximum-likelihood, minimum-Bayes risk and many more is explained comprehensively.  

Image segmentation, nevertheless, is important in pattern classification that involved with image 

processing.  The state-of-the-art survey for image segmentation approaches can be referred to [14].   

The goal of segmenting the input image is basically to ease the analysis as the image is provided in 

a very simplified way.    The issue of quality and robustness outlined in machine learning, data 

mining and pattern recognition embedded the main issue of evaluating the predictive performance 

of classification systems [15]. 

 



23 
 

Many applications of pattern recognition are reported in parallel in the literature since the beginning 

of the studies in this area.  Among them are Real-time recognition of spoken words [16], Vehicle 

recognition for highway lane [17], Synthetic biometrics [18], Machine recognition of human 

activities [19], Binarization algorithms on historical documents [20], Audio, visual and spontaneous 

expressions [21], Pattern recognition in cancer diagnosis [22], Pedestrian detection for advanced 

driver assistance systems [23], Script recognition [24], Traffic sign recognition [25], Plant 

recognition method [26], Pattern recognition challenges in data-intensive astronomy [27], Audio-

based music classification and annotation [28], and Video-based abnormal human behaviour 

recognition [29].  All of these applications show that the pattern recognition area of study has been 

participated by multidiscipline of research groups all over the world.   

 

Pattern recognition demonstrated in face recognition application also receives great responses from 

scholars, researchers and practitioners in the area of detection, identity recognition and latest in 

image understanding.   A survey of approaches and issues are reported such as approaches applied 

to three-dimensional face recognition [30], Biometric recognition methods [31],  Age synthesis and 

estimation via faces [32], Local binary patterns and its application to facial image analysis [33], and 

Multispectral face recognition and multimodal score fusion [34].  The problems involved in 

classifying and recognizing the pattern of human faces from the given face images certainly similar 

to other image processing issues and matters.  The image variation such as illumination, pose and 

expression are among the major contribution of the problems to be confronted.  Furthermore, 

classification of face images is basically to classify the images that have the same global 

characteristics as human faces that are similar but not totally equal.  This scenario differs in 

classifying two different classes of different structure or shape.  

 

The detail of the surveys on face recognition problems and approaches used is discussed in the next 

following sections.  The discussion will begin with matter related to unique characteristics 

information provided on 2D face images, variation complexity produced by intrinsic and extrinsic 

variations, approaches and methods, and problems tackled in this thesis and proposed approaches. 
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person (variation complexity).  The small differences in the patterns reveal the identity of the 

person.  Pixels intensity on the 2D image represents the surface characteristics and form the 

curvature or shape of the features.  From the curvature of the features, one can analyze its geometry 

characteristic such as the shape and distance between features.   This characteristic can be further 

derived including the length and area of the region of interest.  The informative region is not only 

restricted to the main features such as eyes, nose and mouth.  This group of features have their own 

response to the intrinsic and extrinsic variations.  On the other hand, the consistency of the UCI of 

some features such as the forehead, nose and chin contributed different forms of data that may 

reduce the unnecessary response to the image variation due to its more stable information.  

Furthermore, symmetrical property of the human face and the study of skin colour contribute to the 

close understanding of the faces unique characteristic information.  For instance, the intensity 

values on a 2D image which representing certain skin colour may be affected by illumination 

variation and produce incorrect judgement on the exact skin colour for a particular sample. 

 

The UCI discussed thus far needs to be represented by the parameters of measurement where the 

chosen variables are varied accordingly based on different interest of various researchers.  

According to [36], the variables can be divided into two categories, namely observed and 

significant unobserved variables.  Given a 2D face image (colour or gray image), the observed 

variables simply can be viewed and analyzed from its pixel value data.  However, the significant 

unobserved variables are the information inherently delivered by the natural representation of a 3D 

human face recorded on a 2D image.  These variables represent the information such as the 

expression states of particular faces, type of gender, age, regional appearance or ethnicity and many 

more.  Illumination, geometrical view, orientation (rotation and scaling) and any of its derivatives 

are grouped as the image variation and unobserved variables.  The approaches reported in the 

literature for extracting the identity of the person can be broadly classified into two categories, 

namely component-based or feature-based and holistic-based or appearance-based approaches [6], 

[7], [37].  Holistic-based approach extracts the features of the whole image as one response while 

the component-based approach is an analytical approach that concentrates on the discrete features 

of the image.  These two approaches will be reviewed later in conjunction with the main theme of 

the research carried out in this thesis.  In this regard, the explanation is classified in the way the 

problems are perceived, that is the complexity of the image variation in extracting the UCI of a face 

image.  

 

The challenges in representing the variables mentioned earlier are closely related to the study of 

image variation that involves intrinsic and extrinsic variations.  The performance of the designed 

features extractor and classifier can be moderately increased by understanding what UCI feature is 
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being looked for and what sources of the variation that effect this the most.   The intrinsic variation 

is observed through the physical nature of the face.   This involves identity, sex (gender 

recognition), age (young or adult), non-rigid movement (such as expression (emotion) and speech), 

and face changes due to scars, weight and self-occlusion.   On the other hand, the changes in 

extrinsic variation can be caused by changes of viewing geometry, illumination, imaging process, 

occlusion and rigid movement by head [38].  The illumination problem is observed with the 

interaction of light with face and the observer.  The pose variation is determined from the rigid 

motion between the observer and the subject.   The variation due to facial expression (and speech) 

is caused by non-rigid motion or changes in 3D shape [35].   Occlusion and accessories (makeup, 

glasses, beard, etc.) are the sources of variation that can also further impact the recognition 

performance.   Other variations such as changes in weight (expanded face surface) and the presence 

of scars further challenging the performance of extraction technique. 
 

As mentioned earlier, the classification task is difficult due to inter-personal and intra-personal 

variation.   Obviously, the difference between two images of the same person from different 

viewpoints is larger than the difference measured for different people viewed from the same view 

point.  This problem has been discussed in [38] and the result is shown in figure 2.3 and figure 2.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: The difference between two images of same person with different view point is larger than   
                    the difference measured for different people of same view point [14]. 

Figure 2.4:   Representation of face images from Figure 2.3 in the first two eigenface dimensions [38]. 
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The approach used in a classification task should maximize the intra-personal difference and 

minimize the inter-personal difference, so that the matching performance can be increased.  Ideally, 

the feature extraction technique used must in some way able to capture the unique characteristic of 

person’s face in the presence of any variation.   However, this is not an easy task due to the major 

variation problems of illumination, pose, expression and occlusion (the dynamic variation of human 

face).  Figure 2.5 demonstrates the various problems of variations and its implication in features 

extraction and classification tasks.   Each of these variations warrants a separate study due to its 

complexity.   A great deal of previous research has been carried out in tackling these variation 

problems as discussed further in Section 2.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

The second problem is the limitation of UCI due to an increasing level of variation complexity or 

limited number of images of a particular class that may be available for the training purposes.  

Furthermore, the images that are used in a training session may cope with the specific application 

that relate to the training environment but not in other real applications.   However, there are fewer 

studies in the literature tackling this complex problem, due to the limitation of information 

availability and the high variation complexity or limited image availability. 

 

Figure 2.5:  Facial variation:  A model of problems related to face recognition and demonstration of
intrinsic and extrinsic variation. (a.)  Original face image (frontal view).  (b.) Effect of
pose variation.  (c.) Effect of illumination variation.   (d.) Effect of expression variation. 
(e) Effect of occlusion.  (f.) Combination of all.   

( a. ) ( b. ) ( c. ) 

( e. )( d. ) ( f. ) 
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2.3 Variation Complexity versus Unique Characteristic Information 

(UCI) 
 

The amount of Unique Characteristic Information (UCI) on a single face image is inversely 

proportional to its variation complexity.   This has been derived and explained in Chapter One.  The 

more the variation complexity, the less the identity information can be observed and extracted.   

There are two general ways in dealing with these problems.   One of them is to reduce the variation 

sources while collecting more information.   This can be done by obtaining the image under a 

controlled environment condition where controlled lighting could reduce the illumination problem, 

the user cooperation can helps to solve the viewing problem (giving frontal view) and expression 

state (normal emotional state) and not allowing occlusion at all.   In this regard, almost all of the 

developed techniques reported in literature may perform precisely [6], [7], [37], [39].  This kind of 

environment-controlled recognition system is suitable for the application such as security and 

access control or any other application where the user cooperation can be relied on.   Unfortunately, 

often real-life applications are uncontrolled environments and need a more robust analysis to be 

carried out.   The second way in dealing with the variation complexity is the most challenging one 

as the recognition performance depends solely on the recognition algorithm.   From the literature 

study, the approaches used for algorithm development in handling the uncontrolled variations can 

be broadly classified into two categories, image-based and model-based approaches (variation-

modelling).   The first category can further be divided into two approaches; they are invariant 

features and transformation/normalization approaches [40].    As most of previous research has 

focused on the study on specific variation, it is quite difficult to judge the reliability of the 

techniques when tested on the other type of variation.  

 

In this section, the review on the past and current work focussing on the type of variation 

components that make the complexity (i.e. illumination, pose, expression and occlusion) and the 

methods used in handling these variations will be carried out.   Secondly, the work on the limited 

information availability such as using a single face image will be reviewed.  Finally, a number of 

previous research studies that have a similarity in the conceptual problem to the one proposed in 

this thesis will be discussed. 

 

The illumination impact on the images of same person can be seen in Figure 2.6 [41].  The same 

features or spot in the image is changes when different illumination impact is given.  This non-

linear illumination variation is caused by the shape that reflects the light [42].   This variation can 

make up to 150% changes in original image (i.e. 20% made by pose variation) [36].  Furthermore, a 
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large illumination variation is able to erase the entire features or change the characteristic of 

features in term of geometry, strength and existence of any given intensity-based features [36].   

However, since the face is assumed symmetrical, some parts or erased face features can be 

compensated by manipulating the other side of symmetrical.  This can be seen in figure 2.6 where 

the spot is represented by the red circle.  The study of illumination variation involves the light 

direction, brightness, contrast, shadow and shading.  Work in [40], [43], [44], [45], [46], [47], [48], 

[49], [50], [51], [52] have demonstrated the handling the problem of illumination variation by the 

techniques categorized from invariant features, transformation/normalization and variation-

modelling.   For instance, in [52], the problem of varying illuminations has been tackled by the 

creation of quotient image based on assumption that all faces fall into a class of object.  An 

appearance-based method discussed in [49] and [50] applied Lambertian reflectance and model the 

illumination variability.   A small set of training images are used to generate the illumination 

variation representation i.e. the illumination cone.   In [48], the gray level histogram of one face 

was transformed to the histogram of any other face.   This is done with the assumption that all faces 

fall into the same class such as in [52] so that facial pixels modelled by empirical probability 

distribution can be transformed to normalize the illumination.  This is discussed further in [53], 

[54], [55] and [56]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In [38], pose variation problem has been tackled by the development of dynamic face model. The 

author had produced a comprehensive approach for face modelling, detection, tracking and dynamic 

recognition. By using the image sequences (video input), a sparse 3D shape model is developed 

where several face detectors are constructed choosing the optimum detection that accounts for the 

Figure 2.6:   Sample images of illumination variation problem. 
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accuracy and speed of face image processing.  Support Vector Regression, Support Vector 

Machines and eigenfaces are used and a Kernel Discriminate Analysis technique is developed in 

this multi-view face recognition. In [57], a multi-view optimization search based on a model and 

data-driven method is proposed. This is carried out in determine the most suitable views for 3D 

facial modelling. The simulation of silhouettes images for prototype head/torso using scanned 3D 

heads are found to be efficient and authors claim the first systematic investigation of optimal views 

for modelling the 3D face. In [58], with the aid of distribution of needle-map directions on the 2D 

image, delivered by shape-from-shading technique, the orientation histograms are computed in 

estimating the facial pose. From the experimental results shown, the authors reported that the 

method is only effective for the head rotation of less than 40 degrees from the frontal pose. As the 

method does not rely on the detailed features alignment, the authors suggested that the method to be 

used for rough pose estimation.     

 

The study of facial expression variation as shown in figure 2.7 have received a great deal of 

attention in research described in [59][60][61][62][63][64].  A number of references listed in the 

bibliography suggest the seriousness of this particular study area.  [60], [61] are review papers that 

one can refer to the state-of-the-art in automatic facial expression analysis. In their studies, [60], 

[65] have reported that facial expression, vocal and verbal carried 55%, 38% and 7% of the 

message delivery effectiveness respectively.       

 

 

     
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.7:   Sample images of common facial expression states from Cohn-Kanade AU-Coded 
Facial Expression database. 
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The comparison of performance demonstrated by different methods (Gabor wavelet and Principle 

Component Analysis) reported in [66] revealed the high achievement (96% accuracy) in classifying 

12 facial actions of the upper and lower face. In [67], a similar achievement is also reported for the 

performance of feature-based method, where 95.4% and 96.7% for upper face action units for 

(AUs) and lower face AUs respectively. A hybrid approach demonstrated in [68], a result of 92.7% 

is achieved for the expression recognition performance.  It was reported that a combination of the 

geometric features and regional appearance methods had greater achievement compared with the 

individual achievement shown by both methods. Results of 89.6% for geometric facial features and 

32% for regional appearance pattern are achieved on the test of 514 samples (European, African 

and Asian ancestry).    

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The image variation such as those shown in figure 2.8 is another kind of image variation that may 

greatly influence or degrade the classification performance due to the fact that part of the features is 

occluded. The study involved the two issues that measure the robustness of the developed system. 

The first one is the study of the salient features that may exist on the face image and to the extent of 

which features that may best represent the identity of the person. The second one is the performance 

of the extractor and which method may provide better extraction.  However, fewer studies can be 

found in the literature for this kind of variation complexity. 

 

There are also studies that investigate use of more than one variation in measuring the robustness of 

the extractor.   [69], [70], [71] and [72] are examples of research works that combined the study of 

illumination and pose variations in face recognition.   The matching between probe and gallery 

images in [70] is done by the algorithm that estimated the Fisher light-field of the subject’s head.   

Figure 2.8:   Sample images from AR database demonstrating face of partially occluded with 
varying illumination. 
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Fisher’s Linear Discriminant (or Linear Discriminant Analysis) uses the available class information 

to compute a projection for discrimination tasks.   The work in [69] falls into the category of 

invariant features with the use of identity signature derived from the so called illuminating light 

field.   The method assumed Lambertian reflectance for illumination and light field model for the 

poses. 

 

There are also various methods applied in tackling the problem of a single face image. Some of this 

research can be found in [73], [74], [75], [76], [77], [78] and [79].   In [75], the method based on 

PCA, known as (PC)2A is proposed. The author has reported that given only a single training image 

per person, the method has achieved 3-5% higher accuracy as compared to the standard eigenface 

technique.  It is also reported that the method can be performed with less computational cost as 

well.  In [73], the combination of features and holistic approaches is performed through a proposed 

design procedure.  Given a face image of various views, the head model is estimated after allocated 

15 feature points on a face. By using geometrical measurements, the rotation of the face can be 

estimated so that it can be in frontal viewed to compare with the database of 40 frontal-view faces.   

Secondly, the windows for the eyes, nose and mouth are created and comparison is made between 

the test image and database using a correlation method.   The overall performance rate of over 84% 

is reported. 

 

Other researchers that have worked on a single image using various methods such as automatic 

classification, novel views, synthesis of novel views and quadratic approach shape-from-shading 

can be found in [74], [76], [78] and [79] respectively.   Shape-from-shading (SFS) technique is 

basically measuring the shape gradient on the 2D images from the shading information.   In the 

review papers [80] and [81] the authors have divided the SFS approaches into four categories, these 

are minimization, propagation, local and linear approaches.   The output quality from each category 

are shown, evaluated and discussed thoroughly although none of them produced good results in 

term of image recovery.   Numerous SFS-based techniques have been developed in [82], [83], [84], 

[85]. These give examples of the exploration of SFS that use statistical, surface topography 

information, knowledge-based, adaptive and neural network respectively.   The technique of 

rendering the image for the purpose of obtaining more information has long been used especially in 

computer science society.   

 

In [86], the variation complexity is restricted to a imprecisely localized image whilst partially 

occluded and expression variation.   The author works on a single image per class for limited 

information availability.   The probabilistic approach (within the appearance-based paradigm) is 

used, where each of the variations is tackled differently.   Studies in [87] investigated the impact of 
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illumination, pose, expression, occlusion and subject gender using two commonly algorithms, 

template-based and features-based methods.  In this study, authors did not propose any new 

techniques.   The objective of their research was to conduct a series of tests on three databases (PIE, 

Cohn-Kanade and AR) to evaluate the effect of concerned variations.    Interestingly, the outcome 

of their experiment concluded that in natural environment, pose, illumination, expression, occlusion 

and individual difference among people represent critical challenges to face recognition algorithm 

[87].  The investigation work described in [88] is similar to [87], except the tests are limited to 

illumination, occlusion and expression.   The comparison of eigenfaces and fisherfaces methods is 

performed on AR database.    

 

At this stage of discussion, it is clear that the face recognition is an unsolved problem and research 

to be carried out need to look into the problem complexity with realistic solution. 

 

 

 

2.4 Unfamiliar Facial Identity Extraction and Classification 

 
A typical unfamiliar facial identity recognition system has been highlighted in chapter one of this 

thesis and the main stages occurring in the recognition process shown.  The flow of the information 

transformation is also explored with comparison between familiar and unfamiliar facial identity 

recognition process with respect to the proposed system and solution in this thesis. 
 

In this section, the detail of the proposed system will be explained from the conceptual overview in 

relation to the application and the background knowledge involved.   The key parameters in the 

colour, grey level and edge image analysis will be reviewed and the statistical texture analysis and 

basic operation of morphological approach will also been explained in relation to the background 

research of the proposed solution.   
 

 

 

2.4.1 Conceptual Overview – The-ID System Overview 

 

Depending on the search request, figure 2.9 illustrates the flow of the classification process from 

the image acquisition to the database division of the regional appearance, gender and age classes.   

However, in this thesis the work is restricted to the extraction, classification and representation of 
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collateral UCI.  This means that the input to the developed system is the detected face image.  The 

system works by providing the search request for regional appearance, gender and age classification 

based on the skin colour, facial texture and features measurement respectively.    

 

For simplicity, the unique identity of a particular person is named as Temporary Human Electronic 

Identification, abbreviated to The-ID.    The-ID represents three identity parameters; they are 

regional appearance, gender and age.   The regional appearance classes are chosen from the three 

major regional appearances in Malaysia; they are Malay, Chinese and India Malaysian.  The gender 

classes are male and female while the age classes are categorized as child and adult.   This chapter 

expands the explanation of The-ID determination, the process of collateral classification and 

recognition results. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

 
 

 

 

 
The challenge confronted in the The-ID classification task is to isolate and group the classes of 

regional appearance, gender and age in the manner where each of the class can be either a parent or 

sub-class.   This is important as the The-ID classifier further needs to classify these classes into 

sub-classes where each of these sub-classes will have their own independent unique representation.  

For instance, in the Malay class, there will be Malay-male and Malay-female classes.   Furthermore, 

in these two sub-classes, there can always be Malay-male or female-adult and Malay-male or 

Figure 2.9:   The flow of the identity parameters classification from the real life crowd to the database 
division (regional appearance, gender and age classes). 

(Collateral UCI 
extraction and classification) 



35 
 

female-child classes.  The same classification hierarchy also applied for Chinese and India classes.   

In the gender classification, no matter what regional appearance or age the subjects are, the system 

must capable to classify both male and female classes.   For example, no matter whether subject is 

in male or female class, there will be Malay, Chinese and India subjects where each of them can be 

further classified their age classes.   The same scenario will also happen in the age classification 

where the sub-classes of regional appearance and gender must be determined.   Figure 2.10 

illustrates the route of the database division with respect to the searching request. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The method used in regional appearance recognition must capable to differentiate between the 

Malay, Chinese and India classes but leave uninterrupted information when differentiating the 

members within the particular class.   The colour analysis is performed to reach this goal as Malay, 

Chinese and India skin colour are having different characteristics.   In this regards, the strategy used 

has made the rich fullness of the collateral information of the face is not complicated when 

classifying within the class information as these classes need to be classified into sub-classes of 

male, female, child and adult classes.   Different features of UCI are used to determine these sub-

classes.   By doing this, the similarity within the class and the dissimilarity between the class can 

both be increased by not affecting the dissimilarity between the members of a particular class for 

further classification.  For example, the other collateral UCI of the members of the Malay male and 

female, child and adult class can be extracted from its texture and features sizes and distances (not 

Figure 2.10:   Block diagram for the matching process and route selection for identity searching. 
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from the skin colour) by using the proposed DLBT method and creates a signature which then 

represents a part of the identity.  The information included in a completed identity representation is 

the colour code (regional appearance information), the facial texture (gender information) and 

derivative of sizes and distances of the features (age information).  The vector version of this 

information measures the identity parameters of a particular person.    

 
The last stage of The-ID system implementation is to match the criteria of a particular unfamiliar 

person to the database of detected face images.   The term unfamiliar refers to the computer 

perception and the databases to be searched. These are open databases such as the one in public 

areas or any other places (shopping complex, private or government building, country border, 

airport, university campus, school, bus station and many more).   This is one of the reasons why 

The-ID should have a simple processing approach and be easy to be implemented.  As what have 

been discussed in previous section, face images are full with unique characteristic information. 

With the rich of information in a particular database, there are many ways of gaining the benefit of 

the The-ID classifier.  If the The-ID is applied to the large database such as in the shopping 

complex or public areas, the The-ID may generate results of the statistical data of the percentage or 

fraction of how many Malay, Chinese or Indian are there, which age groups are dominant at that 

location or which gender is a majority in that area.   This statistical data is useful and may be used 

by an authority body and product development groups for marketing.   In the broad area of 

application, the The-ID may be used for segmenting the raw data of peoples in any database, such 

as regional appearance, gender and age classes explained previously, where this data ready to be 

used for any appropriate purposes. 

 

 

 

2.5  Background Knowledge  
 

2.5.1  Colour Image Analysis 

 
Colour cue has been widely used and have been continuously studied in image processing and face 

detection research communities respectively.   This scenario is motivated by the robustness of 

colour processing with today technology.  In face detection, skin colour is considered as robust as 

viewing geometry, translation, rotation and scaling variation [89].  This statement can be supported 

by [36] as the main goal in face detection system to extract the face-look object from the scenery 

that consists of various categories of objects.  However, this classification scenario is different in 
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face recognition system as the face is compared to other faces (same category) where the difference 

is very small.  In addition, if the colour characteristics of different peoples are similar, one can only 

easily judge that they are in the same ethnic group.  This means that the facial features are the main 

UCI that the two peoples are different.  Therefore, in this thesis, the colour analysis is chosen to 

perform the classification of regional appearances groups (Malay, Chinese and India Malaysian). 

 

In this section, we will review the back ground knowledge in performing colour image analysis and 

reviewing the relevant previous work with respect to the thesis interest.   

Figure 2.11 demonstrates the reflectance of the human skin with respect to the wavelength of the 

light within the visible region from 400 nm to 700 nm [89]. 

 
 
 
  
 
 
 
 
 
 
 
 
 
 

 

 

The above results prove that the regional appearance can be classified according to their skin 

colour.  As a matter of fact, these three categories are directly related to the three major regional 

appearances in Malaysia, they are Malay (pale), Chinese (yellowish) and Indian (dark).  The above 

results can only be referenced from a physics point of view involving the measurement of light 

wavelength.  However, the input of the system proposed in this thesis is dealing with the 2D images 

where the available information is only the pixel or intensity values.  Recalling from [36], the 

observed variables on the face image are the intensity values that are being used to explore the 

meaning that is carried by these values, these are the significant unobserved variables (the regional 

appearance, gender and age). 

 
 

 

Figure 2.11:  Graph of reflectance versus wavelength for the three different groups of human skin  
         (dark, pale and yellowish)[89]. 
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2.5.1.1  Colour Space 
 

Colour spaces such as RGB (Red, Green, Blue), HSV (Hue, Saturation, Value), YCrCb, CMY and 

many more are used to represent the images in a such way that is perceivable and observable by 

human eyes.  In this section, the discussion of colour spaces will only be focused on the 

interrelationship between these colour spaces for the image representation purposes.  The 

discussion on the previous research will be made.  It is hope that with current technology, colour 

image analysis should be able to have a place in the image processing although it was known to be 

processing intensive. 

In general the colour that is perceived by human eyes is comprised of white and coloured light.  

Various amounts of these two make up the variety of colours selection.  The dominant wavelength 

in the coloured light is known as hue.  The maximum value of hue is achieved at the level known as 

saturation (chroma) [89].     HSV colour space is often practiced in commercial applications, such 

as in illustration application and image programs [90].    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.12 visualize the HSV colour space showing the direction of hue angle around the vertical 

axis, the saturation and value in term of percentages on the plane and vertical axis respectively.  In 

[91], the extraction of face regions in a complex background of colour image is reported as 

successful with the use of YCrCb and HSV colour models for skin colour detection.  Morphological 

(opening) operations are then performed to remove small objects in the background area.  The 

decision rule based on shape and size is computed for face regions selection.  [92] also used YCbCr 

Figure 2.12:  Hue, Saturation and Value (HSV) color space or model [179]. 
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and HSV skin colour spaces for segmenting the foreground in their proposed face detection.  The 

opening and closing morphological operations are applied so as to remove the small regions.  

 

The use of AdaBoost algorithm can be found in both [93] and [94] for face recognition and 

detection respectively.   In [93], the AdaBoost learner is integrated with the chromatic information 

to explore the non-linearity problem and illumination variations in face patterns.  In [94], the 

AdaBoost algorithm is combined with the skin colour segmentation based on YCbCr model of 

chrominance space.  Then, they performed morphological operations to remove the unnecessary 

objects or noise in the image.  The face images used in the experiments also incorporated variations 

of viewing geometry, illumination, expressions and orientation.   

 

One of the latest studies that uses colour for face recognition is [95].   The method is based on the 

Local Binary Patterns (LBP) of Quaternionic Gabor features (QGF).  The QGF is then used to 

encode the positions and attributes of the face elements.  Here the process is reported as being 

robust to pose, illumination and facial expression variations.    [96] also used Gabor features that 

derive and extended the hyper-complex or quaternion domain.  Their work also involved the use of 

elastic graph which was commonly applied to gray scale images.  Performance comparison has 

been made for both type of input images (colour and gray level) and an improvement of 3% to 17% 

are reported on the use of colour images.   Another recent study on colour face recognition found in 

[97] is based on a matrix-representation model and a method called 2DPCA.  The features extractor 

computes the colour-Eigenfaces using 2DPCA and a nearest neighbourhood classification approach 

is adopted to identify the colour face samples [97].   The same category of representation is also 

demonstrated in [98].   Here they have applied the Linear Discriminate Analysis (LDA) of 

multispectral LBP histograms to the XM2VTS and FRGC 2.0 databases.   

 

The role of colour image in the case of real life low-resolution image problem has been studied in 

[99].   Here they have proven improved performance of the colour image compared to the intensity-

based images by introducing a new metric so called variation ratio gain (VRG).     

   

 

 

2.5.1.2 Relationship of Colour Spaces  
 

Referring to [3] and [89], the relationship between various colours spaces can be shown below.  The 

relationships shown are limited with respect to RGB colour space.  For RGB values which are 

normalized to the range of [0,1], we have:- 
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(i) Normalized RGB: 

  

  r = R/(R+G+B), g = G/(R+G+B), b = B/(R+G+B) 

 

 

(ii) HSV: 

 

  H = θ  if B  ≤  G 

    360 – θ  if B  >  G 

 

 

  where, 

  θ = cos-1             ½[ (R – G)  +  (R – B)]    

       [(R – G)2  + (R – B)(G – B)]1/2 

 

  S = 1   -    [ (3/ (R  +  G  +  B)) [min (R,G,B)]] 

   

  V = (R  +  G  +  B) / 3    

 

 

 (iii) YCrCb: 

 

  Y = 0.299R + 0.587G + 0.114B 

  Cr = R – Y 

  Cb = B - Y 

 

 

 (iv) CMY and CMYK: 

 

  C = 1  -  R 

  M = 1  -  G 

  Y = 1  -  B 
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2.5.2 Gray Image Analysis 
 
 

The complexity of the colour images such as RGB format can be reduced to the gray scale with 256 

levels for each pixel.  Gray image analysis is performed in many classification applications where 

the desired outcomes can be based on the intensity values.  This gray scale images can still provide 

huge information, but with less processing time as the pixels are only in the range of 256 gray 

levels.     

 

From a robust computer processing point of view, characterizing the input image must focus on the 

available information and should not rely on what object should have seen using  normal human 

judgement.  This is agreed by many researchers such as the one reported in [100] and [101] to name 

a few.  [101] has provided a unified conceptual framework for various existing theories and 

techniques in dealing with the gray-scale images.   [100] has also demonstrated an example of an 

application that use gray images for image retrieval.  In their study, more than 1000 images have 

been tested for image retrieval with the use of local gray value invariants technique.   There are 

many other studies in the literature that work on gray scale images with various techniques and 

application.  However, in this section we restrict our review to the texture analysis that works on the 

gray image with respect to the thesis interests.  Furthermore, this current study focuses on the 

second order statistics, which means dealing with the pixel and its neighbourhood in the form of 

pairing existence in the image (co-occurrence).   

 

In the next following sub-section, we will review the methods used in the literature for texture 

analysis and highlights the use of texture as a cue for our proposed method in classifying the gender 

classes, i.e. male and female classes.  

 

 

 

2.5.2.1 Statistical-based Texture Analysis 
 

Texture is one of image primitive cues which describes the depth or 3D information of 2D images.  

The definition of ‘texture’ varies accordingly depending on the perception and applications that 

interest the people who involved in project or algorithm development [89].  Texture analysis is 

widely used in many applications that are involved with image classification and segmentation from 

the point of view of the regional texture pattern analysis.  Remote sensing and surface inspection 

are examples of texture applications.   
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Figure 2.13 demonstrates various kinds of texture (silky, smooth, rough and bumpy) that are 

typically classified based on human perception, experiences and judgement.    Figure 2.14 

illustrates one of the examples on how the texture of the image is represented for computer 

processing.  In this example, the rough texture is revealed with the variation of intensity values in 3-

by-3 neighbourhood.  A simple representation of this regional texture can be made by simply 

subtracting the minimum value with the maximum value and the judgement can be regarded by 

setting the threshold value for this rough texture category.  In this example, the obvious difference 

between the maximum and minimum values allows judgments that the texture belongs to the 

roughness category. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Four main categories of applications that commonly perform the texture analysis are texture 

classification, segmentation, synthesis and shape from texture.  Consequently, methodologies in 

texture analysis can be categorized into four main approaches, namely geometrical (structural), 

statistical, model-based and signal processing (transform) [102].   

 

Geometrical methods are the group of methods for analyzing the image texture based on the texture 

elements which depend on the geometric properties of these elements [102], [103].   The statistical 

properties and placement rule can be analyzed and decided respectively for the extracted 

Figure 2.13:  Various kinds of texture. 

Silky Smooth Rough Bumpy 

Maximum 

Minimum 

Figure 2.14:  Texture observation and representation. 

45 51 101 

156 169 19 

37 12 132 
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representation.    Model-based methods are based on the parameters of texture representation in the 

form of modelling that can be used to describe and synthesize the texture [102].  In the third 

category, as the name implies, the signal processing or transformation class methodology uses the 

frequency domain to represent the texture.   This includes techniques such as Fourier transform, 

Gabor wavelet and many more.    In this section, our review is restricted to the statistical texture 

analysis where we will discuss the important facts around this method and review some other 

related research work and comments. 

 

The relationship between the pixels can be analyzed from the study of the intensity or gray values 

and its spatial distribution, which leads to the texture representation and observation.  In first order 

statistics, the pixel is studied individually while the second order statistic try to observe and reveal 

the relationship between a pixel and its neighbourhood.  One of the pioneering pieces of work that 

applied statistic knowledge is as reported in [104] where the use of co-occurrence matrix was 

introduced.    GLCM, as invented by Haralick et al. [142] used a set of offsets of the same distance 

and computed for four directions, 0, 45, 90 and 135 degrees.  With these data, the texture image 

matrix has been represented with the new form of matrices where a number of statistical analysis 

methods can be performed.    

 

 

A co-occurrence matrix is derived as: 

   
,ሺ݅ܥ ݆ሻ ൌ ෍ ෍ ൜1, ,݌ሺܫ ݂݅ ሻݍ ൌ ݌ሺܫ ݀݊ܽ ݅ ൅ ,ݔ ∆  ݍ ൅ ∆ ݕሻ ൌ ݆0, ௠                                                            ݁ݏ݅ݓݎ݄݁ݐ݋

௤ୀଵ
௡

௣ୀଵ  

 

 

where, 

 

  C(i,j) = The Gray Level Co-occurrence matrix (GLCM), 

I(n,m) = Image I of size n x m.  

(Δx,Δy) = Offset (Direction of performing the pixel pair comparison). 
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Suppose the image, I(n,m) and a GLCM, C(i,j) is defined with matrix size  

 

 ܽ11 ܽ12 ܽ13ܽ21 ܽ22 ܽ23ܽ31 ܽ32 ܽ33                              ቎ሺ0,0ሻ ሺ0,1ሻ ሺ0,2ሻሺ1,0ሻ ሺ1,1ሻ ሺ1,2ሻሺ2,0ሻ ሺ2,1ሻ ሺ2,2ሻ቏ 

 

 

The size of C(i,j) is determined from the chosen  re-quantization level of interest.  This gray level is 

chosen normally with respect to the computation complexity.  The higher the level, the more 

processing time is needed.  The above example uses 3 levels of gray scale, from 0 to 2, and as a 

result, the size of C(i,j) is 3 by 3.  Comparisons are made between pixels in I(n,m) (a reference and 

neighbour pixel) in a form shown in C(i,j).  The entries of C(i,j) are the sum of  appropriate pixel 

pair that  appear over the image, where the direction (offset) is 00 (comparing the pixel with its right 

neighbour). The process of comparison is repeated with the directions of 450, 900 and 1350.   For 

instance, the entry  (0,0) is a sum of combination or pair of reference and neighbouring pixel where 

both pixel values are (0,0).  The comparison of this pair is made over the image.  Once the 

completed C(i,j) is obtained, the statistical information can be analyzed by using the texture features 

such as GLCM Mean, Correlation, Energy, Homogeneity and many more.  

 

In short, a few common statistical analysis which can be found in many statistical books or 

references [3], [102] and [103] are listed below.   

 

 

(i) GLCM Mean,  

 

  

 

 

Both equations represent the GLCM Mean for the horizontal and vertical GLCM 

respectively.   By taking i as a reference pixel while j as a neighbouring pixel, the 

probability value of GLCM, Pij is elaborated a number of times as a pair of (i,j) appears in 

the image dimension that have been broken into a single line operation from (i,j) = 1 to N-

1.  

 

 

I(n,m)   = C(i,j)   = 
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(ii) GLCM Variance (GLCM Standard Deviation)  

 

  

 

 

(iii) Standard deviation equation 

 

  

 

From the equation, the value of GLCM Mean has a direct influence to the GLCM 

Variance.   Indeed, the GLCM parameters inherently affect the variance.   As a nature of 

tabulated pair of (I,j) within the image dimension, the GLCM variance employs the GLCM 

in such a way of measuring the dispersion values around the mean and its surrounding.   

GLCM Entropy is similar to GLCM Variance [90]. 

 

 

(iv) GLCM Correlation  

 

 

 

 

The texture information given by GLCM Correlation is intuitively differed against other 

GLCM texture measurement.  In revealing the linear relationship in pixel neighbourhood, 

GLCM Correlation may provide a different kind of information as calculated together with 

other GLCM statistical-based texture measurement [90]. 

 

 

 (v) GLCM Energy 

 

 

 

 

 GLCM Energy calculates the sum of squared elements in the GLCM [105]. 
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(vi) GLCM Homogeneity 

 

 

 

 

The homogeneity in GLCM data is expressed by the measurement of how close the 

elements in the GLCM have been distributed compared to the one in GLCM diagonal 

[105].  

 

 

Texture analysis often leads to a qualitative distinction between micro-textures and macro-textures 

where the difference between these two classes is based on the size of texture elements [106].  

Texture elements in both classes are the factors of shapes, sizes and placement that are analyzed by 

different observation with respect to the texture class.  In this regard, [106] proposed to use the 

generalized co-occurrence matrices for texture analysis.    Another kind of improvement has been 

made on the way to represent the micro and macro textures are as shown in [107].  They have 

introduced newly defined spatial size distributions (SSD) in designing the new descriptors for 

binary and grey-scale images.  The comparison between granulometric analysis and granulometric 

transformation of the image is the main theme in their work where the more complex descriptors 

derived from the SSD produced more description for the required finer image description.     

 

One of the latest studies as reported in [108] stated that the higher the number of gray-levels used 

for computing the GLCM, the better is the performance of the GLCM-based features texture 

analysis, based on their experiments.  This statement is agreed conventionally as it reveals more 

information for texture representation.  But, the main problem is to deal with the huge data 

extracted with higher numbers of grey-level.  In this case, they have proposed and studied the effect 

of grey-level re-quantization on the co-occurrence based texture analysis.   In this study the concept 

and approach is quite similar to the one proposed in this thesis but using different techniques for the 

image compensation in confronting the problem of image variations.  In their study, they have 

proposed the idea of rescaling the grey values to a particular range in such a way to normalize the 

pixel values.   The approach taken in the current study is discussed further in the following chapter 

for the gender recognition task with the presentation of results for compensation and recognition. 

 

Colour and grey level image have their own characteristics information depending on the 

application and approaches that are of interest to researchers and end users.   Another important 

image conversion format is a binary image where the important information remains held in the 
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image but without the illumination influence.  Figure 2.15 explains how the grey scale image is 

represented by the binary image [109]. 

 

 

 

 

 

 

 

 

 

A binary image or bi-level image is obtained by threshold the intensity values on a digital image 

and the outcome is only one of  two possible values for each pixel, either ‘0’ or ‘1’.  In common 

practice, the black colour (0) represents the background while the white colour (1) represents the 

foreground or vice versa.   

 

As discussed in the previous chapter, many images acquired from the real world have variation 

complexity involving the illumination, viewing angle and other kinds of intrinsic and extrinsic 

variations.   There are many studies in the literature which use binary image to avoid the presence 

of illumination problem in analyzing the texture.  One remarkable piece of work is as reported in 

[110] and later this approach is applied by many researchers such as in [111].  However, it is 

believed that there might be some loss in information compared to the original image information.  

This is the trade off that needs to be considered and the judgement made on the way the information 

is required for the analysis.   

 

 

 

2.5.2.2 Principle Component Analysis (PCA) 
 

As the name implies, PCA is a statistical method employed to perform an analysis on a set of data, 

possibly with high dimension where the pattern or principle components can be revealed.  The fact 

that the method can be relied on, is the ability to extract the significant factor or pattern 

characteristics and engage a new representation together with the dimensionality reduction of the 

original data set. 

 

Figure 2.15:  The basic operation for binary image representation [134]. 
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One of the early works that applied PCA in face recognition system is as reported in [112].  From 

the mathematical point of view, the PCA method calculates the eigenvectors of the covariance 

matrix of the set of face images [112]. 

 

The steps taken in applying the PCA method in face representation and recognition are generally  

listed below. 

 

 

(i) Given a set of face images, the image matrix is first normalized by subtracting the mean 

 from each of matrix element. 

 

(ii) Calculation of covariance matrix is implemented where the eigenvalues and eigenvectors 

 are obtained to represent a new dimension of the data pattern. 
 

 

 The covariance matrix, Cx is defined as [3]: 

 
 

 

௫ܥ        ൌ       ∑ ሺ௑೔ି ௑തሻሺ௒೔ି ௒തሻ೙೔సభ ሺ௡ିଵሻ  

           

 

where, 

                  തܺ   ൌ  .ܺ ݔ݅ݎݐܽ݉ ݂݋ ݊ܽ݁݉  
               തܺ   ൌ  .ܺ ݔ݅ݎݐܽ݉ ݂݋ ݊ܽ݁݉  
 

 

 

In this thesis, PCA-based face recognition algorithm is used and applied.  The details of the 

discussion is reported in Chapter Five where the database is segmented by the TheID software, 

(created from the thesis)  and searching and classification of face images are done by typical PCA-

based FR system.  The main purpose of this cooperation is to analyze the performance of TheID in 

term of shortening processing time for the face recognition algorithm to classify the subject. 
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2.5.3 Edge Image Analysis 

 
The complexity of image variation problem is built up from factors including the viewing 

geometry, illumination, occlusion and other kind of intrinsic and extrinsic image variation. Ideally, 

the recognition performance will increase whenever the variation is reduced and/or the UCI is 

increased.  However, the variation reduction on 2D face images might lose important clues or UCI 

data for a particular faces and increasing the UCI may also increase the image variation.  This 

phenomenon has been demonstrated through region characterization shown in the gray and binary 

image analysis in the previous section. 

 

In this section, we will review another kind of image presentation where only the edges of the 

objects in the image are to be analyzed.  This kind of image simply called edge image is useful in 

analyzing the characteristics of features in the images such as the shape, size and its derivatives.  

Figure 2.16 shows a simple and robust edge image conversion using a well known Canny’s filter.  

From the output in the figure, it is clear that the extracted edges have characterized the boundaries 

and reveals the shape of the object or features in the image. This element of UCI is always 

confronting the two situations mentioned in the earlier of the section.  The output is isolated from 

the illumination variation, which reduce the dimensionality of the data that needs to be processed.  

 

 

  

 

 

 

 

 

 

 

 

 

It also reduces the unnecessary data to be analyzed allowing concentration on the remaining data.  

However, this can only be true if the extracted information is the valid data that is supposed to be 

extracted.  In this regard, the edge detector must play a vital role in detecting a valid situation.      

 

Figure 2.16:  Typical edge face image (JAFFE database) produced by Canny filter.  
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Technically, through the image acquisition system, any 3D real world object may end up on 2D 

image with various intensity or pixel values representation.  The differences between the intensity 

values may yield the boundaries in term of lines and curves.   In other words, these boundaries or 

simply the 2D shapes (constructed from the combination of lines and curves) of the object on 2D 

image are characterized by the edges.   The edges distinguish the objects from the background.  By 

determining the true edges, one can perform the image segmentation, detection or any relevant 

image processing task as what is concerned in this thesis. 

 

There are commonly three stages in the process of edge detection.  Noise reduction, high-pass 

filtering and edge localization processes are performed respectively.  The principles of edge 

detection can be explained with the aid of figure 2.17 by observing the cross-sectional or profile 

view of the intensity changes of an image [113].   There are commonly three types of edges, known 

as steps ((a) to (b)), lines (c) and junctions (d).   The step type can be detected by determining the 

gradient of intensity function of the image [113] while lines are localized by zero-crossings of the 

first derivative or local maxima for gray level images.  In the case of edge junctions as shown in 

figure (d), localization can be done such as by a point with great variation in gradient direction.  

Figure 2.18 illustrates the first and second order derivatives of a one-dimensional function. 

 

A partial derivative for a basic definition of a one-dimensional function, f(x) is given by [3], 

 

ݔ߲݂߲       ൌ      ݂ሺݔ ൅ 1ሻ െ  ݂ሺݔሻ 

   

 

And a second-order derivative function is given by, 

 

 ߲ଶ݂߲ݔଶ   ൌ    ݂ሺݔ ൅ 1ሻ ൅  ݂ሺݔ െ 1ሻ െ  2݂ሺݔሻ 

 

 

In applying these two functions onto the image, the properties are derived as follows: 

 

(i) Along the ramp, the first order derivative is nonzero.  The first order derivative is zero at 

 constant gray level while the second order is zero along the ramp and at constant gray level.   
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 However, in the case of second order derivative, the nonzero only occurs at the onset and 

 the end of the ramp [3]. 

 

(ii) The edges produced by the first order is thicker compared to the second order derivative. 

 

(iii) The second order derivative yields double response at step changes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the understanding of edge principles and properties, it can be seen that the quality of edge 

detection will have a direct impact in the presence of intrinsic and extrinsic variations.  Illumination 

is a kind of extrinsic variation that will highly influent the quality of edge detection.  The intrinsic 

variation components represented by various level of intensity values within the object boundaries, 

will directly challenge any edge detection techniques. 

 

There are a number of filters or edge detectors invented and reported in the literature for more than 

three decades ago.  A survey on edge detection methods, among the latest publication can be 

Figure 2.18:  First and second order derivatives. 

Figure 2.17:  Profile view of edge gradient. 

(a)  Ideal step edge. (b)  Step coupled  
       with noise. 

(c)  Line edge. (d)  Junction edge. 

(e)  First order  
      derivative. 

(f)  Second order  
       derivative. 
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referred to [113].   In their wide range of edge detection study, the methods are divided into very 

specific categories of analytic approaches.   This includes classical, Gaussian-based, Multi-

resolution, non-linear, wavelet-based, statistical, machine learning-based, contextual, line edge and 

coloured edges methods.  

 

In this thesis, a review on edge detector focuses on Canny filter as its capability is a standard in 

most industrial application [113].  This is due to the fact that Canny filter has outperformed the 

classical methods.     In [114], the Canny algorithm illustrates that low error rate and precise edge 

extraction must be the first goal in edge extraction to avoid wrongly analyzing the extracted edges.   

This statement opens two main issues of extractions i.e. extracting the wrong edges (including the 

variation) and inability to extract the true edges (discontinuity).  These two problems become the 

motivation for the main criteria in Canny filter or edge detector.  Many applications that work on 

edge images have the benefit of the Canny detector beside other well known edge detectors such as 

Sobel and Prewitt [114]. 

 

Canny has outlined three performance criteria summarized as follows: 

 

(i) A good detection must be able to perform a low failure in marking the real edge points and a 

low failure in falsely marking non-edge points.   These statements direct the derivation to the 

maximizing signal-to-noise ratio (SNR) which is expressed mathematically  

 

 

 SNRൌ  | ׬ Gሺ‐xሻfሺxሻdx|൅w‐wට׬ f ଶሺxሻdx൅w‐wn0  

   

 

where, 

 ݂ሺݔሻ   ൌ ሻݔሺܩ .ݎ݁ݐ݈݂݅ ݄݁ݐ ݂݋ ݁ݏ݊݋݌ݏ݁ݎ ݁ݏ݈ݑ݌݉ܫ       ൌ  ሻݔሺ݂ ݂݋ ݏ݁݃݀ܧ    

n0    = Noise amplitude per unit length. 
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(ii) The detected edge points must be very close to the centre of the true edge.  In this regards, 

 the derivation of good localization is given by: 

 

 

ൌ ݊݋݅ݐܽݖ݈݅ܽܿ݋ܮ     | ׬ ீ′ሺି௫ሻ௙′ሺ௫ሻௗ௫|శೢష ටೢ׬ ௙మሺ௫ሻௗ௫శೢషೢ೙బ  

 

(iii) Eliminating multiple responses so that only one response remains to a single edge.  The 

details of derivation deal with the numerical optimization which can be referred to [114]. 

 

In supporting the reasons behind applying the Canny edge detector in this thesis, we have done a 

sequence of experiments on the selected categories of face images.   Face images from controlled 

and uncontrolled environment have been chosen for these experiments.   Figure 2.19 and 2.20 

demonstrate the results of Canny filter edge detector against the other two selected edge detectors, 

the Sobel and Prewitt filters from the classical approaches for a purpose of comparison. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)  Original image (b)  Canny filter (c) Sobel filter (d)  Prewitt filter 

(a)  Original image (b)  Canny filter (c)  Sobel filter (d)  Prewitt filter 

Figure 2.19:  Edge detection results for images of controlled environment. 

Figure 2.20:  Edge detection results for images of uncontrolled environment. 
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The results of both figures show that the Canny filter has outperformed the other filters for both 

controlled and uncontrolled environment.   In this regard, we decide to employ Canny edge detector 

to extract the face UCI for age estimation and recognition purposes. 

 

The review in this section is limited to the basic understanding of edge images and edge detectors 

with respect to the advantages and disadvantages as outlined previously.    In the next following 

sub-section, we will review the morphological technique that is applied in this thesis in conjunction 

with the edge images. 

 

 

 

2.5.3.1 Morphological-based Feature Measurement 
 

From linguistic point of view, morphology is a term used to describe the structure of any word of 

any language.  From biology point of view, morphology is a term used to deal with the form or 

structure of organisms or animals [3].   Mathematical morphology that is based on set theory has 

long been used in image processing as to describe or represent the characteristics of the features in 

term of the shape and its derivatives.  The motivation of studying and choosing this method is that 

its characteristics suit the characteristics of proposed approach in solving the image variations and 

UCI extraction and enhancement.  Morphological operations can reduce the dimensionality of 

image data, represent the features’ characteristics while reduce or eliminate the irrelevant objects 

[115].   We will review this operation directly based on the mechanisms that make it reliable and 

consistent.    

 

Dilation and erosion are two basic morphological operations.   A simple illustrative example is 

shown in figure 2.21 to demonstrate the dilation operation on the binary image.    

 

 

 

 

 

 

 

 

 

 Figure 2.21:  Structuring element used in morphological operations [105]. 
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The image is scanned using a small window called a structuring element.  In this example, the 

comparison is been made within 3 neighbourhood pixels and the maximum value (1) is chosen for 

locating the new value in the corresponding output image.  This means, at the end of the process, 

the dilation operation basically dilates or expand the boundary of the objects in an image.  In 

contrast, the erosion operation will shrink the boundary of the object as a result of setting the 

minimum value (0) in neighbourhood pixels.  Morphological operations can also be applied to gray 

images with the same concept of local maxima and minima.   

 

There are many operations derived in morphological image processing.  Opening, closing and hit-

or-miss transformation are among the basic concept in morphological operations. A summary of 

morphological operations and their properties are discussed in [3]. 

 

Morphological-based techniques are used in many research areas in the image processing 

community, including face detection and face recognition research areas.  In both detection and 

recognition, the common task is to design the feature extractor where the extracted features are 

derived to be a reliable representation with the limit specified by the approach.  A number of 

research works are reviewed that apply the morphological technique in different ways and with 

different interest where the reliability of morphology concept in image enhancement and analysis is 

discussed with the different kinds of technique demonstrated. 

 

In [116], the use of wavelet decomposition and morphological technique are combined to enhance 

the intrinsic features while reducing both the intrinsic and extrinsic variations.  The filtered image is 

then fed into a neural network of modified high order to allow rapid learning convergence, good 

generalization properties and a small number of adjustable weights.  The authors also combined the 

information extracted from the face image with signature analysis for their proposed verification 

system (fusion system) [117]. Wavelet-based morphological approach also can be reviewed in 

[118] for the proposed face detection based on human skin colour.  They have divided the work into 

two stages, region segmentation and facial region detection.   Both results from the wavelet-based 

morphological approach in segmentation task and skin colour model in face detection task are 

integrated as to provide the most accurate facial region.  In the verification system proposed in 

[119], the multi-scale morphological dilation-erosion technique which is claimed as novel dynamic 

link architecture (MDLA) is performed with the substitution of Gabor filters and scaled structuring 

function.   The authors have successfully manipulated the responses of a set of Gabor features and 

the several structuring functions or elements shape such as hemisphere, the flat and circular 

parabolic.   The same authors have extended their study of MDLA [120], [121] morphological 

elastic graph matching [122], face authentication [123] and verification [124] that based on 
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morphological shape decomposition as feature extraction mechanism.  Similarly, the work in [135] 

also used a multi-scale morphological dilation-erosion technique for their proposed Morphological 

Multi-scale Fingerprints (MMF) for face localization.  The local maxima and minima are computed 

in MMF to a certain scale in multi-scale morphological dilation-erosion analysis. The results are 

compared with the eigenface approach as the proposed technique falls into the same category of 

global or holistic approach.   

 

In [126], a new method that is claimed to be invariant to illumination in face recognition is 

introduced with the method so called Morphological Quotient Image (MQI).  The MQI is based on 

the comparison between the morphological close and open operations where the most effective one 

is chosen. The authors used the Yale database for their training stage and CMU-PIE database for 

the testing stage. The effect of template size with respect to the recognition rate is also studied and 

experimental results are reported as encouraging.  Another recent study reported in [110], has 

applied the morphological reconstruction and edge linking to enhance features representation after 

the edge detection has been performed.    

 

 

 

2.5.4 Matching Algorithms 
 

Matching process can be considered as the last stage in recognition module.  As a result of 

matching measurement, similarity or dissimilarity outcomes of the given input image will be judged 

based on predetermined decision boundary or thresholding.   Conventionally, there are a few 

techniques used in pattern recognition system.   In this section, we have chosen two famous 

matching techniques where the motivation and mathematical representation will be explained. 

 

 

2.5.4.1 Euclidean Distance 
 

The matching process of two images is done by computing the Euclidean distance given as: 

 ݀ாଶሺݔ, ሻݕ  ൌ   ෍ሺݔ௞ െ ௞ሻଶெேݕ
௞ୀଵ  
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where, 

 

   x and y  = two images with the size of M x N respectively. 

  x = (x1, x2, ……. xMN) 

  y = (y1, y2, ……. yMN) 

 

 

Suppose pixels of p, q and z are assigned with the coordinates of (x,y), (s,t) and (v,w) respectively. 

Thus, the Euclidean distance between p and q is given by: 

 

,݌௘ሺܦ   ሻݍ       ൌ     ሾሺݔ െ ሻଶݏ ൅  ሺݕ െ  ሻଶሿଵ/ଶݐ

 

 

The distance function, D may also be calculated in a number of ways such as “cityblock distance” 

and “chessboard distance”. 

 

 

 

2.5.4.2 Correlation 
 

Given two functions, f(x,y) and h(x,y), the correlation result is defined as [10]:- 

 

 

݂ሺݔ, ,ݔሻ ° ݄ሺݕ ሻݕ    ൌ ܰܯ1     ෍ ෍ ,ሺ݉כ݂ ݊ሻ݄ሺݔ ൅ ݉, ݕ ൅ ݊ሻேିଵ
௡ୀ଴

ெିଵ
௠ୀ଴  

 

where, 

  f*    = complex conjugate of f. 

 

 

 

In case of matching the sub-image w(x,y) of size J x K within an image f(x,y) of size M x N, where  

M ≥ J and N ≥ K, the correlation between f(x,y) and w(x,y) can be represented by [3]:- 
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    ܿሺݔ, ሻݕ   ൌ     ෍ ෍ ݂ሺݏ, ݔሺݓሻݐ ൅ ,ݏ ݕ ൅ ሻ௧௦ݐ  

 

where, 

 c(x,y)  = Correlation result 

 f(s,t)  = Image element 

 

 

In short, the result is an overlapping of f(x,y) and w(x,y) through the summation operation in the 

equation. 

 

 

 

2.6  Unique Facial Collateral Characteristics Information: 

  -Extraction, Representation and Classification 

 

2.6.1  Overview 
 

The key to success in recognition task depends on the efficiency of the classifier and the feature 

extractor.   However, the classifier can only work better if the feature extractor helps provide the 

classifier with all the necessary information and filters out the unnecessary information.   The 

decision of which features must be extracted as required by the classifier further challenges the 

operation of the extractor.    The quality of the feature image will also affect the extractor efficiency 

especially in the case of high image variation.    To this end, the tasks of the registration and 

recognition demonstrated in this thesis involving with the image transformation, modelling, 

compensation, feature extraction and classification are discussed.    

 

As introduced in chapter 1, Figure 2.22 shows the proposed collateral classification for enhancing 

the identity information through the categories of regional appearance, gender and age classes.  This 

figure illustrates variation complexity versus UCI explaining how the low UCI (and high variation) 

in the image can be brought up to the high UCI (and low variation) by image compensation and 

manipulation of the meanings of collateral UCI that inherently exist in the facial information  

 

In this chapter, the information that is delivered implicitly by the features extractor will be explored 

and output to feed the classifier in such a manner that the information is rich of collateral patterns.    
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Chapter Three where they are ready for the classifiers (Chapter Four) for further analysis and the 

classification judgement. 

  

 

 

2.6.2  Features Selection Criterion  
 

Generally, features extractors designed and demonstrated in the literature mostly focused their work 

on the overall necessity of identity representation of a person without being concerned about the 

type of collateral UCI of the face.  In this thesis, we have extended the study on features 

information manipulation and observed the type of UCI which will contribute to the identity 

parameters of regional appearance, gender and age.  From the overall review, humans can easily 

justify the major differences between subject facial characteristics.  For instance, the difference 

between regional appearances is based on the skin colour and facial features and the genders are 

look different because of the facial features and texture characteristics.  In addition, the age classes 

are differed due to features size and distance.  For computer image processing, there are a lot more 

factors to be considered due to the image variation.   Generally, it can be summarized that the 

overall face surface comprises of: 
 

 

(i.) The face shape (the outer line). 

(ii.) The major facial features (eyes, eyebrows, nose and mouth (upper and lower lips)) 

(iii.) The facial skin colour. 

(iv.) The facial texture. 
 

 

Each of these UCI with the properties such as size, shape and distances and any of its derivatives 

reveal the unique pattern that can determine what characteristics of the person (regional appearance, 

gender and age).  Figure 2.23(a) illustrates these features location on the 2D image and figure 

2.23(b) demonstrates some differences between subjects based on the four characteristics 

mentioned above.   From figure 2.23(a), the information that can be extracted from the face shape 

(the outer line) can be used for all of the three defined identity parameters (regional appearance, 

gender and age) concerned in this thesis.   However, the validity of this information cannot be relied 

upon due to the culture practice, life style or even religion matters for some peoples.   This can be 

seen in figure 2.23(b) where the outer line of facial shape is occluded by the scarf wore by the 

Malay female.   In fact, this is common all over the world unrelated to religious matter or as a 

fashion for a certain occasion.   Therefore, we have to ignore this characteristic and no further 
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investigation is taken as we are dealing mostly with the real world images.   The only information 

left is the major facial features (eyes, eyebrows, nose, mouths), the texture and skin colour.    

 

 

 

 

 

 

   

 

  

 

 

 

 

  

 

 

  

 

 

 

 

Furthermore, the derivative of this characteristic information may further elaborate the type of UCI 

for a particular subject.   For examples, the combination of features size and shape characteristic 

information will represent the regional appearance and gender classes while the combination of 

features size and distance information can estimate the age class of a particular subject.  In addition, 

the characteristic of the skin colour information is also useful for regional appearance classification 

and the texture characteristics can also represent the gender class.   From the figure 2.23(b), one can 

easily classify the regional appearance, gender and age classes of the subjects based on the 

previously mentioned the facial characteristics.  For instance, the baby’s features size and distance 

is different from the adult.  It is also can be observed that the features shape and texture of male 

(figure 2.23(a)) and female (figure 2.23(b)) are different.   This shape and size characteristics are 

also different between different regional appearances (figure 2.23(b)).    However, extraction of all 

of these characteristics is not an easy and the problems are well known among the researchers in 

this area of study [37].   To accommodate a reasonable classifiers requirement with a compromise 

Figure 2.23:   Face features selection and groups. (a) Features location. (b) UCI differences.  
                       (c) Component of UCI. 

The outer line 
 (Facial shape) 

Eyes

( a ) ( b ) 

Eyebrows
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Lips/Mouth

Facial texture 
and skin color 
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and skin color 
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of image variation and difficulties, we have proposed three types of UCI to be extracted and three 

proposed identity parameters.   It is proposed the features selection criterion for the proposed 

collateral representation and classification are as follows. 

 

(i)  Skin colour analysis for regional appearance recognition. 

(ii)  Facial texture analysis for gender recognition. 

(iii)  Overall facial features size and distance measurement for age recognition. 

 

Figure 2.23(c) illustrates the proposed features to be extracted in visualizing the type of UCI for the 

collateral representation and classification.   The reasons of choosing these characteristics are 

closely related to the matter of balancing the classifier requirement and the difficulty of handling 

the image variation.   Experiments results have shown that the features are always been distorted by 

the image variation which result in inconsistency in the facial measurement.  Since the actual 

features are not consistent in extraction results, it is proposed the skin colour is used as the basis of 

regional appearance recognition.  For instance, one of the Chinese regional appearance 

characteristics is the eyes shape that differs from other regional appearances.   However, this unique 

feature took a very small part of the whole image and is open to a very wide variation exposure.   

As a result, it is very difficult to extract the shape when working with the real life images.   

 

The features of female such as eyes, nose and mouth are differed from the male.  However, these 

features will also confront the same problem with the regional appearance classification when 

extracted from the real life images.  However, the uniqueness of the male and female gender can 

also be observed through the facial features as a whole without the need of analyzing every single 

feature.  In this regards, facial texture is proposed to be used for gender classification.  The detail 

explanation on these will be given in the next section including a demonstration of results from the 

extraction and image compensation processes.    A simple manual calculation in estimating the age 

is by measuring the distance between eyes and the distance between mouth and the two eyes.  The 

ratio of these two distances is calculated where the result can determine the child or the adult class.  

However, this kind of information and ratio calculation difficult to be done due to the same problem 

that happen in regional appearance and gender recognition explained previously.  In order to 

optimize the solution, it is proposed the overall facial features are measured in a derivative way to 

allow the results that are still reliable to a particular classification such as age estimation.   The 

detail explanation will be given in Chapter Three and Four. 
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Figure 2.25:  Some samples from the (a) developed and (b) open databases comprising of Malay,  
         Chinese and India regional appearances including the age (children and adult) and the 
         gender (male and female) for each of the regional appearance. 

(a)    Developed database 

(b)    Open database 
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3. VARIATION COMPLEXITY COMPENSATION, 
      UCI EXTRACTION AND REPRESENTATION 

 

 

3.1 Variation Complexity Reduction 
  
3.1.1 Transformation, Modelling and Compensation 
 
To reduce the loss of information while reducing or compensating the variation complexity, a 

hybrid technique derived from the three conventional approaches is proposed in this thesis for 

variation compensation and feature extraction tasks.  In this first research block (this chapter), the 

ultimate aim of the techniques of transformation, modelling and compensation are combined to 

represent (transformation) the UCI without losing the important features by modelling and 

discarding (compensation) and reducing the level of the variation complexity of a given face image.   

Experimental results show that discarding a certain obvious variation will enhance the desired 

information rather than sceptical in losing the interested UCI.  The modelling and compensation 

stages will benefit both variation reduction and UCI enhancement.  Colour, gray level and edge 

image information are used to manipulate the UCI which involves the analysis on the skin colour, 

facial texture and derivative features measurement respectively.  The derivative linear binary 

transformation (DLBT) technique is proposed for the features measurement consistency. Prior 

knowledge of input image with symmetrical properties, the informative region and consistency of 

some features will be fully utilized in preserving the UCI feature information.  As a result, the 

similarity and dissimilarity representation for identity parameters or classes are obtained from the 

selected UCI representation which involves the derivative features size and distance measurement, 

facial texture and skin colour, to mainly accommodate the strategy of unfamiliar identity 

classification in the second block of the research work (Chapter Four). 

 
Figure 3.1 illustrates the block diagram of the process flow involving compensation, transformation 

and modelling or representation.  The compensated image representation will then be used to 

measure the parameters for classification.  The figure also illustrates the structure of this chapter.  

The colour representation of three regional appearances (Malay, Chinese and India) will be 

explored followed by the gray level image analysis for finding the facial texture.  Results of male 

and female are shown as to reveal the difference between them based on the texture calculation.   

Edge image analysis is then follows where the features measurement is obtained.   The chapter is 

ended with the results of facial texture, features measurement and skin colour representation from 
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all classes involved in the research.  The classes for Malay regional appearance are Malay male 

adult, Malay male child, Malay female adult and Malay female child.  The other two regional 

appearances (Chinese and India) follow the same classification.  This means that the total of 12 

classes of sub-regional appearances needs to be represented and classified. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.2 Colour Analysis and Skin Colour  

 
The input image to the designed feature extractor is a colour image.  The information from the 

colour image is extracted from the histogram graph as shown in figure 3.2.  Using the conventional 

colour spaces, the calculation of colour spaces is performed and results are recorded as shown in 

Table 3.1.  The pixel values of R, G and B are normalized and are compared with the other two 

chosen colour spaces, HSV and YCrCb. From this transformation, the image will be modelled to 

observe the variation and the skin colour UCI of a particular person.  The compensation can be 

done based on the collected data and produce a colour representation for the image.  At this level, 

the extraction task is done and this information is next analyzed by the classifier to produce the 

Figure 3.1:  Transformation, compensation and modeling (representation) process flow. 
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colour model for each of the regional appearance class.   From here, the regional appearance 

algorithm can be developed and through the experiments, the threshold values can be judged and 

determined.   After the colour information is extracted, the image will be converted to the gray level 

and edge image for texture and features compensation and representation respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2:  The RGB histograms for a sample of Malay, Chinese and India regional appearance classes. 
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 R G B H S V Y Cr Cb 

Peak value 190 110 82 1.51 0.36 127 130.73 59.27 -48.73 

Minima(Up) 155 60 32 12.53 0.61 82.33 85.22 69.78 -53.22 

Maxima(Down) 230 160 124 - 0.28 171.33 176.83 53.17 -52.83 

 
 

 

 

3.1.3 Gray Level Image and Texture Analysis 

 

3.1.3.1 Variation Observation and Histogram Equalization 
 

Figure 3.3 illustrates the 3D surface of face image where this view is meaningless to the human 

perception in recognizing the identity of this face image.   This implies the toughness of the 

extraction task in extracting the UCI.   One of the simplest ways to reduce the variation is by pixels 

normalization or histogram equalization.    

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Table 3.1:  Sample of color spaces calculation for India regional appearance skin color in comparison of   
                   RGB, HSV and YCrCb color spaces. 

Figure 3.3:   Surface display of typical facial image. 
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Figure 3.4(a) demonstrates the actual pixel distribution of a sample of 2D face image where the 

histogram shown is before the normalization process. By applying the technique of histogram 

equalization, the image pixels are evenly distributed within the range of 256 gray levels.  This is a 

simple technique where each pixel of interest in the input image is compared with its neighbours 

and the average value is calculated and the results are taken to the corresponding output image.   

Figure 3.4(b) shows the output of this process with its histogram is equalized. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

3.1.3.2 Transformation and Texture Representation  
 

The pixel values on the gray image consist of statistical data that can reveal a lot of information.  

One piece of information is the uniqueness of the texture of the image or surface.  For any of the 

surface, the texture is a function of interrelation between the local pixels on the image.  Since the 

facial characteristics of male and female classes are different at almost all parts of the face surface 

including the features, it is proposed the texture measurement for male and female classes are to be 

based on the whole face region including the major features.   
 

Figure 3.4:    Histogram equalization.  (a) Original image and its histogram.   
         (b)  Image after histogram equalization and its new histogram. 

( a ) 

( b ) 
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As can be observed from figure 3.6, the male and female classes are distinguished based on their 

features, mainly eyes, mouth, nose, elbow and overall surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The motivation for applying the texture-based technique for representing and classifying the gender 

is because of: the following reasons- 

 

(i) Features on face surface have their own unique texture pattern where the shape and size are 

different between features.  Thus, face surface and features can be combined and perceived 

as one region that having one comprehensive texture region.  This will justify the uses and 

credibility of texture-based technique that will be applied on face image surface, which will 

be explained later in this section. 

 

(ii) Texture for each feature on the same face surface is unique but the location and structure 

are consistent for all face surfaces.  This provides a large scale of texture types and varieties 

in pattern and will help in increasing the similarity within the class.     

 

(iii) Texture pattern discussed in (i) and (ii) is different between male and female classes.  The 

difference between male and female is not limited to only the main features region of 

interest, but open surface such as cheek, chin and forehead also reveal the differences in 

term of texture and shape and possibly the size.  This will help the classification task in the 

context of increasing the dissimilarity between classes.     

Figure 3.6:   Texture comparison. (a) Male. (b) Female. 

(a) Male (b) Female 
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Based on these reasons and motivation, the GLCM technique applied to the face surface can be 

accommodated and moderated in analyzing the texture to reveal the difference between classes.  

The main steps taken are as follows: 

 

(i) Re-quantization is performed on the gray image.  In this case, eight (8) gray levels 

 are chosen for the experiments (figure 3.7).  Re-quantization needs to be done as to reduce 

 the dimension in calculating the image texture and to normalize the image due to 

 illumination impact. 

 

 

 

 

 

 

 

 

 

 

 

 

(ii) The comparison between two pixels is made as to reveal the difference or gradient in a 

systematic way as shown in figure 3.8.  Notice that the size of the matrix is the same with 

the gray levels that have been chosen in (i). 

 

 

 

 

 

 

 

 

 

  

ሺ0,0ሻ ሺ0,1ሻ ሺ0,2ሻ ሺ0,3ሻ ሺ0,4ሻ ሺ0,5ሻ ሺ0,6ሻ ሺ0,7ሻሺ1,0ሻ ሺ1,1ሻ ሺ1,2ሻ ሺ1,3ሻ ሺ1,4ሻ ሺ1,5ሻ ሺ1,6ሻ ሺ1,7ሻሺ2,0ሻ ሺ2,1ሻ ሺ2,2ሻ ሺ2,3ሻ ሺ2,4ሻ ሺ2,5ሻ ሺ2,6ሻ ሺ2,7ሻሺ3,0ሻ ሺ3,1ሻ ሺ3,2ሻ ሺ3,3ሻ ሺ3,4ሻ ሺ3,5ሻ ሺ3,6ሻ ሺ3,7ሻሺ4,0ሻ ሺ4,1ሻ ሺ4,2ሻ ሺ4,3ሻ ሺ4,4ሻ ሺ4,5ሻ ሺ4,6ሻ ሺ4,7ሻሺ5,0ሻ ሺ5,1ሻ ሺ5,2ሻ ሺ5,3ሻ ሺ5,4ሻ ሺ5,5ሻ ሺ5,6ሻ ሺ5,7ሻሺ6,0ሻ ሺ6,1ሻ ሺ6,2ሻ ሺ6,3ሻ ሺ6,4ሻ ሺ6,5ሻ ሺ6,6ሻ ሺ6,7ሻሺ7,0ሻ ሺ7,1ሻ ሺ7,2ሻ ሺ7,3ሻ ሺ7,4ሻ ሺ7,5ሻ ሺ7,6ሻ ሺ7,7ሻ
Figure 3.8:   Texture comparison of pixels.  

8 gray levels  

Figure 3.7:   Texture comparison of pixels.  
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Each pair of pixel comparison represents a unique pattern in its own and sorted in a proper 

sequence of gradient.   This gradient between pixels can be visualized as illustrated in 

figure 3.9 below.  This agreeas with respect to the first motivation stated previously, that is 

to reveal the variety of patterns. 

 

 

 

 

 

 

 

 

 

 
  

 

(iii) Since the texture pattern is segmented or sorted in a very systematic way in (i) and (ii) 

above, even the small differences between features will not be avoided in this kind of 

texture representation.   This complies with the second motivation, that is to increase the 

similarity within the class. 

 

(iv) Finally, upon the completion of the process, the whole texture of the face surface is 

 represented where the two classes of male and female will be seen such as shown in figures 

 3.10 (a) and (b) respectively. 

 

 

 

 

 

 

 

 

 

 

(i) Male (ii) Re-quantization (iii)  GLCM texture representation 

(a) Male class representation. 

0  
1  
2  
3 
4  

Figure 3.9:   Visualization of gradient or pattern differences assigned for each pair of pixels. 
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The process of texture realization explained thus far is directed by a comparison between the pixel 

and its immediate (right hand side) neighbour or simply denoted as zero degree direction (offset 

(0,1)).  The process is repeated with another three directions such as illustrated in figure 3.11 below.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.10:   Texture comparison and difference between male and female class. 

Figure 3.11:   Direction (offset) for pixel pair comparison [151]. 

(i) Female (ii) Re-quantization (iii)  GLCM texture representation 

(b) Female class representation. 
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The GLCM with four directions or offset is calculated where the final output of representation is 

ready for classification.  The use of statistical features, such as GLCM correlation is shown in the 

next chapter for the purpose of classification judgement.  The results are shown and explained from 

the experiments done using the face database. 

 

 

3.1.4 Edge Image and Features Measurement  

 
Edge image analysis is used to visualize only the facial feature edges such as eyes, nose and mouth 

so that the measurement can be done.  The implication of using an edge image is the problem with 

the possibly wrongly detected edges.  The output might include a variation that does not belonged 

to the extracted features.  This problem has been explored and a compromised representation 

proposed so that the element such as size and distance remain measurable even with high image 

variation.  Since the pixel value of edge image is either 1 or 0, we have created a simple 

representation to observe some important characteristics which are able to give us the consistency 

of derivative features size and shape.  However, for a high variation image, we might partly lose the 

shape information but still able to measure the size using the available information.    

 

The transformation of UCI from the edge image to the derivative linear binary transformation 

(DLBT) form is defined by discretely performing the decimal value calculation for each column of 

the binary matrix of the image.  A sample of eye feature representation is shown in figure 3.12 to 

demonstrate the transformed outcomes.   From the figure 3.12, it can be seen that the DLBT results 

for eye feature (a) varies accordingly as the eye feature is combined with other components such as 

eyebrow feature (b) and image variation (c). 

 

 

 

 

 

 

 

 

 

( a. ) The eye feature, matrix form and DLBT graph. 
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There are some important facts that can be explained about the DLBT representation. 

 

(i)  Region of interest (ROI). 
 

By the nature of binary number system, the beginning and last points of the measurement region 

(columns) always referred to the first and the last ‘1’ of the column respectively are  where the 

weight in scalar (decimal) number is calculated.  This implies that the measurement is always 

counting only the region that belonged to the facial features.   

   

Example:   Calculation for the second column from the left. 

 

 

 

 

 

 

 

 

( b. )The eye and eyebrow features, matrix form and DLBT graph. 

( c. ) The eye and eyebrow features with the variation, matrix 
 form and DLBT graph. 

Figure 3.12 :   (a), (b) and (c ) -The eye and eyebrow features, matrix form and DLBT graph. 

00100100   =   3610

ROI MSB LSB 

LSB 

MSB 
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(ii) Handling the image variation.  
 

Suppose the edges detection of a face image is obtained such as shown in the figure 3.13 below.   It 

can be seen that the mouth feature has partly lost the size, shape and length while the existence of 

unnecessary edges (variation) also unavoidable in the image.  This is a typical problem that usually 

occurs in the edge image.   

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

From the DLBT representation (Figure 3.13(iii)), notice that each column is calculated including 

the variation or with the loss of edges belonged to a particular feature.   However, this is not the 

issue as the decimal conversion of each column is calculated by blocks of 32 bits where the sum of 

blocks will represent the column on the DLBT graph.  This means that we have distributed the 

variation to the segments (blocks) where its impact is been reduced inherently.  In this way, we are 

able to reduce the influence of variation (in the decimal conversion value) on the DLBT graph.   

The important of this consideration will be revealed in the next section and Chapter Four when the 

DLBT is used for features measurement for age category estimation or classification. 

 

 

 

 

 

Block of 32 bits 

(i)   Gray image (iii)  DLBT representation (ii)   Edge image 

Figure 3.13:   Transformation, modeling and compensation for features representation. 
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between eyes and the distance between eyes and mouth are made.   The ratio of these two distances 

is one of the ways to estimate the localization of the overall features which lead to the attention of 

the region of interest. 

 

The DLBT representation may be extended to confront these problems.  However, this current 

study will not be looking further on this problem instead concentrating more on the illumination 

and pose variations.   

 

 

 

3.1.4.2  Features Variation (Illumination and Pose) Compensation 
  

Some works on illumination and pose variation compensation in this thesis have been published in 

[136].   In the paper, the method of using a 3D histogram is proposed to further the compensation 

for illumination and pose variation.  The information extracted from the intensity caused by strong 

illumination will be manipulated to obtain the depth information.  Firstly, a 3D view of intensity 

image is plotted then another four views are determined.  Figure 3.15 illustrates the details of these 

views.  By using view 1, the estimation of the pose (face direction) is based on the geometrical 

location of unique features and symmetrical properties of the face.  Symmetrical properties also 

allow the self-occluded problem to be compensated and reveal the desired features.    

 

This is achieved by using the distance ratios of eyes and mouth location with the face outline 

(figure 3.15(b)).  Indeed, the distance ratios computation will also allow any size of image to be 

used as the input image.   From these views (view 1 to 5), the level of illumination variation can be 

estimated with the aid of peak values of intensity.  This is visualized with the highest values of 

white (light) located in certain regions on the image.   

 

The shape and depth recovery can be obtained from the analysis of figure 3.15(d).  The human eye 

can see the 2D shape of a face from the view 1.  View 2 to 5 is the perceptions of 90 degrees 

towards the respective image planes where these views are meaningless to the human eye.   From 

the experiment carried out on a number of images, there appear to be a critical range (between 0 to 

25 degrees around the vertical axes) of perspective angles within the 90 degrees rotation (e.g. from 

view 1 to view 2).   
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However, this statement should be supported by a prior knowledge of the perceived object 

including the information and regional property of the image.  In other words, the prior knowledge 

about the face, such as the symmetrical property and other informative region are still needed in 

supporting the critical angles mentioned earlier.  The key point of shape and/or depth recovery is 

located at any high point in the pre-determined region.  For instance, referring to view 5, notice that 

the highest and second highest peaks are caused by the impact of the light source on the nose tip 

and the lower part of the forehead respectively.  At an angle of 25 degrees in rotation from view 1 

to view 2 will recover the depth of the upper region of the face (above the nose) and the results 

produced are shown in figure 3.15(e). 
 

Figure 3.15:    Illumination variation compensation:  (a) The exploration of views extracted from 2D   
 image planes. (b) Estimation of the eyes region i.e feature location. (c) The five views.  
 (d)  Critical rotation angle.  (e)  A sample of rotated face image where the depth   
 measurement can be calculated. 

(a) (b) 

(c) 

View 1 

View 2 

View 3 
View 4 

View 5 

(d) 

(e) 
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In this thesis, the study was extended by focusing more on the ultimate aim of the work on facial 

features measurement for the classifier to further analyze the age classes.   Instead of focusing on 

the image variation compensation, we have narrowed down the study to the features variation 

compensation.   With the binary image conversion or transformation, we have discarded the 

illumination problem dealing with view 2, 3, 4 and 5.   What is left is view 1.  The remaining 

illumination impact is on the facial features, where the filter has wrongly identified the edges.  

There are two components that influence the result.  The first component is the failure to detect the 

actual edges that belongs to a particular feature due to the image variation.  The second component 

is caused by wrongly detecting the edges of the features which has been ‘confused’ by the edges 

(variation) due to the illumination impact.     

 
These problems are in line with the statement of the problem stated in [151].   By applying the 

morphological operation with the proposed structuring element, we are able to compensate the 

features with respect to the aim of type of properties (overall features size) that we are looking for 

that is the derivative size of the overall facial features.   Figure 3.16(a) shows the result of a typical 

edge image at the worst detection level.  Figure 3.16(b) is its DLBT representation graph where the 

variation can be observed.   By applying the morphological operation, the interested features or 

region of interest can be more visualized in such a manner that the facial features measurement can 

be done easier.   In the meantime, the features variation is inherently reduced with respect to the 

purpose of compensation.  The detail of the measurement technique will be explained in Chapter 

Four for age category classification.   As a result, figure 3.16(c) and (d) are produced and 

demonstrating the compensated features and DLBT graph respectively. 

 

The same method has also been applied for features pose variation where the facial measurement 

can be done after the morphological operation takes place.  Since we are looking for the size 

(average height in DLBT graph) of the overall facial features, the problem of viewing geometry or 

pose variation is not affected much on the UCI property that we are looking for.  Figure 3.17 

demonstrates the compensation results of the features pose variation.   Notice that the average 

height of both frontal and profile view (non-frontal) of the DLBT representation are between 5 to 

10 x 109 decimal value.   The detail of analysis results and purpose are explained in Chapter Four. 
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Figure 3.16:    (a.) Edge features with the impact of illumination variation. (b.) DLBT representation.   
  (c.)  Morphology-compensated features.  (d.)  DLBT graph representation. 

 (a)  (b) 

 (c)  (d) 

Figure 3.17:    Pose variation compensation (independent):  (i) Gray face image.   
  (ii) Edge image. (iii) DLBT graph.  (iv)  Morphological compensated DLBT. graph.  
 

(i) (ii) (iii) (iv) 

(i) (ii) (iii) (iv) 

(a)  Frontal view. 

(b)  Pose variation view. 
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3.2 Similarity and Dissimilarity Representation 

 

3.2.1 Modality Implication 
 

Given the input images where its quality is obtained in a controlled environment such as controlled 

lighting and pose, most of the algorithms in the literature are able to perform the recognition 

processes with high performance.   In contrast, the performance will be degraded dramatically as 

the variation is increased.   In this thesis, the process of collateral UCI extraction with and without 

the controlled elements has been demonstrated.   The reason is because the objective of the current 

research was to study and design the unfamiliar identity registration and recognition processes that 

are robust in real world applications.  Although it is very difficult to reach the ultimate goal of the 

recognition system, we have restricted our research on the identity parameters where the regional 

appearance, gender and age can be determined from the given face image.  This information is still 

valuable for the most application that are involved in the statistical data collection. 

 

One of the major problems in the process of UCI extraction and representation demonstrated in this 

thesis is the validity of features edge detection results.   The modality implication with respect to 

the extractor and classifier can thus become a major issue especially on the measurement result 

validity.  This is the main reason that motivated the manipulation of the availability of the detected 

edges by proposing the DLBT technique.  Even with a good edges quality, the measurement results 

based on the size and area calculation can be confused with a certain natural characteristics of the 

facial features.  For instance, the result of area calculation for Chinese-male eyes and Indian-female 

child is almost identical.  As a result, the threshold value is difficult to be determined.   Thus, the 

measurement of the shape must also be included in this kind of features measurement.  Other 

feature such as mouth and nose may share the same problem.   Measuring the size and shape of the 

features can also determine the three proposed classes; regional appearance, gender and age.   

However, with the real life image quality, such as blurred or small size of the image, it is very 

difficult to extract the features with the intention to extract the shape information.   For this reason 

it is proposed that skin colour is the best solution for the regional appearance classification while 

texture measurement of overall facial surface (including the features) is used for gender 

representation and classification.  Since the age classes of child and adult can be calculated based 

on the distance ratio of the features without having the detailed shape of the features, it seems to be 

a reliable method to measure the features using the binary or edge images.    
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3.2.2 Representation Results   
 
 
The task of extraction and classification are divided into two blocks of the research work.  In this 

chapter, the results of the UCI representation are given with the general conclusion on the results 

analysis.  The images used in experiments are composed with the illumination and pose variations, 

where some of them are acquired from the real life environments.  The detail of the classification 

decision will be explained in the next chapter where a proper algorithm is developed and applied to 

the images of 12 classes as shown in the end of this chapter. 
 

The following section includes samples of the overall results of UCI representation for 12 classes 

(figure 3.18 to figure 3.23): 

 

Malay male adult, Malay female adult, Malay male child, Malay female child,  

Chinese male adult, Chinese female adult, Chinese male child, Chinese female child,  

Indian male adult, Indian female adult, Indian male child, Indian female child,  

 

The results are presented in three columns.  In the first column, the image types are displayed for 

the purpose of references.  This is initiated with the input colour image, followed by the gray image 

and edge images in that order.  The second column presents the transformation and compensation 

that have been done on the image type corresponding to the first column.  The colour image is 

transformed by mapping the three RGB components of red, green and blue. The re-quantization is 

performed on the gray image as to reduce the gray levels to only 8 levels, so that the calculation 

complexity is reduced drastically including the illumination variation reduction.  Finally, the edge 

image is compensated by morphology-based method to enhance the links in the edge image for the 

purpose of plotting the DLBT graph as explained in the previous section.  The third column is 

devoted to the representation results which will be dedicated to the classifier in the next chapter for 

the purposes of analysis, decision to classify and recognition of identity parameters of regional 

appearance, gender and age respectively.   
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3.2.2.1 Skin Colour, Texture and Global Features Representations 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)   Malay-male-adult. 

(b)   Malay-female-adult. 

Figure 3.18:   Malay-adult male and female. 

Texture-based 
gender 

classification 

Global 
feature-based 
age category 
estimation/ 

classification 

Regional 
appearance 

classification 

Purpose Image Compensation/ 
Transformation 

Extraction/ 
Representation 

Purpose Image Compensation/ 
Transformation 

Extraction/ 
Representation 

Texture-based 
gender 

classification 

Global 
feature-based 
age category 
estimation/ 

classification 

Regional 
appearance 

classification 



86 
 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)  Malay-male-child. 

(b)  Malay-female-child. 

Figure 3.19:    Malay-child male and female. 
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(a)    Chinese-male-adult. 

(b)  Chinese-female-adult. 

Figure 3.20:     Chinese-adult male and female. 

Texture-based 
gender 

classification 

Global 
feature-based 
age category 
estimation/ 

classification 

Regional 
appearance 

classification 

Purpose Image Compensation/ 
Transformation 

Extraction/ 
Representation 

Texture-based 
gender 

classification 

Global 
feature-based 
age category 
estimation/ 

classification 

Regional 
appearance 

classification 

Purpose Image Compensation/ 
Transformation 

Extraction/ 
Representation 



88 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)   Chinese-male-child. 

(b)  Chinese-female-child. 

Figure 3.21:     Chinese-child male and female. 
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(a)    India-male-adult. 

(b)  India-female-adult. 

Figure 3.22:    Indian-adult male and female. 
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(a)    India-male-child. 

(b)  India-female-child. 

Figure 3.23:    Indian-child male and female. 
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4. CLASSIFICATION AND RECOGNITION OF UCCI  
 
 
  
A typical familiar face recognition system classifies the input based on comparison with reference 

images in a database.  A similarity measurement between the input image and reference image is 

carried out.  The outcome from this matching process is either that the subject is a member of the 

database or not.   Unlike familiar face recognition system, unfamiliar facial identity registration and 

recognition proposed in this thesis is done by identifying the characteristics of the input images.   In 

other words, with an analytical approach, the proposed system has to breakdown the identity 

parameters of the subject into regional appearance, gender and age classes. 

 

Since all faces share the same structure and only small differences exist between the faces, 

classification technique should be able to increase the similarity within a class while increase the 

dissimilarity between the classes.  Furthermore, the smaller the class will result in a less  

burdensome of identification or recognition process. The proposed method or collateral 

classification strategy of identity representation introduced in this thesis is carried out by 

manipulating the availability of the collateral UCI for classifying the identity parameters of the 

regional appearance, gender and age classes.  The registration of this collateral UCI has been made 

in such a way to collect more information of identity.  In this manner, classification task will be 

able to perform better in classifying and enhancing the performance of unfamiliar identity 

recognition.  The special chosen UCI for the different class recognition will not only benefit to the 

classifier, but also positively contribute to the matching process duration possibly because of the 

small size of the class.   In this regards, the similarity measurement within a particular class is not 

complicated with the dissimilarity measurement between the classes as a different UCI for a 

different class was used.  An experiment was carried out on the developed Malaysian database and 

open database comprising three different regional appearances, two different age groups and two 

different genders and pose and illumination image variations are incorporated. 

 

 

 

 

 

 

 

 

 



92 
 

4.1 The Regional Appearance Class  
 

4.1.1 Malay, Chinese and India Malaysian 

 
Figure 4.1 illustrates various samples of Malay, Chinese and India Malaysian facial images from 

the developed and open databases.  Each of the regional appearance classes has included the male, 

female, child and adult classes.  The illumination and pose variations are also included which have 

been tested and explained in the previous chapter (extractor).      

 
 
 
 
 
  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.1:    Sample of Malay, Chinese and India Malaysian ranging from male, female, child and 
          adult classes. 

(a)  Malay class 

(b)   Chinese class 

(c)  India class 
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4.1.2 The Regional appearance UCI Similarity/Dissimilarity Classification 

  
Based on the extraction results, the RGB of the three skin colour classes is further analyzed by 

performing the experiments on more than 10 subjects per class.  In this test stage, the average value 

of the RGB is calculated and the minimum, maximum and peak values are obtained such as shown 

in figure 4.2.  The minimum (Rimin, Gimin, Bimin) and maximum (Rimax, Gimax, Bimax) values of each 

RGB component is a range for that RGB component in the scale of 256 intensity levels.   

Subsequently, the peak values (Rpeak, Gpeak, Bpeak) are the highest point (frequency of occurrence) of 

each component in the histogram corresponding to their intensity levels (Ripeak, Gipeak, Bipeak) in the 

histogram. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

The main reason the RGB colour space is used in this classification task is due to its simplicity and 

reliability.   The results shown are able to classify the Malay, Chinese and India classes into the 

colour category of pale, yellowish and dark respectively.     

 

Figure 4.2:     RGB property for a typical face image. 
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From the representation results produced by the colour extractor discussed in Chapter Three, the 

class characteristics of regional appearances of Malay, Chinese and India Malaysian can be 

observed in figure 4.3.   For each colour face image, the RGB representation can be obtained where 

the behaviour of the three colour components is characterized by the classes of regional 

appearances. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 demonstrates the category of these classes from the differences between the RGB peak 

values of the three regional appearance classes. 

 

 

 

Figure 4.3:     RGB representation for typical face images. 

(a)  RGB representation of Malay-male and female classes. 

(b)  RGB representation of Chinese-male and female classes. 

(c)  RGB representation of India-male and female classes. 
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Figure 4.4:    RGB peak differences for Malay, Chinese and India regional appearances. 
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From the results shown in Figure 4.4, the colour model of the three regional appearances can be 

defined as indicated below: 

 

(i) The skin colour is classified as Malay regional appearance if: 

 

 [(Gipeak – Bipeak )  <  DTH1 * (Ripeak – Bipeak )] 

  and  [(|Bpeak – Rpeak| ) < DTH2 * Bpeak ], 

 where the threshold of difference: 

 0.0  <  DTH1  <  0.1   and  0.1  <  DTH2  <  0.2    

 

 

(ii) The skin colour is classified as Chinese regional appearance if: 

 

 [(Gipeak – Bipeak )  <  DTH1 * (Ripeak – Bipeak )] 

  and  [(|Bpeak – Rpeak| ) < DTH2 * Rpeak ], 

 where the threshold of difference: 

 0.4  <  DTH1  <  0.6   and  0.3  <  DTH2  <  0.4    

 

 

(iii) The skin colour is classified as India regional appearance if: 

 

 [(Gipeak – Bipeak )  <  DTH1 * (Ripeak – Bipeak )] 

  and  [(|Bpeak – Rpeak| ) < DTH2 * Bpeak ], 

 where the threshold of difference: 

 0.2  <  DTH1  <  0.4   and  0.4  <  DTH2  <  0.8    

 
 where, 

   Rpeak ,Gpeak ,Bpeak   = The RGB colour or intensity levels of the 

highest frequency of occurrence.  

 DTH1, DTH2, DTH3, DTH4, DTH5, DTH6 = Unique values of percentages of 

differences between intensity peak values. 

 
 
In conclusion, the conditions show that the three RGB colour components play an  important role in 

characterizing the classes. For example, from the observation of figure 4.4, it can be said that, when 

the blue component approached the red component, the image will fall into dark class (India).  On 
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the other hand, when the blue component approached the green component, the image will fall into 

pale class (Malay).  Finally, when the colour level of blue component is moderately in between the 

other two colour components, the image will fall into yellowish class (Chinese).   

 

 

4.2 The Gender Class 
 
4.2.1 The Male and Female UCI 
 
 
The objective of the gender recognition is simply to determine or identify for a given image 

whether the subject is male or female.  However, unlike the human capability, the result from the 

computer classification processing analysis may be conflicted with the face features characteristics 

information shared by both gender classes.  In Chapter Two it is discussed that all the faces no 

matter whether they are male or female have the same basic structure of features.   There are only 

small differences based on features shape (including the face shape or face outer line) and facial 

texture.   In Chapter Three, we have discussed the features selection criterion and stated the reason 

that the facial texture is used as the type of UCI chosen for determining the gender class.   

 

  

 

 

 

 

 

 
 
 
 
 

 

  

  

 

 

Figure 4.5:     Some samples of male and female classes comprising of Malay, Chinese and 
          India Malaysian adult and child classes. 

(a)  Male class 

(b)  Female class 
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Figure 4.5 illustrates some examples of male and female classes.  The challenges are to isolate the 

gender classes where the members of male or female class comprise of all the three regional 

appearances and all the two age classes.  With the aid of texture results information from Chapter 

Three (extractor), analysis on more than 100 subjects ranging from the different age (child and 

adult) and different regional appearance classes (Malay, Chinese and India) was conducted.  The 

gender algorithm is developed based on these results and explained in the next section. 

 

 

 

4.2.2 The Gender UCI Similarity/Dissimilarity Classification  
 

The design of gender classifier is based on facial texture segmentation.  The segmentation of texture 

pattern from 2D face image has been shown graphically with a detail explanation on the 

experiments result in Chapter Three.  Recall that the final outcome from the gender extractor is a 

GLCM texture representation such as shown in figure 4.6, 4.7, 4.8 and 4.9.   In these figures, we 

have incorporated and demonstrated the statistical analysis results of GLCM texture features by 

applying the GLCM features of correlation, energy and homogeneity patterns given by: 

 

 

 

 

 

 

 

 

 

 

 

 

 

The values of these three features are plotted against the offset or direction of pixel pair-wise 

comparison.  The correlated values, strength of energy over the pattern distribution and the 

homogeneity features are calculated for the face images. From the results, we have chosen to use 

the GLCM correlation feature for analysing the texture UCI of the face image by considering the 

other two features with no noticeble differences.   

 

(GLCM Correlation) 

(GLCM Energy) 

(GLCM Homogeneity) 
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Figure 4.6:     Some samples of female adult classification analysis based on GLCM features of 
          correlation, energy and homogeneity calculation. 

(a) Malay female adult. 

(b) Chinese female adult. 

(c) India female adult. 



100 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.7:     Some samples of male adult classification analysis based on GLCM features of  
          correlation, energy and homogeneity calculation. 

(a) Malay male adult. 

(b) Chinese male adult. 

(c) India male adult. 
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(a) Malay female child. 

(b) Chinese female child. 

(c) India female child. 

Figure 4.8:     Some samples of female child classification analysis based on GLCM features of  
          correlation, energy and homogeneity calculation. 
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(a) Malay male child. 

(b) Chinese male child. 

(c) India male child. 

Figure 4.9:     Some samples of male child classification analysis based on GLCM features of  
          correlation, energy and homogeneity calculation. 
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Figure 4.10 shows some outputs (texture correlation versus offset) from the measurement of facial 

texture for gender recognition.  The results comparison can be seen for Malay adult male and 

female ((a) and (b)), Chinese adult male and female ((c) and (d)) and India adult male and female 

((e) and (f)).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.10:    Comparison of results between Male and Female classes for all Malay, 
         Chinese, India adult classes - texture correlation versus offset.  

(e) India male adult.  

(a) Malay male adult.  

(c) Chinese male adult.  

(f)  India female adult.  

(b)  Malay female adult.  

(d) Chinese female adult.  
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Figure 4.11 shows some outputs from the gender classification for the child classes arranged in the 

same order as in Figure 4.10 explained previously.  The response from the graph of pixel 

correlation versus offset reveals the difference of the female class compared to the male class. 

 

 

  

 

 

  

 

 

  

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 
 

(f)  India female child.  

(b) Malay female child.  

(d) Chinese female child.  

Figure 4.11:   Comparison of results between Male and Female classes for all Malay, 
        Chinese, India child classes - texture correlation versus offset.  
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(e)  India male child.  

(a)  Malay male child.  

(c)  Chinese male child.  
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Based on the figures shown, it can be concluded that the facial surface of male and female class is 

proven to be differed from one to another.  The results confirmed the general statement from the 

human perception that recognition of gender class can be done without knowing the regional 

appearance or the age of the subject.  

 

We have investigated from the algorithm point of view; that gender recognition can be realized 

using the developed algorithm based on the 2D image texture analysis.  Experiments were done on 

about 100 subjects involving the three regional appearances (Malay, Chinese and India) with adult 

and child classes. 

 

Figure 4.12 shows a graph of texture UCI values versus 25 subjects of various classes, giving about 

100 subjects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

Figure 4.12:      Male and female classes (three regional appearances, adult and child classes).  
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The algorithm for gender recognition can thus be decided as below: 

 

(i) The gender is classified as a male class if: 

 

   [Offset(1) – Offset(3)]   ≥   0.008 

 

else, (ii)  The gender is classified as female class if: 

  

   [Offset(1) – Offset(3)]  <  0.008 

 

 
More results of gender classification and recognition are displayed from Figure 4.13 to Figure 4.26 

for adult and child classes of Malay, Chinese and India regional appearances. The texture 

calculation and results are shown giving the decision of male and female class.    

 

There are 12 classes that have been defined involving hundreds of subjects.   These classes are: 

• Male class of Malay adult. 
• Male class of Chinese adult. 
• Male class of India adult. 
• Male class of Malay child. 
• Male class of Chinese child. 
• Male class of India child. 
• Female class of Malay adult. 
• Female class of Chinese adult. 
• Female class of India adult. 
• Female class of Malay child. 
• Female class of Chinese child. 
• Female class of India child. 
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Figure 4.13:  Male class of Malay adult.  
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 Figure 4.14:  Male class of Malay adult.  

Offset Correlation       

     1 0.908 

 2 0.858 

 3 0.880 

 4 0.860  

Offset 1 – Offset 3  =  0.028    

(Male) 

Offset Correlation       

     1 0.968 

 2 0.954 

 3 0.964 

 4 0.954  

Offset 1 – Offset 3  =  0.004    

(Male) - fail 

Offset Correlation       

     1 0.872 

 2 0.818 

 3 0.848 

 4 0.821  

Offset 1 – Offset 3  =     0.024 

(Male) 

Offset Correlation       

     1 0.901 

 2 0.863 

 3 0.891 

 4 0.868  

Offset 1 – Offset 3  =    0.010  

(Male) 

7
5
3

7
5
3

7 
5
3 

7
5
3

GLCM  
Correlation 

Offset 

GLCM  
Correlation 

Offset 

GLCM  
Correlation 

Offset 

GLCM  
Correlation 

Offset 



109 
 

 
 
 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Offset Correlation       

     1 0.950 

 2 0.860 

 3 0.890 

 4 0.860  

Offset 1 – Offset 3  =   0.060   

(Male) 

Offset Correlation       

     1 0.970 

 2 0.930 

 3 0.955 

 4 0.932  

Offset 1 – Offset 3  =    0.015  

(Male) 

Offset Correlation       

     1 0.951 

 2 0.900 

 3 0.930 

 4 0.858  

Offset 1 – Offset 3  =     0.021 

(Male) 

Offset Correlation       

     1 0.935 

 2 0.875 

 3 0.923 

 4 0.875  

Offset 1 – Offset 3  =    0.012  

(Male) 

Figure 4.15:  Male class of Chinese adult.  
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Figure 4.16:  Male class of Chinese adult.  
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Figure 4.17:  Male class of India adult.  
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Figure 4.18:  Male class of India adult.  
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 Figure 4.19:  Male class of Malay, Chinese and India child.  
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(c)   Male class of India child.  

(b)   Male class of Chinese child.  

(a)   Male class of Malay child.  
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Figure 4.20:  Female class of Malay adult.  
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 Figure 4.21:  Female class of Malay adult.  
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Figure 4.22:  Female class of Chinese adult.  
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Figure 4.23:  Female class of Chinese adult.  
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 Figure 4.24:  Female class of India adult.  
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Figure 4.25:  Female class of India adult.  
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Figure 4.26:  Female class of Malay, Chinese and India child.  
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(c)   Female class of India child.  

(b)   Female class of Chinese child.  

(a)   Female class of Malay child.  
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4.3 The Age Class 

 
4.3.1 The Age Class Estimation 

 
Figure 4.27 illustrates a variety of face images from the database and where challenges of age 

category recognition are revealed.  In the previous section, the facial texture characteristics 

information is used and able to classify the gender classes that comprise of different regional 

appearance and age.  In this section, the study have been extended by manipulating the available 

facial features information and derived its subsequent for classifying two different groups of age; 

the child and adult classes.  The gray level images have been converted to the edge images where 

the calculation or measurement of feature-based age category estimation can be done automatically.   

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

( b )    Adult class 

Figure 4.27:   Samples of images from age classes divided into child and adult classes 
          spanning from Malay, Chinese, India male and female classes. 

( a )    Child class 



122 
 

4.3.2 The Age UCI Similarity/Dissimilarity Classification 

 
Conventionally, in the case of facial features measurement for age category recognition, figure 4.28  

describes how the measurement should be done.   The size, length and shape of each feature are 

measured where these results are precise and specific to a particular subject.  However, this is 

nearly impossible to do when dealing with a real life images.   The problem of image variation 

complexity and its impact has been explained in the previous chapters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In completion, a simple mathematical model that one can derive is  as shown  below: 

(i) The ratio of distances between two eyes, (De) and between mouth and eyes (Dme). 

  

 If  (Dme / De   > 1), then 

  The image is classified as adult class, 

 Else, 

  The image is classified as child class. 

 

(ii) The size and shape of the features can be measured classically where an assumption can 

be made such as the adult features must be greater than the child in term of size or area 

calculated. 

 

Figure 4.28:   Facial features measurement. 

Dme 

De 
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In this thesis, the derivative overall features size and distance are inherently calculated and used to 

obtain the age classes.  Recall from Chapter Three, figure 4.29 which explains how the calculation 

is done based on the information extracted from the DLBT graph.   The average maximum height is 

taken to represent the age class.  The detail of DLBT technique has been explained in Chapter 

Three.   

 

The calculation of age estimation for classification is then derived as follows. 

 

(a) The measurement of features distance is done inherently by calculating each column of the 

image as a group of binary number and converted into decimal number representation, 

where ‘1’ is for white and ‘0’ is for black.  In this case, we have manipulated that ‘1’ is 

basically a marker of feature location on the image.  The length of each column is broken 

into 32 bits block where each block is converted into equivalent decimal number.  This is a 

strategy to reduce the amount of unnecessary data for the large black areas where the values 

are zero.  The group of 32 bits makes it easier to calculate and the sum of corresponding 

decimal values conversion will be produced and plotted on the graph as shown in figure 

4.29(d).  

 

 

 

 

 

 

 

 

 

 
(b) By using this method, it can be concluded that, 

(i) The analogous calculation of edge point for each column in the image  is to measure 

the features distance such as being done in manual calculation. 

(ii) The ratio or correlation between an image and its transpose is analogously trying to 

obtain the ratio of the features distance as what have been practiced conventionally. 

Figure 4.29:   Facial features measurement. 

(a) (b) (c) (d) 

DLBT Dec Sum 

Column Width 
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(iii) The combination of (i) and (ii) aggregates the method in performing the age 

calculation automatically and efficiently. 

 

We have investigated that the age category recognition can be realized using the developed 

algorithm (DLBT) based on the 2D image global features measurement analysis.  The experiments 

were done on about 100 subjects involving the three regional appearances (Malay, Chinese and 

India) with adult and child classes. 

 

Figure 4.30 shows a graph of DLBT features UCI values versus 25 subjects of various classes, 

giving about 100 subjects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

Figure 4.30:  Age category classification.  
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It can be concluded that the age category classification can be implemented based on the algorithm 

shown below. 

 

 (i)  The age is classified as child class if: 

   Ratio of edge image and transpose  <  7.5  (DLBT unique logarithmic  

        values)     

  

else, (ii) The age is classified as adult class. 

 
 
More image results are shown in Figure 4.31 and Figure 4.32 for child and adult classes 

respectively, comprising their regional appearances and gender classes.   

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)  Malay male and female child.  

DLBT Dec Sum 

Column Width 

DLBT Dec Sum 

Column Width 

DLBT Dec Sum 

Column Width 

DLBT Dec Sum 

Column Width 

DLBT Dec Sum 

Column Width 

DLBT Dec Sum 

Column Width 



126 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.31:   Child classes. 

(b)  Chinese male and female child.  

(c)  India male and female child.  
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(b)  Chinese male and female adult.  

(a)  Malay male and female adult.  
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4.4 Summary of UCCI Extraction and Classification Results 
 

The colour input image represented by RGB components performed by the extractor is fed to the 

classifier where further analysis is done and the results are shown in this chapter.  The colour image 

is further converted into the gray level format for the purpose of texture calculation.  To reduce the 

dimension of the calculation, quantization is performed on the gray image and GLCM texture 

approach is applied on the new quantized image.  The GLCM correlation performance is revealed 

by showing the calculated correlation values against the corresponding offset or direction of pixel 

comparison implemented on the image.  The last stage of the process is to obtain the edge image 

from the gray level image and representing by using the DLBT graph. 

 

The recognition process demonstrated in this thesis is based on the mutual understanding of the 

extractor and classifier of facial UCI. The image information transformation from the raw input to 

the extracted features involved a unique pixels manipulation and as an outcome of the unique 

collateral patterns.   These pixels comprises of UCI and image variation components.   We have 

manipulated the pixels values to describe the inherent meanings and perform the classification for 

three major classes (regional appearance, gender and age) through the three stages of process 

(transformation, compensation and modelling or representation). 

Figure 4.32:   Adult classes. 

(c)  India male and female adult.  
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The weaknesses of the regional appearance recognition based on the skin colour shown in the 

results in the figure 4.33 are mostly because of the illumination variation.    However there are 

many problems dealing with the real life images.   For instance, the colour images used could be 

blurred and full of variations.  As a result, the regional appearance recognition results that based on 

the skin colour can be easily influenced by the image variation, especially the illumination effect.     

 

On the other hand, the texture analysis performed on the gray level images produced reasonable 

results for gender classification.  In the presence of illumination and pose variations, the results 

from the experiments have shown that the facial texture is one of the best UCI that can be relied on.  

The normalized gray level image (histogram equalization and re-quantization) and GLCM texture 

representation have provided a tolerable input to a further texture analysis.  This is due to the fact 

that the 3D shape or the depth of each important feature on the 2D face image can be analyzed from 

the difference between the pixels and its neighbours.  The trend of this relationship can be plotted to 

produce a unique pattern that expresses a unique representation for a particular class. 

 

To conclude the study in this section, we are going to explore some facts about the facial features 

with respect to the classification process and problems determined in this thesis.    

 

 

(a) The Characteristics and Influences of Facial Features 

 

Facial features used in the experiments thus far involved the skin colour, the overall facial surface 

texture and global facial features.  In the following discussion, we will be exploring some facts 

about what features that contribute more on each classified identity parameters and to what extent 

these features can be studied and analyzed in promoting more reliable unique characteristics 

information for future research of the thesis. 

 

The RGB colour used for classifying the regional appearance which is based on skin colour is a 

good choice as the colour is uniform and consistent throughout the facial surface.  However, the 

classification performance will be degraded in the presence of variation, especially the illumination 

variation. Results of this condition are shown in the next discussion. 

   

In case of gender classification based on facial texture, figure 4.34 and 4.35 describe the features 

role in characterizing the gender type of the person.  For instance, the eye features in the male class 

of figure 4.34 (a) have a different pattern influence that makes the overall facial pattern falls into 

male class.  
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     Figure 4.34 (a) and (b):   Typical male and female features showing the contribution of texture 
        patterns information. 

     (a)    Male features of eyes, nose, mouth and overall region with their corresponding GLCM    
 Correlation vs. Offset direction.   

     (b)    Female features of eyes, nose, mouth and overall region with their corresponding GLCM    
 Correlation vs. Offset direction.   
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     Figure 4.35 (a) and (b):   Male and female wrongly classified based on features that fall on opposite 
        class of gender. 

     (a)    Male features of eyes, nose, mouth and overall region with their corresponding GLCM    
 Correlation vs. Offset direction which are fall into female class.   

     (b)    Female features of eyes, nose, mouth and overall region with their corresponding GLCM    
 Correlation vs. Offset direction which are fall into male class.   
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On the other hand, figure 4.35(a) and 4.35(b) have shown samples of result where male and female 

are wrongly classified.  This is due to the fact that the characteristics and influences produced by 

the independent features such as eyes and mouth fall into the opposite classes.  The situation is 

basically not just because of the original unique features that belong to the subjects, but more 

aggressively have been aggravated by the illumination influence presented in the image. 

 

Another source of performance degradation is as shown in figure 4.36.  The presence of intrinsic 

variation caused by changes made by the subject (facial expression) as demonstrated in the figure, 

further challenged the classification performance.  As a result, the changes in texture orientation of 

the surface have made the female child class in the figure fell into male class. 

 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 36:   Identity parameters (regional appearance, gender and age)  
           recognition performance result.
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(b) The Impact of Auxiliary Features and Face Partly Occluded 
 

From 2D face image point of view, facial surface is surrounded by hair mostly on the top of the 

image.  Figure 4.37 explores another kind of variation resources which will affect the performance 

of the developed algorithm. The effect of hair on regional appearance classification can be seen 

from the additional signal components or noise that is presented in the RGB plot corresponding to 

the subjects shown.  Further research in the future will  look into the task of eliminating the noise as 

the pattern of original UCI have yet to be revealed (from the figure).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)  Effect of hair on regional appearance (India female). 

Figure 4.37:   Effect of hair on regional appearances. 

(b) Effect of hair on regional appearance (India male). 

(c) Effect of hair on regional appearance (Malay male). 
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The advantages of applying the colour analysis on the skin colour UCI can be seen in figure 4.38.  

The presence of partial occlusion on the face image has not totally given up the RGB UCI strength 

and capability.  However, an advanced technique needs to be employed as it involves a high 

variation complexity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) The Impact of Pose and Illumination Variations 

 

(i) Pose Variations in Regional Appearances 

 

As mentioned earlier, the beauty of the skin colour UCI is because of its uniformity and consistency 

throughout the facial region.  Thus,  pose variation does not affect much the regional appearance 

classification.  These scenarios are shown in the figure 4.39. 

 

 

 

 

 

Figure 4.38:   Partly occluded for regional appearance (Malay male). 
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Figure 4. 39:   Effect of pose variation in regional appearances. 
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(ii) Pose Variations in Gender Classification 
 

In the case of gender classification, the pose variation may influence the performance and some 

results are demonstrated in the figure 4.40.  The changes in texture orientation however, have 

slightly degraded the classification performance where the texture-based technique still can be 

relied on.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(iii) Pose Variations in Age Estimation 

 

The pose variation has degraded the age classification as shown in figure 4.41(a).  This limitation is 

difficult to overcome even though with the application of direct manual features ratio calculation.  

The main reason behind this issue is because of the feature distance ratio used is not suitable for the 

case of pose or geometry variation.  The changes in position of mouth feature on 2D face image due 

to the geometry changes have made the ratio of distance between two eyes and the distance between 

the eyes and mouth to wrongly calculates and classifies the subject into opposite class.   

 

Texture-based gender recognition is independent of the image variation caused by the changes in 

the image size either vertically or horizontally, such as shown in Figure 4.41(c) and (d).  However, 

the DLBT applied for age estimation or age category classification will fail whenever the size of the 

original image has been changed badly.   As a result, the adult image (figure 4.41(c)) that has been 

expanded horizontally has produced the DLBT values below the threshold value which makes it 

falls into child class.  On the other hand, the child image that has been expanded vertically 

Figure 4. 40:   Effect of pose variation in gender classification. 
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produced the same result as adult class (figure 4.41(d)).  There are many more issues that open up 

to more research works to be carried out.. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 4. 41:   Effect of pose variation and 2D image variation in age classification. 

(a)  Vertical pose variation, compensation and corresponding DLBT graph representation. 

(b)  Changes of features orientation and size and its DLBT graph representation. 

(c)  Effect of 2D image expanded horizontally and its DLBT graph representation. 

(d)  Effect of 2D image expanded vertically and its DLBT graph representation. 
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(iv) Illumination Variations in Regional Appearances Classification 
 

In the presence of illumination variation, it can be seen from figure 4.42 that the RGB colour 

components have been distorted by the noise (illumination effect).  As a matter of fact, almost all 

classes failed to be properly classified.  The worst situation has made the classification results  no 

longer valid to be relied on.   

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.42:   Illumination variation has seriously degraded the recognition performance result. 
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(v) Illumination Variations in Gender Classification 
 

Some of the failures that result in classifying the gender groups in the presence of illumination 

variation are shown in Figure 4.43.  As mentioned previously, the texture-based gender recognition 

suffers when the facial surface of a particular class has characteristics of opposite class.  For 

instance, the surface of female faces shown in Figure 4.43 is not considered as ‘smooth’ as a whole 

from the texture-based algorithm aspect.  The same failure scenario also happens to the male face 

surface as shown in the figure.  These scenarios are due to the illumination variation where some of 

the regions are corrupted in term of texture determination.  Future works need to  look into the 

analysis of texture of individual features which may gather more information towards the 

understanding of the unique characteristics of male and female classes.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(iv) Illumination Variations in Age Estimation 

 

Age estimation that are based on the spatial calculation approach such as proposed in this thesis 

may not seriously be degraded in the presence of illumination variation depending on the ability of 

edge extractor performance.  Since the technique depends on the edges that represent the features to 

be calculated, the technique will solely depend on the edge extractor capability.  Figure 4.44 shows 

some results of the scenario discussed. 

 

Figure 4. 43:   Identity parameters (regional appearance, gender and age)  
           recognition performance result.
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With the small amount of edges that belong to the required features, the technique retains  its ability 

to produce the expected outcome. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. 44:   Identity parameters (regional appearance, gender and age)  
           recognition performance result.
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5. SOFTWARE DEVELOPMENT AND TESTING  
 
 
  
 
 
Face images that are available in databases located in areas such as in private or government 

buildings can be accessed for various purposes.  These images are unfamiliar to the typical face 

recognition system before the algorithm is applied to the databases where each image will then be 

coded respectively.  However, given a face image, most of the system can only identify or verify 

whether the subject belongs to the database or not.   Unfortunately, the system will reject the 

subject if the image is not in the database. Thus it can be seen that the knowledge provided in the 

database is not fully utilized for some reason even when the data is freely and readily available 

every time a new subject appears in the system.  From the database usefulness point of view, the 

UCI (as expressed in this thesis) of face images are not intelligently used in serving the community 

efficiently.    Some examples of extendable application for typical face recognition system are 

illustrated in figure 5.1.   Amongst the application are fast searching for a wanted person (where the 

characteristics are predetermined) or to the extent of analyzing the crowd where the intelligent 

estimation can be made possible.  This may include the determination of the population behaviour 

and characteristics where detail statistical information outcomes of group size of regional 

appearance, gender dominant and age estimation as studied in this thesis can be realized.   

 

The study of handling the knowledge in image processing libraries has long been practiced in 

industrial applications of machine intelligent and vision system.   For instance, the development of 

software tool reported in [127] is a good example of intelligently handling the knowledge in 

databases or image libraries for the purpose of building automatic systems.   By using artificial 

intelligence techniques, they have presented knowledge-based pattern recognition software in the 

field of astronomy to automate the galaxy image processing.  The study of pattern recognition 

software development is not limited to the personalized application.  The development of image 

understanding environment such as in [128] comprehensively set up the goals to serve the research 

community of image understanding in the context of productivity, technology transfer, 

education/development and computational models.   The work in [129] explained how the software 

framework for research in image processing, analysis and understanding is designed and developed.   

The aim of their research is to support research, development and evaluation of components and 

systems in image processing.   
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5.1 Functional Design Specification 
 

The specification and design of unfamiliar facial identity recognition system proposed in this thesis 

will be described in this section where its purpose, development and practicality will be highlighted. 

As explained in Chapter Two, for simplicity, the unique identity of a particular person is named as 

Temporary Human Electronic Identification, will be abbreviated as The-ID. The-ID represents 

three identity parameters namely regional appearance, gender and age.  The regional appearance 

classes are chosen from the three major regional appearances in Malaysia; they are Malay, Chinese 

and India Malaysians.  The gender classes are male and female while the age classes are categorized 

as child and adult.   This chapter expands the explanation of The-ID determination, the process of 

collateral classification and recognition results. 

 

The challenge confronted in the The-ID classification task is to isolate and group the classes of 

regional appearance, gender and age in the manner where each of the class can be either a parent or 

sub-class.   This is important as the The-ID classifier further needs to classify these classes into 

sub-classes where each of these sub-classes will have their own independent unique representation.  

For instance, in the Malay class, there will be Malay-male and Malay-female classes.   Furthermore, 

in these two sub-classes, there can always be Malay-male-child and -adult or Malay-female-child 

and -adult classes respectively.  The same classification hierarchy also applies to Chinese and India 

classes.   In the gender classification, no matter what regional appearance or age the subjects are, 

the system must be capable to classify both male and female classes.   For example, no matter 

whether the subject is in male or female class, there will be Malay, Chinese and India subjects 

where each of them can be further classified into their age classes.   The same scenario will also 

happen in the age classification where the sub-classes of regional appearance and gender must be 

determined.   Figure 5.2 illustrates the route of the database division with respect to the searching 

request.  The information included in a completed identity representation is the colour code 

(regional appearance information), the facial texture (gender information) and derivative of sizes 

and distances of the features (age information).  The vector version of this information measures the 

identity parameters of a particular person.    

 
The core in the The–ID algorithm is the design of extractors and classifiers for the regional 

appearance, gender and age recognition.  These categories can be breakdown into a specific twelve 

(12) sub-classes.   However, the task of image variation compensation must first seriously be 

considered as the proposed developed software should deal with the real world images.   This 

includes the pre-processing of the given images involving the size, rotation and scale of the image. 
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The list of extractors, classifiers and corresponding methodologies used are shown in Table 5.1 

below: 

 

 

 

Context or 
Identity 

Parameters 

Methodology 

Feature-based 
(UCCI) Extractors 

UCCI-based 
Classifier 

Key of Input Image 
Manipulation 

Regional 
Appearance 

Skin colour 
representation 

Statistical RGB 
components 

Analysis 
RGB colour (.JPG)  

Gender Facial texture 
representation 

GLCM 
Correlation Gray level pattern analysis 

Age Global features 
representation DLBT Derivative Linear Binary 

Transformation (Edge images) 
 

 
 
 
 
 
The last stage of The-ID system implementation is to match the criteria of a particular unfamiliar 

person to the database of detected face images and classified into appropriate class.   The term 

Table 5.1:     Extractors, classifiers and methodologies used for the The-ID system. 

Figure 5.2:   Block diagram for the matching process and route selection for identity searching. 
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At this stage of discussion, the specification and design of unfamiliar facial identity registration will 

be realized through the process of software development and performance evaluation justification.  

The development of the The-ID software is best described covering all the stages involved 

including the stages that are beyond the scope of the thesis. There are five (5) sub-processes 

identified in the development of the The-ID system software.   However, as stated in Chapter One, 

the scope of the thesis is limited to the extraction and classification tasks.  Image acquisition and 

face detection are another two important research areas that have their own research community and 

are beyond the scope of the thesis.  In other words, the input to the The-ID system is a detected face 

image.  Table 5.2 lists the functionality of each sub-process with the conceptual algorithm 

correspondingly.     

 

 

 

Item Tasks Functionality Algorithm 

1 
Image Acquisition & 

Detection 

Detecting face-like images 

(from the given databases) 
Sub-Program 1 

2 Pre-processing Compensate image variations Sub-Program 2 

3 Transformation 

Manipulate the colour, grey and edge 

images for regional appearance, gender 

and age classes respectively. 

Sub-Program 3 

4 Extraction 
To extract and represent the UCI of the 

three classes. 
Sub-Program 4 

5 Classification 

To match the given images with the pre-

determined identity parameters based 

on experiments. 

Sub-Program 5 

 

 

 

 

 

 

 

 

5.2.1 The-ID Algorithm 

Table 5.2:    Sub-processes involved in the The-ID system. 



148 
 

 

 

The-ID algorithm is designed and developed for the purpose of testing and final analysis in the 

thesis.  However, the algorithm can be improved further for commercialization.  In this regard, the 

developed algorithm will focus more on the result obtained and performance of each stage involved 

in the analysis. 

 

Figure 5.4 illustrates overall process of the The-ID software. The role of registrar involves two 

major tasks namely, the extractor and the classifier.  The goal in the algorithm is to attempt to 

reveal the mutual understanding between the extractor and the classifier.  The main constraint is 

identifying which features are the best to be extracted which in turn must be precisely agreed by the 

classifier to perform further analysis towards producing a reasonable classification results.  This is 

the core of the research in this thesis to the extent of introducing the collateral unique characteristic 

information (UCI).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The detail of the programming codes written in MATLAB software is provided in the Appendix B.  

In this section, the main coding used and overall output presentation produced by the MATLAB 

codes will be explained. 

 

The The-ID software transformed the given input images as follows:- 

Figure 5.4:  The real partnership between the extractors and classifiers. 
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A.  VARIATION COMPLEXITY COMPENSATION, EXTRACTION AND 

 REPRESENTATION     

    

A.1   REGIONAL APPEARANCE EXTRACTION AND REPRESENTATION 

 

The input image is a color image.  The image will be loaded into the database where the dimension 

will be reduced or standardized to a specified size. This input image is assumed to be detected by 

the Face Detection Algorithm.  However, with respect to the scope of the thesis, the detected face 

image is represented by image cropping. The cropped image will then be compensated by 

histogram equalization. The final task in this stage is to represent the image whereby the 

representation is ready for the classifier to perform further analysis. 

 

(a) Face Image Acquisition 

  

The face image is grabbed by using a digital camera with a specified reasonable resolution.  The 

RGB image is then cropped  to obtain the face region and then resized.  Basically, in real practice, 

this is done by the face detection algorithm.  As mentioned previously, face detection is another 

area of research community and is beyond the scope of the thesis.  Figure 5.5 shows the type of 

input image (colored face region) which is ready for further analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.5:  Face image acquisition. 
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The Matlab coding is written as: 
 
rgbImage = imcrop(ColorImage); 
 
 

(b) Histogram of RGB Colors 

  

The compensation of the cropped image or face region is done by applying the histogram 

equalization with 256 levels.   

 

The next step is to extract the three components of RGB colors, known as Red, Green and Blue 

components.  The graphs of these three components are plotted as shown in figure 5.6.  In 

representing the RGB components, the vector of intensity values is obtained for each component.  

Each element in the vector represents the frequency of occurrence sorted from 0 to 255 intensity 

levels. 

 

The Matlab coding is written as: 

redPlane = rgbImage(:, :, 1); 
greenPlane = rgbImage(:, :, 2); 
bluePlane = rgbImage(:, :, 3); 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 5.6:  Representing RGB components. 
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 (i) Representing Red Component 

 
[pixelCountR grayLevelsR] = imhist(redPlane); 

 

 The intensity values of red component are stored in variable pixelCountR where the 

 corresponding intensity  levels are saved in grayLevelsR. 

 

 (ii) Representing Green Component  

 

[pixelCountG grayLevelsG] = imhist(greenPlane); 
 

 The intensity values of green component are stored in variable pixelCountG where the 

 corresponding intensity  levels are saved in grayLevelsG. 

 

(iii) Representing Yellow Component  

 

 [pixelCountB grayLevelsB] = imhist(bluePlane); 
 

 The intensity values of yellow component are stored in variable pixelCountB where the 

 corresponding intensity  levels are saved in grayLevelsB. 

 

 

 

A.2 TEXTURE-BASED GENDER EXTRACTION AND REPRESENTATION 

 

At this stage, the color image will be transformed into gray level image.  The transformed gray 

image is then compensated by re-quantization where this will reduce the dimension of the image in 

order to perform the GLCM texture representation.  The following steps are taken to illustrate  the 

outcomes. 

     

(i) Gray Image Conversion  

 The color image is converted to gray image with the following Matlab codes: 

 

GrayImage=rgb2gray(rgbImage); 
 
 
 
 
 



 

(ii) 

 

 

 

 

 

 

 
 

(iii) 
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A.3 AGE REPRESENTATION 

 

(i) Edge Image Conversion 

 From the gray image, the edge image is obtained with the following Matlab coding: 

 

 edgeimage=edge(GrayEq,'canny',0.4); 
 
 where Canny filter is used with a specified threshold value. 
 
 
(ii) Morphology-based Compensation 
 

The edge image is compensated by applying the morphology technique with pre-

determined structural element of ball shape.  Dilation of the edges is performed to enhance 

the edges.  The whole process is written in Matlab coding as follows: 

 

DLBT=bwpack(edgeimage); 

StrucEle = strel('ball',3,0); 

bwp_dilated = imdilate(DLBT,StrucEle,'ispacked'); 

bw_dilated = bwunpack(bwp_dilated, size(edgeimage,1)); 
 
 
 (iii) DLBT Global Features Representation 

 

Finally, the DLBT representation of global face features is obtained by packing each 

column and plotting the graph of equivalent decimal values.  The whole process is 

illustrated in figure 5.8. 

 

DLBT2=bwpack(bw_dilated); 

V2=sum(DLBT2); 

 

The proposed new technique, DLBT is applied to calculate the ratio of vertical and 

horizontal features.  The binary values of each column is summed up and plotted as shown 

in the figure labeled (iii).  The process is repeated for the transposed image.  The ratio 

calculation of the two will be performed by the classifier. 
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B. UCI CLASSIFICATION AND RECOGNITION     

 

In this sub-program, the three classifiers are demonstrated their performance based on the training 

observation. 

 

B.1 REGIONAL APPEARANCE UCI CLASSIFICATION 

 

The RGB component representations will be analyzed and this leads to the design of the  classifier 

based on statistical approach.  The covariance of data set Red, Green and Blue is calculated and 

judgment is made based on the training observation. 

 

The Matlab coding is written as: 

 

%  The peak values of frequency of occurrence for three color components are calculated: 

maxR = max(pixelCountR); 
maxG = max(pixelCountG); 
maxB = max(pixelCountB); 
 

Figure 5.8:  Age representation. 

(iii) 

(ii) 

(i) 
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% and the difference between them are determined. 
 
RBpeakDiff = maxR - maxB; 
BRpeakDiff = maxB - maxR; 
GBpeakDiff = maxG - maxB; 
 

% Corresponding intensity values of distance between peak values for three color components are 

% calculated.  

GB=Gimax-Bimax; 
RG=Rimax-Gimax; 
RB=Rimax-Bimax; 
  
PercentGB=GB/RB; 
PercentRG=RG/RB; 
 
%  The three regional appearances are classified based on threshold of training results.. 
if  abs(BRpeakDiff) > (0.01*maxR) 
    if abs(BRpeakDiff) < (0.1*maxR) 
        if abs(PercentGB) < 0.45 
    subplot(3,5,3);plot(BRpeakDiff); 
    title('Classification of Malay Regional Appearance UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences)');pause(1); 
        end 
    end 
end 
if abs(BRpeakDiff) > (0.1*maxR) 
    if abs(BRpeakDiff) < (0.3*maxR) 
    subplot(3,5,4);plot(BRpeakDiff); 
    title('Classification of Chinese Regional Appearance UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences)');pause(1); 
    end 
end 
    if abs(PercentGB) > 0.45 
     subplot(3,5,4);plot(BRpeakDiff); 
    title('Classification of Chinesee Regional Appearance UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences)');pause(1); 
    end 
  
if abs(BRpeakDiff) > (0.3*maxR) 
   % if abs(BRpeakDiff) < (0.9*maxR) 
     %   if abs(PercentGB) < 0.45 
    subplot(3,5,5);plot(BRpeakDiff); 
    title('Classification of India Regional Appearance UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences'); pause(1);        
      %  end 
  %  end 
end 
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B.2   GENDER UCI CLASSIFICATION 

 

The gender classifier is designed by firstly, calculating the four directions or offset for the pixel 

comparison and pattern sorting.  Then the GLCM correlation is performed on each of the matrix of 

different offset.  Thus, the final result can be plotted where the GLCM correlation value versus their 

offsets. 

 

The Matlab coding is written as: 

 

offsets0=[0 1;-1 0]; 
[glcm2, QuantizedImage2]=graycomatrix(GrayEq,'offset',offsets0); 
stats=graycoprops(glcm2,'contrast correlation'); 
  
GenderRange  = stats.Correlation; 
MinGenderRange = min(GenderRange); 
MaxGenderRange = max(GenderRange); 
DiffGender = MaxGenderRange - MinGenderRange; 
 
if (DiffGender < 0.003)  
     subplot(3,5,9);plot(DiffGender); 
      title('Gender Classification Result: Female Class','Fontsize',fontSize); 
       xlabel('Subjects)');ylabel('Difference Between Offset 1 and 3');pause(1) 
else 
        subplot(3,5,8);plot(DiffGender); 
        title('Gender Classification Result: Male Class','Fontsize',fontSize); 
        xlabel('Subjects)');ylabel('Difference Between Offset 1 and 3');pause(1); 
end 
 

 

 

 

B.3 AGE UCI ESTIMATION/CLASSIFICATION 

  

The calculation of DLBT values is repeated for the transposed image.  In this case, the vertical and 

horizontal of the global face features are considered in calculating the ratio of the two. 

 

The process is written in Matlab coding as follows. 

 
HorizontalMeasure = bw_dilated.'; 
DLBT2=sum(HorizontalMeasure); 
 
DistMth2Eyes = max(DLBT1); 
DistEyes = max(DLBT2); 
Ratio1 = log10(DistMth2Eyes/DistEyes); 
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title('DLBT Global Features Representation','Fontsize',fontSize); 
xlabel('Image Coloumn Width');ylabel('DLBT Decimal Summation');pause(1); 
  
if Ratio1 < 7.5 
    subplot(3,5,14);plot(Ratio1); 
    title('Age Classification Result: Child','Fontsize',fontSize); 
    xlabel('Image Column Width');ylabel('DLBT Ratio)');pause(1); 
else 
    subplot(3,5,13);plot(Ratio1); 
    title('Age Classification Result: Adult','Fontsize',fontSize); 
    xlabel('Image Column Width');ylabel('DLBT Ratio)');pause(1); 
end 
 

 

The detail of Matlab coding is attached in Appendix B of the thesis, while the images used for the 

training is attached in Appendix C, saved in the CD attached.   

 

Samples of the The-ID outputs are shown in figure 5.9.   The labels represent the sub-classes in 

classification. 

 

1.- Malay 

2.- Chinese 

3.- India 

4.- Male 

5.- Female 

6.- Adult 

7.- Child 
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(2.) Two categories of experiment are chosen to relate with two major applications. 

 (a) Category 1: Testing of Database Segmentation. 

The functionality of the testing is to analyze the characteristics of population in the 

database.  The outcome is the fraction taken by four (4) different options of 

segmentation.   Basically, the role of the The-ID software is to support the typical FRS 

in recognizing the subject by segmenting the database based on their identity 

parameters.  The database segmentation can be thought of in various ways. 

 

  Option 1:  Segmentation by Regional Appearance. 

  The database is segmented into three (3) classes, where each class is composed of four 

(4) sub-classes. 

   

  Option 2:  Segmentation by Gender. 

  The database is segmented into two (2) classes, where each class is composed of six 

(6) sub-classes. 

 

  Option 3:  Segmentation by Age. 

  The database is segmented into two (2) classes, where each class is composed of six 

(6) sub-classes. 

  

  Option 4:  Segmentation by Twelve (12) Specific Classes. 

  The database is segmented into all possible classes. 

 

 

 (b) Category 2:   Testing of Supportiveness of Segmented Database (The-ID) in 

Typical Face Recognition Software (FRS) Application  

 

The functionality of the testing is to perform the fast searching of the wanted person 

against the large database and possibly to enhance the recognition performance in term 

of processing time.   

 

In this experiment, the database is firstly coded and segmented by the The-ID 

software where given a tested image (wanted person), the The-ID software will 

determine to which sub-class the tested image will fall into.  Then the PCA-based FRS 

[150] will be applied and encoded to this sub-class together with the tested image.  

Matching process will be performed by PCA-based FRS between the tested image and 
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Table 5.4 below shows another way of calculating the The-ID performance, showing all the three 

major identity parameters segmentation. 

 

 

Item Parameters of 
Measurement Actual The-ID 

Actual 

Rate of 
False 

Acceptance 

Rate of 
False 

Rejection 
Overall 

Performance 

1 Total Subjects 83 71 10.84 % 14.46 %  74.70 % 

2 

2.1 

Segmentation Results: 

Regional Appearance 

      Malay,  

      Chinese,  

      India 

 

83 

 31 

 22 

 30 

 

 71 

  26 

 18 

 27 

 

 

 10.84 % 

     12.90 % 

     13.60 % 

       6.67 % 

 

14.46 % 

  16.13 % 

  18.18 % 

  10.00 % 

 

    74.70 % 

 70.97 % 

 68.18 % 

 83.33 % 

2.2 Gender 

      Male 

      Female 

83 

 38 

 45 

71  

 31 

 40 

10.84 % 

     2.63 % 

   17.78 % 

14.46 % 

   18.42 % 

   11.11 % 

    74.70 % 

 78.95 % 

 71.11 % 

2.3 Age 

      Child       

      Adult 

83 

 24 

 59 

 71 

  20 

  51 

10.84 % 

   16.67 % 

    8.47 % 

14.46 % 

   16.67 % 

   13.56 % 

    74.70 % 

          66.67 %      

          77.97 % 

       

 

 

 

 

 
From table 5.4, the performance results concluded the The-ID system is able to segment the 

database with the overall recognition performance rate of 74.70 %.   The rate of false acceptance 

and false rejection are 10.84 % and 14.46 % respectively.   

 

Various ways can be chosen to determine the segmentation that suit with the application.  This is 

one of the characteristics of The-ID system where the operator can analyze the database in a few 

ways so that the outcomes can be relied on. 

 

 

 

Table 5.4:  Sample of overall result of the The-ID system performance, classified by regional   

                   appearance, gender and age classes. 
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(b) Category 2:   Testing of Supportiveness of Segmented Database (The-ID) in Typical 

  Face Recognition Software (FRS) Application  

  
 

Item Parameters of 
Measurement Actual The-ID 

Actual 

PCA-based Face 
Recognition 

(Processing Time 
in sec.)) 

Overall Performance 
(%) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

 

Malay Male Adult 

Malay Male Child 

Malay Female Adult 

Malay Female Child 

Chinese Male Adult 

Chinese Male Child 

Chinese Female Adult 

Chinese Female Child 

India Male Adult 

India Male Child 

India Female Adult 

India Female Child 

Total 

23 

10 

25 

8 

22 

5 

26 

7 

20 

5 

20 

8 

178 

20 

7 

19 

4 

18 

2 

17 

4 

15 

3 

16 

3 

128 

20 

7 

19 

4 

18 

2 

17 

4 

15 

3 

16 

3 

128 

(178-20)/178 *100% 

(178 – 7)/178 *100% 

(178 – 19)/178 *100% 

(178 – 4)/178 *100% 

(178 – 18)/178 *100% 

(178 – 2)/178 *100% 

(178 – 17)/178 *100% 

(178 – 4)/178 *100% 

(178 – 15)/178 *100% 

(178 – 3)/178 *100% 

(178 – 16)/178 *100% 

(178 – 3)/178 *100% 

      

  

 

 

 

 

In understanding the actual scenario of the testing, figure 5.11 illustrates the actual database (before 

the The-ID segmentation) and possibility of location or address of the wanted image that needs to 

be accessed by the matching algorithm.  The matching process performed by the PCA-based FRS 

will initially measure the matching parameters between the probe or tested image and the image at 

address 0, and followed by address 1 until it comes to the image at address N.  The highest score of 

the matching will be chosen as a result of identified person.  This means, the time taken in 

searching of wanted image depends on the size of the class.   

 

 

 

 

Table 5.5:    Sample of overall result of the The-ID system performance in supporting Face   

                      Recognition Software. 
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The mathematical observation of the real scenario (without The-ID segmentation) can be derived as 

follows: 

 

From the figure 5.11(a), suppose N = 100 and the processing time taken by FRS for each image is 

about 1 second.  Then, the total matching processing time needed for 100 images in the database is 

100 seconds.   

 

The mathematical observation of the supportiveness of the The-ID segmentation can be derived as 

follows: 

 

From the figure 5.11(b), suppose the probe image (wanted person) is classified as Malay Male 

Adult and the size of this class which is segmented by the The-ID are 20 images.  Then, the total 

matching processing time needed for 20 images in the class is 20 seconds.  However, if the 

matching result obtained is false, then the second alternative of performing the matching process 

can be chosen, either by Malay regional appearance, or by Male gender, or by Adult age class. As 

mentioned previously, the final outcome is always judged by human decision, whether the result is 

suitable or not and may change the possibility of segmentation. 

 

In conclusion, the overall system performance can be improved further, especially on the methods 

used for extraction and classification tasks.  The system, however, can be reasonably applied in the 

Figure 5.11:    Database scenarios (a) without and (b) with the The-ID system. 
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area of marketing and product acceptance in typical business operation and collecting general 

information about the population or crowd characteristics.  These kinds of application are not 

categorized as high level information security, but the information obtained from the system will 

give high benefit to the operator.   As a matter of fact, the system reasonably gives an acceptable 

performance in controlled environment such as shown in figure 5.12 for regional appearance 

classification.  Unfortunately, the illumination effect is a major contribution in performance 

degradation shown in the region of uncontrolled environment of the figure. 

 

 

   
 

 
 

 

The impact of illumination variation also can be seen in the case of gender and age classification, 

which degraded both classification performance results.  These issues have been discussed in 

Chapter Four where detail parameters of measurement have been explored. 

 

In completion of the section, figure 5.13 shows most of the common images condition (illumination 

and viewing geometry) provided in the databases that cause performance degradation, whether in 

regional appearance classification, gender or age classification.  

 

 

0

1

2

3

4

5

6
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Chinese
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India

Figure 5.12:    Samples of regional appearances classification demonstrating performance in 
controlled and uncontrolled environment. 
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 Figure 5.13:    Samples of image variations that degraded The-ID system. 
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5.3 Practicality and Reliability 
 

As what have been discussed in the previous section, face images are full with unique characteristic 

information. With the rich of information in a particular database, there are many ways of gaining 

the benefit of the The-ID classifier.  If the The-ID  is applied to a large database such as in a 

shopping complex or public areas, the The-ID may generate results of the statistical data of the 

percentage or fraction of how many Malay, Chinese or Indian are there, which age groups are 

dominant at that location or which gender is a majority in that area.   However, the goal of The-ID 

system is not purely to determine these classes, but, to support or ease the process of face 

recognition, especially to tackle  the understanding of unfamiliar facial recognition environment. 

On the other hand, the availability of identity statistical data might be useful and may be used such 

as by an authorized body and product development groups for advanced marketing study.   In the 

broad areas of application, the The-ID may be used for segmenting the raw data of people in any 

database, such as regional appearance, gender and age classes as explained previously, where this 

data is ready to be used for any appropriate purposes. Of main concern, the The-ID system may 

also support the typical face recognition software by segmenting the database into small groups or 

classes where the matching process can be reduced drastically and recognition performance can be 

enhanced.  This scenario can be seen positively in the case of dealing with huge size of database. 

 

The experiments for both situations have been done and the results have been explained in the 

previous section.  The practicality of the The-ID software can be generalized in any database as its 

appearance will not negatively influence any cooperation with other face recognition software.  The 

rationale of the The-ID software integrity lies on the identity parameters (sub-classes) that are 

supported in the software.  This is due to the fact that the recognition process is backed up with 

three different parameters to be searched for (regional appearance, gender and age).    If the 

recognition result is not appropriate with the given input image, the user may try with the second 

and third identity parameter of classes.  As the final output from the recognition or matching result 

given by the computer will be judged by human operator, the recognition process can always be 

repeated with any classes. 

 

There are some facts about the controlled and uncontrolled environment.   Indeed, for the purpose 

of applicable FRS and The-ID software, the environment can be strategically designed and planned 

as to create the controlled environment.   Any places or spaces that will be occupied by people must 

have the access or entry point, such as the main entrance of a building.  The building in this case 

may be an office building, commercial or shopping complex, a condominium or flat, an apartment 

or even a house.   
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Figure 5.14:      Various spaces or places of uncontrolled environment that can be manipulated in 
  having a controlled environment of face recognition system by properly choosing 
  the best spot for camera installation, such as marked by red arrows. 
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In the case of open spaces such as the park, beaches, or any environment that may allow the 

presence of crowd, the entrance can still be designed where the access can be managed and 

monitored systematically.  Figure 5.14 explores some basic understanding about the environment 

discussed where the best spot for cameras installation must be properly chosen and determined, as 

proposed in the figures, marked by red arrows. 

 

From figure 5.14 and from previous discussions, the design and installation of cameras can be done 

at an entrance accessible for face image acquisition.  In fact this is important as with a proper 

arrangement of input acquisition, the image variations such as illumination, pose and expression 

can be reduced extensively.  The reliability of the software can be further improved if the image 

variations can be reduced or managed efficiently.  
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6. CONCLUSIONS AND FUTURE WORKS 
 
 
6.1 Summary and Conclusions   
 
 
The presence of large image variation problems in imaging process limits the task of vision system 

such as face recognition system to a specific application where the requirement must be pre-

determined. The performance of such algorithm will be degraded dramatically under a different 

environment compared to the one used during an algorithm development and training.    

 

This leads to the issue of robustness of the system.  A robust system is not an easy task to achieve 

due to the dynamic problem of a 3D human head or face and the imaging process.   In achieving 

reliable performance, the study of the variation problems has received a great deal of attention in 

developing face recognition algorithm.  In general, the challenges can be classified into static and 

dynamic or video matching where different consideration for image quality, background clutter 

(from posing challenges to segmentation algorithm), matching criterion and type, amount and 

nature of user’s input [15].   Among the variations, pose and illumination remain as common issues 

shared by the algorithms developed by system designers.  This leads to the implication of 

application specification, the suitability of the approaches or methods, reliability and many more 

relevant issues. 

 

Face recognition performed by human brain is far superior.   A human can effortlessly judge the 

another person’s face to describe the characteristic of that particular faces.   However, in the 

machine environment this requires systematic processing stages as have been demonstrated in this 

thesis.    The research has employed hierarchy approaches in extracting and classifying the three 

identity parameters.  The uses of colour, grey level and binary images demonstrated in the thesis 

have shown there is a lot more that can be studied and explored in understanding the information or 

facial UCI that to be extracted.   The outcome from this research could be a grounding for pursuing 

further study in the unfamiliar facial identity recognition environment. 

 

A summary of what have been done in this thesis is given below.  

 

 The comparison between familiar and unfamiliar facial recognition process and the needs for 

unfamiliar facial identity recognition application. 
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 The recognition performance has shown positive and tolerable results in variation complexity 

compensation and representation for extracting the required identity parameters based on the 

selected UCI mainly for the proposed unfamiliar facial identity recognition. 

 
 The identity information enhancement is implicitly done by manipulating the three selected 

UCI (skin colour, facial texture and features) and breaking down the face classification into 

three identity parameters classification of regional appearance, gender and age recognition.  

 

 Proposed hierarchy and hybrid approaches have demonstrated a competitive recognition 

performance and valuable information on various groups of people.  

 

 

The novelty of the work contributed can be summarized as below: 

 

(i.) The problem of variation complexity for 2D face images is handled by a hybrid technique 

taken from three conventional approaches (variation-modelling,-compensation and -independent) 

where the facial information availability can be fully utilized.  

 

(ii.) The identity information enhancement is carried out by introducing the facial collateral 

unique characteristics information (UCI) where the proposed three types of UCI can be used and 

manipulated for regional appearance, gender and age classification (identity parameters) and 

recognition. 

 

(iii.)  The mechanism used in the classification task based on the skin colour, texture and overall 

features can be applied to all classes and sub-classes of proposed identity parameters where the 

matching processing time may reasonably be reduced as the classes are complementary. 

 

(iv.)   The algorithm is designed for unfamiliar facial registration and recognition performance 

enhancement where the targeted groups can be segmented based on the search request.  
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6.2 Proposed Future Works 

  
As mentioned in Chapter One, research carried out in the thesis can be broadly classified into two 

blocks of experimental work as shown in figure 6.1.   The two blocks are variation complexity 

reduction and identity information enhancement are supposed to have their own research attention 

with adequate time frames.   However, with the scope of the objectives and purposes of the 

research, these two blocks are included in this thesis and should have been viewed with a 

reasonable outcomes and open for further research in the areas explained onward. 

  

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Variation complexity reduction has been divided into three consecutive sub-blocks, namely 

variation estimation (modelling), variation compensation (normalization) and transformation. The 

main objective of the block is to serve the proposed unfamiliar facial identity registration part.  The 

proposed approach employs some kind of ‘image post-mortem’ taking into account all of the 

possibilities in reducing the variation whilst trying to maintain and extract the available UCI of the 

face image. 

 

Figure 6.1:    The work can be divided into two blocks; variation complexity reduction and 
identity information enhancement. 
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It also makes use of the significant factors from the three conventional groups approaches used in 

this research area.   Future research could look into more detailed modelling and transforming of 

the compensated face image.  This is important since the variation varies accordingly from one 

person to another thus the behaviour of the variation pattern might also reveal the dissimilarity 

information of a different person.   It is hoped that by incorporating large variation complexity into 

a single face image, the analysis will bring the research up to a certain degree allowing 

understanding the dynamic of the face image accurately within a simple and realistic computational 

point of view.  This needs further analysis and interpretation in the study such as illumination effect 

towards realizing the robustness of intelligent unfamiliar facial identity recognition system.  The 

uses of colour, grey level and edge images will also be continuously studied. 

 

In the second block of the research, the identity parameters into three classes (regional appearance, 

gender and age) from the available facial UCI is broken down.  A further investigation into getting 

the facial UCI could be incorporated with the study of other type of UCI patterns such as the 

expression states, the level and measure of attractiveness attributes and other dynamic features that 

human perception always use to interpret any person.  Figure 6.2(a) illustrates these issues from a 

various views of the person and opens a wide discussion.   

 

It has been demonstrated that the availability of the information from the edge image is limited by 

the credibility of the edge detection.  However, it has been shown that the limited UCI can still be 

used for age category recognition where the proposed measurement has been done.  Future research 

could also focus on the way to extract the characteristic of each facial feature, such as their shape 

that reveal more meaning.  In this case, features variation impact will be investigated seriously to 

improve the UCI to be represented.   

 

The analysis of the facial UCI will be continuously studied in relation to other kinds of information 

extraction such as the relation between facial UCI and the weight and height estimation of the 

particular person where this kind of information may contribute more identity parameters.  This is 

extendable to the selection of the input information to work onto.  For instance, the video input 

might be giving other raw input such as the consistency of the facial movement of the person. All of 

these are open to the future research including to generate more facial UCI and derive more identity 

parameters for recognition performance enhancement.   Some of these are shown in figure 6.2(a) 

and (b) for future interest attention. 

 

Finally, the system software developments will also be of future research interest in realizing the 

outcomes of the current research.   This is important and of benefit to the research development in 
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term of continuity of the data collection and is applicable to the new research environment.  The 

application can be implemented for authority and commercial purposes with reasonable 

expectation.    

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 
 
 
 
 
 

 
 
 
 
 

 

Figure 6.2:  The study of UCI similarity and dissimilarity differences and changes.  
(a)  Attractiveness attributes (sexy, cute, handsome, beauty, gentle and 
many more).  (b)  The growing of UCI and the prediction of the future 
changes.  

(a) 

(b) 
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Abstract 
 

This paper aims at studying the problems related to the 
robustness of a face expression recognition system where 
specific attention is given to the issue of handling the 
variation complexity with limited information for a single 
test image. The effect of illumination influences and 
viewing geometry problem will be tackled and studied on a 
single face image.  In achieving a comparative 
classification performance, the objective of the proposed 
method is to compensate for a large-scale image variation 
before the task of collateral information extraction is 
performed by a feature extractor.  In this manner, a prior 
knowledge of input image with symmetrical properties, the 
informative region and consistency of some features will be 
fully utilized in preserving the unique characteristic feature 
information.  An analysis on 3D histogram of the image is 
described and a result evaluation concluded the proposed 
method. 
 
Keywords:    
 

Image processing, face expression, variation complexity, 
limited information. 
 
Introduction  
 

The similarities of human faces’ 3D structure and the image 
variation complexity have made the machine recognition of 
faces a difficult task.  The problem has remain unsolved in 
the case of identity, expression, gender and race recognition 
and other related studies. Face images acquired from the 
real world are composed of a lot of variations where the 
major problems are viewing geometry, illumination, 
expression and occlusion variations. As a result, the task of 
classification requires the image representation to have a 
very powerful and robust feature extractor that is invariant 
to image variations while extracting only the genuine face 
characteristic information.   It is clear that the complexity of 
the variations is inversely proportional to the amount of 
face characteristic information on the image.            
The simplest way to cater for the problem is having a 
controlled environment (controlled light, neutral 
expression, frontal view etc.).    
 
 
 

 
Figure 1 demonstrates the various problems of variations 
and their implication in classification and feature extraction 
tasks.   Each of these variations devotes a separate study 
due to its complexity and there are many works in the 
literature have demonstrated different approaches [1][2].   
The images used in training session may cope with a 
specific application relative to the training environment but 
largely fail in other real applications.   However, there are 
very few studies in the  
literature that tackle the second problem due to the 
limitation of face characteristic information (or number of 
training images) availability [3].  This kind of problem can 
be observed in real-life applications where only a single 
face image is available.     

 
The main issue brought up in this paper is to study and 
analyse the complexity of these variations on a single face 
image where the face characteristic information is limited 
to expression recognition.   This provides a framework of 
proposed novel approach in confronting two challenges (1) 
variation complexity and (2) limited feature characteristic 
information.  The image was captured with a large 
illumination variation and non-frontal view where the 
expression is unknown.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 - Facial variations:  A model of problems 
relating to face recognition demonstrating their intrinsic 
and extrinsic variations. (a.)  Original face image 
(frontal view).  (b.) Effect of pose variation.  (c.) Effect 
of illumination variation. (d.) Effect of expression 
variation. (e) Effect of occlusion.(f.) Combination of all   

(a) (b) (c) 

(e) (d) (f) 
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Basically, the unique characteristics of a face pattern 
(collateral information) are composed of individual 
superficial face properties.   These features form the shape 
and texture on 2D images where the symmetrical property, 
the informative region and consistency of some features can 
be determined.  The proposed approach is to deal with the 
level of variation complexity that influences the unknown 
expression state of given a single face image. The 
information extracted from the 3D histogram of 2D image 
will be analysed and explained in the following sections. 
 
Figure 2 illustrates the combination of problems that have 
been discussed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variation Complexity and Limited 
Information  
 
 

The amount of unique characteristic information on a single 
face image is inversely proportional to its variation 
complexity.   The more the variation complexity, the less 
the characteristic information can be observed and 
extracted.   There are two general ways in dealing with this 
twofold problems.   One of them is by reducing the 
variation sources while collecting more information.   This 
can be done by obtaining the image under controlled 
environment where controlled lighting could reduce the 
illumination problem, the user cooperation can helps to 
solve the viewing problem (giving frontal view) and 
required expression state and no occlusion at all.   In this 
regard, almost all of the invented techniques reported in the 
literature can perform the classification task precisely.  
However, in robust system, the implementation is carried 
out under uncontrolled environment of real-life application.   
As far as the variation complexity is concerned, this kind of 

application is the most challenging one as the recognition 
performance solely depends on the recognition algorithm.   
 
From the literature study, the approaches used for algorithm 
development in handling the uncontrolled variations can be 
broadly classified into two categories, namely image-based 
and model-based approaches (variation-modelling).   The 
first category can further be divided into two approaches 
known as invariant features and transformation/ 
normalization approaches [3].   As most of these researches 
focused on the study on specific variation, it is quite 
difficult to judge the reliability of the techniques when 
tested on the other type of variation.   In this section, the 
past/current works will be briefly reviewed on the variation 
components that make the complexity (i.e. illumination, 
pose and expression).    
 
The visualization of the illumination impact can be seen in 
Figure 3.  This non-linear illumination variation is caused 
by the light reflected from the nature of 3D face shape, skin 
colour and other related factors.   This variation can make 
up to 150% changes in the original image (i.e. 20% made 
by pose variation) [2].    Furthermore, the large illumination 
variation  is able to erase the entire features or changes the 
characteristic of the features in term of geometry, strength 
and existence of any given intensity-based features. The 
study of illumination variation involves the light direction, 
brightness, contrast, shadow and shading.    For instance, in 
[4], the problem of varying illuminations has been tackled 
by the creation of quotient image where the whole idea is 
based on faces falling into a class of objects.   [5][6] are 
appearance-based method that applied Lambertian 
reflectance and model the illumination variability where a 
small set of training images is used to generate a 
representation that is the illumination cone.   In [7], the 
grey level histogram of one face was transformed to the 
histogram of some other face.   This is done with the 
assumption that all faces fall into the same class such as in 
[4] so that facial pixels modelled by empirical probability 
distribution can be transformed in order to normalize the 
illumination.    
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 - Illustration of an illumination and 
viewing problem with unknown state of facial 
expression. The large illumination problem can 
erase some features whereby this becomes closely 
related to the problem of occlusion [2].   

Figure 3 – Illumination visualization 
observed from 3D intensity graph. 
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In [8], pose variation problem has been tackled by the 
development of dynamic face model.   The author has 
produced a comprehensive approach for face modelling, 
detection, tracking and dynamic recognition.   By using the 
image sequences (video input), a sparse 3D shape model is 
developed where several face detectors are constructed in 
choosing the optimum detection that account for accuracy 
and speed.   Support Vector Regression, Support Vector 
Machines and eigenfaces are used and Kernel Discriminant 
Analysis technique is developed in this multi-view face 
recognition.   In [10], a multi-view optimisation search that 
is based on model-based and data-driven method is carried 
out to determine the most suitable views for 3D face 
modelling.  The simulation of silhouettes images with the 
use of scanned 3D head for prototype head/torso is found to 
be efficient and claimed to be the first systematic 
investigation of optimal views for modelling the 3D face.   
In [10], with the aid of distribution of needle-map 
directions on the 2D image delivered by shape-from-
shading technique, the orientation histograms are computed 
in estimating the facial pose.   From the experimental 
results shown, the authors reported that the method is only 
effective for the head rotation of less than 40 degrees from 
the frontal pose.   As the method does not rely on the 
detailed features alignment, the authors suggested that the 
method be used only for rough pose estimation.  
 
In the case of facial expression variations such as the one 
shown in figure 4, there are a lot of works that can be 
referred to in the literature.  In human interpersonal 
communication, facial expression contributes to 55% of the 
effectiveness of the delivered messages, while the verbal 
(spoken words) and vocal (voice intonation) parts 
contribute to 7% and 38% respectively [11][12].   The 
statement revealed the important information that can be 
extracted from human face for further interpretation and 
facial analysis in human interaction and activities.   Survey 
papers of [11][13][14] covered a broad discussion in 
automatic facial expression analysis.   In this respect, this 
paper only focuses on the variation complexity 
compensation for features extraction and classification in 
expression recognition.   For completeness, some previous 
works will be reviewed in getting closer to the 
understanding of facial expression variation problem and 
proposed solutions.  For instance, in [15], the performance 
of feature-based method developed by the author is 
reported to be 95.4% for upper face action units (AUs) and 
96.7% for lower face AUs.      
     
[16] combined geometric features and regional appearance 
methods in recognizing facial actions. The average 
recognition rate for the upper face of 87.6% (using 
geometric facial features), 32% (using regional appearance 
pattern), 89.6% (combined methods) and 92.7% (after 
refinement) are reported on the test of 514 image sequences 
from 180 adults of European, African and Asian ancestry.  
 
 
 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Another works on comparison of methods’ performance 
also made in [17] where the author reported that both Gabor 
wavelet and Principle Component representation achieved 
96% accuracy for classifying 12 facial actions of the upper 
and lower face. 
 
In the case of occlusion variation, the challenge is whether 
the partial information of given face image is enough for 
the recognition or the features extraction technique used 
able to perform as the way it should be. Further challenging 
issue is to investigate which part of the face features that 
contribute most information or how robust the extractor in 
dealing with this kind of variation.   There are extremely 
few specific study on this variation as most of the 
techniques developed in the literature focused on pose, 
illumination and expression problems. 
 
A lot of great works reported in the literature used frontal 
images or less variation in challenging the recognition 
algorithm.   In this regard, this paper tried to explore the 
challenge of variation complexity with limited collateral 
information. 
 
 
3D Image Histogram 
 

In face image analysis, it is aggreable that the development 
of a 3D model can reveal a lot of analytic information.  In 
this paper, the proposed image variation compensation with 
3D information extraction process is performed as shown in 
figure 5 below. 
 
Given a single detected face image, the pre-processing is 
first performed by using a grey image technique.  The 
illumination normalization is carried out based on the 
assumption that all faces fall into a class or group.  This can 
be performed by the histogram normalization technique 
similar to the work in [7].   
 
 
 
 
 
 

Figure 4  -   Sample images of common facial 
expression states [18] 
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In this paper, the method of 3D histogram is proposed in 
furthering the compensation for illumination and pose.  
Furthermore, the information extracted from the intensity 
caused by the large illumination will be manipulated for 
obtaining the depth information.  Firstly, a 3D view of 
intensity image will be plotted where another four views 
can be determined.  Figure 6 illustrates the details of these 
views.  By using the view 1, the estimation of the pose 
(face direction) is based on the geometrical location of 
unique features and symmetrical property of the face.  
Symmetrical property also allows the self-occluded 
problem being compensated and reveals the desired features 
such as eyes shown in figure 5.  This is achieved by the 
distance ratios of eyes and mouth location with the face 
outline (figure 6(b)).  Indeed, the distance ratios 
computation will allow any size of the image can be the 
input image. 
 
 
From these views (view 1 to 5), the level of illumination 
variation can be estimated with the aid of peak values of 
intensity.  This is visualized by the highest values of white 
(light) location in certain region on the image.   
 
 
 
 
 
 
 
 
 

 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The shape and depth recovery can be obtained from the 
undertsanding of figure 7(a).  Basically, the human eyes 
can see the 2D shape of a face from the view 1.  View 2 to 
5 are the perceptions of 90 degrees towards the respective 
image planes where these views are meaningless to human 
eyes.   From the experiment carried out on a number of 
images, there appear to be a critical range (between 0 to 25 
degrees around the vertical axes) of perspective angles 
within the 90 degrees rotation (e.g. from view 1 to view 2).  
The statement should be supported by a prior knowledge of 
the perceived object including the informative and regional 
property of the image.  The key point of shape and/or depth 

View 1 

View 2

View 3View 4

View 5

Figure 6  -  The exploration of views extracted from 
2D image planes. (a) Real image. (b) Estimation of 
the eyes region i.e feature location (c) The five views. 

(a) (b) 

(c) 

3D Histogram 

Variation 

compensation

Illumination 

Pose 

Z 

Figure 5 - The proposed process flow for variation 
compensation and 3D information extraction. 

Variation measurement 

A single face image 
with illumination and 
pose variations 

Figure 7  -  (a) Critical rotation angle.  (b) A sample of 
compensated face image where the depth measurement 
can be proceeded. 

(a) (b) 



International Conference on Robotics, Vision, Information  Appendix A 
and Signal Processing (ROVISP 2005): Penang, Malaysia 20-22 July 2005.   

194 
 

recovery is located at any highest point in the pre-
determined region.  For instance,  referring to the view 5, 
notice that the highest and second highest peaks are the 
impact of the light source on the nose tip and the lower part 
of the forehead respectively.  At an angle of 25 degrees in 
rotation from view 1 to view 2 will recover the depth of the 
upper region of the face (above the nose).  As a result, 
figure 7(b) is produced.   
 
Experiments are still in progress as to test all the 
possibilities of illumination and pose variations on the face 
images.  From the result of figure 7(b), the current 
experiment concludes that the variation complexity of the 
face image can be measured, compensated and analysed in 
obtaining the depth information with only a single test 
image. 
 
 
Conclusion 
 

The presence of large image variation problem in imaging 
process that limits the task of vision system such as face 
expression recognition system to a specific application 
where requirement must be pre-determined. The 
performance of such algorithm will degrade dramatically 
under a different environment compared to the one used 
during an algorithm development and training.    
 
The proposed solution in this paper employed some kind of 
‘image post-mortem’ and taking into account of all the 
possibilities in getting the unique collateral information of 
the face.  Future research will be looked into expression 
analysis of this compensated face image and recognition of 
its expression state.   It is hoped that by incorporating large 
variation complexity into a single face image, the analysis 
will bring the research up to a certain degree of 
understanding the dynamic of face image accurately with a 
simple and realistic computational point of view.  These 
need further analysis and interpretation towards realizing 
the robustness of intelligent facial expression recognition 
systems. 
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function TheID 
% TEMPORARY HUMAN ELECTRONIC IDENTIFICATION (The-ID) 
%*************************************************************************  
% The program is created to ease the analysis work for the thesis of  
% "Unfamiliar Facial Identity Registration and Recognition Performance  
% Enhancement". The codes are divided into two categories: 
% A.  Variation Complexity Compensation, Extraction and Representation. 
%     A.1   Colour-based Regional Appearance Extraction and Representation. 
%           A.1.1  Face Image Acquisition 
%           A.1.2  Histogram of RGB Colors 
%                  (i)  Representing Red Component 
%                 (ii)  Representing Green Component  
%                (iii)  Representing Yellow Component           
%     A.2   Texture-based Gender Extraction and Representation. 
%           A.2.1  Gray Image Conversion  
%           A.2.2  Compensation by Re-quantization 
%           A.2.3  GLCM Texture Representation 
%     A.3   Global Feature-based Age Extraction and Representation. 
%           A.3.1  Edge Image Conversion 
%           A.3.2  Morphology-based Compensation 
%           A.3.3  DLBT Global Features Representation 
% 
% B.  UCI Classification and Recognition 
%     B.1   Regional Appearance UCI Classification 
%     B.2   Gender UCI Classification 
%     B.3   Age UCI Classification 
% 
%************************************************************************* 
delete *.mat; 
clc; 
clear all; 
  
% LOADING THE IMAGES. 
buffer=pwd; 
[file, pathname] = uigetfile('*.jpg','Load Image'); 
cd(pathname); 
ColorImage=imread(file); 
cd(buffer); 
  
  
%*************************************************************************       
% A.   VARIATION COMPLEXITY COMPENSATION, EXTRACTION AND REPRESENTATION     
%    
% A.1  REGIONAL APPEARANCE EXTRACTION AND REPRESENTATION 
%      The input image is a colour image.  The image will be loaded into  
%      the database where the dimension will be reduced or standardized to  
%      a specified size. This input image supposed to be detected by Face  
%      Detection Algorithm. However, with respect to the scope of the 
thesis,  
%      the detected face image is represented by image cropping. The 
cropped  
%      image will then been compensated by histogram equalization. The 
final 
%      task in this stage is to represent the image where the 
%      representation is ready for the classifier to perform further 
%      analysis. 
% 
% 1. Face Image Acquisition 
[c r B] = size(ColorImage); 
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rgbImage=imcrop(ColorImage); 
figure, 
subplot(3, 3, 1); 
imshow(rgbImage, []); 
fontSize=13; 
title('Colour Image','Fontsize', fontSize); 
  
redPlane = rgbImage(:, :, 1); 
greenPlane = rgbImage(:, :, 2); 
bluePlane = rgbImage(:, :, 3); 
  
% 2. Histogram of RGB Colors 
subplot(3,3,2);imhist(redPlane),hold on; 
imhist(greenPlane),hold on; 
imhist(bluePlane); 
title('Histogram of RGB Colours', 'Fontsize',fontSize); 
xlabel('Intensity values');ylabel('Frequency of Occurence'); 
  
% 3a. Representing Red Component  
[pixelCountR grayLevelsR] = imhist(redPlane); 
subplot(3, 3, 3); 
plot(pixelCountR, 'r'),hold on; 
xlim([0 grayLevelsR(end)]); % Scale x axis manually. 
  
% 3b. Representing Green Component  
[pixelCountG grayLevelsG] = imhist(greenPlane); 
%subplot(2, 2, 3); 
plot(pixelCountG, 'g'),hold on; 
%title('Histogram of green plane', 'Fontsize', fontSize); 
xlim([0 grayLevelsG(end)]); % Scale x axis manually. 
  
% 3c. Representing Yellow Component  
[pixelCountB grayLevelsB] = imhist(bluePlane); 
%subplot(2, 2, 4); 
plot(pixelCountB, 'b'), hold on; 
title('RGB Representation', 'Fontsize', fontSize); 
xlim([0 grayLevelsB(end)]); % Scale x axis manually.  
xlabel('Intensity values');ylabel('Frequency of Occurence'); 
  
% A.2  GENDER EXTRACTION AND REPRESENTATION 
%      In this stage, the colour image will be transformed into gray level. 
%      The histogram of gray level image is equalized and re-quantization 
%      process will be performed for 8 gray levels.  The GLCM is obtained  
%      and this new representation for texture pattern of the face image is 
%      plotted or demonstrated in the output figure. 
% 
% 4.  Gray Image Conversion  
% 
GrayImage=rgb2gray(rgbImage); 
GrayEq=histeq(GrayImage,256); 
subplot(3,3,4);imshow(GrayEq); 
title('Gray Image','Fontsize',fontSize), 
% 
% 5.  Compensation by Re-quantization (with purpose) 
% 
[glcm1,SI] = graycomatrix(GrayEq,'NumLevels',8,'G',[]); 
subplot(3,3,5), 
imagesc(SI); 
title('Re-Quantization','Fontsize',fontSize), 
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xlabel('Gray level = 8');ylabel('Gray level = 8'); 
% 
% 6.  GLCM Texture Representation 
% 
subplot(3,3,6); imshow(glcm1); 
title('GLCM Texture Representation','Fontsize',fontSize); 
xlabel('N = 8 ~Pixel pair comparison');ylabel('M = 8 ~Pixel pair'); 
% 
% A.3  AGE RECOGNITION/ESTIMATION 
%      The gray image is transformed into edge image using the Canny filter 
%      with the threshold setting.  Morphology is applied to increase the 
%      quality of the broken edges and also to enhance the edges.  DLBT is 
%      applied by calculating the column by column of the edges occured in  
%      the image and the maximum value of the summation vector is obtained.  
%      The edge image is transposed and the same process is repeated. 
%      The ratio of the two maximum values are calculated and represent the 
%      measure of age estimation. 
% 
% 7.  Edge Image Conversion 
edgeimage=edge(GrayEq,'canny',0.4); 
subplot(3,3,7);imshow(edgeimage); 
title('Edge Image','Fontsize',fontSize); 
% 
% 
% 8.  Morphology-based Compensation 
% 
DLBT=bwpack(edgeimage); 
StrucEle = strel('ball',3,0); 
bwp_dilated = imdilate(DLBT,StrucEle,'ispacked'); 
bw_dilated = bwunpack(bwp_dilated, size(edgeimage,1)); 
subplot(3,3,8);imshow(bw_dilated); 
title('Morphology-based Compensation','Fontsize',fontSize); 
xlabel('Morphology image reconstruction'); 
  
  
% 9.  DLBT Global Features Representation 
DLBT2=bwpack(bw_dilated); 
V2=sum(DLBT2); 
subplot(3,3,9);plot(V2); 
title('DLBT Global Features Representation','Fontsize',fontSize); 
xlabel('Image Coloumn Width');ylabel('32Bits (Decimal Sum)'); 
  
%######################################################################### 
%######################################################################### 
% 
%%             B.   UCI CLASSIFICATION AND RECOGNITION     
%    
% B.1  REGIONAL APPEARANCE UCI CLASSIFICATION 
  
figure, 
subplot(3, 5, 1); 
imshow(rgbImage, []); 
fontSize=10; 
title('Colour Image','Fontsize', fontSize); 
  
subplot(3,5,2); 
plot(pixelCountR, 'r'),hold on; 
xlim([0 grayLevelsR(end)]); % Scale x axis manually. 
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plot(pixelCountG, 'g'),hold on; 
xlim([0 grayLevelsG(end)]); % Scale x axis manually. 
  
plot(pixelCountB, 'b'), hold on; 
xlim([0 grayLevelsB(end)]); % Scale x axis manually.  
title('RGB Representation', 'Fontsize', fontSize); 
xlabel('Intensity values');ylabel('Frequency of Occurence'); 
  
plot(pixelCountR, 'r'),hold on; 
  
maxR = max(pixelCountR); 
maxG = max(pixelCountG); 
maxB = max(pixelCountB); 
RBpeakDiff = maxR - maxB; 
BRpeakDiff = maxB - maxR; 
GBpeakDiff = maxG - maxB; 
     
if  abs(BRpeakDiff) > (0.01*maxR) 
    if abs(BRpeakDiff) < (0.1*maxR) 
    subplot(3,5,3);plot(BRpeakDiff); 
    title('Classification of Malay Regional Appearance 
UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences)');pause(1); 
    end 
end 
if abs(BRpeakDiff) > (0.1*maxR) 
    if abs(BRpeakDiff) < (0.3*maxR) 
    subplot(3,5,4);plot(BRpeakDiff); 
    title('Classification of Chinese Regional Appearance 
UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences)');pause(1); 
    end 
      
if abs(BRpeakDiff) > (0.3*maxB) 
    if abs(BRpeakDiff) < (0.9*maxB) 
    subplot(3,5,5);plot(BRpeakDiff); 
    title('Classification of India Regional Appearance 
UCI','Fontsize',fontSize); 
    xlabel('Number of Subjects');ylabel('RGB Differences'); pause(1);        
    end 
end 
end 
  
% B.2  GENDER UCI CLASSIFICATION 
  
subplot(3,5,6);imshow(GrayEq); 
title('Gray Image','Fontsize',fontSize), 
offsets0=[0 1;-1 0]; 
%offsets0=[0 1;-1 1;-1 0;-1 -1]; 
[glcm2,di]=graycomatrix(GrayEq,'offset',offsets0); 
stats=graycoprops(glcm2,'contrast correlation'); 
  
subplot(3,5,7);plot(stats.Correlation); 
title('Texture Representation/Classification','Fontsize',fontSize); 
xlabel('Offset');ylabel('GLCM Correlation)'); 
  
GenderRange  = stats.Correlation; 
StdGender = std(GenderRange); 
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disp(StdGender); 
MinGenderRange = min(GenderRange); 
MaxGenderRange = max(GenderRange); 
DiffGender = MaxGenderRange - MinGenderRange; 
disp(DiffGender); 
  
if (DiffGender < 0.003)  
            subplot(3,5,9);plot(DiffGender); 
            title('Gender Classification Result: Female 
Class','Fontsize',fontSize); 
            xlabel('Subjects)');ylabel('Difference Between Offset 1 and 
3');pause(1) 
else 
        subplot(3,5,8);plot(DiffGender); 
        title('Gender Classification Result: Male 
Class','Fontsize',fontSize); 
        xlabel('Subjects)');ylabel('Difference Between Offset 1 and 
3');pause(1); 
     
end 
% B.3  AGE UCI ESTIMATION/CLASSIFICATION 
  
subplot(3,5,11);imshow(bw_dilated); 
title('Edge Image (Morphology-based)','Fontsize',fontSize); 
%sizebw_dilated=imresize(bw_dilated,[100 50]); 
xlabel('Morphology image reconstruction'); 
  
T=bw_dilated.'; 
V3=sum(T); 
%V21=size(V2,400); 
%V31=size(V3,400); 
%Std1 = std(V2); 
%Std2 = std(V3); 
%Ratio1=log10(Std1/Std2); 
  
DistMth2Eyes = max(V2); 
DistEyes = max(V3); 
Ratio1 = log10(DistMth2Eyes/DistEyes); 
disp(Ratio1); 
subplot(3,5,12);plot(V2); 
title('DLBT Global Features Representation','Fontsize',fontSize); 
xlabel('Image Coloumn Width');ylabel('DLBT Decimal Summation');pause(1); 
  
if Ratio1 < 7.5 
    subplot(3,5,14);plot(Ratio1); 
    title('Age Classification Result: Child','Fontsize',fontSize); 
    xlabel('Image Column Width');ylabel('DLBT Ratio)');pause(1); 
else 
    subplot(3,5,13);plot(Ratio1); 
    title('Age Classification Result: Adult','Fontsize',fontSize); 
    xlabel('Image Column Width');ylabel('DLBT Ratio)');pause(1); 
     
end 
 %save RBpeakDiff 
%save DiffGender 
%save Ratio1 
 
end  
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%######################################################################### 
%######################################################################### 
% 
%%                      GENDER ANALYSIS 
%           GLCM Correlation, Energy and Homogeneity 
%  
%;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;; 
% 
figure, 
%Display Gray Image  
subplot(3,3,1);imshow(GrayEq); 
title('Gray Image','Fontsize',fontSize), 
  
%Compensation by Re-quantization (with purpose) 
[glcm1,SI] = graycomatrix(GrayEq,'NumLevels',8,'G',[]); 
subplot(3,3,2), 
imagesc(SI); 
title('Re-Quantization','Fontsize',fontSize), 
xlabel('Gray level = 8');ylabel('Gray level = 8'); 
  
%GLCM Texture Representation 
  
offsets00=[0 1;-1 1;-1 0;-1 -1]; %4 directions or angles 
[glcm3,dii]=graycomatrix(GrayEq,'offset',offsets00); 
stats1=graycoprops(glcm3,'contrast correlation energy homogeneity'); 
  
subplot(3,3,3);imshow(glcm1); 
title('Texture Representation','Fontsize',fontSize); 
xlabel('Pixel pairs');ylabel('Pixel pairs)'); 
  
subplot(3,3,4);plot(stats1.Correlation); 
title('Classification of Gender UCI','Fontsize',fontSize); 
xlabel('Offset (Direction of Pixels Comparison)');ylabel('GLCM 
Correlation)'); 
  
subplot(3,3,5);plot(stats1.Energy); 
title('Classification of Gender UCI','Fontsize',fontSize); 
xlabel('Offset (Direction of Pixels Comparison)');ylabel('GLCM Energy)'); 
  
subplot(3,3,6);plot(stats1.Homogeneity); 
title('Classification of Gender UCI','Fontsize',fontSize); 
xlabel('Offset (Direction of Pixels Comparison)');ylabel('GLCM 
Homogeneity)'); 
  
%;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;; 
%#########################################################################  
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Unfamiliar Facial Identity Registration and 
Recognition Performance Enhancement 

 

 
Please find attached CD for the face database used in the thesis.  The database comprises of twelve 

(12) classes listed as follows: 

 

(1) Malay Male Adult 

(2) Malay Female Adult 

(3) Malay Male Child 

(4) Malay Female Child 

(5) Chinese Male Adult 

(6) Chinese Female Adult 

(7) Chinese Male Child 

(8) Chinese Female Child 

(9) India Male Adult 

(10) India Female Adult 

(11) India Male Child 

(12) India Female Child  
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