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autocorrelation vector in LPC analysis
ith autocorrelation coefficient
Entropy of the source

average length of the Coding Procedure
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frequency band of the input signal

sampling frequency in a Delta Modulator

Optimum prediction coefficient's vector

optimizing constants in sequentially updating
prediction algorithms

fixed section of a predictor
adaptive section of a predictor

ith pitch sequence of input samples
the decoded sequence of {Si}
sequence of noise samples

a constant used in the formation of the PSFOD
and PSDPE difference sequences :

prediction coefficient in the pitch loop of the
PSFOD system h

the thresholds and output levels of an adaptive
quantizer

time invariant expansion - contraction coefficients

Non Linear Transform's TR output sample

Non Linear Element's output sample

envelope samples added to the.input samples {Xk}
signal-to-noise ratio of the DRQ

sequence at the output of the Envelope-DRQ's
Local Decoder

sequence of samples obtained by adding {enk} to {Xk}
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SYNOPSIS

The increasing use of digital communication systems has
produced a continuous seavch for efficient methods of speech
encoding. |

This thesis describes investigations of novel differential
encoding systems. Initially Linear First Order DPCM systems
employing a simple delayed encoding algoriihm are examined.

The systems detect an overload condition in the encoder, and
through a siﬁple algorithm reduce the overload notse at the
expense of some increase in the quantization (granular) noise.
The signal-to-noise ratio (snr) performance of such a codec has
1to 2 dB's ddbantage compared to the Pirst Order Linear DPCM

" gystem.

In order.to obtain a large improvement in snr the high
correlatioh between successive piteh pertods as well as the
corrélation between successive sgmples in the voiced speech
waveform ie exploited. A system called "Pitoh Synchron. ous

First Order DPCM" (PSFOD) has been developed. Here the difference

sequence formed between the samples of the input sequence in the
eurrent pitoh period and the samples of the stored decoded
sequence from the previous pitch beriod are encoded. This

difference sequence has a smaller dynamic range than the-originaz

input speech sequence enabling a quantizer with better resolution

to be used for the same transmission bit rate; The snr is increased

by 6 dB compared with the peak snr of a First Order DPCM codec.

A development of the PSFOD system called a Piteh Synchron. ous

- Differential Predictive Encoding system (PSDPE} 18 next investigated.
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The principle of its operation is to predict the next sample in
the voiced-speech waveform, and form the prediction error which
ig then subtracted from the corresponding decoded prediction
error in the previous pitch peritod. The difference is then
encoded and transmitted. The improvement in snr is approximately
8 dB compared to an ADPCM codec, when the PSDPE system uses an
~adaptive PCM encoder. The snr of the system increases further
when the effictency of the predictors used improve. However,

the performance of a predictor in any differential system is

closely related to the quantizer used. The better the quantization

the more information is available to the predictor and the better
thé prediction of the 'incbrming speech samples. This leads
automatically to tﬁe investigation in techniques of efficient
quantization. A novel adaptive quantization technique called
Dyﬁmﬁc Ratio quantizer (DRQ) is then considered and its theory
presented. The quantizer uses an adaptive non-linear element
which transforms the input samples of any amplitude to samples
within a defined.wnplitude range. A fixed uniform quantizer
quantizes the tmnsf‘brmed signal. The snr for this quantizer
is almost constant over a range of input power limited in practice
by the dynamic range of the adaptive non-linear element, and it
s 2 fo 3 dB's better than the snr of a One Word Memory adaptive
quantizer.

‘Digital computer simulation techniques have been used widely
in the above investigations and provide the necessary experimental

flexibility., Their use is described in the text.




CHAPTER |

DicitaL SpeecH COMMUNICATIONS -
ORGANIZATION OF THESIS

1.1 TINTRODUCTION.

Man can communicate to his fellgws subtle changes in his mood,
emotions, likes, dislikes, belief, disbeliéf, basic wants, appetites,
and so forth by facial and body movemenﬁs, the so-called body language.
But this method of communication is useless in conveying intellectual
arguments. Even the best "body-talker" would be hard pressed to
explain Pythagoras theorem! To communicate intgllectually and with
precision we need to speak. Speech is not just the making of complex
sounds but the development of_language, a set of rules for.relating a
number of sounds into messages which the listener can interpret without
ambiguity. The Eﬁglish language like many othetrs achieves this if
used carefully.

Speech involves thé production of sound waves. Consequently
it cannot be conveyed in an acoustical mode over quite moderate distances,
like two hundred méters, without disturbing others and losing privacy.
Over larger distances, the human voice becomes inadequate while
acoustical amplification of the speech will generally be unaéceptable
in modern society. We don't appreciate high level noise, and that is
what other peoples amplified conversation is. As a result, to
communicate over long distances we must resort to electrical techniques.
Acoustical-electrical and électrical—acoustical transducers are used.

The former transforms the speech into an electrical format while the

latter is used by the recipient at the distance point to reconvert




_distances the electrical signal representing the speech will have

‘introduce a number of different forms of distortion. To reduce

the electrical signal back into its acoustic form. Over long |

to be repeatedly amplified. These amplifications will introduce

noise, and the communication channel, be it line or radio link, will

these distortions digital communications have been used. Here the
electrical signal at the output of the transducer (microphone) is

encoded into a digital form prior to transmission. Digital repeaters

are placed in the transmission channel, and with careful design the
digital signal emerging at the end of the channel is nearly idemtical

to the one which entered. The received digital signal is decoded back

to an analogue one which is analogous.to the original sound pressure

of the speech at the transmitting end of the channel, and it is then
passed through fhe output transducer (the loudspeaker) to give the
recovered speech; The quality'of the speech is generally only
degraded by the noise génerated in the encoding process, which can
be kept small, |

In this chapter we‘briefly consider the answers to the question
"why digitgﬂyencode speech signals?" and we proceed with the motivation
for the regearch work described in‘this thesis, The chapter ends
by illustrating the organization of the remainder of the thesis and

the contributions which we believe are original.

1.2 DIGITAL SPEECH COMMUNICATIONS.

Digital coding of speech was proposed more than three decades

ago, but its realization and the exploitation for the benefit of

society took place only after the beginning of the transistor era.




Since then, numerous digital facilities have been introduced into
the telecommunication networks. In recent years the telephone
industries around the world have made huge investments in digital
transmission systems for Junction communications and more can be
expected when the local subscriber networks are digitized.
Military and Law enforcement organizations have employed digital
techniques in their communication systems and many of their existing
analogue systems will probably be replaced by digital ones, in the
future.

We ﬁause at this point to answer, in an itemised format, the

pertinent question: "why bother to digitize speech signals?"(l_s)

1) Digital encoding enables transmission of information over
long distances to be achieved without degradation of the speech
quality. This occurs because digital signals are regenerated i.e.
retimed and reshaped, at repeaters placed along the transmission
path and at the terminal station. The transmission quality therefore

iz almost independent of distance and network topology.

2) Digital processing allows the principle of time division
multiplexing (TDM) to be applied in a very simple and economic way
to telephone transmission lines and switching devices, In comparison
with the frequency division multiplexing {(FDM) technique in analogue
transmission systems, where complex filters are required, the
multiplexing function in TDM is accomplished with economic digital
circuitry. Furthermore, switching of digital information is easily
done with digital building blocks leading to all-electronic exchanges

which eliminate the problems of analogue cross—-talk and mechanical

switching.




3) When multiplexed, digital signals increase the channel
capacity in certain existing media. For example, on inter—exchange
junction circuits cable pairs originally intended for single
telephone channels can carry 30 telephone conversations in digital

coded format.

4) Different transmission media and switching equipment are
easily interconnected by means of relatively cheap interface equipment

with little or no signal impairments,

5) Different types of signals encoded to a uniform digital
format, can be transmitted over the same communication system.
Consequently, speech signals cén be @gndled together with other
signals sﬁcﬁ as video, computer data, facsimile data, news dispatches,

‘etc.

6) Digital speech signals are suitable for processing by
digital computers and thus complex signal processing, not easily
accomplished'otherwise, can be_aéhieved. Information in a digital

format can be encripted and hence secrecy, especially important

in military communications, is obtained.

- 7) In digital systems the required transmitter power is much
less than that of analogue ones and the transmission reliability is
much higher., These factors make the digital techniques more suitable

for satellite and computer-controlled communications.

8) In extremely difficult transmission paths where the noise

exceeds the signal level, digital systems can still extract the

information by introducing high redundancy into the transmitted codes.




The information can alsoc be extracted from the noise-corrupted
signal by means of adaptive digital processing methods based on the

(6)

statistics of the signal's source.

9) Large Scale Integration techniques (LSI) employed in the
realization of digital circuits can result in cheap and very compact

equipment.

10) Digitization of épeech offers the possibility of voice
communication with computers. Recenﬁly much of the research effort
is directed in two important areas of speech processing, namely
recognitioﬁ and synthesis. Computer recognition of digitized speech
commands would enable the user to intéract with the computer via a
speech digitization terminal, Also the computér following speech
synthesis procedures, would be able to generate digital speech &ata

which would be retrieved to the user via the same terminal.

All the abo;e ten points rec9mmend digitization of speech and
provide the motives for studying newlspeech digitization techniques.
Two goals have to be achieved when deéigning a digital coding method.
An efficient digitizer should possess: firstly data rate compression
.characteristics resulting in smaller transmission bandwidth requirements
while ﬁaintaining the quality of the digitized speech. Secondly,
low implementation cost, although this can on occasions be warned,
for example, in some types of military communication systems. In
general these two requiréments.oppose each other, That is, large bit
rate cﬁmpression and good quality speech is usually achieved by highly

complex and costly digitizers. When the bandwidth allocated for

digital speech transmission is fixed, the challenge always exists




for producing improved perceptual quality for less cost, i.e.
efficient speech digitizers.

There is another long-term motive for studying improved speech
digitization algorithms. Voice is a coﬁpressible source as indicated
from the following two facts: 1) high quality sbeech‘can be transmitted
in digital format at a rate of.64 kbits/sec. ii) intelligible speech
can also be transmitted with only 1000 bits/sec. Consequently,
digital speech can be thought as a highly variable rate source and
this'c0u1d be uged to increase the flexibility of a communications
network under fluctuating traffic conditions. That is, when the
incoming digital speech data begins to congest the network, the
transmission bit rate from the various speech sources could be reduced
while retaining speech intelligibility. This suggests that Programmable
Real Time Signal Processor (PRTSP) terminals could be used to implement
a variety of speech digitization algorithms., When the user wants
high quality speech, digitiéation is performed by the proper high
bit rate algorithm while if the network is too full a busy signal
is returned as an indication for the user to lower his demand and
employ a diffefent speech algorithm with compressed transmission
bandwidth characteristies. The goals to be achieved by a speech
algorithm employed in a PRTSP terminal are the same with those previously
discussed, with the only exception of having the implementation cost of
.the PRTSP terminal fixed.

There have been two main trends in digitizing speech algorithms
(both are discussed in Chapter II) i) Modeling of the human vocal
apparatus where an Analysis procedure estimates the model parameters.

These parameters constitute the speech digitized data and are
I




transmitted. ii) Direct digital translation of fhe speech waveform.
Digitization algorithms of the first category are rather complex

but offer large bit-rate-compression. Their transmission bit rate

is of the ordér of 1000 to 8000 bits/sec., Bit rates higher than

8 kbits/sec. are usually produced by algorithms 6f the second category.

These direct waveform encoding techniques are of great importance in

digital speech communications because of their simplicity and licttle

cost when compéred to the Modeling techniques, and because of the

high qﬁality reproduced speech (at output bit rates above 20 kbits/sec.).
The research work presented in this thesis is focused on waveform

encoding techniques. In particular we investigate new methods for

. differentially encoding speéch signals. The proposed encoding algorithms

are relatively simple and efficient in maintaining the quality of the

speech and show good bit-rate compression characteristics.

1.3 ORGANIZATION OF THESIS.,

We ootline briefly each of the following chapters in this thesis.
Chapter II is a review chapter of digital coding techniques
applied to speech signals. The reason to include this chapter is
two-fold:
i) To acquaint the non-specialized reader with the existing
speech digitization techniques,'and to compare them.
ii) To provide all the necessary background knowledge and

establish the framework for the investigations which follow.

The survey begins with a brief presentation of the basic '"Modeling"

or as they are better known, "Analysis-Synthesis' techniques. 1In

this section we include the fundamental characteristics of speech




production and perception which are important in the development
and understanding of Analysis-Synthesis techniques and which are
quite useful in producing efficient waveform encoding algorithms.
We then proceed by examining in depth Waveform Coding techniques.
Special emphasis is given to analysing, comparing and assessing the
berformance éf Differentially encoding systems such as Differential
Pulse Code Modulation (DPCM) and Deltg Modulation (DM). The
essential element of all digitization algorithms namely: the
Quantizer, is also discussed in details,

Chapter III describes the hatdware and software developmeént of
a minicomputer based speech processing system which enables the
storage of several minutes of spéech.matérial oh digital magretic

tape. The speeth is then processed by encoding algorithms dérived

in the computer, and thé resulting digital data is converted into
analogue form for subjective evaluation. The dgscfiption of the
system inciudes the basic computer controlled input~0ut§ut hardwafe
and software functions. It is wﬁitten with the purpose of serving
as 4 reference guide Eof future system users. Readers may omit
this chapter without losing the continuity of the thesis.

In the early stages of the research we concentrated on the
various possibilities for improving the performance of DPCM encoders.
In Chapter IV we examine, through computer simulations, the effect
of Delayed Encoding when applied to DPCM. In particular, while
trying to keep the éomplexity of the resulting systems small, we
introduce and examine DPCM systems employing simple Delayed Encoding
algorithms., Computer simulation results obtained from these systems

when speech is used as the input signal, are presented.



VIn Chapter V we take a closer look, through computer simulations,
of a typical Adaptive DPCM system employing Jayant's adaptive quantizer
and adaptive predictors. Then in order to obtain a digitization

.system with superior performance we introduce the concept of pitch
synchronvous differential processing of sbeech signals, Two novel
systems are described, the Pitch Synchron-ous Fir;t Order DPCM (PSFOD)
and the Pitch Synchron :ous Differential Predictive Coder (PSDPE).

Both of the systems exploit the waveform similarity between successive
pitch periods of voiced speech, as well as the correlation between
successive input samples. At the end of this chapter the importance
of the quantizdtionh element in Differentially encoding systems is
discussed. We conclude.that the performance of Differential encoders,
and further, the estimation efficiency of the predictdrs used by them,
depends upon thé performancé of the quantizer. This leads our
investigations into techniques of efficient quantization.

Chapter VI begins by discussing existing adaptive quantization
schemes and generalizing their adaptation approach. Then a novel
instantaneously adaptive non~linear ratio quantizer_cailed the
Dyﬁamic Ratio Quantizer (DRQ) is proposed. A.detailed mathematicai
analysis of thé basic DRQ scheme is presented. An improved version
of the DRQ called the Envelope - DRQ is then described. The
performance of the DRQ systems is illustrated by means of computer
simulations and signal-to-noise ratio (snf) results for First Order
Markov process and speech input signals. The snr results are compared
with our informal subjective listening experiments. The chapter
ends ﬁy.describing the simplicity of implementation of the DRQ

quantizer.
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Finally, in Chapter VII the main results reported in the
Thesis are analysed and criticized. Some suggestioné are also
made relating to further.work.

The over-all arrangement of the Thesis is illustrated in.

Figure 1.1,

1.4 SUMMARY OF MATN RESULTS.

The main results presented in ;his Thesis are outlined as
follows: First in Chapter IV we show that by incorporating simple
Delayed encoding algorithms into DPCM encoders, an increase of
only 1 dB in peak signal-to-noiée ratio and a small increase of
dynamic range is obtained. Consequently, unless the Delayed algorithm
is very complex the snr advantage of such a system compared to DPCM
is rather limited. | |

- In Chapter V we introduce and develop the Pitch Synchron:ous
First Order DPCM (PSFOD) and Pitch Synchron-ous Differential Predictive
Coder.(PSDPE) systems, Both of them show modest complexity and
excellent encoding perforﬁance when compared with DPCM, The computer
simulation results show an snr advantage of 6 dB's for the PSFOD
and 8 dB's for the PSDPE systems (3 bits/sample quantization) over
the First Order DPCM and Adaptive DPCM respectively.

Because we.realized that the main limitation in the performance
of Differentially Encoding Systems is their quantizers, we introduced
the DRQ quantization technique. By utilizing non-linear elements,

a fixed quantizer and simple prediction, a closed;loop adaptive
quantizer emerged having a high constant snr over a wide dynamic

range. The DRQ computer simulation shown an improvement compared
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to Bell Laboratories One word memory APCM system in both snr and
subjective experiments. The Enveloﬁe-DRQ scheme operating at

‘transmission bit rates as low as 10 to 15 kbits/sec. hag a subjective

performance similar to that of Adaptive-DM.
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CHaPTER I

DiciTAL CopiNG TECHNIQUES OF SPEECH SIGNALS

2.1 TINTRODUCTION.

Digital coding of speech signals can be broadly cléssified into
two categorieé, namely: Synthesis-Analysis (vocoder) coding and
waveform coding. The conéepts used in these two methods are very
different.

‘In the Synthesis-Analysis systems (described in detail in
Section 2.2), a theoretical model of the speech production mechanism
is considered and its parameters are derived from the actual speech
signal, These parameters Are digitally encoded and transmitted.

At the receiver they are decoded and used to control a speech
synthesizer which corresponds to the model used in the analyser.
Provided that the perceptually significént parameters of the speech
are extracted and transmitted, the synthesized signal perceived by
the human ear approximately resemﬁles the original speech signal,
Thus dufing the Analysis procedure the speech is reduced to its
essential features and all the redundant constituents which do not
effect human perception are removed. Consequently a great saving in
-transmissién bandwidth is achieved. On the other hand the synthesis,
analysis processing operations are compiex, resulting in expensive
equipment. |

In wavefbrm encoding systems, an attempt is made to preserve
the waveform of the original speech signal. In such a coding system
the speech waveform is sampled and each sample is encoded and

transmitted. At the receiver the speech signal is reproduced from
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the decoded samples. The way in which the input samples are

éncodéd at the transmitter may depend upon the previous samples or

. parametere derived from the previous samples, so that advantage

can be ;aken of the speech waveform characteristics. Waveform

ching systems tends to be much more simple and therefore inexpensive

compared to the Vocoder type systems. Because of this, they are

of con31derab1e interest and importance and their appllcatlons

varies from mobile radlo and scatter links to commerc1a1 wire circuits.
Although the emphasis in this chapter, from secthn 2.3 onwards,

is given to the coding Systems of the latter category, the better

known Analysis-Synthesis‘coding Systems are also discussed to present

a complete review of digital coding techniques applied to speech

signals.,

2.2 ANALYSIS-SYNTHESIS CODING TECHNIQUES (VOCODERS).

The main task in the design of a vocoder system is to determine
the basic characteristics of speech production and perception and
to incorporate theée into. the system, Ideally the characteristics
are described in terms ;f few independent parameters which can serve
as the information-bearing_signals.

Basically the vocoding procedure éan be divided into two parts,
namely: analysis and synthesis._ The analysis process is carried out
at the tranémitting end where quantities deseribing the vocal excitation
and the vocal transmission parameters are extracted from the speech
signal. .

The receiver using this information attempts to synthesize a

signal that sounds like the original speech. The idea is schemittized
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in Figure 2,1. - In an ideal system both analysis and synthesis
procedures will be accurate models of the speech produétion
mechanism., It is worthwhile therefore to discuss briefly the
subject of speech production and perception, before considering
the various vocoding systems.

In articulatory terms the speech sounds are produced by exciting
the vocal tract. The vocal tract is an acoustical tube which for an
average man is approximately 17 cm long. It is terminated by the
lips at one end and by the vocal cords constriction at the top of
the trachea at tﬁe other end, The frequency response of such an
acoustical tube shows resonant peaks (called the formants) corresponding
to different multiples of the acoustic quartef wavelength. Assuming
that the tube is 17.4 cm long and its diameter is constant across
its length, then the resonant energy peaks will have frequencies of
F, = 500 Hz, F

= 1500 Hz, = 2500 Hz, etc. The cross—-sectional

2 Fg =2
area.of the vocal tract is controlled however by the érticulators,

i.e. the lips, jaw, tongue, and velum, and it may vary from zero to

20 cmz. Consequently, the resonances are not fixed at 1000 Hz. intervals
but can sweep higher or lower according to the vocal tract's shape.

For example, in the sound /ah/ as in "father" the back part of the

tongue is pushed towards the wall of the throat and in the .

front part of the mouth, the opening of the acoustical tube is increased.
The effect of changing the shape of the vocal tract in this way is to

raise the frequency of the first formant F. by several hundred Hz

1
while the frequency of the second formant F, is slightly lowered.
On the other hand if the tongue is moved forwards, as in the sound

/ee/ of "heed", and the size of the tube at the front just behind
J
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the teeth is much smaller than that at the back of the tube, F1

drops sharply down to as low as 200 or 250 Hz and F2 increases to
as much as 2200 fo 2300 Hz.

The vocal tract may also be acoustically coupled with the nasal
cavity depending upon the position of the velum. In general, nasal
coupling can substantially influence the character of.a sound radiated
from the mouth.

The source of energy for the speech production lies in the
thoracic-énd abdominal musculatures. Air is drawn into the lungs
by enlarging the chest cavity and its pressure is increased by
confracting the rib cage. The vocal cords which form a constriction
to the air flow are then forced in a oscillation producing quasi-~
periodic pulses of air and exéiting the vocal tract. As tﬂe
'articulators can change the geometry and therefore the acoustical
characteristics pf.the vocal tract, the spectrum of the quasi-periodic
excitation is shaped accordingly and the various sounds are produced.
(e.g. vowels, nasals,.and glides). The rate of the vocal cord
vibration, i.e. the rate of the air pulses excitation source is
termed as the "pitch" frequency.

Another kind of vocal excitation is created by a turbulanf\
flow of air through constricted spaces in the vocal tract, resulting
to "unvoiced" sounds. (e.g. fricatives and plosives).

Although the process of speech production is well understood
(see works of Flanagan (7) and Fant (8)), relatively little is known
about perception of speech by the human auditory system. Despite
9)

the remarkable discovery by Von Bekesy '~/ that the cochlea in the

inner ear is capable of performing frequency analysis, many questions
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remained unansweréd. For example how voiced sounds are separated
from unvoiced sounds, since the frequency analysis performed by

the cochlea is insufficiently sensitive to distinguish between the
periodically pitched powér sﬁectrum of a voiced waveform and the
continuous spectrum of a non-periodic unvoiced noise like signal.
Other unexplained phenomena are the bimaural hearing (i.e. the

ability to accurately locate the positions of a sound source) and

the cocktail party effect (i.e. the ability to listen to a particular
person in an extremely noisy environment).

.At present the only reliable factors that the vocoder designer
‘can rely on are: the preservation of the speech power spectral -
envelope and the preservatiqn of the.voicing information. Then the
resynthesized speech will probably sound satisfactory,

Some well known vocoding methods are discussed below.

2.2.1. Channel Vocoders.

(10)

The first vocoding system was invented by Dudley and it is
known as the Spectrum Channel Vocoder. The system incorporates the
two important features of speech production and perception mentioned
previously,

i). recognizes that the perception of speech signals depends
upon the preservation of the shape of the short-time amplitude

spectrum (i.e. preservation of the magnitude of the short-time

Fourier Transform disregarding the phase).

ii) recognizes that the vocal tract excitation can be a broad

spectrum random signal (unvoiced mode).
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The synthesizer of a channel vocoder (see Figure 2.2) is
represented by a bank of band-pass filters connected in parallel.
This arrangement models an estimate of the discrete power spectrum
of the speech signal which is to be synthesized. Thé envelope
of the power spectruﬁ is controlled with variable attenuators at
the input of eaéh filter. At the transmitting end the input speech
signal is aﬂalysed by a similar.bank of band-pass filters and the
measured power in each channellis used to control the inputs to the
corresponding synthesizer filters.  With regard to the vocal excitation
a decision is made by the analyser as to whether the speech is voiced
or unvoiced, and if voiced, the pitch period is measured and sent
with the voiced/unvoiced information to the receiver end.

The bit rate needed to transmit the channel information depends
upon the number of channels, the rate at which they are éampled,
and the way in which the signal in each channel is encoded. It may
vary over a wide range as can the quality of the resultant speech.
In general, an overall transmission bit rate of 2400 to 9600 bits/sec.
is adequate for the channel vocoder while the quality of the synthesized
speech is monotonically'related to the bit rate.

| Although the intelligiﬁility of the synthesized spgech may be

high, there is a perceptible degradation of the speech naturalness
"~ and quality. The factors responéible for this are:

i) The discrete rebresentation of the amplitude spectrum is
not & particularly efficient method of preserving all the perceptual
- important spectral details. This lack of high spectral resolutions

is imposed by the number, bandwidth, and spacing of the filters.

ii) The large dynamic range of the spectrum may not be covered
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due to practical limitations.

iiij The voiced/unvoiced decisions and the accurate pitch
extraction is a difficult task and errors can occur, Furthermore,
the_vbiced sounds are synthesized using quasi~periodic pulses whose
charécteristics can be different from those of the actual glottal
pulses. |
However, the spectrum channel vocoder can be improved in several
ways. The amplitude spectrum can be better measured by careful filter
design or by employing digital techniques such as Fast Fourier
.Transforms. Also, for the important voiced/unvoiced decisions
sophisticated techniques can be used such as Cepstrum or Linear
prediction so that the pitch period is extracted accurately.
One method to avoid the difficulties of voicing decision and
pitch extraction is that'employed in the Voiced Excited Channel

Vocoder.gll’lz)

Here a low frequency narrow band section of the
original speech is encoded and traﬁsmitted, in addition
to the vocoder channels. At the feceiving end this baseband signal
is processed by a non-linear distortion element which flattens
and broadens the signalis power spectrum without affecting its
periodicity, if any.. This flattened and broadened signal is used
as the synthesizer's excitation and because.it is derived as a
subband of the speech signal, it inherently contains the required
voicing information. In practical implementations the baseband
signal can occupy the range of 250 Hz to 940 Hz while the range
from 940 Hz to 3650 Hz is covered by a number of vocoder channels.
The speech quality obtained from such a system is definitely
better than that of the speétrum chaﬁnel vocoder although the

transmission bandwidth is increased.
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2.2.2. Homomorphic Vocoders.

The term homomorphic processing is generally used in systems
in which a complex signal is transformed into a form where the
principle of linear filtering can be easily applied. The idea is
schemitized in Figure 2.3 where F and F-1 are inverse functions and
L is a linear time invariant operation. In this system the output
of F can be processed in a straightforward manne; using linear
techniques, while it will be difficult to produce Y(t) by a direct
operation (¢) on the X(t), input signal.

(13)

The homomorphic vocoder shown in Figure 2.4 is based on
the observation that the speech waveform X(t) can be modelled as
the convolution of the vocal tract impulse response u(t) and the
vocal excitation e(t), i.e. X(t) = u(t) * e(t). Consequeptly these
components can be deconvolved in order to obtain two slow time
varying (i.e. low transmission bit rate) signals which can then
drive the synthesizer at the receiving end.

Specifically during analysis (Figure 2.4a) the input speech
signal (X(t) is Hamming wiﬁdowed (point A) and Discrete Fourier
transformed (DFT) so that the signal at point B is the product of
the DFT's of u(t) and e(t)., Then the log. magnitude is taken
resulting in a signal at point C that is the sum of the log,
magnitudes of the DFT's of u(t) and e(t). By applying the Inverse
Discrete Fourier Transform, a signal [k(ti]c, called the cepstrum
is obtained (point D), which is the sum of the cepstra of the

excitation and the vocal tract impulse response, i.e.

ee)]© = (u(e]® + [ece]®.
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The vocal excitation‘andrimpulse response can then easily
be separated from the [?(ti]c time function with a proper time
window, and transmitted. This separation is achieved because the
cepstrum of the vocal tract impulse response (the impulgse responsge
of the vocal tract last for approximately 20 to 30 msec;) becomes
a sequence whose duration is much less than the pitch period. On
the other hand the effect of the DFT, log. magnitude, and inverse
DFT 6perations on the quasi-periodic vocal excitations component
of the speech signal X(t), is to.produce a time waveform with pulses
spaced apart by the pitch period. Consequentiy, the initial part
of the cepstrum (L[X(t)jc) represents the froperties of the vof:al
tract impulse response, while the subsequent part (H[?(ti]c)
provides the excitations information.

The synthesizer after receiving LE{(t):Ic iriverses all operations
which have been applied or; f.he input signal during the analysis,
{i.e. L[?(ti]c is Fourier Tfansformed, Exﬁonentiated, and Inverse
Fourier Transformed) and an approximation of the vocal tract impulse
response u{t) is obtained.

Finally, synthesized speech is produced by convolving u(t)
with the output of an excitation generator controlled by H[?(;i]c.

Good qﬁality natural speech is obtained at the output of the
synthesizer when the transmission rate .is 7800 bits/sec. By applying
predictive encoding to transmit the homomorphic vocoder parameters,
the transmission bit rate can be reduced to 4000 bits/sec. with a

slight impairment in speech quality.
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2.2.3. Formant Vocoders.

In the previously mentioned channel vocoders the short term
amplitude spectrum of speech is effectively sampled, coded and
transmitted to the synthesizer together with the vocal excitation
information. However, such detailed representation of the amplitude
spectrum is unnecessary as its adjacent values are highly correlated.
In addition its shape can be defined by only specifying the frequencies
and the spectral amplitudes of the formants. It is possible,
thergfore to achieve band savings in excess of that obtained in a
Channel Vocoder, by transmitting to the synthesizer only the Formant
and the vocal excitation data. Vocoding systems which base their
operating procedure on the above prigpiplg are known as Formant
Vocoders.

Generally, the Formant Vocoders are divided inte two groups
depending upon the synthesizer's structure, i.e. the synthesizer
is imﬁlemented in a "cascade" or in a "parallel" form.

In the parallel form, Figure 2.5a, the formant characteristics
obtained during analysis; are used by the synthesizer to control
three variable resonant filters which represents the first three
speech formants., Having adjusted the response of the filters
according to the forﬁant characteristics, their input is excited
by a noise source or a pulée generator, and their outputs are
combined to produce unvoiced or voiced speech, respectively.

In the serial form, the transmitted coding parameters are the
complex frequencies of the polés and zeros of the vocal tract )
function (that is an equivalent way of defining the formant frequencies

and amplitudes) and the excitation information. The simplified
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schematic diagram of this synthesizer is shown in Figure 2.5b.

In the upper signal processing path the pitch pulses, whose amplitude
is controlled by Av, are fed into a L pole time varying digital
filter Hv(z). (L = 3, when L > 3 only the first three poles are
variable). In the lower path the noise signal, whose amplitude

fange is controlled by Au, is filtered with a 6ne pole, one zero

time varying digital filter Hu(z). The output of Hu(2) presenting
unvoiced speech components is added to the voiced components of

the output of Hv(z)}.

The resulting signal is spectrally compensated by a two pole
(situated on the real axis) digital filter C(é) which simulates the
effect of any vocal tract nasal coupling,

The performance of aaformant vocoder depends upon the analysis

method used to obtain the formant and voiced/unvoiced information.

The most direct method of identifying the formants is to use a
large filter bank {(as that of the earlier channel vocoder) and pick
the frequencies at which the filter output is the highest. Modern
formant vocoders tend to eﬁETBy digital analysis techniques such as

Discrete Fourier Transform followed by a peak peaking procedure(14),

homomorphic filtering, or inverse linear filtering(IS).

2.2.4, Linear Prediction Coding (LPC) Vocoders.

The analysis employed in the Linear Prediction Coding, LPC,
vocoder is a time domain technique and aveids the formant location
difficulties of the frequency domain formsnt analygis, where formants
gseem to disappear during certain sounds or‘seem to increase their

number during others.
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The basic idea in the LPC vocoders is that speech can be
produced using an adaptive Pth order Linear digital filter, as
shown in Figure 2.6a. This accounts for the vocal tract characteristics,
the radiation characteristics and the pulse shape of the vocal

excitation. The model proposed by Ata1(16)

is an all pole approximation
of the shape of the briginal speech spectrum.
The transfer function H(z) of this recursive Pth order digital

filter is given by:

“H{z) =

(2.1.)

where P = 2L and L specifies the number of formants needed to
characterize the gpeech amplitude spectrum. The complex roots of
the denominator in Equation (2.1.) specifies the formants (and theif
bandwidths) of the modelled speech spectrum, When a voiced or
ﬁnvoiCed sound is to be produced, the filter H(z) is excited by a
quasi-periodic or a random impulse signal, respectively. The

difference equation applied to the model is of the form:-
S =‘i£1 a; S * B - (2.20)

where sn are thé speech samples and Bn are the excitation impulses,
Dﬁring voiced speech Bn is zexo except for one sample at the beginning
of every pitch period. Consequently for all time, except for the

" start of a pitch period, Equation (2.2.) takes the form of the linear

prediction formula;

P
s = ) a, S . (2.3.)




| The analysis procedure involves the determination of the

_Linear predictioﬁ coefficients a; which, together with the extracted
excitation data are transmitted to the synthesizer whose arrangement
is shown in Figure 2.6b. The synthesizer's task is to produce a
sequenée of speech samples §n such that the error e between gn

and the original speech samples Sn’ i.e.

>

i “n-i (2.4.)

is a minimum.:

The pfediction coefficients can be chosen to minimize the
mean square error E(ei) averaged ove;-all n. This is the classical
Wiener filtering procedure in parameter estimation theory and E(ei)

can be put into the form:

2 P . 2
E(e) = E[sn -1 a sn_i-] (2.5.)

To obtain the optimum 2, coefficients, Equation (2.5.) is
differentiated with respect to aj, j=1,2,...,P and the result
is set to zero producing a set of P linear Equations. In matrix

notation the Pth order linear Equations system can be written as:
A = ¥ (2.6.)
where ¢ is the cross covariance matrix whose ¢ij element is

b, . = E(Si Sj), depends on |i-j|

ij

and ¥ is the autocovariance vector whose ith element ¢i is

¢i = E(So Si)’ depends on i.
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Although ¢ is a symmetric and positive finite matrix, the
optimal solution of Equation (2.6.) with respect to A involves,
in implementation terms a rather difficult matrix inversion operation

¢-l. Various methods have been employed to obtain solutions.(17’ls)

Markel(lg)

e s 2 ,
minimized the mean square error E(en) using the

autocorrelation method. This approach to the LPC solution provides

i) a Toeplitz matrix ¢ which can be inverted with less
computations,
ii) insures stability for infinite word length arithmetic while

Atal's method does not always yield a stable synthesizer.

However, the autocorrelation method requires windowing of the
input speech data which is unnecessar§ in the autocovariance method.

Adaptive iterative gradient techniques can also be applied to
determine the LPC a, coefficients. Examples of these techniqués(20’21)
are the Stochastic Approximation and the simplified Kelman
filter sequential algorithms whose a; solutions are sub-optimal but
their implementation is simple.

Another time éomain technique of speech Anaiysis and Synfhesis

(22) makes use of the Partial Correlation

proposed by Itakura and Saito
{PARCOR) coefficients. This method differs from the Linear predictioﬁ
one.of Atal and Hanauer in that a Lattice structure predictor is

used rather than the canonical form of Equation (2.3.). The predictor's
coefficieﬁts are optimized sequentially within one sampling period

so that the error e of Equation'(2.4.) is minimum. It has been

shown(zo)

that the Lattice predictor is much less sensitive to
parameter variations than the Linear predictive structure.. Also

in a non-stationary environment, the rate of convergence of the
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PARCOR coefficients towards the optimum value is faster than that

of the coefficients in the canonical Linear predictors.

| The predictive analysis methods discussed so far assume an

all pole speech signal. On the other hand it is generally recognized
that zeros are included in the speech production.(in nasal and
unvoiced sounds) and that the H(z) transfer function should contain
appropriately placed zeros as well as poles. As these zeros can

be assumed to lie within the unit circle of the z plane, it is
possible to approximate each zero to any desired accuracy by a set
of multiple poles. At the same time it is difficult to access human
perception sensitivitieé to errors in modelling different sounds.
Nevertheless the LPC vocoder with all. pole model does produce
synthesized speech which hag gained a wide acceptance for its
perceptual quality,

(23) proposed a model, incorporating zeros and poles

Scagliola
whose parameters are determined by an interative technique (using
gradient optimization). A possible drawback of this system is
that, whereas the all-pole model becomes more accurate as the order
P of the predictor is increased, there is no systematic rule for
defining the number of zeros and pdles used in the pole-zero modél.
Perhaps almore severe resﬁriction of the linear predictive analysis
.is the lack of a model for the excitation source that is, the use
of Equétion (2.3.) instead of Equation (2.2.) in the formulation
of the LPC solution.

So far, most of the research in LPC has been fotused on the

modelling of the vocal tract so that the vocal excitation difficulties

which are present in the channel vocoder remain with the LPC vocoder,
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Specifically, the quality of the synthesized speech is critically
dependent on the accurate estimation of the voice-unvoiced ﬁarameter
énd the pitch period. If the analyser incorrectly identifies a
voiced sound to be unvoiced and ﬁice-versa, an unpleasant harsh
sound and "buzziness" occur in the sfnthesized speech. On the
other hand, errors in the estimation of the correct pitch period
of the anélysed sound produces an unnatural speech sound., These
effeqts can degrade substanialiy the.duality of the synthesized
speech even when the analyser for 957 éf the time estimates accurately
the excitation parameters, Many algorithms héve been developed to
determine the pitch period and provide voicing decision<24 to 28),
and all of them suffer in one way or.another from.lack of robustness,
i.e. they are sensitive to acoustic background noise, the type of
microphone used and speaker variations. However, in spite of these
difficulties the LPC vocoder produces good quality speech and usually
operates at transmission bit rates between 2.5 and 4 kbitslsec.‘

A comparison between the basic vocoder techniques would be an
appropriate end for‘this Analysis—Synthesis coding section.
Unfortunately as these vocoders are still under development only

a few observations will be made:

i) Neither the pitch nor the parameter quantization prﬁblem
have been extensively examined in the homomorphic vocoder. .The
rapid development of the Charged-Coupled-Devices, (CCD), and their
application in implementing the Discrete Fourier Transform efficiently,

could substantially improve this vocoder,

ii) The channel vocoder, according to J.S.R.U. listening
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(29) (30)

experiments, is considered as good as the LPC vocoder . Others
believe that channel vocoders have a slightly greater intelligibility
fhan LPC and that they are more robust under difficult conditions
caused by background acoustic noise and channel errors. If both
systems are to be implemented digitally, LPC appear at present to

be ahead in terms of cost and complexity. This is because the
channel vocoder requires 3 to 5 times the computations needed by

the LPC system. This cost situation could be altered in future

with the development of CCD's techniques, which appear to be

applicable to channel vocoders.

2.3. WAVEFORM CODING TECHNIQUES.

In waveform coding the transmitted digital information directly
represents the analogue speech waveform, and at the receiver 'a ' |
decoding process attempts to reconstruct the original speech signal
as accurately as possible, This is in contrast with the vocoding
techniques where the essential characteristics of the excitation
and the vocal tract functions are described by a few parameters
which are then transmitted to the speech synthesizer at the receiving
end.

In nearly all the Waveform coding systems, the analogue speech
signal is quantized in both time and amplitude. Quantization in
time means that the analogue signal is sampled at certain instants
apd the transmitted data is related only to these samples. On the
other hand amplitude quantization means that the continuous amplitude
range of the input samples is replaced by a set of finite number

of discrete amplitude levels. This inherently introduces an error
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in the amplitude of the samples, known as quantization noise.

For clarity and simplicity the terms "sampling" and "quantization"
will be used throughout the thesis, corresponding to quantization
in time and amplitude respectively.

A generalized block diagram of a Waveform Coding System (or
Codec) is illustrated in Figure 2.7. At the transmitter, the
band-limited analogue speech signal X(t)'is sampled at a rate
greater or equal the Nyquist rate (i.e. 2fmax where fmax is the
higherlfrequency present in X(t)) to produce a sequence of samples
{Xn}, n=1,2,....,,  The goal of the Encoding technique ig
to accurately represent the‘{Xn} sequence with a minimum number
of bits per sample, The Encoding process must be reversible so
that a close appf&ximation {in} of the original sampled speech {Xn}
can be obtained from the Decoding process.

Consider the operation of the Codec at the Nth sampling instant.
The input sample Xn is processed by the encoding algorithm to yield
a sample f(Xn) which can be directly related to previous input samples
Xn—i’ i= 1;2,...,m, or to parameters derived from the gtatistical
properties of {Xn}. f(Xn) is then quantized and the resulting
discrete amplitudé level f(Xn) at the output of the quantizer and
encoder is converted to a P-bit binary word. The Ln binary word of
E bits corresponding to the f(xn) sample is transmitted, and may be
corrupted by additive noise, dispersion and non~linearities exsisting
in the transmission path. The received Lé word is binary decoded into
a discrete sample f'(Xn) which is used by the decoding algorithm to
produce the ﬁn sample. In the absence of binary transmission errors

~

Xn is a2 close approximation of the input speech sample Xn.
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FIGURE 2.7 - Generalized Block Diagram of a

Digital Waveform Encoding System.




The above encoding-decoding procedure applied to the input
sequence‘{xn} results in a decoded sequence {ﬁn}. The final
operation in order to recover the analogue approximation X(t) of
the original speech signal X(t) at the sending-end, is the
intérpolation of the in gamples by a low-pass_filtef. Assuming
that the distortion in the recohstructed signal i(t) due to
the channel is negligible, i.e.'Ln = L; the performance of the
system depends upon the encoder's quantization noise. That is
ﬁo say, for a given number of bits per sample available for transmission,
the codec operates efficiently if the quantization noise is a
minimum, i.e, the signal-to-noise ratio of the encoding process is a
maximum.

Having introduced the basic principles and ideas behind the
waveform encoding of speech signals, a fairly broad spectrum of

waveform encoders will now be discussed.

2.3.1. Pulse Code Modulation (PCM) Coding.

The significance of Pulée Code Modulation is that, historically,
it is the first method (due to Reeves(s)j converting analogue speech
signals into a digital form, and that it is still widely used in
digital speech transmission systems.

The processes involved in a PCM codec described in great details

(1)

by Cattermole are as follows:
The input speech signal X(t) is band limited to exclude any
frequencies greater than fmax' This signal is sampled at a rate W

equal or greater than the Nyquist rate meax’ so that a perfect

reconstruction of the analogue signal X(t) is ensured with an



appropriate filter procedure. The samples so produced are then
. . e P . X
quantized into the nearest of 2° levels and a P bit word is
|
assigned to them prior to transmission. The overall transmission
’ |

rate of the system is 2WP bits/sec. At the receiving end the

low-pass filtered (with W as the cut-off frequency) to reproduce

the analogue decoded signal X(t).

.2,3.1,1. Time invariant quantizers.

-

The guantizer is the element which determines in PCM the
accuracy of the approximation of the recovered signal ﬁ(t) to the
input signal X(t), assuming no transmission bit errors. In its
simplest form it is called the zero-memory or memoryless quantizer.
A zero-memory quantizer accepts analogue samples and imposes
amplitude restrictions oﬁ them so that each analogue sample is
forced, i.e. quantized to the nearest of a finite set of amplitude
levels. Consequently the value of the quantized sample is
independent of earlier analogue samples applied to it.

A n-level zero-memory quantizer is defined by a set of n-1
decision 1evelé:£1, 52, ""En—l’ and a set of n'output levels

X 9XypeeesX o When the input sample X lies in the i'th quantization

binary words are decoded back into amplitude levels which are then
|
|
|
|
|

interval, it is quantized to a value x which is contained within

the interval

E.

<x < E,
i-1 51 *

The input-output characteristic of a zero-memory quantizer can

assume differing symmetries about the zero level as shown in



3la

Q(X)

(a)

Q(x) |

FIGURE 2.8 - The Input-Output

1 Characteristic of a Time-Invariant

Quantizer,
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Figures 8a and 8b. They can be viewed as a stair-case approximation
of X to the value of the input sample X, In the case where X lies
within the amplitude range of the quantizer, i.e. El <X < En-l’
the quantization noise introduced is bounded and is sometimes known
as granular noise. The noise is unbounded when the input sample
lies outside thelquantiéation range and it is described as peak or
“amplitude clipfing noise. Obviously the overall noise is the sum
of the peak clipping and granular quantization noise and the trade-
off between their relative émounts is controlled by the values chosen
for the &, and En—l decision levels,

For a uniform quantizer (i.e. the spacing & between the
quantization levels is constant) the .mean-squared quantization noise

(L)

1s

2
2 _ 8
N = 13 {2.7.)

provided the amplitude distribution of the input signal X(t) falls
within the range of the quanﬁizer and § is small compared to the
variance.of the signal. |

The signal-to-noise ratio, snr, is often defined as the ratio
of the rms value of the input signal X(t)rms to the rms value of
the noise generated by the quantizer. Given that the amplitude range
of the quantizer spans a width of eight times X(t)rms, (say % 4X(t)rms
which is a fairly good assumption for a zero mean Gaussian random

variable) the step size § is equal to

BX(t)rms

§ = ——tT% (2.8.)
2P

From Equations (2.7.) and (2.8.) the value of snr in dB is

snr (dB) = 10 log10 snr = 6P - 7.2 (2.9.)
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Equation (2.9.) shows that the snr of a 2P levels quantizer
increases linearly with the number of bits P each quantized sample
is coded. However the bandwidth of the transmitted bit stream

also increases proportionally with P.

2.3.1.1a Optimum Quantizers.

In order to obtain a higher snr.for a given number of bits
per sgmple, the positioning of the levels of the quantizer have to
be adjusted with respect to the probability density function (pdf)
of the input signal. This is because in speech and in several other
signals the occurrence of small amplitudes is more likely than large
amplitﬁdes. Coﬁsequently the optimum quantizer has non-uniform
spacing of its quantization levels. As the prqbability of the input
samples falling into the various intervals varies, so does their
noise contribution., The non-uniform spacing of the quantization levels
is equiQalent to the scheme of a zero—memory nonlinearity K(X), called
the compressor, foliowed by a uniform quantizer. The nonlinearity
K(X) compresses the input saﬁples in a manner dependent on their
statistical properties. The compressed samples are then uniformly
quantized. The approximation of the signal applied at the input of
the compressor is obtained at the receiver by expanding the recovered
samples with the inverse nonlinearity K_l(X). This nonlinear operation
K(X) is monotonic and no signal distortion is intréduced by the
compression-expansion process. The overall scheme is known as
companding.

Naturally, the question arises of how_to select the best

quantization characteristic for an input signal with a specific pdf.
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This problem can be solved with two different approaches. The

irst(31 to 34)

f assumes a large number of quantization levels and

(35,36)

leads to explicit solutions, the second is a numerical

procedure which makes no assumptions.

Panter and Dite(31)

examined non-uniform quantization with

the quantizing scale adapted to the pdf of the input sipgnal and

the mean square quantization error ci = E{(X—x)z} kept to a
minimum value. Their analysis is based on the assumption that the
quantization is sufficiently fine and that the amplitude probability
density function of the input signal is constant within the

quantization intervals. Published results(3l)

show a significant
improvement in snr over uniform quantizing when the ratio of the
signal's peak-to-rms value is larger than four.

Smith(32)

using the same assumptions derived the exponential
companding law X(X) which produces a minimum error cz for speech-
line type signals having a Laplacian pdf.

(35)

In a theory of optimum quantization, Max showed how to
optimally choose the thresholds and quantization levels of a
quantizer, In his analysis a priory knowledge of the pdf and the
variance oi of the input signal is required, and no assumption of
fine quantization is made, His results include uniform and non-
uniform optimum positioning of the quantizing levels, when the

input signal is a zero mean, unit variance Gaussian random variable.

(36) utilizing Max's technique derived the parameter's

Paez and Glisson
of uniform and non-uniform quantizers for signals with Laplacian
and speech-like Gamma distribution.

L. . . . . 2
For all three distributions the quantization noise NU(cn) of
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the non-—uniform quantizer is clearly smaller than the noise U(Uﬁ)
of the uniform quantizer, when the number of quantization levels

is large. 1In the case where the number of quantization levels is
small and the input signal is Gaussian distributed(35), it seems
that it is hardly worthwhile using non-uniform scaling as NU(Gi)
and U(ci) are réﬁarkably ;imilar. However, as the probability
distribution of the input signal becomes closer to that of speech,
'NU(oi) decreases rapidly over U(ci) and this is clearly illustrated
in the noise results given in Reference (36). Consequently for
speech like signals, non-uniform scaling is advantageous in both
fine or coarse quantization. Another reason in favour of non-
uniform optimum quantizing is that intelligibility of speech depends
substantially upon the low amplitude speech segments, and thus a

non-uniform quantizer with its levels concentrated around zero will

produce better subjective results than a uniform one.

2.3.1.1b Logarithmic Quantizers.

Although the optimal quantizers discussed previously provide
an excellent snr for a particular variance of the input signal,
their performance deteriorates rapidly as the signal's power deviates
from its optimum value. This problem was recognized earlier by

1) (32)

Cattermole and Smith in connection with the wide range of
signal volumes encountered in the telephone systems, (the range
can be easily 30 dB's) and two companding laws were devised namely
the A-law (invented by Cattermole) and the p-law. In both
quantization techniques the obtained sur can be close to that of

a uniform quantizer, but it remains relatively constant over a
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wide range of input power. This means that for a specified

dynamic range, thesé companded quantizers offer a reduction in

the number of bits per sample required by a uniform quantizer to.
accommodate the same dynamic range of input signals. In both
quantizers the input thresholds and the output levels are closely
spaced for small ampitudes of the input signal and become progressively
further apart as the input increases its amplitude. Consequently,

in speech signals where the probability demsity function is unimodal
and makimum at the origin, the frequently occurring small‘amplitudes'
will be more accurately quantized than the less probable large

.amplitudes. The A-law compander is described as:

AX

AL(X) = T—-i-_To_gK for 0 ¢ X £ 1/A (2.10a)
-1 + loghX
T+ Togh for 1/A s X g1 (2.10b)

where A, the compression parameter takes values close to 86 for

a 7 bit speech quantizer.

On the other hand the p-law is defined by

vo1og [1 + E‘Jlﬁl ]
ML(X) = sign{(X) 0 (2.11.)
© log(l + W) ' :

where V0 is equal to Vo = Lf’ L is a loading factor and ¢ is the
rms value of the input signal. A commonly used value for the
compression parameter p is 255. Equations (2.10.) shows that the
A-layw ié a combination of a truly logarithmic curve emplqyed for
large amplitude signals, while for small amplitude signals the

curve through the origin is linear. The p-law, Equation (2.11.)
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is not exactly linear or logarithmic anywhere but it is approximately
linear or logarithmic for small and large amplitudes- respectively.

A comparison between p-~law and optimum quantization(36)

shows that
the optimum quantizer offers a maximum improvement of 4 dB's.
However, the snr advantage of the optimum quantization is offset

by its high idle channel noise and limited dynamic range so that in

practice logarithmic quantization is always preferable.

2.3.1.2. Adaptive Quantizers.

In recent years the interest of many research workers has been
directed towards quantization schemes capable of producing very
wide dynamic range and better snr than the time-invariant logarithmic
tyﬁe quantizers. Several techniques have been proposed for the
solution of the problem and they involve mainly time-varying adjustment
(adaptation) of the quantizer's step size to the variance of the
input signal,

In one of the earliest studies of time-varying quantizers(37)

the range of the quantizer is made a function of the relative frequency

of the maximum and minimum code levels generated inside a previous

block of samples. A frequent generation of the maximum code level |
indicates that the variance of the input signal is larger than the

quantizer's amplitude range which is then increased. The amplitude
range is decfeased if the minimum code level frequenly occurs.

In another study(38)

. . 2 . .
, the minimum noise power ¢ quantizer is
n
made adaptive to the statistics of the input signal. That is, the
proposed quantizer estimates the probability distribution of the

input signal at every sampling instant and performs a minimum mean
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square error optimum quantization based on the estimated
distribution.

The adaptive quantization technique investigated by Stroh(sg)
and N011(40) recognizes the non-stationary nature of most real
signals, like speech, and makes the reasonable assumption that the
power of the input signal may vary relatively slowly with time.

This time-varyiﬁg quantizer involves the computation of a running
maximum 1ikelihood egstimate Gi of the input power oi from the
preceeding k input samples, followed by the normalization of the
input sample by the square root of the estimate and finally the
quantization of the resulting ratio, ' The purpose of the normalizing
procedure is to produce a zero mean unit variance signal (this
depends upon the accuracy of the eétimate of the input power) which
can then be quantized by an optimum quantizer matched to the signal’s
probability density function. It seems therefore that ideally when
Si z‘ci » the quantizer will produce a high snr independent of the
power variations of the input signal. Noll examined the performance
of this technique applied specifically to speech signals and the

~

. 2 , . .
following two 0, estimation methods were considered:

i) | In the so-called "forward estimation", speech segments of

A~

k samples are assumed to be stationary and o is given by

X, .(2.12.)

where Xi are the input speech samples. There is a dependence of
the probzbility distribution of the resulting ratio upon the value
of k. As k increases the probability distribution of the signal
to be quantized changes from Gaussian (k g 128) to Laplacian

(k > 512).
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i1} The second method called the "backward estimation"
calculates at each sampling instant the variance of the input

signal using the preceeding k., quantized samples.‘ Thus the

1

normalizing factor at the n'th sampling instant is:

~

Sy
o) " EI*151 X_s . (2.13.)
where the "." above the Xi—i symbol indicates quantized samples

énd ay is optimized to provide an unbiased estimator. The possibility
of weighting the in—i samples of Equation (2.13,) provides marginal
improvement. Stroh has shown that for a band limited stationary
Zero mean Gaussian input signal as tﬁé learning peried kl increases
the obtained snr tends'asymptotically to a maximum value. However,

k1 must be such that the power of the signal is fairly constant during
thesé samﬁles. The snr advantage of the above variance estimating
quantization technique over a logarithmic quantizer is in average

3 to 5 dB's. | |

Another efficient way of matching the quantizer's step size to

the signal's variance is the "One Word Memory" adaptive quantization

suggested by Flanagan, studied by Jayant(Al)

laboratory by Jayant and Cummiskey(az). The strategy of the step

and developed in the

size adaptation is simple and can be illustrated as follows:
Consider, at the n'th sampling instant, the step size of a P bit

uniform quantizer to be Gh and its output level X s i.e,

H =1,3,5.... 271, P32 (2.14.)
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At each sampling instant the step size § is multiplied by a fixed
expansion—compression coefficient which is determined from the
quantizer's previous output level. Thus at the (n+l)th instant the

value of the step size § (called sometimes the state variable) is:
i1 T % Mi[|Hn|] (2.15.)

where Mi is one of i fixed coefficients corresponding to the
quantizer's output levels. When P is even the number of coefficients
is %-while for P odd there are (B%l) coefficients. For a Gaussian
input signal and with the multipliers appropriately defined to
maximize the snr, the step size § is for most of the time approximately
that of an.optimum fixed quantizer. -When the values of the multiplying
coefficients are not optimized the.performance of the quantizer is
gstill good with a relatively small snr loss. The only basic rule
the M, coefficients must follow is the assignment of values less,
but close to unity, for coefficients corresponding to the inner
quantization levels. Values between 1 and 2.5 are used for the
outer levels of the quantizer. With this strategy the rate at which
the step size 6 is increasing is greater than its rate of decrease
and the occurrence of possible subjectively serious overload errors
is minimized.

The values of the multiplicative coefficients as derived by
Jayant, are applicable to stationary uncorrelated input sequences
and his approach does not clarify the "static” and "dynamic" behaviour
of.the quantizer. In the static operation the amplitude range of

the quantizer matches the Oy value of the incoming input sequence,
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and the Mi coefficients must be such that the step size & tends
to its optimum value. On the other hand, the dynamic behaviour
of the quantizer is related to the speed the step size § can
adapt to sudden large changes of the input's volume, and depends
upon how close or far from unity are the Mi values of the inner
and outer quantization levels, respectively;

Goodman and Gersho(43)

in a statistically based, rigorously
defined analyéis, examine both the static and dynamic performance
of this quantizer, and define the required coefficients for the
best compromise between the ability of the quantizer to respond

to sudden variation of the input power, and its steady state

accuracy.

2.3.1.3. Dithered Quantizatioﬁ.

Before going into Differentially encoding systems, the technique
of dithered quantization applied to speech signals is now considered.
When in a fixed level quantizer used in PCM encoding the number of
bits per sample is less than six, the quantization noise tends to

be signal-dependent and perceptually annoying.

(44) (45)

Jayant and Rabiner , and Wood and Turner have shown
that a "whitened" and thus less objectionable quantization noise

pattern is obtained by dithering, while the snr is unchanged. The

-normal procedure of dithering is to add a pseudo-random noise

sequence to the speech samples prior to quantization, and subsequently
subtract at the decoder the pseudo-random samples from the decoded
samples. The result is an almost white quantization error. waveform.

Subjective tests show that the dithered speech is perceptually
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preferable but less intelligible at low bit rates (P < 4).
Specifically, dithered quantization noise seems to mask consonant

sounds more than a straight-forward quantization error.
(46)

Chen and Turner suggested that since the variance of
the noise with or without the dithering technique is essentially
the game, the poor intelligibility at low bit rates is due to

the irregular effect the dither has on the zero crossings of the

speech signal. Dither can, in fact, move the position, or eliminate,

or introduce new zero-crossing in the signal., From a number of
schemes they propose for dithered quantization with preserved
zefo crossings, two of them exhibited a 1 bit advantage compared
to PCM encoding with a normal fixed-quantizer. Finally, dither
can be applied successfﬁlly only to fixed level quantizers, as
adaptive quantization techniques and especially instgntanEOus

ones, tend to produce a signal-independent error pattern.

2.3.2. Differentially Coding Systems.

As mentioned earlier the quantizer of a PCM system operates
directly on the {Xi} samples of the input signal X(t). 1In
Differentially coding systems the error samples {ei} formed as
the difference between the input {Xi} samples and their estimates
{Yi}' are quantized. The reason for the formation of the error
sequence {ei} before quantization is that in many signais,
including speech, there is a strong correlation between adjacent
saﬁples and hence redundancy which is reduced by forming the error
sequence {ei}. Thus by décorrelating and then quantizing the

resulting signal, Differential encoding systems are generally
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more efficient when compared to PCM and provide higher snr at
a given transmission bit rate.

To illustrate, in general, the advantage of differential
encoding over the straight-forward quantizatiqn; consider M input
samples to be PCM encoded and transmitted with a total of M-N bits.
Consider also the same M samples to be Differentially encoded so

M e, error samples are quantized with N, bits/sample accuracy

1
and transmitted together with N2 bits of information related to
the {Yi} estimation procedure parameters. As the correlation
between the input speech samples is usually high, the variance
of the error sequence is mucﬁ smaller than that of the original
speech samples and the bits per sample needed to describe, with
the same accuracy as in PCM, the e; samples are less than N, i.e.
Nl < N. Generally, N2 << N1 and therefore M:N > (M-N1‘+ N2).
Thus the mailn characteristic and objective of Differential encoders
is the considerably smaller amplitude range of the error sequence,
when coﬁpared with the input signal.

The method which is usually used to obtain the Yi samples
is Linear Prediction,(47) (see section 2.3.2.1.) where the estimates
of the Xi input samples are formed as the weighted linear combination
of some previous input samples. Linear interpolation can also
be employed as an accurate estimation procedure but it is rather
complex tolimplement and when used in feedback Differential systems

. . . . 4
looses its advantages over Linear Predlctlon.( 8
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2.3.2.1, Differential Pulse Code Modulation (DPCM).
Differential Pulse Code Modulation systems are based on an

(49)

invention by Cutler . He proposed the quantization of the
differences between successive Nyquist samples instead of the
quantization of the input samples as in the case of PCM. Shortly

after Cutler, Oliver(so) (51) (52)

, Harrisson and Kretzmer realized
that the linear prediction theory was applicable to DPCM. The&
proposed predictive DPCM encoding of television signals. Since
then, considerable effort has been expended in the development
and understanding of DPCM systems applied to speech encoding.(53-59)
At the presént although it is well known that DPCM is a more
efficient way of encoding speech signals than PCM, the latter is
employed almost exclusively in all the commercial digital transmission

systems. This is due to two reasons:

i) At the beginning of the sixties PCM was established as
a viable method of digital communications while DPCM was still being

investigated.

ii) At thét time the Compromise Predictors had not been
developed and thé dependence of the DPCM performance upon the
statistics of the input signal appeared to be a serious weakness,
particularly in the case of the Telecommunication networks which
have to convey signals other than speech. When the long-term
statistics of the input signal are different than those used in
the design of the DPCM, the system may lose 1its encoding advantage
over PCM unless a Compromise Predictor is employed.

The block diagram of the DPCM codec is illustrated in Figure

2.9, and its operation can be briefly described as follows.
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FIGURE 2.9 = The DPCM Codec.
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The band limited analogue speech signal X(t) is sampled at the
Nyquist rate to produce a sequence of samples {Xi}’ i=1,2,... =,
At the same time the Linear Predictor in the-feedback loop of the
encoder, based on previous decoded speech samples, provides a
sequence {Yi} of predicted samples. Each estimate Y, is subtracted
from the input samples and an error sequence {ei} is produced

whose ith element is

e, = Xi - Yi (2.16)

The error samples are quantized to produce {e}} =‘{ei} + {qi}
where 9 is the noise introduced at the ith instant by the
quantization process. The samples at the output of the quantizer
are then binary coded and transmitté& as well as locally decoded
in the feedback loop of the encoder.

The quantizer is included inside this predictive closed loop
system so the quantization noise associated with the reconstructed

sequence {Xi} is the same with that of the error sequence {ei}

i.e. {qi}. This can be easily seen from the following Equatioms,

applicable at the ith sampling instant.

Xi = ei + Yi (2.17)
L -
H e, + q4 (2.18)
e. = X, - Y.
i i i

where by combining them the ith decoded speech sample is equal to

~

Xi = Xi + 45 (2.19)

On the other hand, when the quantizer is placed outside the
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feedback loop, there is an accumulation of quantization noise
at the output of the decoder.

The linear predictor employed in the local decoder, uses
the previous n decodéd speech samples to estimate the next

incoming input sample, and 1, is equal to:

n -
Y, = E a; X;_. (2.20)
The performance of a such predictor and its success in accurately
predicting the incoming speech samples depends upon the values of
the aj coefficients of Equation {2.20), To determine the optimum
(in a minimum mean squared error sense) set of the aj coefficients
we proceed as follows:

‘Using Equations (2.19), (2.20) and (2.16), the error sample

e is equal to:

q,_. (2.21)

If we assume the autocorrelation of the noise samples and
the cross-correlation of the noise and the input samples are both

very small, the variance of the'{ei} sequence can be expressed as:

n 2 n 2 -
Zl aj Xi—j):l + EEli:I jzl aj (2,22)

When the quantization noise introduced by the system is small,
the second term in Equation (2.22) is negligible and the magnitude
of 02 depends on the ability of the predictor to minimize the
squared difference of the first term. However, as previously

. 2 .
mentioned, the advantage of the DPCM over PCM is due to O being




smaller than the variance of the input speech samples o and

consequently the aj prediction coefficients must be selected to

s o s 2
minimize o=, where

- 2
- E|:(Xi - jzl a xi_j)] : (2.23)

This is accomplished by expanding Equation (2.23) which becomes:

= E[:l -2 Z a, E[X X, J + r{l 21 ag a, E[Xi-_j xi__’;l’ (2.24)

In matrix notation Equation (2.24) is written as:

o = oi‘* 24T + AT RA ©(2.25)

and the elements of G and R are the values of the autocorrelation
function ¥ of the input sequence {Xi} i.e. w(]i-j‘) = E(Xi Xj).
The optimum set of prediction coefficients Abpt' which provide
the minimum value of 02, is found by taking the derivative of ¢
(in Equation 2.25) with respect to A and equating the result to
éero,

3 0 | -
A |, =0

Q2
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or 2G + 2AR = 0

and solving the latter Equation the optimum vector A is equal to:
A =R "G (2.26)

Using Equations {2.25) and (2.26) the minimum value of 02 can

be obtained, i.e.
2 2 - T -1
d(min) O G R G
(2.27)

. . , 2

which 18 also the variance e of the error sequence {ei} (under

the assumption of fine quantization.) Notice that the value of

o is not constant or monotonically reduced as the number n of

the prediction coefficients increases. This is because speech

is not perfectly predictable from its past samples and so as n
2 .

becomes large ¢ . approaches a finite, non-zero value,
e(min)

In practice the long-term autocorrelation function of the
speech signal is measured and the 3, coefficients are calculated
from Equation (2.26). By doing so, the predictor is matched, in
an average sense, to the long-term spectrum of the speech signal.
Such a predictor is relatively simple to implement and is known
as time-invariant or fixed spectrum predictor.

Let us now consider the case of the simplest predictor, i.e.

n = 1. Equation (2.26) defines the optimum predictor coefficient

al,

(2.28)
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which is equal to the first normalized correlation coefficient
°y of the input samples {Xi} . In this case the variance of

{ei} is given by substituting Equation (2.28) into Equation (2.27)

02 = 02 - AT G
e X op
2
_ 2 byl
* V(o)
= o2 (1= oD (2.29)

- Equation (2.29) illustrates a significant property of the optimized
DPCM encoder. That is, as e is less than one, 02 < Gi and DPCM
holds always an advantage over PCM. On the other hand, if ay is
equal to omne (# p1 in Equation 2.28) which is the case of an ideal

integrator, the performance of DPCM is better than that of PCM

only if Py > .5, This can be shown using Equation (2.25) with
n=1,
62 = o>~ 28T ¢+ AT ra
e x .
2
=0, - 2 p(1) + ¢(o0)
=22 -
= 20x 2¢(1)
- o2 2(1 = o) (2.30)
X 1
2

and iff Py £ 0.5, ¢ ai and consequently DPCM loses its

W

e

advantage over PCM.
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The signal-to-noise ratio of a DPCM system can be simply

expressed by

2 2
_EEp) oy (2.31)
$Arp = ——— % 3
E(q) g, Q(N)
ot
=4
QU = (2.31b)
e

where Q(N) is the ratio of the quantizing noise power 02 to the

. . -2 ' .
quantizer input power o _, and can be thogght as the normalized
: _ 5
quantizing noise power. The quantity —% represents the amount

o
e

by which the power of the input sighal can be reduced by linear
prediction,

For a first order DPCM sjstem (n = 1) employing an optimum
g2 . _

leaky or ideal integrator, —%- is given by the Equations (2.29)
o
e

and (2.30) respectively and the .snr becomes:

sur_ = . > 8 % pl (2.32)

(1 - pi) Q(N)

snr = L L oa =1 (2.33)
2(1 = p)) Qyy

Comparison of Equations (2.32) and (2.33) shows a slight

snr advantage of the a. = pi optimum case over the a; = 1 non-

1

optimum one. Another advantage of the optimum system is the

exponentially decaying effect of digital channel tramsmission
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errors in contrast with the error accumulation which ocecurs in

the al # 1 case.

Equations (2.32), (2.33) apply only when the quantizing
noise power is small compared to the signal's power, The derivation
of the exact signal~to-noise ratio formula of a first order DPCM

system, where the quantizing noise in the feedback loop is also

(60) 59

taken into consideration, is given by Gish and 0'Neal as:

2
- 1 _pl Q(N)

snr 7
(1- Dl) Q(N)

D

(2.34)

Notice that for small values of Q(N),Equation (34) takes the
form of Equation (2.32) which is frequently used as a good
approximation of the DPCM snr.

Having in mind that the snr of a PCM system is given by Q(N)-l,

2
o

the quantity —% also represents the signal to noise ratio improvement
o

e
factor of a DPCM system over PCM., Consequently, Equation (2.31)

can be expressed in desibels as:

snr;, = SNI - 10 10810Q(N) .(2.35)
where the signal-to-noise improvement, SNI is equal to:
2
. O’ch
SNI = 10 1og10 -
g
e
2
and when O = 1
L 2
SNI=- 10 log10 a, (2.36)

In the specific case of a DPCM system, employing the u-law

quantizer, the values of Q(N) can be approximately repreSented(Gl)
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by:

[}
I

10 log10 Q(N) = + 8,5 - 6.02N for u = 100

+ 10,1 - 6,02N for

i

5 (2.37)

| 10 log10 Q(N)

and thus the signal-to-noise ratio of this system can be expressed

as:

snr - 8.5 + 6,02N + SNI for u 100

snr - 10,1 + 6.,02N + SNI for u = 255 {2.38)

D
The exact value of the normalized noise power Q(N) of an N
level quantizer is difficult to be calculated. Q(N) depends on
N, the structure of the quantizer, and the probability density
function (pdf) of the quantizer input error sequence {ei}a.When a
first order Markov process defined as

Xi'= a xi—l + Si . i=1,2,...

where {Si} is a sequence of zero mean random numbers and a < 1, is
encoded by a First Order DPCM encoder the pdf of {ei} is the

convolution of the pdf's of the two independent random variables
(59)
l .

This complication however, can be avoided when the pdf of the

Si and aq, _

'{ei} sequence i1s assumed to be identical to that of the input sequence
{Xi} and this leads to a good estimate of Q(N)' The Q(N) values of
optimum quantizers have been tabulated in (35) and (36) for input

sequences with Gaussian, Laplacian and Gamma pdf respectively.
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2.3.2.1a. Adaptive Differential Pulse Code Modulation (ADPCM).

Having discussed the optimum predictor and the snr performance
of the DPCM system, it is clear that a priori knowledge of the
statistics of the input samples is required for an efficient system
design. This is because, given the input statistics, a predictor

can be obtained which minimizes the variance of the samples to be

quantized while an optimum quantizer will produce minimum quantizing

noise. However, only a small amount of a priori knowledge of the
speech statistics is known and in addition these statistics change
with the time due to different speakers and to variations in the
épeech sounds. Lonsequently adaptive predictors and quantizers,
which are able to follow the statistical variatioqs in the input
signai, can be used to increase the éncoding\efficiency of a DPCM
system. The resulting codecs with adaptive quantizers and/or
adaptivé predictors are known as ADPCM systems. First, a few

adaptive prediction methods are considered.

A. Adaptive predictors.

Adaptive predictors in contrast with the fixed spectrum omes,
change the vélues of their aj coefficients according to short—term
variations of the spectrai properties of the speech signal.

One way of updating a; is to measure the short term
autocorrelation function in blocks (BL) of buffered speech samples
and then estimate the coefficient vector A from Equation (2.26).
The aj coefficients are therefore periodically updated at time
intervals equal to the duration of BL. In order to determine the
short time autocorrelation function, the input or locally decoded

speech samples can be used, resulting to two estimation schemes,

-

g
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prefixed by the terms."Forward" and "Backward". In the Forward
scheme, which produces better prediction accuracy than the

Backward one, the values of aj are required to be transmitted to
the receiver in addition to the quantized e; samples. This does
not consume extensive channel capacity as the coefficients tolerate
coarse quantization and slow updating. ‘A detailed comparitive
review of the snr performance of various DPCM and ADPCM systems is
given by.N011(62).

Another approach in updating the aj coefficients is obtained
using sequentially adapting estimation techniques such as gradient
search methods, and the Kalman filter algorithms. In these techniques
the coefficient adaptation is made at every Nyquist sampling instant.
Also, the estimates of the coefficients are obtained from data which
is available in both the encoder and decoder at the transmitter and
receiver respectively, and therefore a separate aj transmission
procedure 1s unnecessary. Cummiskey,(55) in his ADPCM studies,
employed with success tﬁé steepest descent gradient algorithm where
each coefficient is updated according to:

. . 0 [£(e)] |
ak'i'l(‘]) = ak(J) - C 3;;-_(—."1—3_ ‘ (2.39)

where k = kth sampling instant, f(ek) is a function of the prediction

error e, and ¢ is a function of the Xk gsequence. In his work, the

e, sgn(ek), and ei error functions are resulting in the following

updating Equations:

sgn(eL)Xk_j
o

Lo Ix |

i=1

(2.40)

ak+1(j) = a-k(.]) - cl
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and

e

e
Lo

B (D) = 3 (D) - ¢, (2.41)

ItM'.ﬁ -

where ¢y and c, are optimizing comstants.

More recently Gibson, Jones and Melsa(63’64) proposed and

examined the performance of ADPCM systems with predictors updated
by the Stochastic Approximation method and the Kalman algorithms.
The Stochastic Approximation predictor is similar to that of

Equation {2.41) and is characterized by the following Equation:

Xk-a

l
n

343 =2 () + g ——— " (2.42)

| i

lI.M'J

where the constant g controls the adaptation rate of the algorithm.
The denominator of the second term behaves as an automatie gain
control which tends to equalize the adaptation rate of the algorithm
as the mean square of the speech varies. Thus when the mean square
value of the input signal increases'the second term in Equation (2.42)
decreases. In_this way, overcorrections of the aj coefficients are
avoided énd wild oscillations of the estimates are prevented.
The constant M is a bias term introduced to compensate for the low
values of ﬁk during periods of silence.

The estimation of the aj coefficients using the Kalman filter
procedure, is more accurate than the previous algorithm of Equation
(2.42) but it is also more complicated. The adaptation of the

prediction coefficients is described, in a vector form as:
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Mt = A * T % Ty | (2.4

e
Kk = (2.44)

r _
V+ K1 Vaeg X

Via'k+1 = I-K §k:| vZk (2.45)

-~ ~ ~ ~ ] T
where A 1s the aj vector, j = 1,2,...,n, Xk—l = [%k-l’ Xk-2""Xk—n s
VE& is the error variance in aj and represents the accuracy of the
estimates of the coefficients. One can find many mathematically

elegant derivations of the Kalman filter(65’66)

but basically the

algorithm of Equations (2.43), (2.44) and (2.45) can be simply
congsidered as a sequential minimization of the square of the prediction
error e, . Furthermore it is reasonable to make the Kk variable
proportional to the efror variance Vak since this would.cause the
aj coefficients to receive larger corrections for larger errors. The
term ig-l Vak—l ik—l is included as a normalizing function while the
V constant provides a lower bound to the value of.Kk. In fact if
Vék_l is made equal to I then Equation (2.43) becomes identical to
Equation (2,42). The main conclusion which can be drawn from the
computer simulation results(63) are:

i) The snr advantage of the ADPCM system using the Kalman

predictor is only 0.3 dB over the ADPCM which employs the stochastic
approximation predictor. Thus in an actual hardware implementation

of a such encoder operating with output bit rates between 12 and 24

Kbits/sec. (i.e. with a number of quantization levels between 3 and 8),
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the considerably simpler stochastic approximation predictor
should be used.
ii) This snr advantage increases with the decrease of the
quantization noise and consequently the poprfpe¥formance of the
quantizer limits the estimation accuracy of the Kalman predictor.
Because of this, the minimum number of quantization levels which
produces any acceptable speech quality was found to be five which
corresponds to a transmission rate of 18.6 Kbits/sec. Systems
using three or four level quantizers exhibited considerable granular
noise, poor prediction accuracy, and they were neglected. An
attempt to lower the transmission bit rate to 16 Kbits/sec. by
switching altevnatively the quantization process between a 3 and
a 4 level quantizer resultéd in a worst encoding performance than.
the 4 levels system.

The last prediction scheme to be mentioned in this section is
a rather sophisticated one used by Atal and Schroeder in their
Adaptive Predictive Coding system(67). They achieve better prediction
of the speech waveform than the methods previously discussed by
exploiting the quasi-periodic nature of the speech wave, in addition
to a Linear Prediction modelling of the speech process. The block
diagram of the system is shown in Figure 2.10, and its prediction
process can be described as follows. A predictor of the form
Fl(z) = Bz " where B is an amplitude variable and m is the pitch
period length variable, removes the redundancy due to waveform
similarities which exist between pitch periods. This is gimply done
by delaying the speech waveform bf one pitch period and forming a

difference signal el(n) between suécessive pitch periods. The m
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variable 1s auntomatically extracted using a correlation pitch
extraction procedure where the maximum value of the normalized
correlation coefficient is detected.

n
A Fz(z) = E a, z = predicFor which models the spectral

1

i=1
envelope of the speech signal is then used to remove any format
information from the el(n) difference signal. In this way a
second difference signal ez(n) is produced which is quanfized by
a one bit adaptive quantizer and transmitted together with B, m,
and ai's to the receiver. At the receiving end an iﬁverse procedure
using Fl(z), Fz(z) and the quantized samples ;Z(n), produces an
approximation of the original speech waveform,

This system can achieve very large snr gains over PCM.
However, the large amount of computations required to determine its

parameters together with its complexity, limits its application for

real-time communications.

B. Compromise Predictors,

Having referred to fixed and adaptive predictors designed

_ according to the statistics of a specific input signal, the
possibility of producing a predictor which performs well when
predicting several different types of input signals ﬁill be briefly
considered. Such a pfedictor is known as the "compromise" predictor
and it is required when différent types of signals are transmitted
in a Telecommunication network. In this case a DPCM system
employing a predictor designed matched to a X(t) input signal,

could loose its advantage over PCM when a statistically different

signal Y(t) is encoded.




0'Neal and Stroh<61) studied four cases of compromise

predictor optimization applied to two signals, X(t) and Y(t).
Assuming that the autocorrelation functions of X(t) and Y(t)
are respectively ?X(i) anQ wY(i)’ the mean squared value of

the resulting error sequence in the DPCM encoder will be according

to Equation (2,25)

oi = 02 - ZAT G + AT R A ‘ (2.46a)
X X b

o% =2 -2aT ¢ +aTR A (2. 46b)
¥ y y

The predictor coefficients aj are then optimized with respect to
one of the next four criteria:
2 2, . s . .
(1) bol + co, is minimized where b and ¢ are the time

percentages of occurrance of the X(t) and Y(t) signals respectively.

(2) Gi or oé is minimized under the constraint that
Gi = G% min i.e. the snr advantage of the encoder for both signals

will be equal over PCM.

2

) 2 2,2 :
(3) The constraint becomes 01/01 min - 02/02 min which means

that the obtained error variance in the encoder will be greater

2 2

tha . o} . ount.
han %1 min °F °2 min by the same am

(4) Finally U% or'o2

2 is minimized while the other is kept to

a constant value.

(61)

The results show that a DPCM system employing a compromize
predictor is an advantageousover PCM even when statistically

different signals are encoded by the system. However because of

the constraints imposed in the optimization procedure, the snr of
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such an encoder is not as good as the one obtained by DPCM when

it is optimized for one specific signal.

C. Adaptive Quantizers.

Quantization is the other important operation which determines
the encoding performance of a DPCM system. All types of time-
invariant and time-variant quantizers can be used in a DPCM codec.
In fact, during recent years, many systems have been proposed combining
fixed and adaptive predictors and quantizers. Noll in his ADPCM

(62)

studies obtained the best snr performance from an encoder
employing a 12 coefficient block adaptive Forward estimation predictor
and a Forward estimation optimum Gamma quantizer., In the ADPCM system
of Gibson and others(es) the quantizér used together with the
sequentially adaptive Kaiman predictor was a Jayant's a&aptive
quantizer with its levels spaced optimally for a Laplacian probability
density function input. Hoﬁever, as already mentioned, the acceptable
performance of this ADPCM encoder is limited to transmission bit rates
> 18.6 Kbits/sec., despite the high efficiency of Jayant's adaptation
-procedure.

The objective in the design of a good ADPCM quantizer is to
adapt successfully to both the long term syllabic variation as well
as to the short term pitch variations of the speech waveform. One
way in realizing such a quantizer will be of course the use of pitch
information so that the Quantizer's amplitude range is properly
increased when a local maximum is detected in the voiced speech
waveform shortly after a pitch pulse. This scheme would undoubtedly
perform well but the cost and the complexity makes, at the present,

its implementation unjustified. Cohn and Melsa(68)

in their ADPCM
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encoder proposed a much simpler alternative, the Pitch Compensating
Quantizer (PCQ). Here the algorithm used to compute the.quantizer's
adaptive state variable Gn operates in two modes, that is, an
envelope detector is used for the syllabic adaptation while a
'Jayant loop is used for the pitch compensation. The long term syllabic
variations of {ei} are tfacked by a scaled average of the magnitude
of {ei} or {ii}. This is because the envelopes of {ei] and {Xi}
tend to vary proportionally, and either of these sequences can be
used in.order to obtain an acceptable estimate of the long term
syllabic variations in {ei}' In voiced sounds, and particularly
when the pitch peaks occur the quantizer detects a possible pitch
pulse with its outermost levels specially set at values higher than
normal. When the output of the quantizer corresponds to one of
those outermost levels, the adaptation algorithm of the step size
reacts as if the sequence of the samples to be quantized is related
to a pitch pulse, and the quantization step size is significantly
increased. Now, because the outermost levels of the quantizer can
occur in instants other than those of pitch pulses, the quantization
step size 6n is permitted to rapidly decay back to its long term
average value after a sudden "pitch" expansion. When a false

pitch pulse is detected, the quantizer is mismatched from the
amplitude range of the signal only for a few samples with no serious
deterioration of its performance. Finally, in this particular
scheme, the set of output and threshold quantizing levels were not
chosen.according to some known probability density function as in
references (62,63) but a random computer simulated search was used

to determine the quantization characteristic which produces minimum
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quantizing noise.

(69)

Qureshi and Fornéy observed that the adaptive quantizer
was the most important element in their ADPCM encoder. Moreover,
the subjective quality with fast quantizer adaptation seemed to
be limited by granular noise rather than overload distortion. A
slower quantizer adaptation strategy with the capability of rapid
‘expaﬁsion upon detection of overload was therefore required. 1In
an attempt to produce an easily implemented PCQ quantizer, they
proposed a similar scheme which uses two Jayant's adaptive loops:
one for syllabic adaptations and another for pitch compensation.

The adaptation of the step size Gn ig therefore accomplished

according to the Equation:

§ =a .b.c
n n n

where ¢ is a normalizing constant, a is the output sample from
Jayant's loop that tracks the syllabic variations in the input
gpeech signal, and bn the output sample from the second piteh

compensating Jayant's adaptation loop.

2.3.2.1b. Entropy Encoding applied to DPCM.

Suppose that a source S outputs statistically independent
symbols Si’ i=1,2,...,9, and the probability associated with

Si are p,, i=1,2,...,q9. The Entropy of the above source is
(70) as:

——

defined

H(S) P

-

i

log L (2.47)
1 Pi -
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Now, each Si symbol can be uniquely represented by a codeword B

which is a sequence of j symbols, B = (b b2"°"bj) and B is a

1!
member of a finite set of codewords [Bl’BZ""’Bq] having length

ﬁi. The average length L of this coding procedure is defined as:
- q
L= ) p; % (2.48)
i=1

and the following important property of the Entropy can be proved

H(S) ¢ 1 (2.49)

Equation (2.49) shows the Entropy of the source to be the lower
bound of the codeword average length. This means that the best
coding procedure, where codeword Bi~are efficiently assigned to

source symbols Si’ could provide a minimum average codeword length

H(S) _ g

T . equal to the Entropy of the source. The ratio is

min

L
defined as the Efficiency of the coding procedure, while (1-E)

is the Redundancy.
Entropy Encoding is a variable-length coding procedure applied

at the output of an Encoder to assign short codewords to high probable

output quantization levels and longer codewords to less probable
ones. In this way the average transmitted codeword length could
be approximately equal to the Entropy of the signal at the output
of the quantizer. Much of the redundancy in the speech waveform
is eliminated when it is encoded by a DPCM encoder. Additional

coding of the DPCM output using Entropy éncoding can result into

a further snr improvement at a given transmission bit rate.

0'Nea1(71) compared the performance of a DPCM system with
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"entropy coding té a simple DPCM arrangement. The first system
employed a uniform quantizer while the second used a fixed optimum
Max quantizer, The results of this theoretical study shows that
for a large number of quantizgtion levels and when the quantizer
input signal has a Laplacian pdf, the entropy coding could provide
a further snr improvement of 5.6 dB's. The diffiéulties of practically
implementing this technique are also mentioned in the paper.
Variable length codes imply the use of a buffer which necessitates
a buffer management'scheme to handle initial synchronization,
underflow and overflow. The codes must have good.synchronization
and reconvergence properties in the presence of a channel error.

Entropy encoding techniques were used in both the ADPCM systems

(68) and Queshi(Gg). One reason for this was the design

of Melsa
objective of an output transmission bit rate of 9.6 and 16 Kbits/sec.
ét a gampling rate of 6.4 kHz. This leaves 1.5 bits to encode

each sample in the first case and 2.5 bits in the second. Furthermore,
even if three levels are to be used in the quantizer, a fixed length
coding procedure would require 1.58 bits/sample and an acceptable

9.6 Kbits/sample encoder cannot be obtained. On the other hand,

with variable length codes, five quantization levels would result

to an average of 1.48 bits/sample while a bit rate of 2.5 bits/sample
could easily accommodate 7 or 9 quantization levels. Another

reason is the use of the Pitch compensating quantizer in these

ADPCM systems. The addition of the outermost pitch compensating
quantization levels, which occurs 1% or 2% of the time, can be quite

costly in terms of transmission bit rate. Specifically, in a fixed

length coding the addition of these two ievels in a three level
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quantizer increases the required bits/sample from 1.58 to 2.33,
i.e. a 477 increase, while with entropy coding the numbers are
1.25 and 1.37 bits/sample respectively.

The ADPCM system in reference (68) makes use of variable
input fixed output codes. In this coding technique each codeword
has a fixed length but may represent a different number of
quantization output levels. The coder accepts the quantization
output levels and waits until a fixed length message is formed,
which is then transmitted. The main property of the technique is
its resistance to channel error. This is because all the bit
sequences in the channel are with the same length and thus loss
of the word synchronization due to gpannel error is avoided.

Such errors cannot be allowed to accumulate since that would
cause the receivef buffer to eventually overflow or underflow.

(69)

Qureshi's ADPCM system employs a variable input variable
output coding technique. The scheme is showing good synchronization
properties due to a strategy employed to insert or delete code-

words at the receiver after the occurrence of channel errors.

2.3.2.2, Delta Modulation (DM).

Most of the power in speech resides in its lower frequencies
and consequently when sampling at the Nyquist rate considerable
oversampling frequently occurs. ﬁPCM encoders exploit the high
correlation of the "over-sampled" speech by various sophisticated
forms of predictors and quantizers, as previously described.

It is natural to presume that the relative complexity in

DPCM encoders could be avoided by a further increase in the
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‘correlation of the input speech samples, i.e. by increasing the
sampling rate. Simpler forms of prediction than those used in
DPCM would then result. Oversampling would élso remove the
necessity of using multi-level quantizers in the encoder.
Consequently, we could consider Differential encoders which highly
oversample the input signal and incorporate a one bit quantizer
together with a simple prediétor in the feedback loop. Such
encoders, known as Delta Modulation encoders or just Delta
Médulators, combine low complexity with good waveform tracking
properties. A thorough examination of Delta Modulation encoding
techniques is given by Steele(2).

The simplest form of DM is the“Linear Delta Modulator (LDM)
of Figure 2.11 where the input signal X{t) band limited to fc’
is sampled at a frequency fp which is much higher than fhe Nyquist
fredﬁency, to produce the input sequence {ng. An error sequence [

s s

is formed as:

e =X -Y. (2.50)

which is then quantized by a two level quantizer * § (the value of
é is donstant). The Local decoder forms Yr, the prediction of Xr’

by simply integrating the cutput of the quantizer, i.e.

| Y = Y _,+adb (2.51)

where bi = sgn(ei) and a = 1 for an ideal integrator or a < 1
for a leaky one. The output of the quantizer * § is then
transmitted as a one bit word. The decoder at the receiving end

is identical to the Local decoder at the encoder, and the recovered

signal, X(t) is obtained by passing {Yk} through a Low-pass filter
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having a cut-off frequency fc which removes the out-of'. band
noise.

The rate of change in the values in the {Yk} sequence, namely
VYk, is an important characteristic of the encoder. This is
.because it determines the ability of Y, to adapt in sudden amplitude
changes of Xk and therefore to follow effectively the input signal

with a minimum quantization error. Obviously VY depends upon the

k
Gfp product. When 6fp is such that Y is correctly tracking the

k
input sequence with an error < § the noise introduced from the
encoding procedure is called "granular"” noise or quantization noise.
However it is possible for a slope overload situation to arise
when the feedback sequence {Yk} is pot able to track the input
signal. '"Overload" noise is then produced which is larger than

the granular noise. For a sinusoidal input signal, ES sin 27 fst,

the necessary condition to avoid slope overload is:
E_2r f_ s 6f | (2.52)
'S s P

and the maximum amplitude Em of the sinusoidal input signal which

does not overload the encoder is:
E =2 (2.53)

Now, to calculate the signal-to-noise ratio of the LDM we use

the following empirical expréssion(72) for the quantization noise
) .
power d_, )
2 fc s
o, = K—¢ (2.54)

and therefore:
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2 2
% 1 ER Crx
snr = —2-'="1€ £ —2' (2.55)
Un c &

where oi and fc are the variance and the frequency band of the

input signal, and K is an empirical constant. Noting that for

2

E
a sinusoid ai = fi and using Equation (2.583)- the peak snr, namely
snr, is:

) , B

snr = —5 £y (2.56)
8K f f
c s

Although the accuracy of Equation (2,56) deﬁends upon K, the value of
which v%ries with fp/fC and §, it showé the important property that the
snr in LDM varies proportionally with the cube of the transmission bit rate.
The calculation of an accurate snr formula in LDM is a
difficult problem to solve and the attempts which have been made
are éomplicated(73 to 79). The usual approach is to calculate
the granular and overload noise separately and add them to obtain
the total noise expression,
To improve the performance of a Linear DM, double integrationm,
i.e. the combination of two integrators in series, can be used in
the féedback loop of the encoder. The idea behind this modification
is to allow thé grédiction samples Y to respond faster in the
amplitude changes of the input signal. At the output of a double
integrator tﬂe rate of change in Yr is porportional to the second
derivative of the input signal. Thus for a ES sin 27 fs{ input,
the rate of-change in Yr is ES (27 fs)2 and therefore the overload

condition is specified by:

2
Eg (2m £)7 =8 £ (2.57)




When Equations (2.57) and (2.52) are compared, we see that the

quantization step sizes which overload the single and double

integration encoders are & and respectively. Consequently

§
2r £
s
double integration offers the advantage of allowing a considerably
smaller step size to be used without overloading the encoder which
automatically leads to a reduction of the granular noise. It can
be shown that the peak snr in the case of a double integration DM

18

5
_ 1 P ’
snr = —5 5 (2.58)
c

where fc2 is the break freqpency of Fﬁe second integrator and Kd
an empirical constant. Thé double inéegration DM shows an improvement
of 5 to 10 dB's over the single integration LDM when fS = 800 Hz

and £ 2 12 fcz. -However, the fast responqeof the double integration
predictor can cause instabilities in thelencoding of speech signals
and this is the main disadvantage of the scheme. Thi; problem is

(80)

solved using.Delayed encoding techniques where the encoder is
allowed to look-ahead into the input signal and properly slow down
very fast adaptations in Yr'

One characteristic in the performance of LDM encoders is their
dependence on the frequency of the input signal, as shown in
Equation (2.52). Now, before gbing to Adaptive DM, we briefly
consider the Delta Sigmg Modulafion (DSM) encoder which overcomes
the above frequency limitation. Here an additional integrator is

used in the front of the encoder as shown in Figure 2.12a. Because

of the relationship:
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Jx dX—IY dY=Je de (2.59)
r r r r r T

the encoder can be reduced to the simpler form of Figure 2.1lb,

which employs only one integrator located prior to the quantizer.

When a signal Es sin 2w fst is applied to the input integrator

of the arrangement in Figure 2.12a, the LDM which follows is
. ES

2w £

)

is ES. Consequently the overload expression for DSM is described

presented with an - cos 27 fst signal whose maximum slope
by:

Es = § fp (2.60)
and clearly is independent of the frequency of the input signal.
Using Equation (2.60) and applying a similar argument with those

in the LDM, we can find the peak signal-to-noise ratio of the

DSM to be:

3
snr = 3 g (2.61)
c

Observe that in DSM, as in LDM, snr is proportional to the cube

of the gsampling frequency fp'

2.3.2.2a. Adaptive Delta Modulation (ADM).

When the input signal is stationmary, the fp and § parameters
could be arranged for the LDM to provide a reasonable s;r.
However, the non-stationary nature of speech signals suggests the
need for some form of adaptation of the feedback signal Yr’ and
as fp is usually fixed, § is made to adapt its magnitude to the
statistical variations of the input signal. In this way, the

variable step size & results in a high snr for a wide range of

input power.
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The first ADM system called High Information Delta Modulator

(HIDM) was proposed by Winkler(al)

and it is shown in Figure (2.13).
Tts adaptation strategy is based on the observation that a possible
overload condition is revealed at the output of the encoder by a
sequence of identical bits. At the same time, alternative polarity
bits indicate that a sméller step size should be used. Specifically,
the step adaptation algorithmis formulated as:

a) the step size § is doubled if the current and previous

two binary outputs are of the same polarity,

b) if the last two ocutput bits are of opposite polarities,

then § is halved,
¢) in all the other cases thé‘step size § is kept unaltered.

The HIDM encoder has a similar peak snr but an improved dynamic
range compared with LDM, and its adaptation algorithm is better
suited for encoding TV signals rather than speech signals.

Many other systems followed.(82 to 88) which also make significant
changes in § every sampling instant by observing the patterns of a
few consecutive bits at the output of the encoder. Such ADM systems
are known as Instantaneously Companded Delta Modulators (ICDM).‘
A typical example of an ICDM speech encoder is the one proposed by

(86)

Jayant . Its step size adaptation rule is closely related with
that of Jayant's multi-level adaptive quantizer(41). In the
latter, as we already mentioned in section 2.3.1.2, multiplicative
coefficients are assigned to the quantization levels so the step

size 8§ for the (n+l)th sampling instant is equal to Gn multiplied

by the M(j) coefficient which corresponds to the output of the
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quantizer at the nth instant. If the quantizer is to reduce its

number of levels to two, the adaptation algorithm fails because

only one M(j) coefficient can be assigned to the two levels, say

Ml’ and § will continuously increase or decrease its size when

Ml > 1 or Ml <

l.

Thus the only way to make the adaptation stable and the step

size § to track the input signal is to employ two coefficients

Ml and M2 (M1 > 1, M2

< 1) while the decision of which one

coefficient is to be used at each sampling instant, is made by

observing two consecutive bits at the output of the quantizer.

Two identical bits indicate the use of Ml
is

for two bits with opposite polaritieg_M2

step size. Therefore § is expressed as:

where 1 < Mopt <2 and M. =M, M = 1

1 2 M
in Figure (2.1%4). Yr, the feedback signal,

integration as:

Jayant's ADM achieves an impressive 10 dB's

so 6§ is increased and

used to decrease the

(2.62)

The encoder is shown

is again formed by an

(2.63)

snr advantage over

LDM when both systems are encoding speech with an output bit rate

of 60 Kbits/sec,

The other alternative to instantaneously companded algorithms

in adapting &8, are the Syllabically Companded (SC) techniques.

In a such scheme the quantizers step size § varies at a much slower

‘rate than the instantaneous variations in the speech signal. The
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. typical adaptation time constant is about 5 to 10 msec. and

consequently § approximately follows the variations of the speech
envelope., The main advantages of such a long-term average
adaptation technique, are observed in the presence of channel
errors where the encoders show good converging properties and
therefore stability.

The Continuous Delta Modulation (CDM)(Sg)

is one of a few,
rather typical, Syllabically Companded ADM systems which we are

to consider. 1In the CDM encoder (Figure 2.15) the envelope of

the band limited speech signal X(t) (fc1 = 300 Hz, fc2 = 3200 Hz)
is extracted through a series combination of differential,
rectification and low—ﬁass filtering. The Envelope information

EN 15 added to X(t} so EN resides in the lower band of the resulting
signal, It is possible therefore to Delta Modulate this signal

and extract the Envelope information in the feedback 106p of the
CDM encoder using a 100 Hz Low-pass filter. The output of the
filter controls the magnitude of the step size § which now varies
slowly with EN, |

(90) shows that the

The SC ADM system of Tomozawa and ¥aneko
same slow adaptation in § can be achieved without the addition of
any signal at the input of the encoder. In their scheme (Figure 2.16)

the syllabic information is directly obtained from the decoded

" signal inside the Local decoder and 6 is scaled accordingly.

The SC ADM(QI)

of Brolin and Brown follows a slightly different
approach, and the envelope signal is not extracted from the encoder's

feedback loop. Instead the system (see Figure 2.17) is composed of

two individual DM encoders. The Envelope signal is extracted from



73a

Drfterentiator Low pass filter

> -->.»+-——>T
C. Clock
"rm?g | Rechfler Slﬂ'_fﬂ?' ’_‘L.._.‘ Dignial 2.15 Th
Do " Flip-_ovtput FIGURE 2. - e
’l :f - => flc:g >
~igh pass - - Continuous Delta
titer _Sum e Muluiplier
- S T Modulator
— + «— L %(— x
e =Ty (after (108))
~/F Leaky T
integrator Sum
B R Soimiied —
t kY — . Loﬂ
+ je—pass &
J L Hter) A
Bias
Multiplier B
Digital LT --\- “Audio]__+_ Anatog
et T X ok i ""5' = gan i 2 qutput
- Leahy Low pass
- _|5um integrator filter
" Low- fr
| pass —9| + |
( fiter | T
Bias
Clock, 56 kHz
Sum » Flip- |  Digital output .
Analog i M fop i FIGURE 2.16 - Tomozawa's
F AND
input Comparator NAND and Kaneko's ADM.
Mulliplier
AN X Y (after (108))
F
Integrating network 2
M+
\IBias
.I_va- : Integrating
. —f- | network ¢
x 1
L ow pass. filter  Reclifier
Clock, 96.5 kHy
Audi Sum Integrating Flip
udio__ . JTes yre N - in's-
ot —@-— notmork2 21 F L riw FIGURE 2,17 - Brolin's
Comparator  panp and Brown's ADM.
ntegrating |, ) (after (108))
hatwork 1 Muluiplier
y
OVOIIOId- Digital
lovel tput
aotoplor oute

integrating | |Flip- ::1:]::——
niter "Op AND
NAND
b Sum
D o
Clock, 6 kHz

Comparator




74

the input speech and it is encoded with one encoder say DMl
whose decoded output controls the step size § of the second
coder DM2, DM2 is used to encode the speech signal and its
binary output is multiplexed with the output of DM1 and transmitted.
By doing so the overall transmission rate is not seriously
increased as the Envelope signal is composed of very low frequencies
and DM2 operates at low clock rates.
An interesting Syllabically Companded ADM is the Digitally

Controlled Delta Hodulation(gz)

DCDM where nc Envelope detection
is required. Instead, a logic detects the presence of four
consecutive bits of the same polarity and outputs a pulse to a
- RC network with a 10 msec time constant. The slow varying signal
at the output of the RC controls the value of the step size §.
The performance of this system is satisfactory when working with
medium or high output bit rates. However, at bit rates below
16 Kbits/sec., its performance deteriorates considerably as the
correlation in the input samples' is reduced to a point where
decision for scaling § based on observations at the output bit
stream are not particularly useful. 1In contrast systems like
CDM which continuously detect and use the speech Envelope in
their adaptation, seem to perform much better at rates below
16 Kbits/sec.

Finally, we mention two Delta Sigma ADM systems successfully
used tg encode speech signals whése high frequencies are pre-
emphasized. The first one shown in Figure 2.18 is called Syllabically

(93a)

Companded All Logic Encoder, SCALE and its step size adaptation

procedure is very similar to one employed in the DCDM system.
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The second Delta Sigma adaptive encoder is known as Syllabically

(93b) 4 it is

Companded Delta-Sigma Modulation system, SCDSM
shown in Figure 2.19. The Y(t) feedback signal in the SCDSM encoder
is scaled according to envelope information extracted from the

binary sequence at the output of the quantizer.

2.3.3. Linear Transform Coding.

As the name indicates, Linear Transform Coding (LTCj schemes
are based on linear transformation techniques. They have been
extensively used in image digitalization rather than speech, but
very recentl& an adaptive LTC scheme was employed successfully in
Loﬁ-bit rate (16 Kbits/sec.) encoding of speech signals.

A LTC system is shown in Figure 2.20 and operates as follows:
A block of N successive input samples Xi, i=1,2,...,N is
processed by the Linear Transform LT to produce a block of N,

P, samples, i =1,2,...,N, These samples are quantized by a set

of N quantizers Qi’ i=1,2,...,N (as shown in Figure 2.20) whose
outbut samples Pi'are binary encoded and transmitted. Aséuming

that no channel-errors occur during transﬁission, the recovered

Pi samples at the receiver are processed through an Inverse Linear

- Transformation ILT to yield an approximation ii’ i=1,2,...,N,

of the N original speech éamples. It is obvious from the above
descriptionrthat LT and ILT.are the important elements of the system.
lConsequently a discussion on Linear Tfansformations is.to follow.

Consider an Nth dimensional vector X = (Xl,Xz,...,XN) whose

components are successive speech samples. Let us also assume a

Nth dimensional orthonormal vector space Ar, r =1,2,...,N, whose
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The vector X can he expressed as

N
-

A, P,
i~i

P (2.65)

i=1

where Pj is the compdnent of X along the Aj dimension.

Now because of Equation (2.64), the Pj signal component in

the transform domain is:

N
x-AJ.=ZA « A, P

= P, 2.66
3 ( )

The last two Equations are in fact employed by LTC systems. The

LT operation of Figure 2.20 corresponds to Equation (2.66) solved

for all j's, while the ILT operation uses Equation (2.65) and

produces the Nth dimensional vector i of the ﬁi’ i =1,2,...,K
recovered speech samples as:

a N

i =

1

-

Ai P! (2.67)
i=1 ‘

The success of LTC in reducing the transmission bit rate
when encoding speech signals, resides in the fact that the variances
of the Pi coefficients are different for the various coefficients.
This means that the number of bits assigned for the quantization
of P, can vary with i so that the overall average transmission bit

rate is reduced when compared with conventional quantization schemes.
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At this point it is natural to ask the following two questions:

a) how to select the optimum N dimensional orthogonal space A,

and

b) how to assign in an optimum way the number of bits representing
each coefficient, i.e. how to define the optimum number of levels
used for each of the N quantizers.

. . . (94)

With regard to the second question, it has been shown

that in the case of optimum bit assignment Ri’ the number of bits

needed for the quantization of Pi’ is given by:

1 °§

Ri Rav 3 log2 N > 7N bits/sample (2.68)
n o,
=1

where Rav is the average transmission bit rate of the LTC and
ci is variance of the P, coefficient.

To answer the first question, we have to define a space A which
provides minimum distortion D in LTC. A convenient measure of D

is defined as:

(2.69)

where e; is the mean-square error in the ith sample, and in an

optimum bits/sample assignment case, D is given(gs) by:

1/N
(2.70)

P a=
(o]

k is a constant.
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(96)

Now for any N dimensional orthonormal space A we have :

N N
n x. ¢ I ¢« (2.71)
j=1 3 =1

where Ai is the ith eigenvalue of the speech covariance matrix.
From Equations (2.70) and (2.71) we see that the optimum

space A should satisfy the following relationship

= A, , (2.72)

The space which shows the above property is known as the
Karhunen-Loeve AKL space and is a special set of orthogonal basis
vectors composed of the eigenvectoré of the speech covariance
matrix. These eigenvectors Al,Az,...,AN are ordered intc a

sequence such that a A, 2 Xz %2 ... 2 A, monotoneous decrease of

1 N

the corresponding eigenvalues is obtained.

Thus the Karhunen-Loeve (KL) transform offers the best transform
performance in LTC, It removes'large amounts of redundancy from
the input samples which leads to small values of Ui and to better
quantization of Pi' In fact the Pi coefficients are linearly
uncorrelated and the differences between the og variances are
proportional to the increase in the correlation of the input samples.
The KL transform suffers however, from two serious disadvantages,
a) AKL is signal dependent, and the computation of the A.i vectors
is not a simple task, b) no fast algorithms are available for
the computétion of the P, coefficients. 1In contrast other orthogonal

(97) )(98)’

spaces such as Discrete Fourier (DF) , Discrete Cosine (DC

Walsh-Hadamard (WH)(gg), and Discrete Siant (DS)(loo), are not
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optimum, but they are signal-independent and have fast computational
algorithms.,

(101)

Campanella and Robinson examined the DF, WH, and KL
transforms in LTC coding of speech signals. For N = 16, using
Log-quantizeré and when Ri’ i=1,2,...,N1is calculated from the
long-term statistics of the speech signal, their computer simulation
results indicate an approximate gain over Log-PCM of 9 dBs, 6 dBs,
and 3 dBs for the KLT, DFT, and WHT scheﬁes respectively.

P, Noll(gﬁ)

modelled speech by a tenth order Markov process
whose first ten autocorrelation coefficients are equal to the first

ten long-term autocorrelation coefficients of speech. Then by

using the formula

R

GLTC 1/N (2.73)

He B[RO

=
Q

i=1

which defines the gain of LTC over PCM, he obtained very similar
results with Campanella. In particular with N = 16 the gain over
PCM for the KLT, DCT, DFT, DST, WHT, Linear Transform Coding systems
are 8.0, 7.8, 6.0, 4,5, 2.3 dB's respectively. Furthermore, the
GLTC results for various values of N show the WHT and the DST to

be tru.ly suboptimum transform for speech, with no substantial
improvement in the gain for large value of N. For example, when

N = 128, the gain G

LIC
‘the gain for KLT is 9.5 dBs, DCT is marginally inferior and DFT

of WHT and DST is only 3 and 4 dBs, while

is about 2 dBs worse.

(102)

Finally, Frangoulis and Turner examined the perceptual



effect of encoding and transmitting a limited number of coefficients

of a N = 64 WHT scheme. Their system employed the same number of
quantization levels in quantizing P, and showed that ve;y good
quality speech can be recovered by transmitting only 8 dominant
transform coefficients with an average bit rate of 17.55 Kbits/sec.
These dominant coeffiﬁients are found from the probability density,

function of the Hadamard coefficients.

Adaptive LTC.

Adaptive LTC systems achieve an improved encoding performance
over the previously mentioned non-adaptive ones. There are three
elements in.LTC which can be made to adapt to the statistical
variations of the input speech signai.

a) The amplitude range of the N quantizers used to quantize
the Pi coefficients. It can vary proportionally to the variance
of the input signal, That is, N adaptive quantizers can be used

to compensate for the changing levels of speech sound.

b)  The number of bits R, assigned for the quantization of
each coefficient, Ri can vary according to the short-term statistics
of speech, by recalculation of its value for each input block of

samples.

. ¢} The orthogonal vectors of the AKL space. When the KL
transform is employed in the system, the Ai vectors can be updated
by calculating the covariance matrix i) for different speech sounds,

ii) for each block of N input speech samples,

Only a few speech adaptive LTC systems have been proposed

(96,103)
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Modena(103)
96)

employed adaptive quantizers in his LTC scheme.
Noll( showed that an AQF-LTC system, using feedforward variance
estimation techniques for the adaptation of N Laplacian quantizers,
provides an additional 4 dB gain over non-adaptive Log-LTC. He
also préposed a fully Adaptive Discrete Cosine-tTCrsystem where
.the quantization as well as tﬁe bit assignment procedures ére
adaptive., The choice of the DC transform is based on its nearly
optimum perfbrmances and its independence to signal statistics.

| The Adaptive DC-LTC.system shows a 4 dB improvement over

AQF-LTC and at 16 Kbits/sec. produces better quality speech than

a 16 Kbits/sec. ADPCM system.

2.3.4, Other Waveform Coding Systems.

The speech encoding systems mentioned so far belong to one
of the four basic waveform coding techniques, i,e. PCM, DPCM, DM
and LTC. However, other systems have been developed which combine
characteristics from the above techmiques and new strategies
specially conceived for Low-bit rate encoding of speech.

An example of a such strategy is the interruption/reiteration
technique used to exploit the quasi-periodic nature of voiced speech.
In its simplest form the encoding of the input signal is interrupted
at a constant rate and the transmitted binary data corresponds
only to segments of the speech waveform. At the receiver, the
decoder reconstructs these segments while a reiteration procedure
attempts to restore the signal's continuity by repeating the decoded
parts of the waveform. Although the intelligibility of the produced

speech can be as high as 857 its quality is very poor. This is
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mainly due to the constant interruption/reiteration rate which
results considerable distortion in the speech fundamental
frequency.
The obvious way to improve the quality of the speech is to
incorporate in the system a pitch synchron ous interruption procedure,

and three such systems'have been proposed(104’105’106). The most

sophisticated is the Speech-Reitetion DM developed by'Baskaran(los)
which provides acceptable quality speech at a transmission bit rate
,of 10 Kbits/sec. The encoder used in the system is an Adaptive

DM which encodes every other ﬁitch period of the voiced speech
waveform. Tts adaptation strategy exploits the presence of the Pitch
Extractor Circuits, PEC, (which conEFols the interruption process
during voiéed sounds) and allows the quantization step size to
increase at the beginning of each pitch period by ten times its
minimum valué and to exponentially decrease afterwards with a time
constant of about 8 to 10 msec. When unvoiced speech is detected

by the PEC, the intefruption of the low amplitude high frequency
speech waveform is performed randomly in order to avoid a line
spectrum occurring in the decoded signal, while the DM encoder
behaves as a LDM. The binary information transmitted to the receiver
includes, in addition to speech'data,‘synchronizing data for
voiced/unvoiced decisions and pitch period lengths. The receiver
decodes the voicedfunvoiced segments of speech while the synchronization
bits are used by the reiteration procedure to reform the original
sﬁeech.

Another coding technique to mention in this section is the

Sub-Band Coding (SBC). In SBC the speech spectrum is first
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partitioned into frequency sub-bands according to perceptual
criteria (for example, equal Articulation Index for the sub-bands)
and then each sub-band is sampled at a different sampling rate
and digitally encoded. Furthermore, in some SBC systems, the
sub~bands are Low-pass translated before encoding so the benefits
of encoding Low-frequency signals are obtained. The SBC techniques
have.also the advantage of restricting the quantization noise in
discrete frequency bands and therefore masking of various frequency
ranges by quantization noise produced from different frequency
range signals, is avoided. This leads to perceptually less annoying
" quantization noise and consequently to good quality speech at
transmission bit rates as low as 16"Kbits/sec.

The last system to mention is the 4.8 Kbits/sec., 1 bit PCM

(107). Although the encoder employs a two

developed by Wilkinson
level quantizer together with a ADM, it is basically acting as a

two level adaptive quantizer, The input signal is channelled into

two separate paths, In the upper path the signal is sampled at

the Nyquist'rate of 4.4 K samples/sec. and the polarity of the
resulting samples is obtained with a two level quantizer. The

speech signal in the lower path is full wave rectified and its
envelope is obtained with a 5 m§ RC circuit. This low frequency
envelope signal is encoded by an ADM whose output bits (400 bits/sec.)
are multiplexed with those at the output of the quantizer and
transmitted. The receiver after dg—multiplexing uses the polarity

and envelope data to control a Pulse Amplitude Modulator whose

output is an apprbximation of original speech.
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CHaPTER I11

Tue H.P. 2100A MinicoMPuTER BASED SPEECH
PROCESSING SYSTEM

3.1 INTRODUCTION.

The signal-to-noise ratio (snr) measurement is accepted by
many research workers (62,68) as a meaningfull method of evaluating
the performance of an encoding system. This is because snr is
related to the subjective quality of the decoded signal provided
that the transmitted bit rate is higher than approximately 16 kbits/
sec. 1In this thesis the snr criteria is used extensively in the
computer simulation studies, and various systems are evaluated by
encoding speech segments of duration of 1.5 to 2. seconds. Although
these durations are often adequate, there are occasions when
longer intervals of speech signals are required in order to highlight
the wide variety of the signal's characteristics. To achieve this,
the H.P,2100A computer speech processing system was developed.

In this system the computer is interfaced to the external
analogue speech signals by means of an Analogue-to-Digital (ADC)
and a Digital-to-Analogue (DAC) converters.. The combination of
this hardware with two H.P.7970E Magnetic tape units, enables digitized
speech of up to 10 minutes duration to be storéd. The stored speech
is used as the source material in the various codec simulatioms.

The decoded date is also stored on magnetic tape and is subsequently
removed through the DAC to the loudspeaker.

In developing the system's software special emphasis was given

to the production of a computer operating system built on a modular
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basis with basic routines. Using these routines transfers between
the computer and the Magnetic tape or ADC — DAC peripherals, and
manipulations of speech signals can be handled by any person
having a knowledge of basic Fortran programming. Hence the system
is not only.a.convenient and powerfﬁl tool for the author's own
research but should also be useful t§ other research wofkers.

Sections 3.2 and 3.3 deal with the hardware and software
realization of the gpeech processing system respectively. Imn
section 3.4 the parts of thé'present system that could benefit
from modificétionsvare discussed and suggestibns are made for

some possible additions.

3.2 HARDWARE DESCRIPTION OF THE COMPUTER INTERFACE WITH THE ADC,
DAC PERIPHERALS.

The Electrical Engineering Department's H.P.2100A computer is
a 24k memory, 16 bit word, compact data processer. Standard features
include memory parity generation and checking, memory and input/output
protections for executive system;, extended arithmetic capability
and power fail interrupt'with automatic rastart. Optional features
include two channel Direct—ﬁemory—Access (DMA, see sections 3.2.1.,
3.2.2.) and multiplexed input/ouﬁput.

Interfacing of peripheral deviceé is accomplished by plug-in
interface cards. The external device is connected by a channel in

a form of cable through which data and control signals pass to an

interface card, which in turn plugs into one of the computer's

input/output slots, Each slot is assigned a fixed address, and

the computer can communicate with a specific.external device on the
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basis of its address. The address is termed as the "Select Code".
The cémputer mainframe can accommodate up to 14 interface cards,
expandable to a total of 45 when an input/output Expander is used.
All the input/output channels are Suffered and bi-directional and
are serviced through a multilevel priority interrupt structure,

as described in the subsequent section.

3.2.1.  Input/Output Data Transfer.

In an input/output operation, data is transferred between
the ﬁomputer memory and an external device through the A,B registers
or the DMA hardware as shown in Figure 3.1.

The commands required in the program for the communication
between the computer and the external” device are simply the start
device (control set), the device busy.(flaé clear), the device
operation completed (flag set), and the stop device (control clear).
A general block diagram of the computer interface with an external
device is illustrated in Figure 3.2, Theldata receivers and drivers

are used for buffering purposes.

A, Input data transfer.

The control of the input operation is achieved through a program
which has been previously inserted into thé computer. .To ;onnect
2 particular peripheral to the computer the program addresses the
interface card associated with this peripheral. The program
instruction STC X, C i.e. Set Cﬁntrol, Clear Flag initiates the
input of the 16 bits of data from the input device. The instruction
sets the Control F.F, and resets the Flag F.F. In addition to

that it sets the Command F.F. which applies a Command signal to
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the device initiating its operation (see Figure 3.4.). The data
bits O to 15 are placed into the interface register and the
Command F.F. is reset after a data flag signal is applied to the
interface by the external device (see Figure 3.3.). This signal
aléo informs the control logic of the interface card that the
inpﬁt data is availabie to thé computer, by setting the Flag F.F.
As a next step the interface is to interrupt the computer which
is to accept the input data. Provided that the interrupt conditions
are met i.e.
a) the interrupt system in the computer is on,
b) .no higher priority interrupts for other interface cards are
requested, .
¢). the Control And Flag F.F. are set (see Figure 3.4.), an
interrupt signal IRQ to the program control is generated. |
This causes the current computer program to suspend its operations
and control is transferred to a service input subroutine which
includes the LIA or LIB instruction for loading the data into the
A or B register (Figure 3.1,)

Specifically, the LIA or LIB instruction addressed to the
select code of the X interface card (Figure 3.3.) enables the
address LSCM, LSCL and the I0G, IOI lines and the data is transferred

into the computer via the I0BI lines.

B. Output data transer,

An output operation similarly is initiated with a programmed
output instruction OTA X (or OTB X). The address lines LSCM, LSCL
and the I00, IOG lines of the X interface card are enabled and the

16 bits data after transferred from the A or B register via the
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I0BO lines into the interface buffer is available to the devige
(see Figure 3.5.). The Set Control, Clear Flag STC, XC instruction
which follows, sets the Command F.F. This issues a Command signal
to inform the external device that the dafa is available for t?ansfer.
The computer program is suspended by an interrupt when a "done”
device flag is returned to the interface card. Control then is
transferred to a service subroutine where further OTA X, 8TC X,
C instructions for additional data transfers can be issued. . |

In the case where the Direct Memory Access option is used in
an input/output operation, the data is transferred directly between
the memory and the high speed peripheral via the interfacercards,
without the Arithmetic and Contro; logic and A and B registers of
Figurer3.1being'required. By this method a transfér rate of data
up to 1.020.400 16 bits words per second is achieved.

Finally the input/output priority given by the computer to
the various external devices is established along a "line", where
the priority given by the compﬁter to communicate with a particular
peripheral decreases progressively down the line. A device in the
process of transferring data essentially breaks the line disabling

all the devices with lower priority.

C. Input operation.

Considerations will now be given to the transference of speech
signals into the computer.

The analogue speech signal afte£ being sampled and.héld as
shown in Figure 3.6., is converted into digital form by the ADC.
The 10 bit data words at the output of the ADC device are inverted

by the "driver" NAND gates and the logic used in the interface
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card is ground true logic and thus the computer accepts the data
in the same state as it appears at the input of the NAND gates.

In order to match the 16 bit computer word with the 10 bits ADC
output, the six legs significant input lines of the interface card
are made zero.

Let us suppose that a 10 bits digitized speech sample appears
at the input lines of the number 22B interface card. An input
0peratibn starts by programming a STC 228, C instruction as
described in the previous section. The Clear Flag portion of the
instruction resets the Flag F.F. of the interface card to prevent
any interrupt signal from being sent to the computer before the ADC
deﬁice has transferred the data into.the interface input register.
The interface card is now able to accept the speech data on receipt
of the response-in ?lag pulse. This pulse is related to the clock
waveform CL1 whose frequency is the sampling frequency of the speech
‘signal, as follows:

From the positive going edges'of the CL1 waveform positive
true pulses of 4 psec. duration are produced. Those pulses are
used as the mode control signals in the Sample and Hold device and
also as the "start conversion" signal of the ADC. When the.ADC
starts its operation, the Sample and.Hold device is already in the
hold mode and the correct conversion is performed. At the end of
the conversion time the ADC produces an End-of-Conversion signal
(EOC) which is shaped as a pulse of 1.5 psec, duration. This pulse
forms the response-in Flag signal which enters the speech data into
the input interface register and sets-up interrupt request for

service. The computer responds to the interface card with an
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input instruction LIA 22B or LIB 22B that enters the speech data
into the computer, and waits for the next response-in Flag pulse
indicating that further data is ready for input.

The rate at which the computer accepts data is determined by
the frequency of CL1l as it is shown in the timing diagram of

Figure 3.7.

D.  Qutput operation.

To ﬁransfer data from the computer's A or B registers into
the interface card output storage register, an output instruction
OTA 22B or OTB 22B is programmed. From the 16 bit word at the
output lines of the interface card, the 10 most significant bits
represent the speech data. These bits are inverted by the data
output drivers and fed into the input of a D-flip-flop buffer as
shown in Figure 3.8. The next instruction to follow in the program
is a STC 22B, C i.e. a Set Control. Ciear Flag one which prepares
the interrupt logic of the interface card to suspend to computer
program when device Flag is received. A device Flag pulse then
a) clocks the D-buffer and the 10 data bits are presented to the
DAC device and
b) sets the Flag F.F. of the interface card so an interrupt to the

computer's program occurs.. In this way control is transferred to

a service subroutine for issue of further OTA and STC, C instructions,

The device Flag pulses are of duration 1.5 usec and they are
obtained from the positive-going edges of the CLl1 clock waveform.
Consequently the rate with which the data bits are presented to the

DAC device is equal to sampling rate of the speech waveform,
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3.3 DESCRIPTION OF THE SOFTWARE CREATED TO SUfPORT THE SPEECH
PROCESSING SYSTEM.

The computer operating system used in connection with the
H.P.2100A speech processing system is called the Basic Control
System (BCS). BCS is a paper tape based system which provides
an efficient loading, linking and inpu;-output control capability
for relocatable programs produced by the HP Assembler or HP Fortran.
The Basic Control S&stem is modular and has two distinct parts,
namely: the input/output subroutines and the relocating loader.

The input/output soffwarg package consists of an HP input/output
control subroutine (IOC) and the BCS driver subroutines which controls
the peripheral devices. When the program is written in Assembler
the input/output operations are specified by a symbolic calling
sequence, In Fortran prog;aﬁs the requests for "READ" or "WRITE"
are translated by the compiler and with the aid of the subroutine
"FORMATER", the proper calling sequence is produced.

When the user requests an iqput/output operation using a
logical unit reference number, the IOC subroutine finds the logical
unit entry in the equipment table (a memory table created at BCS
configuration time) which contains the addresses of the drivers
and the physical channel number of the external devices. The IOC
directs the request to the proper driver, and the input/output
operation is initiated. The BCS driver transfers control back to
the main program which continues operation until. the input/output
device completes a single operation., At that time an interrupt
request is generated which causes the transfer of the control

back to the BCS driver. The data is now transferred between the
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device and the specified memory buffer and the input/output device
is commanded to another operation. This process continues until
all the data has been transferred, when a "completed operation"
status is produced by IOC and it is checked by the main program.

The task of the relocating loader is to load and link into
the memory the object code programs (i.e. machine language program)
produced by the HP Assembler or Fortran compilers. The loader
has the ability to assemble the main program as a set of subroutines
which are linked together through program entry points and extermal
reference instructions. This allows design and test of each of
the subroutines separately and execution of all in one program.
The loader also a}lows the program to be designed without concérn
of page* boundaries, as indirect addressing is produced automatically.
The indirect addressing occurs when a memory location in which the
instruction is referred, is not on the same page with the instruction.
An optional feature of the loader allows the production of absolute
e paper tape version of a relocatable program plus the BCS and
those library subroutines that were referenced in the main program.
The process of generating the absolute program is such that core
memory alleocated normally to the loader may be occupied by the
program instructions.

The standard Hewlett Packard software package which produces
an absolute version of the BCS is called the Prepare Control System.
During the construction of the absolute BCS the relationship among

input/output channel number, drivers, interrupt entry points in

* The computer memory is logically divided into pages of 1024 words each.

%% An absolute program can be loaded directly into core memory.
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the drivers and unit reference numbers, is established.
The input/output devices included in the Basic Control System
configured to be used with the speech processing system are, a

teletype, a photoreader, a punch, and two magnetic tape units.

3.3.1. Speech data handling subroutines,

In order to transfer speech signals into or out of the computer,
routines supporting the ADC and DAC peripherals are required.

There are two possible modes of operation between those two external
devices and the speech data proéessing, namely "Synchronous'" or
"On line operation" and "Asynchronous" or "Off line operation".

In the first mode relatively uncomplicated speech data processing
can be performed synchronously with the incoming input speech signal,
This is provided that the time réﬁuired for the data processing and,
or, the time necessary to obtain an analogue output through the
DAC, is less than one sampling period of the input signal. The
advantage of this method is that there is no need for extgnsive
data storage. Also, complicated processing requirements outside
the real time capabilities of the computer, can in principle, be
handled by means of an FM tape recorder which slows down the input
data rate.

However the "On line operation" éppears to bé inconvenient
for the following reasens:

(1) The processing time for each inpu; sample may be different
and it depends on the number and type of operations required by each
sample. Consequently when the computer is operating in an on-line

mode, the rate at which the samples are fed to the computer is
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dependent on the longest processing time required by a particular
sample(s)., Off-line operations is not bound by this restriction

and hence the processing time is faster.

(2) The need of using the same input material more than once
in various experiments creates problems. Two saﬁpled waveforms
- produced from the same analogue speech material in two separate
cbmputer runs, cannot be identical, due to differences of the
stafting point, the slight changes in the sampling frequency and
the amplifiers gain. Supposing that the signal-to-noise ratios
of two different encoding methods are to be compared with this
slightly different input data, then the validity of the snr results

may be suspect. ' -

(3) For every experiment a laborious procedure has to be
followed. This means that the speech input level has to be adjusted
so that the signal occupiés the quantization range of the ADC and
produces a maximum snr. The d.c. drifts of the amplifiers have
to be compensated correctly, the sampling frequency has to be
adjusted, etc. | |

-Because of these disadvantages the speech handling routines
were designed for "Off line operation™. Using these routines the
speech material is stored permanently on digital magnetic tapes,
and when required it is transferred directly into the computer's
core memory. After processing the speech data it can be stored
again on the magnetic tape, from where it can be transferred through
the computer's core memory into the DAC peripheral for listening
evaluation.

In a such mode of operation the computer's core memory is
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occupied with the operating system, the main program instructions,
and the "storage buffers" which are needed for the data transfers
between computer and peripherals as described in details later.

The transfer of the speech data between the core memory, the
ADC, DAC, and magnetic tape units is done by using the Direct Memory
Access option (DMA). This option is employed because Direct Memory
Access has the capability of handling data extremely fast with
minimum programming requirements. It is therefore useful to describe,
in general terms, the operation and the programming considerations
of the Direct Memory Access before presenting the speech handling
routines.

In order for the DMA to operate.it must be programmed to know
a) the direction of data transfer,
b) where in the memory the data is to be placed or removed,
¢) which input/output channel is to be used for the data transfer,
and
d) wvhat is the amount of the data to be transferred.
This information is given by means of three control words which
must be addressed directly to the DMA hardware; Specifically:

Control word 1 (CWl) identifies the input/output channel to be
used and provides the 0p;ions of STC (set the Control flip-flop)
or no STC at the end of each DMA cycle, and CLC (Clear Control flip-
flop) or no CLC at the end of each block transfer for the particular
input/output channel under consideration.

Control word 2 (CW2) provides the starting memory address for
the data block to be transferred, and defines whether the data is

to go into, or out of the memory.
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Control Word 3 (CW3) defines the number of data words to be
transferred into, or out of the memory.

For the'initiaiization of the DMA channel 1, the CWl control
word is loaded into a Service Select Register, in the DMA circuitry,
with an OTA6 instruction. A programmed CLC2 instruction clears a
Register Load Control Flip~Flop and activates the Memory Address
register and an inpﬁ;/output Flip-Flop. Then the CW2 word is stored
into DMA by an OTA2 instruction. An STC2 instructioﬁ prepares a
Word Count register to receive the CW3 word which is then outputted
to the DMA hardware by another OTA2 programmed instruction. The
last step is to activate the DMA channel with an STC6 instructicn.
For initializing the second DMA channel, the select code 2 has to
be replaced by 3 and the select code 6 by 7.

Once the DMA operation is initiated no additignal programming
steps are required until the end of the transfer of the data block
is reached. Then if the interrupt system is enabled, an input/output
interrupt to the DMA channel‘addreés 6 or 7 occurs. The interrupt
iocation normally contains a jump to a completion routine instruction
(JSB) and the program control is forced to this routine, the contents
of which varies according to the specific application. When the
interrupt system is disabled it is possible to check for completion
of a block transfer by testing the status of the flag in the select
code 6 or 7 depending upon the DMA channel used.

A generalized block diagram of the DMA hardware is shown in
Figure 3.9. Under the program instructions cards 1 and 2 perform
the switching functions to connect the DMA channels with any

peripheral device controlled by the computer. The timing logic
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in these cards enables tﬁe DMA not to interact with the central
processor operations. A priority interrupt logic is also included
in these cards.. Card 3 contains a storage register and logic for
storing data while the starting memory address of the data with
its length and the direction of the transfer is stored in cards

4 and 5, A word count register in these cards determines for the
DMA controller of card 1, when the block transfer is completed.

Having considered the operatioﬁ and the software requirements
of the Direct Memory Access Option, the speech handling routines
are discussed next. All the routines are in the form of subroutines
and are called from the Fortran main program. The subroutines are
written in Assembler language and thgir object version is loaded
and linked with the main program using the Relocatable loader of
the BCS operating system. ‘

Specifically, in the Fort;an program the Assembler written
subroutine is called by the statement CALL X (al,az,...,an) where
X is the name of the éubroutine,-and a's are the actual arguments.
As a result of this call in‘the main pfogram, the following calling

sequence is‘generated by the Fortran Compiler,

JSB X transfer control to subroutine X
DEF *n+l = define return location

DEF a; define address of a,

DEF an define address of an

The words from the locations listed in this calling sequence are

then accessed and transferred to the subprogram under the supervision
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of the .ENTR Fortran library subroutine. The .ENTR suBroutine
moves the addresses of the arguments into a reserved area wifhin
the Assembly Language subprogram, performs all the testing to
determine if the locations given in the calling sequence are
direct or indirect reference, and finally sets the correct return
address in the entry point_of the subprogram.
The software which provides the interface between the Assembler
subroutine and the Fortran program is always written as follows
NAM X define subroutine's name
ENT X define entry point to the subroutine
EXT .ENTR designates the name of the subroutine .ENTR
referenced.inside X
a BSS n reserve n words of storage for the addresses
of the arguments
X NOP entry point location
JSB  ,ENTR jump to .ENTR
DEF a define the first location of the area used

to store the argument's addresses

main program of the subroutines

JMP X,I  jump indirectly to thé return location in
the main program
END
All the following subroutines are avzilable in a library file

under the name of SPS. All the subroutine arguments are integers.
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MAC 1 (ISTOR, NIT, NOD)

This subroutine transfers a record of data from the magnetic
tape into the computer memory. The subroutine should be .called
every time a block of speech data stored into the magnetic tape
is required to be processed by the computer simulating an encoding
system. The DMA option is used for the data transfer.

The arguments that havé to be specified are:

ISTOR , defines the address of the first element of an

array declared in thermain program and used as a
'storage buffer for the blocks of data to be encoded.

NIT s defines the select number of the magnetic-tape unit

from which the data is to be transferred.

NOD s defines the length of the data block which is to

be transferred into the computer memory.
A simple flow chart of the MAC 1 subroutine is shown in Figure 3.10.

MAC 2 (ISTOR, NID, NOD)

This subroutine reads a certain block of data from the computer
memory and writes the data into a record on the magnetic tape. The
subroutine is calied in the main program when a block of decoded
(i.e. processed) speech samples is required to be stored back into
the magnetic tape,

The data transfer is again under DMA control. The arguments
to be specified when calling the subroutine are:

ISTOR , provides the address of the first element of the

memory storage buffer where the decoded data is kept.

NIT » provides the number of the magnetic tape unit where

the data is to be stored.
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NOD » provides the length of the data record to
be written on the magnetic tape.

The flow chart of this subroutine is shown on Figure 3.11.

We mention that versions of the MAC1l and MAC2 subroutines are also
available employing a standard H.P. magnetic tape driver software
package.

coMMD (NIT, COMD)

This subroutine writes file marks and moves the magnetic tape
to any required position. The subroutine is called whenever the
magnetic tape has to be positioned to a specific record of a file,
for a possible read or write operation. The commands given to the
magnetic tape using COMMD subroutine include: write file mark, gap
and file mark, gap, forward-space record, Backspace record, forward-
space file, backspace file, rewind, rewind/off-line. The arguments
used in the subroutine are defined as follows:

NIT » defines the number of the magnetic tape unit
where the command is to be directed.
COMD , provides the code number of the command to be

executed.

Figure 3.1 2. shows the flow chart of the COMMD subroutine.
INPT(ISTOR, I1, I2, I3)

The subroutine transfers the incoming speech data from the
Analogue~to-Digital converter, into the computer memory and hence
into the magnetic tape. INPT is called whenever new speech sentences
are to be recorded on the digital magnetic tape.

Both DMA channels are employed in the data transfer. DMA

channel 1 is responsible for the transfer of the data blocks between
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the ADC external device (channel 22) and the buffer storage in

the core memory, while DMA channel 2 is responsible for the transfer
of data from the memory buffér into the magnetic tape (channels 20,
21).

Although only one buffer is used in the memory for serving
the data transfer between the ADC device and the magnetic tape, the
subroutine is designed in such a way that the whole operation is
continuous. This continuous storage of Speech data into the magnetic
tape is achieved as channel 1 of the DMA is working with the relatively
slbw clock rate of the ADC device while the DMA channel 2 is working
with the much greater speed at which the magnetic tape unit is
accepting data. Thus at a given insfant of time, where the N'th
block of data is inputted, DMA 2 is working ahead of DMAl moving the
data of the N-1 biock from the buffer into the magnetic tape. DMAL
operating at a slower speed is behind storing the N'th block of data
into the memory buffer.

.The rate at which DMA2 fransfers the speech data depends upon
the block size used in the opefation. The greater the size of the
data block written onto the magnetic tape, the faster the magnetic
tape accepts the data, and therefore the speech waveform can be
sampled at a higher rate, if.so desired.

Figure 3,13, illustrates the flow chart of the subroutine INPT.
The arguments which have to be specified in the main program are
defined as follows: |

ISTOR , is the location of the first element of the
buffer, used in the subroutine, This buffer is

declared as an array in the main Fortran program.
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I1 , is the select number of the magnetic tape

unit where the data is to be stored,

12 , is the number of the blocks of data to be
stored.'
13 4 is the size of the data blocks (in words)

used in the transfer operation.

OUTP (ISTOR, I1, I2, I3)

This subroutine transfersrecorded speech data from the digital
magnetic tape into the computer memory and then outputs the ‘data to
the Digital-to-Analogue convérter device, OUTP is ecalled in the
main program whenever the decoded and stored speech samples are to
be outputted through the DAC to a lo;dspeaker., The transfer is
accomp;ished in blocks as the DMA option is employed for this
purpose. DMA channel 2 moves the déta between the magnetic tape
peripheral and a buffer in the computer memory, while DMA channel
number 1 reads from the memory buffer and outputs the data to the
DAC peripheral,

The speech waveform_at the ocutput of the DAC is continuous as
DMALl operates at a slower rate than DMA2, At a given instant of
time DMA2 is filling the memory.buffer with a block of the speech
data taken from the tape and DMAl is operating in the same block
but some words behind, reading and moving the data to the DAC device,
The transfer rate of DMAl is equal to the rate the speech waveform
is sampled in.the input oPeration. The rate of operation in DMA2
depends upon the size of the data blocks. An effective rate of
transference of 54.4 k bytes/second is_achieved when the block size

is equal to 5050 characters,
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The arguments to be specified when the subroutine is called
are:
ISTOR , defines the address of the first element of
the buffer in memory. This buffer is declared
as an array in the main program,
I1 © 5 defines the code number of the selected digital
magnefic unit, |
I2 R defines the number of data blocks to be
transferred in the output operation,
I3 s defines the size of the used data blocks.
The flow chart of the OUTP subroutine is shown in Figure 3.14.
An absolute program under the name "ABS IN/OUT" which combines
both INPT and OUTP subroutines is also available. This program
can be stored in and run separately by the computer, without using
the BCS operating system. The origin of the program when it is
loaded in the ﬁemory with the standard Basic-Binary-Loader is equal
to 2.
The input-output operation in the INPT-OUTP subroutineé or
the ABS IN/OUT program can also be accomplished by using a two memory
buffer strategy. fhe program design in this case is rather
straightforward. In an input operation for example, one DMA channel,
say number 1, transfers the data froﬁ ADC into a buffer (ABUF), while
DMA channel 2 removes the previous received block of data from the
second buffer (BBUF) into the magnetic tape. Thus DMA channels 1
and 2 are transferring data into and out of the meﬁory, switching

their operations between the buffers ABUF and BBUF in such way that

the recording of the speech data on the tape is continuous.
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The two buffer strategy is clearly illustrated for both input
and output transfers in the flow charts of Figures 3.15, and 3.16.
An absolute program désigned, with two buffers in the memory, for

input and output operation, is available under the name "ABS 2 IN/OUT".

3.4 DISCUSSION. .

Using the hardware and the software interface between the
computer and the ADC/DAC ﬁeriphefals described iﬁ the earlier parts
of this ghaptet, complicated processing of speech and subjective
tests of the resulting signals can be performed. The basic subroutines
which drive the magnetic tape units and the ADC/DAC devices allow the
storage of speech material with duratjons of up to several minutes,
Aiso; tﬁere are no limitations in the processing time of the speech
signals as thé'éystem is designed to work in an "off line mode".

| These characteristics of thg speech processing system, namely
its ability to store and use hugh amounts of input signal data, and
its handling of exfremely complex manipulations on speech signals
makes it very uséful as a research tool in the field of speech
communication.

As a consequence the system has been used extensively not only
by the author but also by a number of 